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Preface

Stochastic analysis is currently undergoing a period of intensive research and
various new developments, motivated in part by the need to model, understand,
forecast, and control the behavior of many natural phenomena that evolve in time in
a random way. Such phenomena appear in the fields of finance, telecommunications,
economics, biology, geology, demography, physics, chemistry, signal processing,
and modern control theory, to mention just a few.

Often, it is very convenient to use stochastic differential equations and stochastic
processes to study stochastic dynamics. In such cases, research needs the guarantee
of some theoretical properties, such as the existence and uniqueness of the stochastic
equation solution. Without a deep understanding of the nature of the stochastic pro-
cess this is seldom possible. The theoretical background of both stochastic processes
and stochastic differential equations are therefore very important.

Nowadays, quite a few stochastic differential equations can be solved by means
of exact methods. Even if this solution exists, it cannot necessarily be used for
computer simulations, in which the continuous model is replaced by a discrete one.
The problems of “ill-posed” tasks, the “stiffness” or “stability” of the system limit
numerical approximations of the stochastic differential equation. As a result, new
approaches for the numerical solution and, consequently, new numerical algorithms
are also very important.

This volume contains 8 refereed papers dealing with these topics, chosen from
among the contributions presented at the international conference on Stochastic
Analysis and Applied Probability (SAAP 2010), which was held at Yasmine-
Hammamet, Tunisia, from 7 to 9 October 2010. This conference was organized by
the “Applied Mathematics & Mathematical Physics” research unit of the preparatory
institute to the military academies of Sousse, Tunisia. It brought together some 60
researchers and PhD students, from 14 countries and 5 continents. Through lectures,
communications, and posters, these researchers reported on theoretical, numerical,
or application work as well as on significant results obtained for several topics
within the field of stochastic analysis and probability, particularly for “Stochastic
processes and stochastic differential equations.” The conference program was
planned by an international committee chaired by Mounir Zili (Preparatory Institute
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vi Preface

to the Military Academies of Sousse, Tunisia) and consisted of Darya Filatova (Jan
Kochanowski University in Kielce, Poland), Ibtissem Hdhiri (Faculty of Sciences of
Gabès, Tunisia), Ciprian A. Tudor (University of Lille, France), and Mouna Ayachi
(Faculty of Sciences of Monastir, Tunisia).

As this book emphasizes the importance of numerical and theoretical studies
of the stochastic differential equations and stochastic processes, it will be useful
for a wide spectrum of researchers in applied probability, stochastic numerical and
theoretical analysis and statistics, as well as for graduate students.

To make it more complete and accessible for graduate students, practitioners,
and researchers, we have included a survey dedicated to the basic concepts of
numerical analysis of the stochastic differential equations, written by Henri Schurz.
This survey is valuable not only due to its excellent theoretical conception with
respect to modern tendencies, but also with regard to its comprehensive concept
of the dynamic consistency of numerical methods for the stochastic differential
equations. In a second paper, motivated by its applications in econometrics, Ciprian
Tudor develops an asymptotic theory for some regression models involving standard
Brownian motion and the standard Brownian sheet. The result proved in this paper is
an impressive example of convergence in distribution to a non-Gaussian limit. The
paper “General shot noise processes and functional convergence to stable processes”
by Wissem Jedidi, Jalal Almhana, Vartan Choulakian, and Robert McGorman also
addresses the topic of stochastic processes, and the authors consider a model appro-
priate for the network traffic consisting of an infinite number of sources linked to a
unique server. This model is based on a general Poisson shot noise representation,
which is a generalization of a compound Poisson process. In the fourth paper of
this volume, Charles El-Nouty deals with the lower classes of the sub-fractional
Brownian motion, which has been introduced to model some self-similar Gaussian
processes, with non-stationary increments. Then, in a paper by Mohamed Erraoui
and Youssef Ouknine, the bounded variation of the flow of a stochastic differential
equation driven by a fractional Brownian motion and with non-Lipschitz coefficients
is studied. In the sixth paper, Antoine Ayache and Qidi Peng develop an extension of
several probabilistic and statistical results for stochastic volatility models satisfying
some stochastic differential equations for cases in which the fractional Brownian
motion is replaced by the multifractional Brownian motion. The advantage of the
multifractional stochastic volatility models is that they allow account variations
with respect to time of volatility local roughness. The seventh paper was written
by Archil Gulisashvili and Josep Vives and addresses two-sided estimates for the
distribution density of standard models, perturbed by a double exponential law. The
results obtained in this paper can especially be used in the study of distribution
densities arising in some stochastic stock price models. And in the last paper in the
volume, Mario Lefebvre explicitly solves the problem of maximizing a function of
the time spent by a stochastic process by arriving at solutions of some particular
stochastic differential equations.

All the papers presented in this book were carefully reviewed by the members of
the SAAP 2010 Scientific Committee, a list of which is presented in the appendix.
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Chapter 1
Basic Concepts of Numerical Analysis
of Stochastic Differential Equations Explained
by Balanced Implicit Theta Methods

Henri Schurz

Abstract We present the comprehensive concept of dynamic consistency of
numerical methods for (ordinary) stochastic differential equations. The concept
is illustrated by the well-known class of balanced drift-implicit stochastic Theta
methods and relies on several well-known concepts of numerical analysis to
replicate the qualitative behaviour of underlying continuous time systems under
adequate discretization. This involves the concepts of consistency, stability,
convergence, positivity, boundedness, oscillations, contractivity and energy
behaviour. Numerous results from literature are reviewed in this context.

1.1 Introduction

Numerous monographs and research papers on numerical methods of stochastic
differential equations are available. Most of them concentrate on the construction
and properties of consistency. A few deal with stability and longterm properties.
However, as commonly known, the replication of qualitative properties of numerical
methods in its whole is the most important issue for modeling and real-world
applications. To evaluate numerical methods in a more comprehensive manner,
we shall discuss the concept of dynamic consistency of numerical methods for
stochastic differential equations. For the sake of precise illustration, we will treat the
example class of balanced implicit outer Theta methods. This class is defined by

H. Schurz (�)
Southern Illinois University, Department of Mathematics, 1245 Lincoln Drive, Carbondale,
IL 62901, USA
e-mail: hschurz@math.siu.edu

M. Zili and D.V. Filatova (eds.), Stochastic Differential Equations and Processes,
Springer Proceedings in Mathematics 7, DOI 10.1007/978-3-642-22368-6 1,
© Springer-Verlag Berlin Heidelberg 2012
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2 H. Schurz

XnC1 D

8
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
:

XnC Œ�na.tnC1; XnC1/C.I��n/a.tn; Xn/� hnC
mX

jD1
bj .tn; Xn/�W

j
n

C
mX

jD0
cj .tn; Xn/.Xn � XnC1/j�W j

n j
(1.1)

with appropriate (bounded) matrices cj with continuous entries, where I is the unit
matrix in IRd�d and

�W 0
n D hn; �W j

n D W j .tnC1/�W j .tn/

along partitions

0 D t0 < t1 < : : : < tn < tnC1 < : : : < tnT D T < C1

of finite time-intervals Œ0; T �. These methods are discretizations of d -dimensional
ordinary stochastic differential equations (SDEs), [3, 14, 32, 33, 81, 86, 102, 108]

dX.t/Da.t; X.t//dtC
mX

jD1
bj .t; X.t//dW j .t/

0

@D
mX

jD0
bj .t; X.t//dW j .t/

1

A (1.2)

(with b0 D a, W 0.t/D t), driven by i.i.d. Wiener processes W j and started at
adapted initial values X.0/ D x0 2 IRd . The vector fields a and bj are supposed
to be sufficiently smooth throughout this survey. All stochastic processes are
constructed on the complete probability basis .˝;F ; .Ft /t�0; IP /.

The aforementioned Theta methods (1.1) represent a first natural generalization
of explicit and implicit Euler methods. Indeed, they are formed by a convex
linear combinations of explicit and implicit Euler increment functions of the
drift part, whereas the diffusion part is explicitly treated due to the problem of
adequate integration within one and the same stochastic calculus. The balanced
terms cj are appropriate matrices and useful to control the pathwise (i.e. almost
sure) behaviour and uniform boundedness of those approximations. The parameter
matrices .�n/n2IN 2 IRd�d determine the degree of implicitness and simplective
behaviour (energy- and area-preserving character) of related approximations. Most
popular representatives are those with simple scalar choices �n D �nI where I
denotes the unit matrix in IRd�d and �n 2 IR1. Originally, without balanced terms
cj , they were invented by Talay [138] in stochastics, who proposed �n D �I with
autonomous scalar choices � 2 Œ0; 1�. This family with matrix-valued parameters
� 2 IRd�d has been introduced by Ryashko and Schurz [116] who also proved
their mean square convergence with an estimate of worst case convergence rate 0:5.
If � D 0 then its scheme reduces to the classical (forward) Euler method (see
Maruyama [90], Golec et al. [35–38], Guo [39, 40], Gyöngy [41, 42], Protter and
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Talay [109], Römisch & Wakolbinger [115], Tudor & Tudor [143] among others),
if � D 1 to the backward Euler method which is also called (drift-)implicit Euler
method (Hu [55]), and if � D 0:5 to the (drift-implicit) trapezoidal method,
reducing to the scheme

XnC1 D Xn C 1

2
Œa.tnC1; XnC1/C a.tn; Xn/� hn C

mX

jD1
bj .tn; Xn/�W

j
n (1.3)

without balanced terms cj . A detailed study of the qualitative dynamic behaviour of
these methods can be found in Stuart and Peplow [136] in deterministic numerical
analysis (in the sense of spurious solutions), and in Schurz [120] in stochastic
numerical analysis.

A slightly different class of numerical methods is given by the balanced implicit
inner Theta methods

XnC1D

8
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
:

XnCa .tnC�nhn;�nXnC1C.I��n/Xn/ hn C
mX

jD1
bj .tn; Xn/�W

j
n

C
mX

jD0
cj .tn; Xn/.Xn � XnC1/j�W j

n j
(1.4)

where �n 2 IR, �n 2 IRd�d such that local algebraic resolution can be guaranteed
always. The most known representative of this class (1.4) with �n D 0:5I

and without balanced terms cj is known as the drift-implicit midpoint method
governed by

XnC1 D Xn C a

�
tnC1 C tn

2
;
XnC1 CXn

2

�

�n C
mX

jD1
bj .tn; Xn/�W

j
n : (1.5)

This method is superior for the integration of conservation laws and Hamiltonian
systems. Their usage seems to be very promising for the control of numerical
stability, area-preservation and boundary laws in stochastics as well. The drawback
for their practical implementation can be seen in the local resolution of nonlinear
algebraic equations which is needed in addition to explicit methods. However, this
fact can be circumvented by its practical implementation through predictor-corrector
methods (PCMs), their linear- (LIMs) or partial-implicit (PIMs) derivates (versions).
In passing, note that the partitioned Euler methods (cf. Strommen–Melbo and
Higham [135]) are also a member of stochastic Theta methods (1.1) with the special
choice of constant implicitness-matrix

�n D
�
0 0

1 1

�

:
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In passing, note that stochastic Theta methods (1.1) represent the simplest class of
stochastic Runge-Kutta methods. Despite their simplicity, they are rich enough to
cover many aspects of numerical approximations in an adequate manner.

The purpose of this survey is to compile some of the most important facts
on representatives of classes (1.1) and (1.4). Furthermore, we shall reveal the
goodness of these approximation techniques in view of their dynamic consistency.
In the following sections we present and discuss several important key concepts
of stochastic numerical analysis explained by Theta methods. At the end we
finalize our presentation with a summary leading to the governing concept of
dynamic consistency unifying the concepts presented before in a complex fashion.
The paper is organized in 12 sections. The remaining part of our introduction
reports on auxiliary tools to construct, derive, improve and justify consistency of
related numerical methods for SDEs. Topics as consistency in Sect. 1.2, asymptotic
stability in Sect. 1.3, convergence in Sect. 1.4, positivity in Sect. 1.5, boundedness
in Sect. 1.6, oscillations in Sect. 1.7, energy in Sect. 1.8, order bounds in Sect. 1.9,
contractivity in Sect. 1.10 and dynamic consistency in Sect. 1.11 are treated. Finally,
the related references are listed alphabetically, without claiming to refer to all
relevant citations in the overwhelming literature on those subjects. We recommend
also to read the surveys of Artemiev and Averina [5], Kanagawa and Ogawa [66],
Pardoux and Talay [106], S. [125] and Talay [140] in addition to our paper. A good
introduction to related basic elements is found in Allen [1] and [73] too.

1.1.1 Auxiliary tool: Itô Formula (Itô Lemma)
with Operators L j

Define linear partial differential operators

L 0 D @

@t
C < a.t; x/;rx >d C1

2

mX

jD1

dX

i;kD1
b
j
i .t; x/b

j

k .t; x/
@2

@xk@xi
(1.6)

and L jD < bj .t; x/;rx >d where jD1; 2; : : : ; m. Then, thanks to the fundamen-
tal contribution of Itô [56] and [57], we have the following lemma.

Lemma 1.1.1 (Stopped Itô Formula in Integral Operator Form). Assume that
the given deterministic mapping V 2 C1;2.Œ0; T � � IRd ; IRk/. Let � be a finite Ft -
adapted stopping time with 0 � t � � � T .
Then, we have

V.�;X.�// D V.t; X.t//C
mX

jD0

Z �

t

L j V .s; X.s// dW j .s/ : (1.7)
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1.1.2 Auxiliary Tool: Derivation of Stochastic Itô-Taylor
Expansions

By iterative application of Itô formula we gain the family of stochastic Taylor
expansions. This idea is due to Wagner and Platen [144]. Suppose we have enough
smoothness of V and of coefficients a; bj of the Itô SDE. Remember, thanks to Itô’s
formula, for t � t0

V .t; X.t// D V.t0; X.t0//C
Z t

t0

L 0V .s; X.s//dsC
mX

jD1

Z t

t0

L j V .s; X.s// dW j .s/:

Now, take V.t; x/ D x at the first step, and set b0.t; x/ � a.t; x/;W 0.t/ � t . Then
one derives

X.t/ D X.t0/C
Z t

t0

a.s; X.s//ds C
mX

jD1

Z t

t0

bj .s; X.s// dW j .s/

V � bj

D X.t0/C
Z t

t0

"

a.t0; X.t0//C
mX

kD0

Z s

t0

L ka.u; X.u//dW k.u/

#

ds

C
mX

jD1

Z t

t0

"

bj .t0; X.t0//C
mX

kD0

Z s

t0

L ka.u; X.u//dW k.u/

#

dW j .s/

b0 � a

D X.t0/C
mX

jD0
bj .t0; X.t0//

Z t

t0

dW j .s/

„ ƒ‚ …

Euler Increment

C
mX

j;kD0

Z t

t0

Z s

t0

L kbj .u; X.u// dW k.u/dW j .s/

„ ƒ‚ …

Remainder Term RE

V � L kbj

D X.t0/

C
mX

jD0
bj .t0; X.t0//

Z t

t0

dWj .s/C
mX

j;kD1
L kbj .t0; X.t0//

Z t

t0

Z s

t0

dW k.u/dWj.s/

„ ƒ‚ …

Increment of Milstein Method
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C
mX

jD1

Z t

t0

Z s

t0

L 0bj .u; X.u// du dW j .s/

C
mX

kD1

Z t

t0

Z s

t0

L ka.u; X.u// dW k.u/ds

C
mX

j;kD1;lD0

Z t

t0

Z s

t0

Z u

t0

L lL kbj .z; X.z// dW l .z/dW k.u/dW j .s/

„ ƒ‚ …

Remainder Term RM

V � L kbj

D X.t0/

C
mX

jD0
bj .t0; X.t0//

Z t

t0

dW j .s/C
mX

j;kD0
L kbj .t0; X.t0//

Z t

t0

Z s

t0

dWk.u/dW j .s/

„ ƒ‚ …

Increment of 2nd order Taylor Method

C
mX

j;k;lD0

Z t

t0

Z s

t0

Z u

t0

L lL kbj .z; X.z// dW l .z/dW k.u/dW j .s/

„ ƒ‚ …

Remainder Term RTM2

V � L rL kbj

D X.t0/

C
mX

jD0
bj .t0; X.t0//

Z t

t0

dW j .s/C
mX

j;kD0
L kbj .t0; X.t0//

Z t

t0

Z s

t0

dWk.u/dWj .s/

„ ƒ‚ …

Increment of 3rd order Taylor Method

C
mX

j;k;rD0
L rL kbj .t0; X.t0//

Z t

t0

Z s

t0

Z u

t0

dW r.v/dW k.u/dW j .s/

„ ƒ‚ …

Increment of 3rd order Taylor Method

C
mX

j;k;r;lD0

Z t

t0

Z s

t0

Z u

t0

Z v

t0

L lL rL kbj .z; X.z//dW l .z/dW r.v/dW k.u/dW j .s/

„ ƒ‚ …

Remainder Term RTM3

: : : : : : : : : : : : : : :
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This process can be continued under appropriate assumptions of smoothness and
boundedness of the involved expressions. Thus, this is the place from which most
numerical methods systematically originate, and where the main tool for consis-
tency analysis is coming from. One has to expand the functionals in a hierarchical
way, otherwise one would loose important order terms, and the implementation
would be inefficient. Of course, for qualitative, smoothness and efficiency reasons
we do not have to expand all terms in the Taylor expansions at the same time (e.g.
cf. Milstein increment versus 2nd order Taylor increments). The Taylor method can
be read down straight forward by truncation of stochastic Taylor expansion. Explicit
and implicit methods, Runge-Kutta methods, inner and outer Theta methods, linear-
implicit or partially implicit methods are considered as modifications of Taylor
methods by substitution of derivatives by corresponding difference quotients,
explicit expressions by implicit ones, respectively. However, it necessitates finding a
more efficient form for representing stochastic Taylor expansions and hence Taylor-
type methods. For this aim, we shall report on hierarchical sets, coefficient functions
and multiple integrals in the subsection below.

In general, Taylor-type expansions are good to understand the systematic con-
struction of numerical methods with certain orders. Moreover, they are useful to
prove certain rates of local consistency of numerical methods. However, the rates
of convergence (global consistency) of them are also determined by other complex
dynamical features of numerical approximations, and “order bounds” and “practical
modeling / simulation issues” may decisively limit their usage in practice. To fully
understand this statement, we refer to the concept of “dynamic consistency” as
developed in the following sections in this paper.

1.1.3 Auxiliaries: Hierarchical Sets, Coefficient Functions,
Multiple Integrals

Kloeden and Platen [72] based on the original work of Wagner and Platen [144] have
introduced a more compact, efficient formulation of stochastic Taylor expansions.
For its statement, we have to formulate what is meant by multiple indices,
hierarchical sets, remainder sets, coefficient functions and multiple integrals in the
Itô sense.

Definition 1.1.1. A multiple index has the form ˛ D .˛1; ˛2; : : : ; ˛l.˛// where
l.˛/ 2 IN is called the length of the multiple index ˛, and n.˛/ is the total number
of zero entries of ˛. The symbol � denotes the empty multiple index with l.�/ D 0.
The operations ˛� D .˛1; : : : ; ˛l.˛/�1/ and �˛ D .˛2; : : : ; ˛l.˛// are called right-
and left-subtraction, respectively (in particular, .˛1/� D �.˛1/ D �). The set of all
multiple indices is defined to be

Mk;mD ˚
˛D.˛1; ˛2; : : : ; ˛l.˛// W ˛i2fk; kC1; : : : ; mg; iD1; 2; : : : ; l.˛/; l.˛/2IN

�
:
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A hierarchical set Q � M0;m is any set of multiple indices ˛ 2 M0;m such that
� 2 Q and ˛ 2 Q implies �˛ 2 Q. The hierarchical set Qk denotes the set of all
multiple indices ˛ 2 M0;m with length smaller than k 2 IN, i.e.

Qk D f˛ 2 M0;m W l.˛/ � kg :

The set
R.Q/ D f˛ 2 M0;m nQ W ˛� 2 Qg

is called the remainder set R.Q/ of the hierarchical set Q. A multiple (Itô) integral
I˛;s;t ŒV .:; :/� is defined to be

I˛;s;t ŒV .: ; :/� D
� R t

s
I�˛;s;uŒV .: ; :/� dW ˛1.u/ if l.˛/ > 1

R t
s
V .u; Xu/ dW

˛l.˛/ .u/ otherwise

for a given process V.t; X.t//where V 2 C0;0 and fixed ˛ 2 M0;mnf�g. A multiple
(Itô) coefficient function V˛ 2 C0;0 for a given mapping V D V.t; x/ 2 C l.˛/;2l.˛/

is defined to be

V˛.t; x/ D
�

L l.˛/V˛�.t; x/ if l.˛/ > 0

V.t; x/ otherwise
:

Similar notions can be introduced with respect to Stratonovich calculus (in fact, in
general with respect to any stochastic calculus), see [72] for Itô and Stratonovich
calculus.

1.1.4 Auxiliary Tool: Compact Formulation of Wagner-Platen
Expansions

Now we are able to state a general form of Itô-Taylor expansions. Stochastic Taylor-
type expansions for Itô diffusion processes have been introduced and studied by
Wagner and Platen [144] (cf. also expansions in Sussmann [137], Arous [4], and
Hu [54]). Stratonovich Taylor-type expansions can be found in Kloeden and Platen
[72]. We will follow the original main idea of Wagner and Platen [144].

An Itô-Taylor expansion for an Itô SDE (1.2) is of the form

V.t; X.t// D
X

˛2Q
V˛.s; X.s//I˛;s;t C

X

˛2R.Q/
I˛;s;t ŒV˛.: ; :/� (1.8)

for a given mapping V D V.t; x/ W Œ0; T � � IRd �! IRk which is smooth enough,
where I˛;s;t without the argument Œ	� is understood to be I˛;s;t D I˛;s;t Œ1�. Sometimes
this formula is also referred to as Wagner-Platen expansion. Now, for completeness,
let us restate the Theorem 5.1 of Kloeden and Platen [72].
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Theorem 1.1.1 (Wagner-Platen Expansion). Let � and � be two Ft -adapted
stopping times with t0 � � � � � T < C1 (a.s.). Assume V W Œ0; T ��IRd �! IRk .
Take any hierarchical set Q 2 M0;m.

Then, each Itô SDE with coefficients a; bj possesses a Itô-Taylor expansion (1.8)
with respect to the hierarchical set Q, provided that all derivatives of V; a; bj

(related to Q) exist.

A proof is carried out in using the Itô formula and induction on the maximum length
sup˛2Q l.˛/ 2 IN. A similar expansion holds for Stratonovich SDEs.

1.1.5 Auxiliary Tool: Relations Between Multiple Integrals

The following lemma connects different multiple integrals. In particular, its formula
can be used to express multiple integrals by other ones and to reduce the compu-
tational effort of their generation. The following lemma is a slightly generalized
version of an auxiliary lemma taken from Kloeden and Platen [72], see proposition
5.2.3, p. 170.

Lemma 1.1.2 (Fundamental Lemma of Multiple Integrals). Let ˛D .j1; j2; : : : ;

jl.˛// 2 M0;m n f�g with l.˛/ 2 IN.
Then, 8k 2 f0; 1; : : : ; mg 8t; s W 0 � s � t � T we have

.W k.t/ �W k.s//I˛;s;t D
l.˛/X

iD0
I.j1;j2;:::;ji ;k;jiC1;:::;jl.˛//;s;t (1.9)

C
l.˛/X

iD0
	fjiDk¤0gI.j1;j2;:::;ji�1;0;jiC1;:::;jl.˛//;s;t

D I.k;j1;j2;:::;jl.˛//;s;t C I.j1;k;j2;:::;jl.˛//;s;t C I.j1;j2;k;j3;:::;jl.˛//;s;t C : : :C

C I.j1;j2;j3;:::;jl.˛/;k/;s;t C
l.˛/X

iD0
	fjiDk¤0gI.j1;j2;:::;ji�1;0;jiC1;:::;jl.˛//;s;t

where 	f:g denotes the characteristic function of the subscribed set.

Hence, it obviously suffices to generate “minimal basis sets” of multiple integrals.
In order to have a more complete picture on the structure of multiple integrals, we
note the following assertion.

Lemma 1.1.3 (Hermite Polynomial Recursion of Multiple Integrals). Assume
that the multiple index ˛ is of the form

˛ D .j1; j2; : : : ; jl.˛// 2 M0;m with j1 D j2 D : : : D jl.˛/ D j 2 0; 1; : : : ; m
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and its length l.˛/ � 2.
Then, for all t with t � s � 0 we have

I˛;s;t D

8
ˆ̂
<̂

ˆ̂
:̂

.t � s/l.˛/

l.˛/Š
; j D 0

.W j .t/ �W j .s//I˛�;s;t � .t � s/I.˛�/�;s;t
l.˛/Š

; j � 1

(1.10)

This lemma corresponds to a slightly generalized version of Corollary 5.2.4
(p. 171) in [72]. It is also interesting to note that this recursion formula for
multiple Itô integrals coincides with the recursion formula for hermite polynomials.
Let us conclude with a list of relations between multiple integrals which exhibit
some consequences of Lemmas 1.1.2 and 1.1.3. For more details, see [72]. Take
j; k 2 f0; 1; : : : ; mg and 0 � s � t � T .

I.j /;s;t D W j .t/ �W j .s/

I.j;j /;s;t D 1

2Š

�
I 2.j /;s;t � .t � s/

�

I.j;j;j /;s;t D 1

3Š

�
I 3.j /;s;t � 3.t � s/I.j /;s;t

�

I.j;j;j;j /;s;t D 1

4Š

�
I 4.j /;s;t � 6.t � s/I 2.j /;s;t C 3.t � s/2

�

I.j;j;j;j;j /;s;t D 1

5Š

�
I 5.j /;s;t � 10.t � s/I 3.j /;s;t C 15.t � s/2I.j /;s;t

�

: : : : : : : : : :

.t � s/I.j /;s;t D I.j;0/;s;t C I.0;j /;s;t

.t � s/I.j;k/;s;t D I.j;k;0/;s;t C I.j;0;k/;s;t C I.0;j;k/;s;t

I.j /;s;t I.0;j /;s;t D 2I.0;j;j /;s;t C I.j;0;j /;s;t C I.j;j;0/;s;t

I.j /;s;t I.j;0/;s;t D I.0;j;j /;s;t C I.j;0;j /;s;t C 2I.j;j;0/;s;t

: : : : : : : : : ::

Some attempts has been made to approximate multiple stochastic integrals. For
example, [72] use the technique of Karhunen-Loeve expansion (i.e. the Fourier
series expansion of the Wiener process) or [30] exploit Box counting methods and
related levy areas. A minimal basis set for multiple integrals is known, see [28, 29].
However, computationally more efficient approximation procedures of multiple
stochastic integrals are still a challenge to be constructed and verified (especially
in higher dimensions).
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1.2 Local Consistency

Throughout this section, fix the time interval Œ0; T � with finite and nonrandom
terminal time T . Let k:kd be the Euclidean vector norm on IRd and Mp.Œs; t �/ the
Banach space of .Fu/s�u�t -adapted, continuous, IRd -valued stochastic processes
X with finite norm kXkMp D .sups�u�t IEjjX.s/jjpd/1=p < C1 where p � 1,
M .Œ0; s�/ the space of .Fs;B.IRd //-measurable stochastic processes and B.S/
the 
-algebra of Borel sets of inscribed set S .

Recall that every (one-step) numerical method Y (difference scheme) defined by

YnC1 D Yn C ˚n.Y /

with increment functional˚n has an associated continuous one-step representation

Ys;x.t/ D x C ˚.t js; x/

along partitions

0 D t0 < t1 < : : : < tn < tnC1 < : : : < tnT D T < C1:

The continuity modulus of this one-step representation is the main subject of related
consistency analysis. For this analysis, the auxiliary tools we presented in the intro-
duction such as Itô formula and relations between multiple integrals are essential in
deriving estimates of the one-step representation. For example, the continuous time
one-step representation of stochastic Theta methods (1.1) is given by

Ys;x.t/ WD x C Œ�a.t; Ys;x.t//C .I ��/a.s; x/� .t � s/

C
mX

jD1
bj .s; x/.W j .t/ (1.11)

�W j .s//C
mX

jD0
cj .s; x/.x � Ys;x.t//jW j .t/ �W j .s/j

driven by stochastic processesW j , for all t � s � 0 and started at x 2 ID at time s.

Definition 1.2.1. A numerical method Y with one-step representation Ys;y.t/ is
said to be mean consistent with rate r0 on Œ0; T � iff 9 Borel-measurable function
V W ID ! IR1C and 9 real constants KC

0 � 0; ı0 > 0 such that 8.Fs;B.ID//-
measurable random variablesZ.s/ with Z 2 M .Œ0; s�/ and 8s; t W 0 � t � s � ı0

jjIEŒXs;Z.s/.t/ � Ys;Z.s/.t/jFs �jjd � KC
0 V.Z.s// .t � s/r0 : (1.12)
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Remark 1.2.1. In the subsections below, we shall show that the balanced Theta
methods (1.1) with uniformly bounded weights cj and uniformly bounded param-
eters �n are mean consistent with worst case rate r0 � 1:5 and moment control
function V.x/ D .1C jjxjj2d /1=2 for SDEs (1.2) with global Hölder-continuous and
linear growth-bounded coefficients bj 2F �C1;2.Œ0; T �� ID/ (j D 0; 1; 2; : : : ; m).

Definition 1.2.2. A numerical method Y with one-step representation Ys;y.t/ is
said to be p-th mean consistent with rate r2 on Œ0; T � iff 9 Borel-measurable
function V W ID ! IR1C and 9 real constants KC

p � 0; ı0 > 0 such that
8.Fs;B.ID//-measurable random variables Z.s/ with Z 2 Mp.Œ0; s�/ and 8s; t W
0 � t � s � ı0

�
IEŒjjXs;Z.s/.t/ � Ys;Z.s/.t/jjpd jFs�

�1=p � KC
p V.Z.s// .t � s/rp : (1.13)

If p D 2 then we also speak of mean square consistency with local mean square
rate r2.

Remark 1.2.2. Below, we shall prove that the balanced Theta methods (1.1) are
mean square consistent with worst case rate r2 � 1:0 and moment control function
V.x/ D .1C jjxjj2/1=2d for SDEs (1.2) with global Lipschitz-continuous and linear
growth-bounded coefficients bj 2 F � C1;2.Œ0; T � � ID/ (j D 0; 1; 2; : : : ; m).

In the proofs of consistency of balanced Theta methods (1.1) below, it is crucial
that one exploits the explicit identity

Ys;x.t/ � x
D M�1s;x.t/ Œ�a.t; Ys;x.t// � .I ��/a.s; x/� .t � s/

CM�1s;x.t/
mX

jD1
bj .s; x/.W j.t/�W j.s//

D M�1s;x .t/� Œa.t; Ys;x.t// � a.s; x/�

Z t

s

du CM�1s;x .t/
mX

jD0
bj .s; x/

Z t

s

dW j .u/

where I is the d�d unit matrix in IRd�d , b0.s; x/ D a.s; x/;W 0.t/ D t;W 0.s/ D s

and

Ms;x.t/ D I C
mX

jD0
cj .s; x/jW j .t/ �W j .s/j:

1.2.1 Main Assumptions for Consistency Proofs

Let jj:jjd�d denote a matrix norm on IRd�d which is compatible to the Euclidean
vector norm jj:jjd on IRd , and h:; :id the Euclidean scalar product on IRd .
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Furthermore we have to assume that the coefficients a and bj are Caratheodory
functions such that a strong, unique solution X D .X.t//0�t�T exists. Recall
that ID 
 IRd is supposed to be a nonrandom set. Let ID be simply connected.
To guarantee certain rates of consistency of the BTMs (and also its rates of
convergence) the following conditions have to be satisfied:

(A0) 8s; t 2 Œ0; T � W s < t H) IP .fX.t/ 2 IDjX.s/ 2 IDg/DIP .fYs;y.t/2IDj
y2IDg/D1

(A1) 9 constantsKB D KB.T /;KV D KV .T / � 0 such that

8t 2 Œ0; T � 8x 2 ID W
mX

jD0
jjbj .t; x/jj2d � .KB/

2 ŒV .x/�2 (1.14)

sup
0�t�T

IEŒV .X.t//�2 � .KV /
2IEŒV .X.0//�2 < C1 (1.15)

with appropriate Borel-measurable function V W ID ! IR1C satisfying

8x 2 ID W jjxjjd � V.x/

(A2) Hölder continuity of .a; bj /, i.e. 9 real constants La and Lb such that

8s; t W 0 � t � s � ı0;8x; y 2 ID W jja.t; y/� a.s; x/jjd � La.jt � sj1=2

Cjjy � xjjd / (1.16)
mX

jD1
jjbj .t; y/� bj .s; x/jj2d � .Lb/

2.jt�sjCjjy�xjj2d / (1.17)

(A3) 9 real constantsKM D KM.T / � 0 such that, for the chosen weight matrices
cj 2 IRd�d of balanced Theta methods (1.1), we have

8s; t W 0�t�s�ı0;8x2ID W 9M�1s;x .t/ with jjM�1s;x .t/jjd�d�KM (1.18)

(A4) 9 real constants Kca D Kca.T / � 0 and Kcb D Kcb.T / � 0 such that, for
the chosen weight matrices cj 2 IRd�d of BTMs (1.1), we have

8s 2 Œ0; T � 8x 2 ID W
mX

jD0
jjcj .s; x/a.s; x/jjd � KcaV.x/ (1.19)

mX

kD0

mX

jD0
jjck.s; x/bj .s; x/jj2d�K2

cbŒV .x/�
2 (1.20)
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(A5) jj�jjd�d � K�, jjI � �jjd�d � KI��, and all step sizes hn � ı0 are
uniformly bounded by nonrandom quantity ı0 such that

KMKBK�ı0 < 1:

Remark 1.2.3. Condition (A3) with uniform estimate (1.18) is guaranteed with the
choice of positive semi-definite weight matrices cj (j D 0; 1; : : : ; m) in BTMs
(1.1). In this case, we have KM � 1. To control boundedness of moments and an
appropriate constantKM for invertible matricesM , it also suffices to take uniformly
bounded weights c0 and vanishing cj for j D 1; 2; : : : ; m together with sufficiently
small step sizes h. Assumption (A5) ensures that the implicit expressions of Y are
well-defined, together with the finiteness of some moments and Hölder-continuity
(i.p. a guarantee of local resolution).

1.2.2 Rate of Mean Consistency

For simplicity, consider BTMs (1.1) with autonomous implicitness matrices � 2
IRd�d (i.e. � is independent of time-variable n).

Theorem 1.2.1 (Mean Consistency of BTMs with Rate r0 � 1:5). Assume that
the assumptions (A0)–(A5) are satisfied.
Then, the BTMs (1.1) with autonomous implicitness matrices � 2 IRd�d and
nonrandom step sizes hn � ı0 < 1 are mean consistent with worst case rate
r0 � 1:5.

Remark 1.2.4. The proof is based on auxiliary Lemmas 1.2.1 and 1.2.2 as stated
and proved below.

Proof. First, rewrite the one-step representations of X and Y in integral form to

Xs;x.t/ D x C
mX

jD0

Z t

s

bj .u; X.u//dW j .u/

Ys;x.t/ D x CM�1s;x.t/Œ�a.t; Ys;x.t//C .I ��/a.s; x/�
Z t

s

du

CM�1s;x .t/bj .s; x/
Z t

s

dW j .u/:

Notice that

Ys;x.t/

D x C
Z t

s

a.s; x/du C .M�1s;x .t/ � I /
Z t

s

a.s; x/du C
mX

jD1

Z t

s

bj .s; x/dW j .u/

CM�1s;x .t/�
Z t

s

Œa.t; Ys;x.t// � a.s; x/�duC
mX

jD1
.M�1s;x .t/�I /

Z t

s

bj .s; x/dW j.u/:
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Second, subtracting both representations gives

Xs;x.t/ � Ys;x.t/

D
Z t

s

Œa.u; X.u//� a.s; x/�du C
mX

jD1

Z t

s

Œbj .u; X.u//� bj .s; x/�dW j .u/

C .M�1s;x .t/ � I /
Z t

s

a.s; x/du CM�1s;x .t/�
Z t

s

Œa.t; Ys;x.t// � a.s; x/�du

C
mX

jD1
.M�1s;x .t/ � I /

Z t

s

bj .s; x/dW j .u/:

Recall that the above involved stochastic integrals driven by W j form martingales
with vanishing first moment.
Third, pulling the expectation IE over the latter identity and applying triangle
inequality imply that

jjIEŒXs;x.t/ � Ys;x.t/�jjd

�
Z t

s

IEjja.u; X.u//� a.s; x/jjd du C IEjjM�1s;x .t/ � I jjd
Z t

s

jja.s; x/jjd du

C IEŒjjM�1s;x .t/�jjd
Z t

s

jja.t; Ys;x.t// � a.s; x/jjd du�

C
mX

jD1
IEŒjjM�1s;x .t/ � I jj 	 jj

Z t

s

bj .s; x/dW j .u/jjd �

� La

Z t

s

Œju � sj1=2 C .IEjjXs;x.u/� xjj2d /1=2�du

CKM.t � s/

mX

jD0
jjcj .s; x/a.s; x/jjd IEŒj

Z t

s

dW j .u/j�

CKM.t � s/jj�jjLaŒjt � sj1=2 C .IEjjYs;x.t/ � xjj2d /1=2�:

Note that we used the facts that

M�1s;x .t/ � I D �M�1s;x .t/
mX

kD0
ck.s; x/

ˇ
ˇ
ˇ
ˇ

Z t

s

dW k.u/

ˇ
ˇ
ˇ
ˇ

and

IE

2

4
mX

kD0

mX

jD1
M�1s;x .t/ck.s; x/bj .s; x/

ˇ
ˇ
ˇ
ˇ

Z t

s

dW k.u/

ˇ
ˇ
ˇ
ˇ

Z t

s

dW j .v/

3

5 D 0
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since all W k are independent and symmetric about 0 (i.e. odd moments of them are
vanishing to zero).
Fourth, we apply Lemma 1.2.2 in order to arrive at

jjIEŒXs;x.t/ � Ys;x.t/�jjd � LaŒ1CKH
X V.x/�

Z t

s

.u � s/1=2du

CKM.t�s/
mX

jD0
jjcj .s; x/a.s; x/jjd

 

IE

"

j
Z t

s

dW j .u/j2
#!1=2

CKMK�LaŒ1CKH
Y V.x/�.t � s/3=2

� Œ
2

3
La CKM.Kca CK�La/�.1CKH

X /V.x/.t � s/3=2

D O..t � s/3=2/

under the assumptions (A0)–(A5). Consequently, this confirms the estimate of local
rate r0 � 1:5 of mean consistency of BTMs (1.1) with autonomous implicitness
matrices � 2 IRd�d along any nonrandom partitions of fixed time-intervals Œ0; T �
with step sizes h < 1, and hence the conclusion of Theorem 1.2.1 is verified. ˘
Remark 1.2.5. Moreover, returning to the proof and extracted from its final estima-
tion process, the leading mean error constantKC

0 can be estimated by

KC
0 � Œ

2

3
La CKM.Kca CK�La/�.1CKH

X /

where KH
X is as in (1.23) (see also Remark 1.2.7). For uniformly Lipschitz-

continuous coefficients bj (j D 0; 1; : : : ; m), the functional V of consistency is
taken as

V.x/ D .1C jjxjj2d /1=2

which represents the functional of linear polynomial growth (as it is common in the
case with globally Hölder-continuous coefficients bj ).

Lemma 1.2.1 (Local uniform boundedness of L2-norms of X and Y ).
Assume that

8x 2 ID W jjxjj2d � ŒV .x/�2 � 1C jjxjj2d ;

the assumptions (A1) and (A3) are satisfied, and both X and Y are ID-invariant for
deterministic set ID 
 IRd (i.e. assumption (A0)). Furthermore, for well-definedness
of Y , let (A5) hold, i.e.

KMKBK�ı0 < 1
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with jj�jjd�d � K� and jjI ��jjd�d � KI��.
Then 9KB

X ;K
B
Y (constants) 8x 2 ID 8T � t � s � 0 with jt � sj � ı0 < 1

IEŒjjXs;x.t/jj2d � � .KB
X /

2ŒV .x/�2 (1.21)

IEŒjjYs;x.t/jj2d � � .KB
Y /

2ŒV .x/�2; (1.22)

i.e. we may take V.x/D .1Cjjxjj2d /1=2 in the estimates of local uniform boundedness
of 2nd moments.

Proof of Lemma 1.2.1. Let t; s � 0 such that jt � sj � 1 and x 2 ID 
 IRd for
ID-invariant stochastic processes X and Y (IP -a.s.).
First, consider the estimate for X . Recall the property of Itô isometry of stochastic
integrals and independence of all processes W j . We arrive at (by CBS- or Hölder-
inequality)

IEjjXs;x.t/jj2d

D IE

�
�
�
�
�
�
x C

Z t

s

a.u; X.u//du C
mX

jD1

Z t

s

bj .u; X.u//dW j .u/

�
�
�
�
�
�

2

d

� 3jjxjj2d C 3IE

�
�
�
�

Z t

s

a.u; X.u//du

�
�
�
�

2

d

C 3IE

�
�
�
�
�
�

mX

jD1

Z t

s

bj .u; X.u//dW j .u/

�
�
�
�
�
�

2

d

� 3jjxjj2dC3.t�s/IE
	Z t

s

jja.u; X.u//jj2ddu




C3IE

2

4
mX

jD1

Z t

s

jjbj .u; X.u//jj2ddu

3

5

� 3jjxjj2d C 3IE
Z t

s

2

4
mX

jD0
jjbj .u; X.u//jj2d

3

5du

� 3jjxjj2d C 3.KB/
2

Z t

s

IEŒV .X.u//�2du

� 3jjxjj2d C 3.KB/
2.KV /

2ŒV .x/�2.t � s/

� 3Œ1C .KB/
2.KV /

2.t � s/�ŒV .x/�2

whenever 0 � s � t � T are nonrandom and jt � sj � 1. Hence, the uniform
boundedness of second moments of X could be established.
Second, consider a similar estimation for Y . We obtain (apply CBS-inequality)

IEjjYs;x.t/jj2d

D IE

�
�
�
�
�
x CM�1s;x

�
�a.t; Ys;x.t//C .I ��/a.s; x/

�
.t � s/
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C
mX

jD1

Z t

s

M�1s;x .t/bj .s; x/dW j .u/

�
�
�
�
�

2

d

� 4jjxjj2dC4K2
MK

2
�IEjja.t; Ys;x.t//jj2d .t � s/2

C 4K2
MK

2
I��jja.s; x/jj2d .t � s/2 C 4K2

M

mX

jD1
jjbj .s; x/jj2d .t � s/

� 4ŒV .x/�2 C 4K2
MK

2
�.KB/

2IEŒV .Ys;x.t//�
2.t � s/2

C 4K2
M .1CK2

I��/
mX

jD1
jjbj .s; x/jj2d .t � s/

� 4ŒV .x/�2 C 4K2
MK

2
�.KB/

2IEŒV .Ys;x.t//�
2.t � s/2

C 4K2
M .1CK2

I��/.KB/
2ŒV .x/�2.t � s/

� 4
1CK2

M.KB/
2K2

�.t � s/2 C 1CK2
I��.t � s/

1 �K2
M.KB/2K

2
�.ı0/

2
ŒV .x/�2

� 4
1CK2

M.KB/
2K2

�.ı0/
2 C 1CK2

I��ı0
1 �K2

M.KB/2K
2
�.ı0/

2
ŒV .x/�2;

where ŒV .x/�2 � 1C jjxjj2d and K2
M.KB/

2K2
�.ı0/

2 < 1 are additionally supposed
in the latter estimation. Therefore, the uniform boundedness of second moments of
Y is verified. ˘
Remark 1.2.6. Indeed, while returning to the proof of Lemma 1.2.1, under the
assumptions (A0)–(A1), (A3) and (A5) with V.x/ D .1 C jjxjj2d /1=2 we find that
KB
X can be estimated by

KB
X � 3Œ1C .KB/

2.KV /
2�:

as long as jt � sj � 1. Similarly,KB
Y is bounded by

KB
Y � 4

1CK2
M.KB/

2K2
�.ı0/

2 C 1CK2
I��ı0

1 �K2
M.KB/2K

2
�.ı0/

2

whenever K2
M.KB/

2K2
�.ı0/

2 < 1 and jt � sj � ı0 � 1, jjxjj2d � ŒV .x/�2 � 1C
jjxjj2d for all x 2 ID.

Lemma 1.2.2 (Local mean square Hölder continuity of X and Y ). Assume that

8x 2 ID W jjxjj2d � ŒV .x/�2 � 1C jjxjj2d ;
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the assumptions (A1)–(A3) and (A5) are satisfied, and both X and Y are
ID-invariant for deterministic set ID 
 IRd (i.e. assumption (A0)).
Then 9KH

X ;K
H
Y (constants) 8T � t � s � 0 with jt � sj < 1

IEŒjjXs;x.t/ � xjj2d � � .KH
X /

2ŒV .x/�2.t � s/ (1.23)

IEŒjjYs;x.t/ � xjj2d � � .KH
Y /

2ŒV .x/�2.t � s/ (1.24)

for all nonrandom x 2 ID 
 IRd , i.e. we may take V.x/ � .1 C jjxjj2d /1=2 in the
estimates of Hölder-continuity modulus of 2nd moments.

Proof of Lemma 1.2.2. Let t; s � 0 such that jt � sj � 1 and x 2 ID 
 IRd for
ID-invariant stochastic processes X and Y (IP -a.s.).
First, consider the estimate for X . Recall the property of Itô isometry of stochastic
integrals and independence of all processes W j . We arrive at

IEjjXs;x.t/ � xjj2d D IE

�
�
�
�
�
�

Z t

s

a.u; X.u//du C
mX

jD1

Z t

s

bj .u; X.u//dW j .u/

�
�
�
�
�
�

2

d

D IE

�
�
�
�

Z t

s

a.u; X.u//du

�
�
�
�

2

C
mX

jD1
IE

�
�
�
�

Z t

s

bj .u; X.u//dW j .u/

�
�
�
�

2

d

�
Z t

s

IE

2

4.t � s/jja.u; X.u//jj2d C
mX

jD1
jjbj .u; X.u//jj2d

3

5du

�
Z t

s

IE

2

4
mX

jD0
jjbj .u; X.u//jj2d

3

5 du � .KB/
2

Z t

s

IEŒV .X.u//�2du

� .KB/
2.KV /

2IEŒV .Xs;x.s//�2jt�sjD.KB/
2.KV /

2ŒV .x/�2.t�s/

whenever 0 � s � t � T are nonrandom and jt � sj � 1.
Second, consider a similar estimation for Y . We obtain (apply CBS-inequality)

IEjjYs;x.t/ � xjj2d

D IE

�
�
�
�
�
M�1s;x

�
�a.t; Ys;x.t//C .I ��/a.s; x/

�
.t � s/

C
mX

jD1

Z t

s

M�1s;x .t/bj .s; x/dW j .u/

�
�
�
�
�

2

d

� 3K2
MK

2
�IEjja.t; Ys;x.t//jj2d .t � s/2 C 3K2

MK
2
I��jja.s; x/jj2d .t � s/2
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C3K2
M

mX

jD1
jjbj .s; x/jj2d .t � s/

� 3K2
M.KB/

2.K2
�IEŒV .Ys;x.t//�2

CK2
I��ŒV .x/�2/.t�s/2C3K2

M.KB/
2ŒV .x/�2.t�s/

� 3K2
M.KB/

2ŒK2
�.K

B
Y /

2 CK2
I�� C 1�ŒV .x/�2.t � s/

whenever 0 � s � t � T are nonrandom and jt � sj � 1. This completes the proof
of Lemma 1.2.2. ˘
Remark 1.2.7. Indeed, while returning to the proof of Lemma 1.2.2, under the
assumptions (A0)–(A5) with V.x/ D .1 C jjxjj2d /1=2 we find that KH

X can be
estimated by

KH
X � .KB/

2.KV /
2:

Similarly,KH
Y is bounded by

KH
Y � 3K2

M .KB/
2ŒK2

�.K
B
Y /

2 CK2
I�� C 1�:

1.2.3 Mean Square Consistency

For simplicity, consider BTMs (1.1) with autonomous implicitness matrices � 2
IRd�d .

Theorem 1.2.2 (Mean Square Consistency of BTMs with Rate r2�1:0). Assume
that the assumptions (A0) - (A5) are satisfied, together with

8x 2 ID W V.x/ D .1C jjxjj2d /1=2:

Then, the BTMs (1.1) with autonomous implicitness matrices � 2 IRd�d and
nonrandom step sizes hn � ı0 < 1 are mean square consistent with worst case
rate r2 � 1:0 along V on ID 
 IRd .

Remark 1.2.8. The proof is based on auxiliary Lemmas 1.2.1 and 1.2.2 as stated in
previous subsection.

Proof. First, from the proof of Theorem 1.2.1, recall the difference of one-step
representations of X and Y in integral form is given by

Xs;x.t/ � Ys;x.t/

D
Z t

s

Œa.u; X.u//� a.s; x/�du C
mX

jD1

Z t

s

Œbj .u; X.u//� bj .s; x/�dW j .u/
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C .M�1s;x .t/ � I /
Z t

s

a.s; x/du CM�1s;x .t/�
Z t

s

Œa.t; Ys;x.t// � a.s; x/�du

C
mX

jD1
.M�1s;x .t/ � I /

Z t

s

bj .s; x/dW j .u/:

Second, take the square norm and apply Hölder-inequality (CBS-inequality) in order
to encounter the estimation

IEjjXs;x.t/ � Ys;x.t/jj2d

D IE

�
�
�
�
�
�

Z t

s

Œa.u; X.u//� a.s; x/�du C
mX

jD1

Z t

s

Œbj .u; X.u//� bj .s; x/�dW j .u/

C.M�1s;x .t/ � I /

Z t

s

a.s; x/du CM�1s;x .t/�
Z t

s

Œa.t; Ys;x.t// � a.s; x/�du

C
mX

jD1
.M�1s;x .t/ � I /

Z t

s

bj .s; x/dW j .u/

�
�
�
�
�
�

2

d

� 5IE

�
�
�
�

Z t

s

Œa.u; X.u//�a.s; x/�du

�
�
�
�

2

d

C5
mX

jD1
IE

�
�
�
�

Z t

s

Œbj .u; X.u//�bj.s; x/�dW j .u/

�
�
�
�

2

d

C 5IE

�
�
�
�.M

�1
s;x .t/�I /

Z t

s

a.s; x/du

�
�
�
�

2

d

C5IE

�
�
�
�M

�1
s;x .t/�

Z t

s

Œa.t;Ys;x.t//�a.s; x/�du

�
�
�
�

2

d

C 5

mX

jD1
IE

�
�
�
�.M

�1
s;x .t/ � I /

Z t

s

bj .s; x/dW j .u/

�
�
�
�

2

d

:

Third, recall Itô isometry and the facts that

M�1s;x .t/ � I D �M�1s;x .t/
mX

kD0
ck.s; x/

ˇ
ˇ
ˇ
ˇ

Z t

s

dW k.u/

ˇ
ˇ
ˇ
ˇ

and

IE

2

4
mX

kD0

mX

jD1
M�1s;x .t/ck.s; x/bj .s; x/

ˇ
ˇ
ˇ
ˇ

Z t

s

dW k.u/

ˇ
ˇ
ˇ
ˇ

Z t

s

dW j .v/

3

5 D 0

since all W k are independent and symmetric about 0 (i.e. odd moments of them are
vanishing to zero). Therefore, we may simplify our latter estimation to
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IEjjXs;x.t/ � Ys;x.t/jj2d
�5.t � s/IE

	Z t

s

jja.u; X.u//� a.s; x/jj2d du




C5
mX

jD1
IE

	Z t

s

jjbj .u; X.u//� bj .s; x/jj2d du




C5IE

2

4

�
�
�
�
�
M�1s;x .t/

mX

kD0
ck.s; x/a.s; x/

�
�
�
�
�

2

d

ˇ
ˇ
ˇ

Z t

s

dW k.u/
ˇ
ˇ
ˇ

3

5.t � s/

C5IE

	

jjM�1s;x .t/�jj2d�d
Z t

s

jja.t;Ys;x.t//�a.s; x/jj2d du




.t � s/

C5
mX

jD1

mX

kD0
IE

�
�
�
�M

�1
s;x .t/

ˇ
ˇ
ˇ
ˇ

Z t

s

dW k.u/

ˇ
ˇ
ˇ
ˇ

Z t

s

ck.s; x/bj .s; x/dW j .u/

�
�
�
�

2

d

�10L2a.t�s/
Z t

s

Œ.u�s/CIEjjXs;x.u/�xjj2d �duC5L2b
Z t

s

Œ.u�s/CIEjjXs;x.u/�xjj2d �du

C5K2
M.Kca/

2ŒV .x/�2.t � s/2

C10K2
MK

2
�L

2
a

Z t

s

Œ.t�s/C IEjjYs;x.t/ � xjj2d �du.t � s/

C5K2
M.Kcb/

2ŒV .x/�2.t � s/2

�10L2a.t � s/

Z t

s

Œ1CKH
X ŒV.x/�

2�.u�s/du C 5L2b

Z t

s

Œ1CKH
X ŒV.x/�

2�.u � s/du

C5K2
M.Kca/

2ŒV .x/�2.t � s/2

C10K2
MK

2
�L

2
a

Z t

s

Œ2CKH
Y ŒV .x/�

2�.u � s/du.t � s/

C5K2
M.Kcb/

2ŒV .x/�2.t � s/2

�5L2aŒ1CKH
X ŒV.x/�

2�.t � s/3 C 5

2
L2bŒ1CKH

X ŒV.x/�
2�.t � s/2

C5K2
M.Kca/

2ŒV .x/�2.t � s/2

C10K2
MK

2
�L

2
aŒ1CKH

Y ŒV .x/�
2�.t � s/3

C5K2
M.Kcb/

2ŒV .x/�2.t � s/2

�5
h
.L2aC

1

2
L2b/.1CKH

X /CK2
MŒ.Kca/

2C2K2
�L

2
a.1CKH

Y /C.Kcb/
2�
i
ŒV .x/�2.t�s/2

whenever jt � sj � ı0 < 1 and ŒV .x/�2 D 1C jjxjj2d . Thus, the rate of mean square
consistency of BTMs (1.1) can be estimated by r2 � 1:0. This completes the proof
of Theorem 1.2.2. ˘
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Remark 1.2.9. Indeed, while returning to the proof of Theorem 1.2.2, we may
extract an estimate for the leading mean square consistency coefficient KC

2 by
setting

KC
2 D

r

5
h
.L2a C 1

2
L2b/.1CKH

X /CK2
M Œ.Kca/2 C 2K2

�L
2
a.1CKH

Y /C .Kcb/2�
i

along functional V.x/ D .1C jjxjj2d /1=2 under the assumptions (A0)–(A5).

1.2.4 P-th Mean Consistency

Similarly, to the previous proof of mean square consistency, one can verify estimates
on the rates rp of p-th mean consistency with p � 1.

Theorem 1.2.3 (p-th mean consistency rate rp � 1:0 of BTMs (1.1)). Assume that
the assumptions
(A0)–(A5) with V.x/ D .1 C jjxjjpd /1=p on ID 
 IRd are satisfied with general
exponent p � 1 instead of p D 2.
Then, the BTMs (1.1) with autonomous implicitness matrices � 2 IRd�d and
nonrandom step sizes hn � ı0 < 1 are p-th mean consistent with worst case rate
rp � 1:0.

The details of the proof are left to the reader (just apply analogous steps as
in proof of Theorem 1.2.2, exploiting Hölder-type and Burkholder inequalities
together with Itô isometry relation and the symmetry of Gaussian moments. For
the subcase 1 � p < 2, one may also apply Lyapunov inequality (see Shiryaev
[134]) to conclude rp D 1:0. For p-th mean consistency of Euler methods, see also
Kanagawa [61–65]. In fact, the error distribution caused by Euler approximations
is studied in Bally et al. [6–9], in Jacod & Protter [58, 59] and in Kohatsu-Higa &
Protter [77].

1.3 Asymptotic Stability

Asymptotic stability and long-term behavior of numerical methods has been
investigated by numerous authors, see [1, 2, 10, 16–19, 45–47, 53, 73, 78–80, 87, 88,
97, 107, 110, 111, 113, 114, 117].

For the sake of simplicity, we will mostly separate our stability analysis applied
to purely drift-implicit BTMs

YnC1 D YnCŒ�a.tnC1; YnC1/C.1��/a.tn; Yn/�hnC
mX

jD1
bj .tn; Yn/�W

j
n (1.25)

with nonrandom scalar implicitness � 2 Œ0; 1� and linear-implicit BIMs
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YnC1 D Yn C
mX

jD0
bj .tn; Yn/�W

j
n C

mX

jD0
cj .tn; Yn/.Yn � YnC1/j�W j

n j (1.26)

with appropriate weight matrices cj .

1.3.1 Weak V -Stability of Numerical Methods

Definition 1.3.1. A numerical method Y with one-step representation Ys;y.t/ is
said to be weakly V -stable with real constant KS D KS.T / on Œ0; T � iff V WIRd
!IR1C is Borel-measurable and 9 real constant ı0 > 0 such that 8.Fs;B.IRd //-
measurable random variablesZ.s/ and 8s; t W 0 � t � s � ı0 � 1

IEŒV .Ys;Z.s/.t//jFs � � exp.KS.t � s// V .Z.s//: (1.27)

A weakly V -stable numerical method Y is called weakly exponential V -stable iff
KS < 0. A numerical method Y is exponential p-th mean stable iff Y is weakly
exponential V -stable with V.x/ D jjxjjpd and KS < 0. In the case p D 2, we speak
of exponential mean square stability.

Remark 1.3.1. Exponential stability is understood with respect to the trivial solution
(equilibrium or fixed point 0) throughout this paper.

Theorem 1.3.1. Assume that the numerical method Y started at a .F0;B.IRd //-
measurableY0 and constructed along any .Ft /-adapted time-discretization of Œ0; T �
with maximum step size hmax � ı0 is weakly V -stable with ı0 and stability constant
KS on Œ0; T �. Then

8t 2 Œ0; T � W IEŒV .Y0;Y0 .t//� � exp.KSt/IEŒV .Y0/�; (1.28)

sup
0�t�T

IEŒV .Y0;Y0 .t//� � exp.ŒKS�CT /IEŒV .Y0/� (1.29)

where Œ:�C denotes the positive part of the inscribed expression.

Proof. Suppose that tk � t � tkC1 with hk � ı0. If IEŒV .Y0/� D C1 then nothing
is to prove. Now, suppose that IEŒV .Y0/� < C1. Using elementary properties of
conditional expectations, we estimate

IEŒV .Y0;Y0 .t//� D IEŒIEŒV .Ytk;Yk .t/jFtk ��

� exp.KS.t � tk// 	 IEŒV .Yk/�

D exp.KS.t � tk// 	 IEŒV .Ytk�1;Yk�1 .tk//� � : : :

� exp.KSt/ 	 IEŒV .Y0/� � exp.ŒKS �Ct/ 	 IEŒV .Y0/�
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� exp.ŒKS �CT / 	 IEŒV .Y0/�

by induction. Hence, taking the supremum confirms the claim of Theorem 1.3.1. ˘
Remark. Usually V plays the role of a Lyapunov functional for controlling the
stability of the numerical method Y .

Theorem 1.3.2. Assume that .A1/ and .A3/ with V.x/ D �2 C jjxjj2d (� 2 IR1

some real constant) hold. Then the BIMs (1.26) with hmax � ı0 � min.1; T / are
weakly V -stable with stability constant

KS � KM 	KB 	 .2CKM 	KB/ (1.30)

and they satisfy global weak V -stability estimates (1.28) and (1.29).

Proof. Suppose that .A1/ and .A3/ hold with V.x/ D �2 C jjxjj2. Recall that
0 � t � s � ı0 � 1. Let Z.s/ be any .Fs;B.IRd //-measurable random variable.
Then

IEŒ�2 C jjYs;Z.s/jj2d jFs � D IEŒ�2 C jjZ.s/CM�1s;Z.s/.t/
mX

jD0
bj .s; Z.s//.W j .t/

�W j .s//jj2d jFs�

D IEŒ�2 C jjZ.s/CM�1s;Z.s/.t/a.s;Z.s//.t � s/

CM�1s;Z.s/.t/
mX

jD1
bj .s; Z.s//.W j .t/ �W j .s//jj2d jFs�

D �2 C 1

2
IEŒjjz CM�1s;z .t/a.s; z/.t�s/

CM�1s;z .t/
mX

jD1
bj .s; z/.W j .t/�W j .s//jj2d �

ˇ
ˇ
ˇ
zDZ.s/

C1

2
IEŒjjz CM�1s;z .t/a.s; z/.t � s/

�M�1s;z .t/
mX

jD1
bj .s; z/.W j .t/ �W j .s//jj2d �

ˇ
ˇ
ˇ
zDZ.s/

D �2 C IEŒjjz CM�1s;z .t/a.s; z/.t � s/jj2d �
ˇ
ˇ
zDZ.s/

CIEŒjjM�1s;z .t/
mX

jD1
bj .s; z/.W j .t/ �W j .s//jj2d �

ˇ
ˇ
ˇ
zDZ.s/

D �2CjjZ.s/jj2dC2 ŒIE<z;M�1s;z .t/a.s; z/>d �
ˇ
ˇ
zDZ.s/ .t�s/

C IEŒjjM�1s;z .t/a.s; z/jj2d �
ˇ
ˇ
zDZ.s/.t�s/2
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C
mX

jD1
IEŒjjM�1s;z .t/bj .s; z/jj2d .W j .t/�W j .s//2�

ˇ
ˇ
zDZ.s/

� .1C Œ2KMKB CK2
MK

2
B�.t � s// 	 .�2 C jjZ.s/jj2d /

� exp.Œ2KMKB CK2
MK

2
B�.t � s// 	 .�2 C jjZ.s/jj2d /;

hence the BIMs (1.26) are weakly V -stable with V.x/ D �2 C jjxjj2d . It obviously
remains to apply Theorem 1.3.1 in order to complete the proof. ˘
Remark 1.3.2. Interestingly, by setting � D 0, we gain also a result on numerical
mean square stability. However, for results on asymptotic mean square stability of
BTMs and BIMs, see below or [120].

1.3.2 Asymptotic Mean Square Stability for Bilinear Test
Equations

Consider (autonomous) linear systems of Itô SDEs with stationary solutionX1 D 0

dX.t/ D AX.t/ dt C
mX

jD1
BjX.t/dW j .t/ (1.31)

started in .F0;B.IRd //-measurable initial data X.0/ at time t D 0. Let p 2
.0;C1/ be a nonrandom constant.

Definition 1.3.2. Assume X � 0 is an equilibrium (fixed point, steady state). The
trivial solution X � 0 of SDE (1.2) is called globally (asymptotically) p-th mean
stable iff 8X0 W IEkX.0/kpd < C1 H) limt!C1 IEkX.t/kpd D 0: In the case
p D 2 we speak of global (asymptotic) mean square stability. Moreover, the
trivial solution X � 0 of SDE (1.2) is said to be locally (asymptotically) p-th
mean stable iff 8" > 09ı W 8X0 W IEkX.0/kpd < ı H) 8t > 0 W IEkX.t/kpd < ":

In the case p D 2 we speak of local (asymptotic) mean square stability.

Remark 1.3.3. To recall some well-known facts from general stability theory, an
exponentially p-th mean stable process is also asymptotically p-th mean stable.
However, not vice versa in general. Furthermore, a globally (asymptotically) p-th
mean stable trivial solution is also locally (asymptotically) p-th mean stable. For
nonlinear systems of SDEs (1.2), the concepts of local and global stability do not
coincide. For linear autonomous systems, these concepts coincide.

Let Y0 be .F0;B.IRd //-measurable in all statements in what follows.

Definition 1.3.3. Assume Y � 0 is an equilibrium (fixed point, steady state). The
trivial solution Y � 0 of BTMs (1.1) is called globally (asymptotically)p-th mean
stable iff 8Y0 W IEkY0kpd < C1 H) limn!C1 IEkYnkpd D 0: In the case p D 2
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we speak of global (asymptotic) mean square stability of Y . Moreover, the trivial
solution Y � 0 of BTMs (1.1) is said to be locally (asymptotically) p-th mean
stable iff 8" > 09ı W 8Y0 W IEkY0kpd < ı H) 8n > 0 W IEkYnkpd < ": In the case
p D 2 we speak of local (asymptotic) mean square stability of Y .

Now, consider the family of drift-implicit Theta methods

YnC1 D Yn C .�AYnC1 C .1 � �/AYn/hn C
mX

jD1
BjYn�W

j
n (1.32)

applied to autonomous systems of SDEs (1.31) with scalar implicitness parameter
� 2 IR1 (i.e. � D �I , all cj D 0 in (1.1)).

Theorem 1.3.3 (Asymptotic m.s. stability of BTMs for linear SDEs
[118, 120]). For all equidistant approximations with h > 0, the following (global
and local) asymptotic properties hold:

(1) For � D 0:5, X � 0 mean square stable ” Y � 0 mean square stable.
(2) X � 0 mean square stable and � � 0:5 H) Y � 0 mean square stable.
(3) X � 0 mean square unstable and � � 0:5 H) Y � 0 mean square unstable.
(4) Y �1 � 0 mean square stable with �1 � �2 H) Y �2 � 0mean square stable

with �2.

Proof. Use spectral theory of monotone positive operators L and some knowledge
on Lyapunov equation

AM C MAT C
mX

jD1
BjMBjT D �C

(see concept of mean square operators L as introduced by S. [118,120], cf. remarks
below). ˘
Remark 1.3.4. (i) Systematic stability analysis of systems of discrete random map-

pings is possible by the study of sequences of positive operators (mean square
operators) related to each numerical method. For example, the family of mean
square stability operators Ln related to drift-implicit Theta-Euler methods (1.32)
is given by the mappings.

S 2 S d�dC 7! LnS D .Id � �hnA/
�1
�
.Id C .1 � �/hnA/S.Id C .1� �/hnA/

T

Chn

mX

jD1
BjS.Bj /T

�
..Id � �hnA/

�1/T

where Id represents the d �d unit matrix, and, for n 2 IN and nonrandom step
sizes hn, we have
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IEŒYnC1Y TnC1� D Ln

�
IEŒYnY

T
n �
� D

nY

kD0
Lk

�
IEŒY0Y

T
0 �
�

for the related evolution of all 2nd moments (similar for random step sizes).
(ii) The system formulation in terms of positive operators is needed since the

problem of stochastic test equation is not solved and one cannot reduce
the general case of SDEs to simple one-dimensional test equations within
non-anticipating stochastic calculus in sharp contrast to the situation in
deterministic calculus (due to the presence of non-commutative operators
in general). One-dimensional test equations are only relevant for stability
of systems with complete commutative structure (This truly striking fact is
commonly not recognized in the literature correctly).

(iii) Stochastic A-, AN-stability and monotone nesting of stability domains can be
established, see [118, 120].

(iv) More general, there is a systematic study of stochastic dissipative and mono-
tone systems to carry over ideas for linear systems to nonlinear systems ones
(cf. [120, 123, 124]). One needs to distinguish between systems with additive
and multiplicative noise in related stability analysis.

An interesting, illustrative and simple complex-valued test equation is given by
the stochastic Kubo oscillator perturbed by multiplicative white noise in Stratono-
vich sense

dX.t/ D iX.t/dt C i�X.t/ ı dW.t/ (1.33)

where � 2 IR1; i 2 D �1. This equation describes rotations on the circle with
radius jjX.0/jj IC D jX0j. S. [118] has studied this example and shown that the
corresponding discretization of drift-implicit Milstein methods explodes for any step
size selection, whereas the lower order drift-implicit trapezoidal method with the
same implicitness parameter � or appropriately balanced implicit methods (BIMs)
could stay very close to the circle of the exact solution even for large integration
times! This is a test equation which manifests that “stochastically coherent” (i.e.
asymptotically exact) numerical methods are needed and the search for efficient
higher order convergent methods is somehow restricted even under linear bound-
edness and infinitely smooth assumptions on drift and diffusion coefficients. So
Dahlquist barriers for consistent and stable linear multi-step methods are bounded
by order 1:0 in stochastic settings.

In passing, note that Stratonovich-type equations (1.33) are equivalent to Itô-type
SDE

dX.t/ D .i � 1

2
�2/X.t/ dt C i�X.t/dW.t/;
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thereby SDEs (1.33) belong to following subclass (1.34). A more general bilinear
test equation is studied in the following example.

Example of one-dimensional complex-valued test SDE. Many authors (e.g.
Mitsui and Saito [98] or Schurz [118]) have studied the SDE

dX.t/ D �X.t/ dt C �X.t/ dW.t/; (1.34)

with X.0/ D x0; �; � 2 IC1, representing a test equation for the class of completely
commutative systems of linear SDEs with multiplicative white noise. This stochastic
process has the unique exact solutionX.t/ D X.0/ 	exp..���2=2/tC�W.t// with
second moment

IEŒX.t/X�.t/� D IEjX.t/j2 D IE exp.2.� � �2=2/r t C 2�rW.t// 	 jx0j2
D jx0j2 	 exp.2.�r � �2r =2C �2i =2/t C 2�2r t/

D jx0j2 	 exp..2�r C j� j2/t/

where x0 2 IC1 is nonrandom (zr is the real part, zi the imaginary part of z 2 IC1)
and � denotes the complex conjugate value. The trivial solution X � 0 of (1.34)
is mean square stable for the process fX.t/ W t � 0g iff 2�r C j� j2 < 0. Now, let
us compare the numerical approximations of families of (drift-)implicit Theta and
Milstein methods. Applied to (1.34), the drift-implicit Milstein and drift-implicit
Theta methods are given by

Y
.M/
nC1 D 1C .1 � �/�hC �n

p
hC �2.2n � 1/h=2

1 � ��h 	 Y .M/
n (1.35)

and

Y
.E/
nC1 D 1C .1� �/�hC �n

p
h

1� ��h
	 Y .E/n ; (1.36)

respectively. Their second moments P .E=M/
n D IEŒY .E=M/

n Y
.E=M/*�
n satisfy

P
.M/
nC1 D

 

IEj1C .1 � �/�hC �n
p
h

1 � ��h j2 C IEj�
2.2n � 1/
1 � ��h

j2 	 h2=4
!

	 P .M/
n

D P
.M/
0 	

� j1C .1 � �/�hj2 C j� j2hC j� j4h2=2
j1 � ��hj2

�nC1

> P
.E/
0 	

� j1C .1 � �/�hj2 C j� j2h
j1 � ��hj2

�nC1
D P

.E/
nC1 .n D 0; 1; 2; : : :/;

provided that P .M/
0 D IEŒY .M/

0 Y
.M/*

0 � � IEŒY .E/0 Y
.E/*

0 � D P
.E/
0 , and
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P
.M/
nC1 D P

.E/
nC1 	

� j1C .1 � �/�hj2 C j� j2hC j� j4h2=2
j1C .1 � �/�hj2 C j� j2h

�nC1

D P
.E/
nC1 	

�

1C j� j4h2=2
j1C .1 � �/�hj2 C j� j2h

�nC1
:

while assuming identical initial values P .M/
0 D P

.E/
0 . Hence, if the drift-implicit

Milstein method (1.35) possesses a mean square stable null solution then the
corresponding drift-implicit Theta method (1.36) possesses it too. The mean square
stability domain of (1.35) is smaller than that of (1.36) for any implicitness � 2
Œ0; 1�. Besides, the drift-implicit Theta method (1.36) has a mean square stable null
solution if � � 1

2
and 2�r C j� j2 < 0. The latter condition coincides with the nec-

essary and sufficient condition for the mean square stability of the null solution of
SDE (1.34). Thus, the drift-implicit Theta method (1.36) with implicitness � D 0:5

is useful to indicate mean square stability of the equilibrium solution of (1.34). More
general theorems concerning the latter observations can be found in S. [118], [120].

1.3.3 Mean Square A-Stability of Drift-Implicit Theta Methods

A-stability is one of the most desired properties of numerical algorithms. We
could distinguish between the linear A-stability and nonlinear A-stability concepts,
depending on the corresponding linear and nonlinear test classes of dissipative
SDEs. However, one may find a unified treatment of the classical AN- and A-
stability concepts in moment sense. Following S. [118,120,124,125], one can intro-
duce the following meaningful definitions, motivated basically by the fundamental
works of Dahlquist [23] in deterministic numerical analysis. Fix p 2 Œ1;C1/.

Definition 1.3.4. The numerical sequence Y D .Yn/n2IN (method, approximation,
etc.) is called p-th mean A-stable iff it has an asymptotically (numerically) p-th
mean stable equilibrium solution Y � 0 for all autonomous SDEs (1.34) with
asymptotically p-th mean stable equilibrium solution X � 0, while using any
admissible step size sequence hn with

0 < inf
n2IN

hn � hk � sup
n2IN

hn < C1:

The numerical sequence Y D .Yn/n2IN (method, approximation, etc.) is said to be
p-th mean AN-stable iff it has an asymptotically (numerically) p-th mean stable
equilibrium solution Y � 0 for all SDEs (1.2) with asymptotically p-th mean stable
equilibrium solution X � 0, while using any admissible step size sequence hn with

0 < inf
n2IN

hn � hk � sup
n2IN

hn < C1:



1 Basic Concepts of Numerical Analysis Stochastic Differential Equations Explained 31

In case of p D 2, we speak of mean square A- and mean square AN-stability.

Remark 1.3.5. Recall, from literature, that the bilinear real-valued test SDE (1.34)
possesses an asymptotically mean square stable trivial solution X � 0 iff

2�C j� j2 < 0:

Theorem 1.3.4 (M.s. A-stability of drift-implicit Theta methods [120]). Assume
that Y0 D X0 is independent of all 
-algebras 
.W j .t/ W t � 0/ and IEŒX0�2 < 1.
Then the drift-implicit Theta method (1.25) applied to SDEs (1.34) with � � 0:5

provides mean square A-stable numerical approximations (i.e. when p D 2).

Proof. For simplicity, let �; � 2 IR1. Suppose that .hn/n2IN is nonrandom and
admissible with

0 < inf
n2IN

hn � hk � sup
n2IN

hn < C1:

First, note that the drift-implicit Theta methods (1.25) applied to SDEs (1.34) with
scalar � 2 Œ0; 1� is governed by the scheme (with i.i.d. n with IEŒn� D 0 and
IEŒn�2 D 1)

Y �nC1 D 1C .1 � �/�hn C �n
p
hn

1 � ��hn
	 Y �n :

Second, its temporal second moment evolution P�
n D IEŒY �n �

2 can be rewritten to as

P�
nC1 D P�

0 	
nY

kD0

j1C .1 � �/�hkj2 C j� j2hk
j1 � ��hkj2

D P�
0 	

nY

kD0

�

1C 2�C j� j2 C .1 � 2�/j�j2hk
j1 � ��hkj2 hk

�

� P�
0 	

nY

kD0

�

1C 2�C j� j2
j1� ��hkj2 hk

�

� P�
0 	

nY

kD0

�

1C 2�C j� j2
j1� �� supl2IN hl j2

hk

�

where P�
0 D IEŒY0�2, � � 0:5 and 2� C j� j2 � 0. Third, one shows that there are

real constants c1 and c2 such that

exp

 

c1

nX

kD0
hk

!

P�
0 D exp.c1tnC1/P �

0 � P�
nC1 � exp.c2tnC1/P �

0
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D exp

 

c2

nX

kD0
hk

!

P�
0 (1.37)

for all n 2 IN. Fourth, it remains to verify that c2 < 0 whenever 2�C �2 < 0 and
� � 0:5. In fact, one finds that

P�
nC1 � P�

0 	
nY

kD0
exp

�
2�C j� j2

j1 � �� supl2IN hl j2
hk

�

D P�
0 	 exp

 
2�C j� j2

j1� �� supl2IN hl j2
nX

kD0
hk

!

D P�
0 	 exp

�
2�C j� j2

j1 � �� supl2IN hl j2
tnC1

�

;

hence

c2 � 2�C �2

.1 � �� supn2IN hn/2

since 2�C �2 < 0 and � � 0:5. Consequently, limn!C1P�
n D 0 for all P0 with

adapted Y0 2 L2.!;F0; IP / and for all admissible step sizes hn if 2� C �2 < 0

and � � 0:5. This fact establishes mean square A-stability of drift-implicit Theta
methods (1.25) with � � 0:5, hence the proof is complete. ˘

A warning. The drift-implicit Theta methods with � > 0:5 such as backward
Euler methods are on the “sure numerically stable” side. However, we must notice
that they provide so-called “superstable” numerical approximations. Superstability
is a property which may lead to undesired stabilization effects of numerical
dynamics whereas the underlying SDE does not have stable behaviour. Of course, it
would be better to make use of asymptotically exact numerical methods such as
midpoint-type or trapezoidal methods (cf. explanations in sections below).

Remark 1.3.6. Artemiev and Averina [5], Mitsui and Saito [98], and Higham
[47], [48] have also established mean square A-stability, however exclusively for
equidistant partitions only. They analyze the more standard concept of stability
function which is only adequate for equidistant discretizations and test classes of
linear SDEs (for stability regions for 1D linear test SDEs, see also [15]). There is
also an approach using the concept of weak A-stability, i.e. the A-stability of related
deterministic parts of numerical dynamics discretizing linear SDEs. However, this
concept does not lead to new insights into the effects of stochasticity with respect to
stability (cf. [95] or [72]).
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1.3.4 Asymptotic Mean Square Stability for Nonlinear Test
Equations

Let Xs;x.t/ denote the value of the stochastic processX at time t � s, provided that
it has started at the value Xs;x.s/ D x at prior time s. x and y are supposed to be
adapted initial values. Let ˘ denote an ordered time-scale (discrete (˘ D IN) or
continuous (˘ D Œ0;C1/)) and p ¤ 0 be a nonrandom constant.

Definition 1.3.5. A stochastic processXD.X.t//t2˘ with basis .˝;F ; .Ft /t2˘;
IP/ is said to be uniformly p-th mean (forward) dissipative on IRd iff 9KX

D 2
IR 8t � s 2 ˘ 8x 2 IRd

IE
h
jjXs;x.t/jjpd

ˇ
ˇ
ˇFs

i
� exp

�
pKX

D.t � s/
�
jjxjjpd (1.38)

with p-th mean dissipativity constant KX
D . X is said to be a process with p-th

mean non-expansive norms iff 8t � s 2 ˘ 8x 2 IRd

IE
h
jjXs;x.t/jjpd

ˇ
ˇ
ˇFs

i
� jjxjjpd : (1.39)

If p D 2 then we speak of mean square dissipativity and mean square non-
expansive norms, resp.

For dissipative processes with adapted initial data, one can re-normalize p-th
power norms to be uniformly bounded and find uniformly bounded p-th moment
Lyapunov exponents by KX

D . Hence, its p-th mean longterm dynamic behaviour is
under some control. Processes with non-expansivep-th mean norms have uniformly
bounded Lp-norms even without renormalization along the entire time-scale ˘ .
These concepts are important for the uniform boundedness and stability of values
of numerical methods. They are also meaningful to test numerical methods while
applying to SDEs with uniformly p-th norm bounded coefficient systems.

Let p > 0 be a nonrandom constant.

Definition 1.3.6. A coefficient system .a; bj / of SDEs (1.2) and its SDE are said to
be strictly uniformly p-th mean bounded on IRd iff 9KOB 2 IR8t 2 IR8x 2 IRd

< a.t; x/; x >d C1

2

mX

jD1
jjbj .t; x/jj2dCp�2

2

mX

jD1

< bj .t; x/; x >2d

jjxjj2d
� KOB jjxjj2d :

(1.40)

If p D 2 then we speak of mean square boundedness.

Lemma 1.3.1 (Dissipativity of SDE (1.2), S.[120, 124]). Assume that X satisfies
SDE (1.2) with p-th mean bounded coefficient system .a; bj /.
Then X is p-th mean dissipative for all p � 2 and its p-th mean dissipativity
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constantKX
D can be estimated by

KX
D � KOB:

This lemma can be proved by Dynkin’s formula (averaged Itô formula). Let us
discuss the possible “worst case effects” on the temporal evolution of p-th mean
norms related to numerical methods under condition (1.40) with p D 2. It turns out
that the drift-implicit backward Euler methods are mean square dissipative under
this condition and mean square stable if additionallyKOB < 0.

Theorem 1.3.5 (Dissipativity + expo. m.s. stability of backward EM[120, 124]).
Assume that

(i) �n D 1.
(ii) 0 < infn2IN hn � supn2IN hn < C1, all hn nonrandom (i.e. only admissible

step sizes).
(iii) 9Ka � 08x 2 Rd 8t � 0 W < a.t; x/; x >� Kajjxjj2d .
(iv) 9Kb8x 2 Rd 8t � 0 W Pm

jD1 jjbj .t; x/jj2d � Kbjjxjj2d .

Then, the drift-implicit Euler methods (1.1) with scalar implicitness �n D 1 and
vanishing cj D 0 are mean square dissipative when applied to SDEs (1.2) with
mean square bounded coefficients .a; bj / with dissipativity constant

KX
D D sup

n2IN

2Ka CKb

1 � 2hnKa

: (1.41)

If additionally 2Ka CKb � 0 then they are mean square non-expansive and

KX
D D 2Ka CKb

1 � 2Ka sup
n2IN

hn
(1.42)

and hence exponentially mean square stable if 2Ka CKb < 0

Proof. Rearrange the scheme (1.1) for the drift-implicit Theta methods with
nonrandom scalar implicitness .�n/ D �nI to separate implicit from explicit part
such that

XnC1 � �nhna.tnC1; XnC1/ D Xn C .1 � �n/hna.tn; Xn/

C
mX

jD1
bj .tn; Xn/�W

j
n : (1.43)

Recall that X denotes the value of the iteration scheme (1.1) started at values X0 2
L2.˝;F0; IP /. Now, take the square of Euclidean norms on both sides. By taking
the expectation on both sides we arrive at
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IEjjXnC1jj2d � 2�nhnIE < XnC1; a.tnC1; XnC1/ >d C�2nh2nIEjja.tnC1; XnC1/jj2d
D IEjjXnjj2d C 2.1� �n/hnIE < Xn; a.tn; Xn/ >d C.1 � �n/

2h2nIEjja.tn; Xn/jj2d

Chn

mX

jD1
IEjjbj .tn; Xn/jj2d :

Under the assumption .i i i/ we have

�2�nhn < a.t; x/; x >d � �2�nhnKajjxjj2d � 0

for all x 2 IRd and t � 0. Consequently, under .i i i/ and .iv/, we may estimate

.1 � 2�nhnKa/IEjjXnC1jj2d
� Œ1C .2.1� �n/Ka CKb/hn�CIEjjXnjj2d C .1 � �n/2h2nIEjja.tn; Xn/jj2d :

for all n 2 IN. This leads to the estimate

IEjjXnC1jj2d � Œ1C .2.1� �n/Ka CKb/hn�C
1 � 2�nhnKa

IEjjXnjj2d

D
�

1C .2Ka CKb/hn

1 � 2�nhnKa

�

IEjjXnjj2d C .1 � �n/2h2n
1 � 2�nhnKa

IEjja.tn; Xn/jj2d

� exp

�
.2Ka CKb/hn

1 � 2�nhnKa

�

IEjjXnjj2d C .1 � �n/
2h2n

1 � 2�nhnKa

IEjja.tn; Xn/jj2d (1.44)

since 1 C z � exp.z/ for z � �1. Now, set all parameters �n D 1 in the above
inequality. In this case one encounters

IEjjXnC1jj2d � exp

�
2Ka CKb

1 � 2hnKa

hn

�

IEjjXnjj2d :

Therefore, the drift-implicit backward Euler methods are mean square dissipative
with dissipativity constant

KX
D D sup

n2IN

2Ka CKb

1 � 2hnKa

D 2Ka CKb

1 � 2 sup
n2IN

hnKa

if 2Ka CKb � 0:

If additionally 2Ka C Kb � 0, then their norms are mean square non-expansive.
Exponential mean square stability follows from estimate (1.44) with setting �n D
1:0 under the hypothesis 2Ka CKb < 0. This completes the proof. ˘
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Theorem 1.3.6 (Local m.s. stability of drift-implicit BTMs for dissipative
SDEs). Assume that:

(i) �n � 0:5.
(ii) 0 < infn2IN hn � supn2IN hn < C1, all hn nonrandom (i.e. only admissible

step sizes), .�nhn/n2IN is non-increasing in n.
(iii) 9Ka � 08x 2 Rd 8t � 0 W < a.t; x/; x >� Kajjxjj2d .
(iv) 9Kb8x 2 Rd 8t � 0 W Pm

jD1 jjbj .t; x/jj2d � Kbjjxjj2d .
(v) 2Ka CKb � 0.

(vi) a.0; 0/ D 0 and a.0; 	/ 2 C0.N.0/; IRd / for a neighborhood N.0/ around
0 2 IRd .

Then, the drift-implicit BTMs (1.25) with scalar implicitness �n � 0:5 (and
vanishing cj D 0) are locally (asymptotically) mean square stable when applied
to SDEs (1.2) with mean square bounded coefficients .a; bj /.

Proof. As before, rearrange the scheme (1.1) for the drift-implicit Theta methods
with nonrandom scalar implicitness .�n/ D �nI to separate implicit from explicit
part such that

XnC1 � �nhna.tnC1; XnC1/ D Xn C .1 � �n/hna.tn; Xn/

C
mX

jD1
bj .tn; Xn/�W

j
n : (1.45)

Recall that X denotes the value of the iteration scheme (1.1) started at values X0 2
L2.˝;F0; IP /. Now, take the square of Euclidean norms on both sides. By taking
the expectation on both sides we arrive at

IEjjXnC1jj2d � 2�nhnIE < XnC1; a.tnC1; XnC1/ >d C�2nh2nIEjja.tnC1; XnC1/jj2d
D IEjjXnjj2d C 2.1� �n/hnIE < Xn; a.tn; Xn/ >d C.1 � �n/

2h2nIEjja.tn; Xn/jj2d

Chn
mX

jD1
IEjjbj .tn; Xn/jj2d :

Under the assumption .i i i/ we have

�2�nhn < a.t; x/; x >d � �2�nhnKajjxjj2d � 0

for all x 2 IRd and t � 0. Consequently, under the requirements .i/–.iv/, we may
estimate

.1 � 2�nhnKa/IEjjXnC1jj2d C �2nh
2
nIEjja.tnC1; XnC1/jj2d

� Œ1C .2.1� �n/Ka CKb/hn�CIEjjXnjj2d C .1 � �n/
2h2nIEjja.tn; Xn/jj2d
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D Œ1C .2.1� �n/Ka CKb/hn�CIEjjXnjj2d C .1 � 2�n/h
2
nIEjja.tn; Xn/jj2d

C�2nh2nIEjja.tn; Xn/jj2d
� Œ1C .2.1� �n/Ka CKb/hn�CIEjjXnjj2d C �2n�1h2n�1IEjja.tn; Xn/jj2d :

for all n 2 IN. This leads to the estimate

IEjjXnC1jj2d C �2nh
2
n

1 � 2�nhnKa

IEjja.tnC1; XnC1/jj2d

� Œ1C .2.1� �n/Ka CKb/hn�C
1� 2�nhnKa

IEjjXnjj2d C �2n�1h2n�1
1 � 2�nhnKa

IEjja.tn; Xn/jj2d

� Œ1C .2.1� �n/Ka CKb/hn�C
1� 2�nhnKa

IEjjXnjj2d C �2n�1h2n�1
1 � 2�n�1hn�1Ka

IEjja.tn; Xn/jj2d

D
�

1C .2Ka CKb/hn

1 � 2�nhnKa

�

IEjjXnjj2d C �2n�1h2n�1
1� 2�n�1hn�1Ka

IEjja.tn; Xn/jj2d

� exp

�
.2Ka CKb/hn

1 � 2�nhnKa

�

IEjjXnjj2d C �2n�1h2n�1
1 � 2�n�1hn�1Ka

IEjja.tn; Xn/jj2d

� IEjjXnjj2d C �2n�1h2n�1
1 � 2�n�1hn�1Ka

IEjja.tn; Xn/jj2d

since 1 C z � exp.z/ for z � �1, Ka � 0, �n � 0:5, �nhn > 0 non-increasing in
n and .v/. Now, it remains to apply the principle of complete induction in order to
conclude that

IEjjXnC1jj2d C �2nh
2
n

1 � 2�nhnKa

IEjja.tnC1; XnC1/jj2d

� IEjjX0jj2d C �2�1h2�1
1 � 2��1h�1Ka

IEjja.t0; X0/jj2d

D IEjjX0jj2d C �20 h
2
0

1 � 2�0h0Ka

IEjja.0;X0/jj2d

for all n 2 IN (recall the convention t0 D 0, h�1 WD h0 and ��1 D �0).
Eventually, the continuity hypothesis .vi/ on a w.r.t. x in the neighborhood of
0 together with a.0; 0/ D 0 guarantees that the drift-implicit BTMs (1.25) are
locally (asymptotically) mean square stable for nonlinear SDEs (1.2) with p-th
mean bounded coefficient systems .a; bj /, provided that .i/–.v/. This conclusion
completes the proof. ˘

In contrast to backward Euler methods and drift-implicit Theta methods with
� � 0:5, we may establish expansivity of p-th norms for norm-expansive nonlinear
SDEs. To see this fact, consider the concept of expansive norms in what follows.
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Definition 1.3.7. A stochastic processXD.X.t//t2˘ with basis .˝; F ; .Ft /t2˘;
IP / is said to be p-th mean (forward) expansive on IRd iff 8t � s 2 ˘ 8x 2 IRd

(adapted)

IE
h
jjXs;x.t/jjpd

ˇ
ˇ
ˇFs

i
� jjxjjpd : (1.46)

X is said to be a process with strictly p-th mean expansive norms iff 8t > s 2
˘ 8x 2 IRd .x ¤ 0/ (adapted)

IE
h
jjXs;x.t/jjpd

ˇ
ˇ
ˇFs

i
> jjxjjpd : (1.47)

If pD 2 then we speak of mean square expansivity and strict mean square
expansivity, respectively.

For expansive processes, p-th mean norms of the initial data may significantly
enlarge as time t advances. The Lp-norms of adapted initial data of strict expansive
processes may even show an non-controllable or exponential growth, hence explo-
sions as t tends to C1. These concepts are important for testing and control of the
temporal evolution of Lp-norms through numerical methods applied to SDEs with
expansive coefficient systems.

Let p > 0 be a nonrandom constant.

Definition 1.3.8. A coefficient system .a; bj / of SDEs (1.2) and its SDE are said to
be (uniformly) p-th mean expansive on IRd iff 9KOB � 0 2 IR 8t 2 IR 8x 2 IRd

< a.t; x/; x >d C1

2

mX

jD1
jjbj .t; x/jj2d C p � 2

2

mX

jD1

< bj .t; x/; x >2d
jjxjj2d

� KOB jjxjj2d : (1.48)

If KOB > 0 in (1.48) then the coefficient system .a; bj / is said to be strictly p-th
mean expansive and its SDE has p-th mean expansive norms. Moreover, if p D 2

then we speak of mean square expansivity and strictly mean square expansive
norms and systems, respectively.

Lemma 1.3.2. Assume that X satisfies SDE (1.2) with p-th mean expansive
coefficient system .a; bj /.
Then X has p-th mean expansive norms for all p � 2. If additionally KOB > 0 in
(1.48) then X possesses strict p-th mean expansive norms.

This lemma can be proved by Dynkin’s formula (averaged Itô formula). Let
us discuss the possible “worst case effects” on Lp-norms of numerical methods
under condition (1.48) with p D 2. It turns out that the drift-implicit forward Euler
methods have mean square expansive norms under this condition and may even
possess strict mean square expansive norms.
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Theorem 1.3.7 (Mean square expansivity of forward Euler methods). Assume
that

(i) �n D 0.
(ii) 0 < infn2IN hn � supn2IN hn < C1, all hn nonrandom (i.e. only admissible

step sizes).
(iii) 9Ka 8x 2 Rd 8t � 0 W < a.t; x/; x >d � Kajjxjj2d .
(iv) 9Kb 8x 2 Rd 8t � 0 W Pm

jD1 jjbj .t; x/jj2d � Kbjjxjj2d .

Then, the drift-implicit (forward) Euler methods (1.1) with scalar implicitness �nD0
(and vanishing cj D 0) have mean square expansive norms when applied to SDEs
(1.2) with mean square expansive coefficients .a; bj / satisfying 2Ka C Kb � 0. If
additionally 2Ka CKb > 0 then their norms are strictly mean square expansive.

Proof. Consider the scheme (1.1) for the drift-implicit Theta methods with nonran-
dom scalar implicitness .�n/ D �nI and separate implicit from explicit part such
that

XnC1 � �nhna.tnC1; XnC1/ D Xn C .1 � �n/hna.tn; Xn/

C
mX

jD1
bj .tn; Xn/�W

j
n : (1.49)

Recall that X denote the value of the scheme (1.1) started at values X0 2
L2.˝;F0; IP /. Now, take the square of Euclidean norms on both sides. By taking
the expectation on both sides we arrive at

IEjjXnC1jj2d � 2�nhnIE < XnC1; a.tnC1; XnC1/ >d C�2nh2nIEjja.tnC1; XnC1/jj2d
D IEjjXnjj2d C 2.1� �n/hnIE < Xn; a.tn; Xn/ >d C.1 � �n/2h2nIEjja.tn; Xn/jj2d

Chn
mX

jD1
IEjjbj .tn; Xn/jj2d :

Under the assumption .i i i/ and �n � 1 we have

2.1� �n/hn < a.t; x/; x >d Chn
mX

jD1
jjbj .t; x/jj2d � Œ2.1� �n/Ka CKb�hnjjxjj2d

for all x 2 IRd and t � 0. Consequently, under .i i/–.iv/, �n � 1 and 2KaCKb � 0,
we may estimate

.1 � 2�nhnKa/IEjjXnC1jj2d C �2nh
2
nIEjja.tnC1; XnC1/jj2d

� Œ1C .2.1� �n/Ka CKb/hn�IEjjXnjj2d C .1 � �n/2h2nIEjja.tn; Xn/jj2d :
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for all n 2 IN. Now, set �n D 0. This leads to the estimate

IEjjXnC1jj2d � Œ1C .2Ka CKb/hn�IEjjXnjj2d � IEjjXnjj2d :

Therefore, the forward Euler methods have mean square expansive norms under the
condition 2Ka CKb � 0. After returning to the latter inequality above, one clearly
recognizes that, if additionally 2Ka C Kb > 0, then their norms are strictly mean
square expansive. ˘

1.3.5 Asymptotic Almost Sure Stability for Bilinear
Systems in IRd

In the following two subsections we discuss the almost sure stability behavior of
numerical methods (and sequences of random variables) with both constant h and
variable step sizes hn with respect to the trivial equilibrium 0 2 IRd . Let k:kd be a
vector norm of IRd which is compatible with the matrix norm k:kd�d of IRd�d.

Definition 1.3.9. A random sequence Y D .Yn/n2IN of real-valued random
variables Yn W .˝;Fn; IP / ! .IRd ;B.IRd // is called (globally) asymptotically
stable with probability one (or (globally) asymptotically a.s. stable) iff

lim
n!C1 kYnkd D 0 .a:s:/

for all Y0 D y0 2 IRd nf0g, where y0 2 IRd is nonrandom, otherwise asymptotically
a.s. unstable.

Remark 1.3.7. One may introduce a similar definition of local asymptotic stability
with probability one (i.e. a.s.). However, we omit this here, and we leave this and
related investigations to the interested reader. We shall follow the concept of global
asymptotic a.s. stability in what follows.

Throughout this subsection, consider the real-valued system of bilinear stochastic
Theta methods

YnC1 D Yn C
�
�nAnC1YnC1 C .1 � �n/AnYn

�
hn

C
p
hn

mX

jD1
Bj;nYn

j
n 2 IRd ; n 2 IN (1.50)

driven by independent random variables n with centered first moments IEŒn� D 0

and finite second moments 
2n D IEŒn�2 < C1. Here, An and Bj;n are nonrandom
matrices in IRd�d . Recall that hn D tnC1 � tn > 0 represents the current step size of
numerical integration. We suppose that the initial value Y0 2 IRd is independent of
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all jn . Let parameter �n 2 Œ0; 1� (which controls the degree of local implicitness).
These schemes serve as discretizations of (non-autonomous) Itô-type SDEs

dX.t/ D A.t/X.t/dt C
mX

jD1
Bj .t/X.t/dWj .t/ (1.51)

driven by standard i.i.d. Wiener processesW j , whereAn D A.tn/ andBj
n D Bj .tn/

along time-partitions .tn/n2IN.
We are interested in studying the almost sure stability and almost sure conver-

gence behaviour of these methods as tn tends to infinity (i.e. as n ! C1) in IRd (d
any dimension). So the main attention is drawn to the study of limits limn!C1 Yn
(a.s.) and whether its value is equal to 0. In passing, we note that the case of
dimension d D 1 has been considered in [112].

Less is known about almost sure stability of multi-dimensional stochastic
systems without a tedious calculation of related top Lyapunov exponents. We shall
exploit a “semi-martingale convergence approach” by appropriate decompositions
in order to investigate almost sure asymptotic convergence and stability of linear
systems of stochastic Theta methods (1.50) in any dimension d 2 IN.

For our further analysis and the sake of abbreviation, consider the equivalent
real-valued system of linear stochastic difference equations

XnC1 D Xn C QAnXnhn C
p
hn

mX

jD1
QBj;nXnjn 2 IRd ; n 2 IN (1.52)

driven by independent random variables jn with centered first moments IEŒjn � D 0

and finite second moments 
2n D IEŒjn �2 < C1. Here, QAn and QBj;n are nonrandom
matrices in IRd�d , defined by

QAn WD .I � hn�nAnC1/�1
�
�nAnC1 C .1 � �n/An

�
; (1.53)

QBj;n WD .I � hn�nAnC1/�1Bj;n: (1.54)

Throughout the presentation, we assume that hn�n are chosen such that the inverses
of I�hn�nAnC1 exists for all n 2 IN (indeed, this is not very restrictive since always
possible for small hn�n). It is obvious that the explicit system (1.52) is equivalent to
the implicit system (1.50) under the aforementioned assumption.

The following theorem shall represent our major tool to establish almost sure
stability of the trivial solution of stochastic Theta methods (1.50) and is proved
below for the sake of relative self-contained character of this paper. Recall that B
denotes the 
-algebra of all Borel subsets of IR1.

Theorem 1.3.8 (Semi-martingale Convergence Theorem). Let Z D .Zn/n2IN
be an a.s. non-negative stochastic sequence of .Fn;B/-measurable random vari-
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ables Zn on probability space .˝;F ; .Fn/n2IN; IP /. Assume that Z permits the
decomposition

Zn � Z0 C A1n � A2n CMn; n 2 IN (1.55)

where A1 D .A1n/n2IN and A2 D .A2n/n2IN are two non-decreasing, predictable
processes with Ai0 D 0 (i D 1; 2), M D .Mn/n2IN is a local .Fn/n2IN-martingale
with M0 D 0 on .˝;F ; .Fn/n2IN; IP /. Then, the requirement of 9 limn!C1A1n <
C1 (IP -a.s.) implies that

9 lim sup
n!C1

Zn < C1; 9 lim
n!C1A

2
n < C1 .IP � a:s:/: (1.56)

If additionally the inequality (1.55) renders to be an equation for all n 2 IN, then the
finite existence of limit limn!C1A1n < C1 (IP -a.s.) guarantees the finite existence
of

9 lim
n!C1Zn < C1 .IP � a:s:/:

Proof. Suppose that the random variables Zn W .˝;Fn; IP / ! .IR1C;B1C/ are
governed by the inequality (1.55) with non-decreasing, predictable processes Ai

with Ai0 D 0 and M forms a local .Fn/n2IN-martingale with M0 D 0. Without
loss of generality, we may suppose that M is a L2-integrable martingale (due to
well-known localization procedures). First, note that:

(a) 8n � 0 W IEŒAinC1 � AinjFn� � 0.i D 1; 2/, hence the processes Ai must be
predictable .Fn/n2IN-sub-martingales.

(b) Ai (i D 1; 2) are non-negative since by telescoping

Ain D Ai0 C
nX

kD1
�Aik D

nX

kD1
�Aik � 0

with Ai0 D 0 and�Aik D Aik � Aik�1.
(c) M is also a generalized .Fn/n2IN-martingale with IEŒMnC1�MnjFn� D 0 and

IEŒjMnC1jjFn� < C1 for all n � 0.
(d) The process Z0 CM D .Z0 CMn/n2IN is a local .Fn/n2IN-martingale too.

Second, we may estimate

Z0CMn�Zn�A1nCA2n� � sup
n2IN

A1nD � lim sup
n!C1

A1nD � lim
n!C1A

1
n> � 1 (1.57)

since the limit limn!C1A1n exists and is finite (a.s.) by the hypothesis of Theorem
1.3.8, and the non-decreasing Ai are non-negative. Therefore, the process Z0 CM

represents a bounded .Fn/n2IN-martingale. From the well-known Doob’s martin-
gale convergence theorem, we know that every bounded martingale has a finite
almost sure limit. Hence, it follows that
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9 lim
n!C1Z0 CMn < C1.IP � a:s:/

and
9M1 WD lim

n!C1Mn < C1.IP � a:s:/

with IEŒjMC1j� < C1. Consequently, the sequence Y D .Yn/n2IN of bounded,
non-negative random variables Yn satisfying

0 � Yn WD Zn C A2n � Z0 C A1n CMn (1.58)

for all n 2 IN must have a finite limit YC1 WD lim supn!C1 Yn which is bounded
by

lim sup
n!C1

Yn � Z0 C lim sup
n!C1

A1n C lim sup
n!C1

Mn D Z0 C lim
n!C1A

1
n

C lim
n!C1Mn < C1 (1.59)

(IP -a.s.) (just pull the limit lim sup as n ! C1 over the inequality (1.58) and use
the fact that the limits of bothA1 andM exist, and are finite a.s.). Furthermore, note
that

0 � Zn � Yn; 0 � A2n � Yn; n 2 IN:

This fact implies that the non-decreasing process A2 must have a finite limit and

0 � lim sup
n!C1

Zn � lim sup
n!C1

Yn < C1; 0 � lim
n!C1A

2
n � lim sup

n!C1
Yn < C1

by applying the Bounded Monotone Sequence Theorem from calculus. Eventually,
the identity

Zn D Z0 C A1n � A2n CMn

for all n 2 IN yields that

Yn D Zn C A2n D Z0 C A1n CMn

for all n 2 IN. Hence, the process Z D .Yn � A2n/n2IN satisfies

0 � lim inf
n!C1Yn D Z0 C lim inf

n!C1A
1
n C lim inf

n!C1Mn D Z0 C lim
n!C1A

1
n C lim

n!C1Mn

D Z0 C A1C1 CMC1 D lim sup
n!D1

Yn < C1

in view of the identity in (1.59), Consequently, the process Z D .Yn � A2n/n2IN
converges (a.s.) too since the finite limits of Y and A2 exist (a.s.) from previous
argumentation. This completes the proof of Theorem 1.3.8. ˘
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Remark 1.3.8. Recall that all semi-martingalesZ can be decomposed into

Zn D Z0 CBVn CMn

whereBV is a process of bounded variation withBV0 D 0 andM a local martingale
(c.f. Doob-Meyer decomposition) with M0 D 0. Moreover, each process BV of
bounded variation possesses the representation

BVn D A1n � A2n

where Ai are non-decreasing processes. Therefore, Theorem 1.3.8 represents a
theorem on the almost sure asymptotic behaviour (existence of limits) of non-
negative semi-martingales.

Now we are in the position to state and verify our major findings. Let �.S/ denote
the eigenvalue of the inscribed matrix S and ST be the transpose of matrix S .

Theorem 1.3.9 (Existence of a.s. Limits). Assume that:

(i) Y0 D X0 2 IRd is independent of all jn .
(ii) All jn are independent random variables with IEŒjn � D 0 and IEŒjn �2 D


2j .n/ < C1.
(iii) All eigenvalues �.Sn/ � 0 with

Sn D QATn C QAn C
mX

jD1

2j .n/

QBT
j;n

QBj;n C hn QATn QAn:

Then, for system (1.52), the following limits exist and are finite (IP � a:s:)

lim
n!C1Xn;

�
C1X

nD0
XT
n

2

4 QATn C QAn C
mX

jD1

2j .n/

QBT
j;n

QBj;n C hn QATn QAn
3

5Xnhn D A2C1 and

C1X

nD0
XT
n

0

@
mX

jD1

� QBT
j;nC QBj;nChn QBT

j;n
QAnChn QATn QBj;n

�
jn

p
hn

C
mX

j;kD1
QBT
j;n

QBk;n.jn kn � IEŒjn 
k
n �/hn

1

AXn:

Proof. Suppose that .Xn/n2IN satisfies (1.52) under .i/ � �.i i/. Define the
functional process Z D .Zn/n2IN by the square of the Euclidean norm

Zn D jjXnjj2d D XT
n Xn
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for all n 2 IN. Calculate

ZnC1 D XT
nC1XnC1

D
0

@.IChn QAnC
p
hn

mX

jD1
QBj;njn /Xn

1

A

T  

I C hn QAnC
p
hn

mX

kD1
QBk;mkn

!

Xn

D XT
n

0

@IChn QATnC
p
hn

mX

jD1
QBT
j;n

j
nChn QAnCh2n QATn QAnCh3=2n

mX

jD1
QBT
j;n

QAnjn

C
p
hn

mX

kD1
QBk;nkn C h3=2n

mX

kD1
QATn QBk;nkn C hn

mX

j;kD1
QBT
j;n

QBk;njn kn

1

AXn

D XT
n Xn CXT

n

2

4 QATn C QAn C
mX

j;kD1
QBT
j;n

QBk;nIEŒjn 
k
n �C hn QATn QAn

3

5Xnhn

CXT
n

2

4
mX

jD1
QBT
j;n

j
nC

mX

kD1
QBk;nknC

mX

jD1
QBT
j;n

QAnjn hnC
mX

kD1
QATn QBk;nknhn

3

5Xn
p
hn

C
mX

j;kD1
XT
n

QBT
j;n

QBk;nXn.jn kn � IEŒjn 
k
n �/hn

D XT
n Xn CXT

n

2

4 QATn C QAn C
mX

jD1
QBT
j;n

QBj;nIEŒjn �2 C hn QATn QAn
3

5Xnhn

CXT
n

2

4
mX

jD1

� QBT
j;n C QBj;n C hn QBT

j;n
QAn C hn QATn QBj;n

�
3

5Xn
p
hn

j
n

C
mX

j;kD1
XT
n

QBT
j;n

QBk;nXn.jn kn � IEŒjn 
k
n �/hn

D Zn C�A1n ��A2n C�Mn (1.60)

where �Ain D AinC1 � Ain, and we set A1n D 0 (for all n 2 IN), M0 D 0, A20 D 0

and

A2n D �
n�1X

lD0
XT
l

2

4 QATl C QAl C
mX

jD1

2j .l/

QBT
j;l

QBj;l C hl QATl QAl
3

5Xlhl D
n�1X

lD0
�A2l

(1.61)
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Mn D
n�1X

lD0
XT
l

0

@
mX

jD1

� QBT
j;l C QBj;l C QBT

j;lQlhl C QATl QBj;lhl
�

j

l

p
hl

C
mX

j;kD1
QBT
j;l

QBk;l .jl kl � IEŒjl 
k
l �/hl

1

AXl (1.62)

for all n � 1. Recall the definitions of differences�Ajn D A
j
nC1 � A

j
n and �Mn D

MnC1 � Mn for all n 2 IN. Next, telescoping and summing up over n in (1.60)
implies that

Zn D Z0 C A1n � A2n CMn

with A1 � 0. Now, recall the assumption .i i i/. This guarantees that A2n � 0 for
all values of xl and A2n is non-decreasing in n. Consequently, all assumptions of
Theorem 1.3.8 with A1 � 0 are fulfilled. Hence, a direct application of Theorem
1.3.8 to the non-negative sequence Z D .Zn/n2IN yields that

9 lim
n!C1Zn D lim

n!C1 jjXnjj2d < C1 .IP � a:s:/:

From the continuity of the Euclidean norm jj:jjd , we conclude that

�1 < 9 lim
n!C1Xn < C1 .IP � a:s:/

– a fact which confirms the main assertion of Theorem 1.3.9 together with the
bounded martingale inequality Z0 CMn � 0 (a.s.) for all n 2 IN. ˘
Theorem 1.3.10 (A.s. Stability). Assume that:

(i) x0 2 IRd is independent of all jn .
(ii) All jn are independent random variables with IEŒjn � D 0, IEŒjn �2 D 
2j .n/ <

C1.
(iii) 9c > 0 constant such that 8n 2 IN we have all eigenvalues �. OSn/ � �c < 0

with

OSn D
0

@ QATn C QAn C
mX

jD1

2j .n/

QBT
j;n

QBj;n C hn QATn QAn
1

Ahn:

Then, limn!C1Xn D 0, i.e. the trivial solution x D 0 of the system (1.52) is
globally a.s. asymptotically stable.

Proof. First, apply previous Theorem 1.3.9 to get the a.s. convergence and existence
of the limit limn!C1Xn since all eigenvalues also satisfy �. OSn/ � 0 under .i i i/.
From the proof of Theorem 1.3.9 based on Theorem 1.3.8, we also know that
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lim
n!C1

QA2n D �
C1X

lD0
XT
l

2

4 QATl C QAlC
mX

jD1

2j .l/

QBT
j;l

QBj;lChl QATl QAl
3

5XlhlD
C1X

lD0
�A2l :

From calculus of series, the convergence of a series requires that each series member
�A2l must converge to zero (IP -a.s.). Therefore, we arrive at the estimation

0 � c lim
n!C1 jjXnjj2d � lim

n!C1min ��. OSn/jjXnjj2d D � lim
n!C1max�. OSn/jjXnjj2d

� lim
n!C1�

QA2n D 0: (1.63)

Consequently, squeezing yields that

lim
n!C1 jjXnjj2d D 0 .IP � a:s:/:

This leads us to the conclusion that

lim
n!C1Xn D 0 .IP � a:s:/;

thanks to the continuity and definiteness of the Euclidean norm in IRd . ˘
Note that above (see (1.63)) we have used the known facts from linear algebra

that all symmetric matrices S 2 IRd�d have real eigenvalues, a complete set of
eigenvalues which form an orthogonal basis in IRd and, for such matrices, we have
the uniform estimation

min�.S/jjxjj2d � xT Sx � max�.S/jjxjj2d
where �.S/ are the eigenvalues of inscribed matrix S .

A two-dimensional example (Systems with diagonal-noise terms). Consider the
two-dimensional system of stochastic difference equations

xnC1 D xnCŒ�n.anC1xnC1 C bnC1ynC1/C.1 � �n/.anxn C bnyn/�hn (1.64)

C 
1n

p
hnxnn

ynC1 D yn C Œ�n.cnC1xnC1 C dnC1ynC1/C.1 � �n/.cnxnCdnyn/�hn (1.65)

C 
2n

p
hnynn

where an; bn; cn; 
in are real constants and n are independent standardized random
variables with moments IEŒn� D 0 and IEŒn�2 D 1 for all n 2 IN. (e.g. take i.i.d.
n 2 N .0; 1/, but the property of being Gaussian is not essential for the validity
of our findings, however the fact of independence and properties of finite first two
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moments does). Obviously, system (1.64)–(1.65) has the form (1.50) with d D 2,
m D 1, and matrices

An D
�
an bn

cn dn

�

; Bn D
�

1n 0

0 
2n

�

: (1.66)

To apply Theorem 1.3.9, we need to calculate Sn D QATn C QAn C QBT
n

QBn C hn QATn QAn.
For this purpose, we study the equivalent system (1.52) with matrices

QAn D
�
pn qn
rn sn

�

;

QBn D

0

B
B
@

� .�1C �nhndnC1/
1n
detn

�nhnbnC1
2n
detn

�nhncnC1
1n
detn

� .�1C �nhnanC1/
2n
detn

1

C
C
A : (1.67)

where

detn D 1��nhndnC1 � �nhnanC1C�2nh2nanC1dnC1��2nh2nbnC1cnC1; (1.68)

pn D � .�1C�n hndnC1/ .�n anC1C .1��n/ an/C �n hnbnC1 .�n cnC1C .1��n/ cn/

1 � �n hndnC1 � �n hnanC1 C �2nh
2
nanC1 dnC1 � �2nh2nbnC1 cnC1

;

qn D � .�1C�nhndnC1/ .�n bnC1C .1��n/ bn/C�n hnbnC1 .�n dnC1 C .1��n/ dn/

1 � �n hndnC1 � �n hnanC1 C �2nh
2
nanC1 dnC1 � �2nh2nbnC1 cnC1

;

rn D �n hncnC1 .�n anC1C .1��n/ an/� .�1C�n hnanC1/ .�n cnC1C .1 � �n/ cn/

1 � �n hndnC1 � �n hnanC1C�2nh2nanC1 dnC1 � �2nh
2
nbnC1 cnC1

;

sn D �n hncnC1 .�n bnC1C .1��n/ bn/ � .�1C�n hnanC1/ .�n dnC1C .1 � �n/ dn/

1 � �n hndnC1 � �n hnanC1 C �2nh
2
nanC1 dnC1 � �2nh2nbnC1 cnC1

:

Thus, one obtains

Sn D
�

un wn
wn vn

�

(1.69)

with

un D �2 .�1C �n hndnC1/ .�n anC1 C .1 � �n/ an/

1��n hndnC1��n hnanC1 C �2nh
2
nanC1dnC1 � �2nh2nbnC1 cnC1

(1.70)

C 2
�n hnbnC1 .�n cnC1 C .1 � �n/ cn/

1 � �n hndnC1 � �n hnanC1 C �2nh
2
nanC1 dnC1 � �2nh2nbnC1 cnC1
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C .�1C �n hndnC1/
2 .
1n/

2

�
1 � �n hndnC1 � �n hnanC1 C �2nh

2
nanC1 dnC1 � �2nh

2
nbnC1 cnC1

�2

C �2nh
2
nc
2
nC1.
1n/2

�
1 � �n hndnC1 � �n hnanC1 C �2nh

2
nanC1 dnC1 � �2nh

2
nbnC1 cnC1

�2

Chn
�
p2n C r2n

�

wn D �n hncnC1 .�n anC1 C .1 � �n/ an/

1 � �n hndnC1 � �n hnanC1 C �2nh
2
nanC1 dnC1 � �2nh

2
nbnC1 cnC1

� .�1C �n hnanC1/ .�n cnC1 C .1 � �n/ cn/

1 � �n hndnC1 � �n hnanC1 C �2nh
2
nanC1 dnC1 � �2nh2nbnC1 cnC1

� .�1C �n hndnC1/ .�n bnC1 C .1 � �n/ bn/

1 � �n hndnC1 � �n hnanC1 C �2nh
2
nanC1 dnC1 � �2nh2nbnC1 cnC1

C �n hnbnC1 .�n dnC1 C .1 � �n/ dn/

1 � �n hndnC1 � �n hnanC1 C �2nh
2
nanC1 dnC1 � �2nh2nbnC1 cnC1

� .�1C �n hndnC1/ 

1
n �n hn�bnC1 


2
n

�
1 � �n hndnC1 � �n hnanC1 C �2nh

2
nanC1 dnC1 � �2nh

2
nbnC1 cnC1

�2

� �n hncnC1 

1
n .�1C �n hnanC1/ 


2
n

�
1 � �n hndnC1 � �n hnanC1 C �2nh

2
nanC1 dnC1 � �2nh

2
nbnC1 cnC1

�2

Chn .pnqn C rnsn/

vn D 2
�n hncnC1 .�n bnC1 C .1 � �n/ bn/

1 � �n hndnC1 � �n hnanC1 C �2nh
2
nanC1 dnC1 � �2nh2nbnC1 cnC1

�2 .�1C �n hnanC1/ .�n dnC1 C .1 � �n/ dn/

1 � �n hndnC1 � �n hnanC1 C �2nh
2
nanC1 dnC1 � �2nh2nbnC1 cnC1

C �2nh
2
nb

2
nC1.
2n/2

�
1 � �n hndnC1 � �n hnanC1 C �2nh

2
nanC1 dnC1 � �2nh

2
nbnC1 cnC1

�2

C .�1C �n hnanC1/
2 .
2n/

2

�
1 � �n hndnC1 � �n hnanC1 C �2nh

2
nanC1 dnC1 � �2nh

2
nbnC1 cnC1

�2

Chn
�
q2n C s2n

�
(1.71)

where pn, qn, rn and sn as in (1.68) above. It is hard to evaluate the eigenvalues
� of this matrix Sn analytically (i.e. depending on all possible parameters �n,
hn, etc.). Packages such as MAPLE return several pages of long expressions for
all eigenvalues in terms of all parameters. However, it is fairly easy to check
the sign of all eigenvalues with the help of symbolic packages such as MAPLE,
MATHEMATICA, MATLAB, etc. for given fixed sets of parameters. For example,
for the constant parameter set (i.e. the trapezoidal and midpoint methods)
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an D �1; bn D 1; cn D �5; dn D �5; 
1n D 
2n D 0:01; �n D 0:5; hn D 0:01;

the eigenvalues are both negative, namely

�n D �:342381027965132034 : : : ;�11:0035987828310819 : : :

which guarantees us almost sure asymptotic stability and convergence to 0.
A convenient way to evaluate the eigenvalues of symmetric matrices is to apply

the following lemma. Notice that the entries un, vn and wn of Sn depend on all
system-parameters, above all on hn and �n. This dependence-relation is important
in order to control the qualitative behaviour of numerical discretizations (1.50) of
SDEs (1.51). For a simplification of its practical evaluation, we present Lemma
1.3.3.

Lemma 1.3.3. The eigenvalues of 2D matrices

Sn D
�

un wn
wn vn

�

(1.72)

can be easily computed by

�1=2.Sn/ D un C vn
2

˙
r
�un � vn

2

�2 C w2n (1.73)

and estimated by

�1=2.Sn/ � maxfun; vng C jwnj (1.74)

where un, vn, wn are as in (1.70) for n 2 IN.

Proof. Note that the characteristic polynomial of Sn is

p.�/ D det.Sn � �I/ D .un � �/.vn � �/� w2n

with roots

�1=2.Sn/ D un C vn
2

C
r
�un � vn

2

�2 C w2n

� un C vn
2

C jun � vnj
2

C jwnj .while using
p
x2 C y2 � jxj C jyj/

D maxfun; vng C jwnj:

This confirms the assertion of Lemma 1.3.3.
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Therefore, the direct evaluation of these eigenvalues by Lemma 1.3.3 and an
application of Theorem 1.3.9 provide the following immediate consequence under
the assumptions of this subsection.

Corollary 1.3.1 (Corollary to Theorem 1.3.9). Assume that, for all n 2 IN, we
have

maxfun; vng C jwnj � 0

where un; vn and wn are defined as in (1.70).
Then, for all adapted initial values .x0y0/T , the following limits for system

(1.64)-(1.65) with QAn, QBn defined by (1.67) exist and are finite (IP -a.s.)

lim sup
n!C1

xn; lim sup
n!C1

yn; lim inf
n!C1xn; lim inf

n!C1yn;

lim
n!C1

�
xn yn

�  QATn C QAn C QBT
n

QBn C hn QATn QAn
�
�
xn
yn

�

D 0;

lim
n!C1

�
xn yn

�h
. QBT

n C QBn C hn QBT
n

QAn C hn QATn QBn/n
p
hn

C QBT
n

QBn.2n � 1/hn
i�

xn

yn

�

D 0:

Note that the main assumption of Corollary 1.3.1 requires that at least unCvn � 0

for all n 2 IN, where un and vn are defined by (1.70). As an immediate consequence
of Theorem 1.3.10 applied to OSn D Snhn and Lemma 1.3.3, we are able to find the
following corollary on a.s. asymptotic stability.

Corollary 1.3.2 (Corollary to Theorem 1.3.10). Assume that 9c D constant > 0
such that 8n 2 IN

.maxfun; vng C jwnj/ hn � �c < 0

where un; vn and wn are defined by (1.70).
Then, for all adapted initial values .x0y0/T , the limits satisfy

lim
n!C1xn D 0; lim

n!C1yn D 0 .IP � a:s:/;

i.e. global almost sure asymptotic stability of the trivial solution for system (1.64)-
(1.65) is observed.

Remark 1.3.9. Moreover, the conditions of Corollaries 1.3.1 and 1.3.2 need to be
fulfilled only for all n � n0 where n0 2 IN is sufficiently large (due to the asymptotic
character of main assertion).

Remark 1.3.10. To summarize our findings, an evaluation of eigenvalues � in our
example shows a strong dependence of � on the determinants detn determined
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by (1.68). Stabilizing effects of these determinants on the fluctuation of � can be
observed and maximized whenever

dn � 0; an � 0; bncn � 0 (1.75)

for all n � n0. In this case, one can show that detn > 1 for all n � n0 and
“fluctuations of eigenvalues” � are also under some control and the choice of step
sizes hn is not very sensitive for qualitative behavior of Theta methods. Moreover,
an increase of implicitness � � 0 leads to stabilization of numerical dynamics under
(1.75).

Remark 1.3.11. In order to avoid “unwanted spurious” oscillations through Theta-
methods in our example we recommend to use only step sizes hn and implicitness
�n which guarantee that

�nhn maxfdnC1; anC1g < 1

for all n 2 IN. There are some hints to prefer the choice �n D 0:5 to circumvent the
problem of over- or under-stabilization through Theta-methods (cf. [118,120–122]).

This subsection has shown how to exploit semi-martingale convergence theorems
(cf. Theorem 1.3.8) to discuss the existence of finite almost sure limits and global
asymptotic stability for stochastic Theta methods applied to systems of stochastic
differential equations. Sufficient conditions (cf. Theorems 1.3.9, 1.3.10) for almost
sure stability and convergence of their solutions could be verified in terms of all
parameters of non-autonomous systems such as variable step sizes hn and variable
implicitness �n. These conditions are applicable (see Sect. 1.3.5) and can be easily
evaluated by computer packages such as MAPLE, MATHEMATICA, MATLAB,
etc. It would be interesting to extend the main results to other type of noise
sources (i.e. non-martingale-type or noise with infinite moments). Our conditions
on the noise are fairly general (since we only asked for existence of first and
second moments). However, a key assumption is the complete independence of
all noise terms jn . The relaxation of this major assumption is a potential subject
for further research. It is also possible to extend the presented results to other
numerical methods or to systems of nonlinear stochastic differential equations
under appropriate conditions (recall that balanced Theta methods (1.1) represent
the simplest parametric family of stochastic Runge-Kutta methods), thanks to the
generality of Semimartingale Convergence Theorem 1.3.8).

1.3.6 Asymptotic Almost Sure Stability for Pure Diffusion
Processes

This subsection is devoted to the analysis of discretizations of pure diffusion
processes as the simplest class of stochastic test equations in IR1.
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Theorem 1.3.11. Let V D .V .n//n2IN be a sequence of non-negative random
variables V.n/ W .˝;Fn; IP / ! IR1C with V.0/ > 0 satisfying the recursive scheme

V.nC 1/ D V.n/G.n/ (1.76)

where G.n/ W .˝;Fn; IP / ! IR1C are i.i.d. random variables with the moment
property IEj lnŒG.n/�j < C1. Then

V (globally) asymptotically a.s. stable iff IE lnŒG.0/� < 0 .

Proof. This result is already found in [48] and in [125]. The main idea is to use
the strong law of large numbers (SLLN) in conjunction with the law of iterated
logarithm (LIL). Note that V possesses the explicit representation

V.nC 1/ D
 

nY

kD0
G.k/

!

V.0/ (1.77)

for all n 2 IN. Now, suppose that G.k/ are i.i.d. random variables and define

�0 WD IEŒln.G.0//�; Sn WD
n�1X

kD0
lnG.k/;

hence V.nC1/ D exp.SnC1/V .0/ and IEŒSn� D n� for n 2 IN. By SLLN, conclude
that

lim
n!C1

Sn

n
D �0 .a:s:/

thanks to the IP -integrability of G.k/. This fact implies that if �0 < 0 then Sn !
�1, i.e. V.n/ ! 0 as n tends to C1 and if � > 0 then Sn ! C1, i.e. V.n/ !
C1 as n tends to C1. Moreover, in the case �0 D 0, we may use LIL (at first,
under 
2 D Var.lnG.k// D IEŒlnG.k/ � IE lnG.k/�2 < C1, later we may drop

2 < C1 by localization procedures) to get

lim inf
n!C1

Snp
2n ln lnn

D �j
 j; lim sup
n!C1

Snp
2n ln ln n

D j
 j;

hence Sn oscillates with growing amplitude and limn!C1 Sn does not exist.
Therefore

lim
n!C1V.n/ D lim

n!C1 exp.Sn/V .0/

does not exist either (a.s.). Thus, limn!C1 V.n/ ¤ 0 and the proof is complete. ˘
Now, consider the one-dimensional test class of pure diffusion equations

(a Girsanov SDE of Itô-type)

dX.t/ D 
X.t/ dW.t/ (1.78)
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discretized by BIMs

YnC1 D Yn C 
Yn�Wn C .c0hn C c1j�Wnj/.Yn � YnC1/ (1.79)

as suggested by Milstein, Platen and Schurz [96]. Then, the following result
provides a mathematical evidence that their numerical experiments for BIMs (1.79)
led to the correct observation of numerical stability due to its asymptotic a.s.
stability. It extends results which are found in [48, 120] and [125].

Theorem 1.3.12 (A.s. asymptotic stability of BIMs with constant h,
[127]). The BIMs (1.79) with scalar weights c0 D 0 and c1 D j
 j applied to
martingale test (1.78) for any parameter 
 2 IR1 n f0g with any equidistant step size
h provide (globally) asymptotically a.s. stable sequences Y D .Yn/n2IN.

Proof. Suppose j
 j > 0. Then, the proof is an application of Theorem 1.3.11. For
this purpose, consider the sequenceV D .V .n//n2IN D .jYnj/n2IN. Note that V.nC
1/ D G.n/V.n/, IEj lnG.n/j < C1 and IEŒlnG.n/� < 0 since

IEŒj lnG.n/j� � .IEŒlnG.n/�2/1=2 � ln.2/C j
 j
p
h and

IEŒlnG.n/� D IE

	

ln
ˇ
ˇ
ˇ
1C j
�Wnj C 
�Wn

1C j
�Wnj
ˇ
ˇ
ˇ




D IE

	

ln
ˇ
ˇ
ˇ1C 
�Wn

1C j
�Wnj
ˇ
ˇ
ˇ




D 1

2
IE

	

ln
ˇ
ˇ
ˇ1C 
�Wn

1C j
�Wnj
ˇ
ˇ
ˇ




C 1

2
IE

	

ln
ˇ
ˇ
ˇ1 � 
�Wn

1C j
�Wnj
ˇ
ˇ
ˇ




D 1

2
IE

"

ln
ˇ
ˇ
ˇ1 �

�

�Wn

1C j
�Wnj
�2 ˇ
ˇ
ˇ

#

<�1
2

IE

"� j
�Wnj
1C j
�Wnj

�2
#

<0

with independently identically Gaussian distributed increments �Wn 2 N .0; h/

(In fact, note that, for all 
 ¤ 0 and Gaussian �Wn, we have

0 < 1 �
�


�Wn

1C j
�Wnj
�2

< 1

with probability one, hence, that�Wn has a non-degenerate probability distribution
with nontrivial support is essential here!). Therefore, the assumptions of Theorem
1.3.11 are satisfied and an application of Theorem 1.3.11 yields the claim of
Theorem 1.3.12. Thus, the proof is complete. ˘
Remark 1.3.12. The increments �Wn 2 N .0; hn/ can also be replaced by multi-
point discrete probability distributions such as

IP
n
�Wn D ˙

p
hn

o
D 1

2

or IP f�Wn D 0g D 2

3
; IP

n
�Wn D ˙

p
3hn

o
D 1

6
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as commonly met in weak approximations. In this case, the almost sure stability
of the BIMs as chosen by Theorem 1.3.12 is still guaranteed, as seen by our proof
above (due to the inherent symmetry of �Wn with respect to 0).

For variable step sizes, we can also formulate and prove a general assertion with
respect to asymptotic a.s. stability. Let Var.Z/ denote the variance of the inscribed
random variable Z.

Theorem 1.3.13 (A.s. asymptotic stability of linear recursions, S. [127]). Let VD
.V .n//n2IN be a sequence of non-negative random variables V.n/ W .˝;Fn; IP / !
IR1C with V.0/ > 0 satisfying the recursive scheme

V.nC 1/ D V.n/G.n/; (1.80)

where G.n/ W .˝;Fn; IP / ! IR1C are independent random variables such that 9
nonrandom sequence b D .bn/n2IN with bn ! C1 as n ! C1

C1X

kD0

Var.ln.G.k///

b2k
< C1; lim

n!C1

Pn�1
kD0 IE ln.G.k//

bn
< 0: (1.81)

Then V D .V .n//n!C1 is (globally) asymptotically a.s. stable sequence, i.e. we
have limn!C1 V.n/ D 0 (a.s.).
Moreover, if

C1X

kD0

Var.ln.G.k///

b2k
< C1; lim

n!C1

Pn�1
kD0 IE ln.G.k//

bn
> 0 (1.82)

then V D .V .n//n!C1 is (globally) asymptotically a.s. unstable sequence, i.e. we
have limn!C1 V.n/ D C1 (a.s.) for all nonrandom y0 ¤ 0.

Proof. The main idea is to apply Kolmogorov’s SLLN, see Shiryaev [134] (p. 389).
Recall that V possesses the explicit representation (1.77). Now, define

Sn WD
n�1X

kD0
lnG.k/;

hence V.n C 1/ D exp.SnC1/V .0/ for n 2 IN. By Kolmogorov’s SLLN we may
conclude that

lim
n!C1

Sn

bn
D lim

n!C1
IESn
bn

D lim
n!C1

Pn�1
kD0 IE ln.G.k//

bn
< 0.a:s:/

thanks to the assumptions (1.81) of IP -integrability of G.k/. This fact together
with bn ! C1 implies that Sn ! �1 (a.s.), i.e. V.n/ ! 0 as n tends to C1.
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The reverse direction under (1.82) is proved analogously to previous proof-steps.
Thus, the proof is complete. ˘

Now, let us apply this result to BIMs (1.79) applied to test (1.78). For k D
0; 1; : : : ; nT , define

G.k/ WD
ˇ
ˇ
ˇ
1C j
�Wkj C 
�Wk

1C j
�Wkj
ˇ
ˇ
ˇ: (1.83)

Theorem 1.3.14 (A.s. asymptotic stability I of BIMs with variable hn, [127]).
Assume that 9 nonrandom sequence b D .bn/n2IN with bn ! C1 as n ! C1 for
a fixed choice of step sizes hn > 0 such that

C1X

kD0

Var.ln.G.k///

b2k
< C1; lim

n!C1

Pn�1
kD0 IE ln.G.k//

bn
< 0:

Then the BIMs (1.79) with scalar weights c0 D 0 and c1 D j
 j applied to martingale
test (1.78) with parameter 
 2 IR1 nf0g with the fixed sequence of variable step sizes
hn provide (globally) asymptotically a.s. stable sequences Y D .Yn/n2IN.

Proof. We may apply Theorem 1.3.13 with V.n/ D jYnj since the assumptions are
satisfied for the BIMs (1.26) with scalar weights c0 D 0 and c1 D j
 j applied to
martingale test (1.78). Hence, the proof is complete. ˘
Theorem 1.3.15 (A.s. asymptotic stability II of BIMs with variable hn, S.[127]).
The BIMs (1.79) with scalar weights c0 D 0 and c1 D j
 j applied to martingale
test (1.78) with parameter 
 2 IR1 n f0g with any nonrandom variable step sizes
hk satisfying 0 < hmin � hk � hmax provide (globally) asymptotically a.s. stable
sequences Y D .Yn/n2IN.

Proof. We may again apply Theorem 1.3.13 with V.n/D jYnj. For this purpose,
we check the assumptions. Define bn WDn. Note that the variance Var.ln.G.k///
is uniformly bounded since �Wn 2 N .0; hn/ and 0 < hmin � hk � hmax. More
precisely, we have

Var.ln.G.k///

� IEŒln.G.k//�2 D IEŒIf�Wn>0g ln.G.k//�2 C IEŒIf�Wn<0g ln.G.k//�2

< pnŒln.2/�
2 C IEŒln.1C j
�Wnj/�2 � pnŒln.2/�

2 C IEŒln.exp.j
�Wnj//�2
� pnŒln.2/�

2 C IEŒ
�Wn�
2 D pnŒln.2/�

2 C 
2hn � pnŒln.2/�
2 C 
2hmax

for G.k/ as defined in (1.83), where IfQg denotes the indicator function of the
inscribed set Q and pn D p

IP f�Wn > 0g. Note that 0<pnD
p
2=2<1 if �Wn

is Gaussian distributed. Therefore, there is a finite real constant KG
2 < .ln.2//2 C


2hmax such that
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C1X

kD1

Var.ln.G.k///

k2
�
C1X

kD1

KG
2

k2
D KG

2

�2

6
< C1:

It remains to check whether

lim
n!C1

Pn
kD1 IE ln.G.k//

n
< 0:

For this purpose, we only note that IE ln.G.k// is decreasing for increasing
p
hk

for all k 2 IN (see the proof of Theorem 1.3.12). Therefore, we can estimate this
expression by

IE ln.G.k// � 1

2
IE

2

4ln

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
1�

 



p
hmin

1C j
p
hminj

!2
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

3

5 WD KG
1 < 0

where  2 N .0; 1/ is a standard Gaussian distributed random variable and KG
1 the

negative real constant as defined above. Thus,

lim
n!C1

Pn
kD1 IE ln.G.k//

n
� KG

1 < 0:

Hence, thanks to Theorem 1.3.13 (or Theorem 1.3.14), the proof is completed. ˘
Remark 1.3.13. One may also estimate stability exponents of numerical methods,
i.e. estimates of the rate of exponential decay or growth. For more details, see [123,
127].

1.3.7 Nonlinear Weak V -Stability in General

So far we discussed stability along “stability-controlling” functions V (or
Lyaponuv-type function) which are governed by linear inequalities (or linear
difference inclusions). Now, in what follows, we shall investigate fully nonlinear
relations. For this purpose, define vn WD IEV.n/ and�vn D vnC1 � vn for all n 2 IN
and V as given below.

Theorem 1.3.16 (Discrete Bihari inequality for moments, S. [127]). LetV WIN
�! IR1C be a sequence of random variables V.n/ W .˝;Fn; IP / ! .IR1C;B.IR1C//
satisfying

vnC1 D IEŒV .nC 1/� � IEŒV .n/�C c.n/g.IEŒV .n/�/ (1.84)
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with nonrandom c.n/ 2 IR1 for all n 2 IN, where g W IR1C ! IR1C is a Borel-
measurable, non-decreasing function satisfying the integrability-condition

� 1 < G.u/ WD
Z u

v0

d z

g.z/
< C1 (1.85)

for all u > 0 and .vn/n2IN is non-decreasing. Assume that IEV.0/ < C1. Then, for
all n 2 IN, we have

vnC1 D sup
kD0;1;:::;n

IEV.k/ � G�1
�
G.IEŒV .0/�/C

nX

kD0
c.k/

�
(1.86)

where G�1 is the inverse function belonging to G.

Proof (S. [127]). Suppose that v0 > 0 at first. Then, inequality (1.84) implies that

�vn
g.vn/

� c.n/:

Therefore, by simple integration under (1.85), we obtain

G.vkC1/�G.vk/ D
Z vkC1

vk

dv

g.v/
�
Z vkC1

vk

dv

g.vk/
D �vk
g.vk/

� c.k/

for all k 2 IN. Summing up these inequalities leads to

G.vnC1/�G.v0/ D
nX

kD0
G.vkC1/ �G.vk/ �

nX

kD0
c.k/

for all n 2 IN, which is equivalent to

G.vnC1/ � G.v0/C
nX

kD0
c.k/:

Note that the inverse G�1 of G exists and both G and G�1 are increasing since G
satisfying (1.85) is increasing. Hence, we arrive at

vnC1 � G�1
 

G.v0/C
nX

kD0
c.k/

!

:

Note also that c.k/ � 0 due to the assumption v is non-decreasing. If v0 D 0 then
one can repeat the above calculations for all v0 D " > 0. It just remains to take
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the limit as " tends to zero in the obtained estimates. Thus, the proof of (1.86) is
complete. ˘
Remark 1.3.14. Theorem 1.3.16 can be understood as a discrete version of the
continuous time Lemma of Bihari [12] and is due to S. [127].

1.3.8 Girsanov’s Equation to Test Moments and Positivity

The simplest test equation for asymptotic stability, boundedness of moments,
monotonicity and positivity of numerical methods is the one-dimensional Girsanov
SDE (originating from Girsanov [34]) of Itô type

dX.t/ D 
.ŒX.t/�C/˛ dW.t/ (1.87)

with X.0/ D X0 � 0 (a.s.) in view of its solutions and strong uniqueness. Without
loss of generality, we may suppose that 
 � 0. If ˛ 2 Œ0; 1� and IEX2

0 < C1
we obtain continuous time solutions which are martingales with respect to the 
-
algebra generated by the driving Wiener process W D .W.t//t�0. If ˛ D 0 or ˛ 2
Œ1=2; 1� these (non-anticipating) martingale-solutions are unique with probability
one (by the help of Osgood-Yamada-Watanabe results, cf. Karatzas and Shreve
[70]). Due to the pathwise continuity, the non-negative cone IRC D fx 2 IR1 W
x � 0g is left invariant (a.s.). A nontrivial question is whether related numerical
approximations are stable, converge to the underlying analytic solution and have the
same invariance property. We are able to answer these problems. Here, we are only
interested in stability and invariance of “appropriately balanced discretizations” (for
convergence, see also in Sect. 1.4 below). For this purpose, consider the balanced
implicit methods (BIMs)

YnC1 D Yn C 
.ŒYn�C/˛�Wn C 
.ŒYn�C/˛�1j�Wnj.Yn � YnC1/ (1.88)

as a linear-implicit member of the more general class of BTMs (1.1).

Theorem 1.3.17 (Stability of 2nd Moments of BIMs, S.[127]). The BIMs (1.88)
applied to Girsanov’s SDE (1.87) with 0 < ˛ < 1 leave the non-negative cone
IRC invariant (a.s.) and provide polynomially stable numerical sequences. More
precisely, if 
 > 0, 0 < IEY 20 < C1 and Y0 is independent of the 
-algebra F D

fW.t/ W t � 0g then their second moments are strictly increasing as n increases
and they are governed by

IEŒY 2n � �
�
.IEŒY 20 �/

1�˛ C .1 � ˛/
2.tnC1 � t0/
�1=.1�˛/

(1.89)
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Proof. Suppose that 0 < ˛ < 1. At first we rewrite (1.88) as the explicit scheme

YnC1 D Yn
1C 
.ŒYn�C/˛�1�Wn C 
.ŒYn�C/˛�1j�Wnj

1C 
.ŒYn�C/˛�1j�Wnj (1.90)

which immediately gives the a.s. invariance with respect to the non-negative cone
IRC, provided that Y0 � 0 (a.s.). Therefore, we may drop the taking of positive part
by Œ:�C in the above form. Now, rewrite (1.90) as

YnC1 D Yn C 
.Yn/
˛�Wn

1C 
.Yn/˛�1j�Wnj : (1.91)

Taking the square and expectation yields

vnC1 WD IEŒY 2nC1� D IEŒYn�
2 C IE

	

.Yn/

˛�Wn

1C 
.Yn/˛�1j�Wnj

2

: (1.92)

Thus, due to the positivity of all summands at the right hand side, we may conclude
that the second moments .vn/n2IN are non-decreasing and, in fact if 
 > 0, vn is
strictly increasing. It remains to apply Theorem 1.3.16. For this purpose, estimate
(1.92) by Jensen’s inequality for concave functions in order to obtain

vnC1 � vn C 
2IEŒ.Yn/2˛�Wn� D vn C 
2IEŒ.Yn/2˛IEŒ�WnjFn�� (1.93)

D vn C 
2IEŒ.Yn/2˛IEŒ�Wn�� � vn C 
2.vn/
˛hn: (1.94)

Therefore, we may take V.x/ D x2, g.z/ D z˛ , c.n/ D 
2hn and apply Theorem
1.3.16 with the conclusion (1.86) in order to get to (1.89). Note also that

G.u/ D
Z u

v0

d z

g.z/
D
Z u

v0

d z

z˛
D z1�˛

1 � ˛
ˇ
ˇ
ˇ
zDu

zDv0
D u1�˛ � .v0/1�˛

1 � ˛
;

G�1.z/ D
�

z.1 � ˛/C v1�˛0

�1=.1�˛/
:

If v0 D 0 then one can repeat the above calculations for v0 D " > 0. It just remains
to take the limit as " tends to zero in the obtained estimates. Thus, the proof is
complete. ˘

One could also compare the moment evolutions of the explicit Euler method
Y E D .Y En /n2IN with that of BIMs Y B D .Y Bn /n2IN governed by (1.26). Then,
it is fairly easy to recognize that IE.Y Bn /

2� � IE.Y En /
2� for all integers � 2 IN,

provided that IE.Y B0 /
2� � IE.Y E0 /

2� . It is also interesting to note that the explicit
Euler methods cannot preserve the a.s. invariance property with respect to the
non-negative cone IRC. In fact, they exit that cone with positive probability,
independently of the choice of any nonrandom step sizes �n. Summarizing,
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the underlying explicit solution to (1.87) has very similar analytic properties as
BIMs (1.88). Numerical experiments for Girsanov SDEs are conducted in S. [127].

1.4 Finite Convergence and Orders (Rates of Global
Consistency)

1.4.1 Mean Square Convergence

The concept of global mean square convergence is understood as follows (similar
for p-th mean convergence).

Definition 1.4.1. A numerical method Y with one-step representation Ys;y.t/ is
said to be (globally) mean square convergent to X with rate rg on Œ0; T � iff
9 Borel-measurable function V WID ! IR1C and 9 real constants Kg D Kg.T / �
0;KY

S D KY
S .b

j /; 0 < hmax � ı0 � 1 such that 8.F0;B.ID//-measurable random
variablesZ.0/ with IEŒkZ.0/k2d � < C1 and 8t W 0 � t � T

�
IEŒjjX0;Z.0/.t/ � Y0;Z.0/.t/jj2d jF0�

�1=2 � Kg exp
�
KY
S t
�
V.Z.0//h

rg
max (1.95)

along any nonrandom partitions 0 D t0 � t1 � : : : � tnT D T .

Using the results of the previous section, the following theorem is rather obvious
in conjunction with standard L2-convergence theorems following stochastic Lax-
Richtmeyer principles as presented and proven in [125,129]. Recall the assumptions
(A0)–(A5) from subsection 1.2.1.

Theorem 1.4.1 (Mean Square Convergence of BTMs (1.1)). Assume that (A0)–
(A5) with V.x/ D .1C jjxjj2d /1=2 on ID 
 IRd are satisfied.
Then, the BTMs (1.1) with autonomous implicitness � 2 IRd�d are mean square
convergent with rate rg D 0:5.

Proof. Recall that, under assumptions (A0)–(A5), we have verified the local rates
r0 � 1:5 of mean consistency and r2 � 1:0 of mean square consistency with V.x/ D
.1C jjxjj2d /1=2. Furthermore, the Hölder-continuity of .a; bj / implies that the exact
solution X of SDEs (1.2) is mean square contractive and Hölder-continuous with
mean square Hölder exponent rsm D 0:5. Moreover, the BTMs (1.1) are weakly V -
stable along V . Hence, an application of the general Kantorovich-Lax-Richtmeyer
approximation principle (cf. subsection 1.4.2) proved in [129] yields that

rg D r2 C rsm � 1:0 � 1:0C 0:5 � 1:0 D 0:5;

hence the mean square rate rg � 0:5 is confirmed. ˘
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Remark 1.4.1. In the case ID D IRd and uniformly Lipschitz-continuous coeffi-
cients .a; bj /, one can also apply convergence Theorem 1.1 from Milstein [95]
(originating from [94]) in order to establish the rate rg D 0:5 of mean square
convergence for BTMs (1.1).

1.4.2 Mean Square Convergence Along Functionals
(KLR-Principle [81])

Let Xs;Z.t/; Ys;Z.t/ be the one-step representations of stochastic processes X; Y
evaluated at time t � s, started from Z 2 H2.Œ0; s�; �;H/ (i.e., more precisely, we
have Xs;Z.u/ D Zu D Ys;Z.u/ for 0 � u � s and Xs;Z.t/; Ys;Z.t/ are interpreted
as the values of the stochastic processes X and Y in H at time t � s, respectively,
with fixed history (memory) given by Z up to time s � 0). They are supposed to
be constructable along any .Ft /-adapted discretization of the given time-interval
Œ0; T � and could depend on a certain maximum mesh size hmax . Assume that there
are deterministic real constants r0; rsm; r2 � 0; 0 < ı0 � 1 such that we have:

(H1) Strong .IDt /-invariance of X; Y , i.e. 9.Ft /-adapted, closed subsets

IDt 
 H2.Œ0; t �; �;H/

such that, for all 0 � s < T , we have

IP f.Xs;X.s/.u//s�u�t ; .Ys;Y.s/.u//s�u�t 2 IDt W s�t�T jX.s/; Y.s/2IDsgD1;

(H2) V -Stability of Y , i.e. 9 functional V W H2.Œ0; t �; �;H/ ! IRC for all 0 �
t � T such that 8Y.t/ 2 IDt : IEV.Y.t// < C1, V.Y.t// is .Ft /-adapted
and 9 real constantKY

S 8 t; h W 0 � h � ı0; 0 � t; t C h � T

IEŒV .Yt;Y.t/.t C h//jFt � � exp.2KY
S h/ 	 V.Y.t//;

(H3) Mean square contractivity of X , i.e. 9 real constant KX
C such that

8X.t/; Y.t/ 2 IDt (where X.t/; Y.t/ are .Ft /-adapted) 8 t; h W 0 � h �
ı0; 0 � t; t C h � T

IEŒjjXt;X.t/.tCh/ �Xt;Y.t/.t C h/jj2H jX.t/; Y.t/� � exp.2KX
C h/jjXt;X.t/.t/

�Xt;Y.t/.t/jj2H ;

(H4) Mean consistency of .X; Y / with rate r0 > 0, i.e. 9 real constant KC
0 such

that 8Z.t/ 2 IDt (where .Zu.t//0�u�t is .Ft ;B.H//-measurable) 8 t; h W
0 � h � ı0; 0 � t; t C h � T

jjIEŒXt;Z.t/.t C h/jZ.t/� � IEŒYt;Z.t/.t C h/jZ.t/�jjH � KC
0 	 V.Z.t// 	 hr0 ;
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(H5) Mean square consistency of .X; Y / with rate r2 > 0, i.e. 9 real constant
KC
2 such that 8Z.t/ 2 IDt 8 t; h W 0 � h � ı0; 0 � t; t C h � T

�
IE
h
jjXt;Z.t/.t C h/ � Yt;Z.t/.t C h/jj2H jZ.t/

i�1=2 � KC
2 	 V.Z.t// 	 hr2

(H6) Mean square Hölder-type smoothness of diffusive (martingale) part of X
with rate rsm 2 Œ0; 1

2
�, i.e. 9 real constantKSM � 0 such that

8X.t/; Y.t/ 2 IDt (where X.t/; Y.t/ are .Ft /-adapted) 8t; h W 0�h� ı0;
0 � t; t C h � T

IEjjMt;X.t/.t C h/�Mt;Y.t/.t C h/jj2H � .KSM /
2 	 IEjjX.t/� Y.t/jj2H 	 h2rsm

where Mt;z.tCh/ D Xt;z.tCh/�IEŒXt;z.tCh/jFt � for z D X.t/; Y.t/;

(H7) Interplay between consistency rates given by r0 � r2 C rsm � 1:0,
(H8) Initial moment V -boundedness IEŒV .X0/�C IEŒV .Y0/� < C1.

Stochastic approximation problems satisfying the assumptions .H1/–.H8/ on H2

are called well-posed. In the classical case of stochastic dynamics with Lipschitz-
continuous vector coefficients like that of SDEs driven by Wiener processes one
often takes the function V..X.s//0�s�t / D .1 C jjX.t/jj2H /p=2 or jjX.t/jjpH as the
required functional V . Then, V plays the role of a Lyapunov function controlling
the stability behavior of considered stochastic process and the smoothness condition
.A6/ of the martingale part with rsm D 0:5 is obviously satisfied. Of course, if
V.X/ D 0 is chosen, then X and Y must be identical and any derived convergence
assertions based on above assumptions are meaningless.

The following fairly general approximation principle [129] can be established.
Define the point-wise L2-error

"2.t/ D p
IE< X.t/ � Y.t/; X.t/ � Y.t/ >H

for the processes X; Y 2 H2, and the deterministic bounds hmin D infi2IN hi �
hn � hmax D supi2IN hi on the mesh sizes hn on which (at least one of) X; Y are
usually based.

Theorem 1.4.2 (Axiomatic Approach of S. [129]). Assume that the conditions
.H1/ � �.H8/ are satisfied and that IEjjX.0/ � Y.0/jj2H < Kinith

rg
max: Then the

stochastic processes X; Y 2 H2.Œ0; T �; �;H/ converge to each another onH2 with
respect to the naturally induced metric m.X; Y / D .< X � Y;X � Y >H2/

1=2 with
convergence rate rg D r2 C rsm � 1:0. More precisely, for any � ¤ 0 and for any
choice of deterministic step sizes hi (variable or constant) with 0 < hi � hmax � ı0,
we have the universal error estimates

"2.t/ � exp..KX
C C �2/.t � s//"2.s/

CKI .�/ exp.KY
S t/

s
exp.2.KX

C C �2 �KY
S /.t � s// � 1

2.KX
C C �2 �KY

S /
h
rg
max (1.96)
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for all 0 � s � t � T , where s; t are deterministic, and

sup
0�t�T

"2.t/ � exp.ŒKX
C C �2�CT /"2.0/ (1.97)

CKI .�/ exp.ŒKY
S �CT /

s
exp.2.KX

C C �2 �KY
S /T / � 1

2.KX
C C �2 �KY

S /
h
rg
max

with appropriate constant

KI .�/ D Kmax 	
q

.KC
0 /

2 C .KC
2 /

2Œ�2C.KSM /2�

�
	 IEŒV .Y.0//�; (1.98)

Kmax D exp..ŒKX
C �� C ŒKY

S ��/hmax/:

Remark 1.4.2. The complete proof broken down in a series of auxiliary lemmas
is found in S. [129]. This Theorem 1.4.2 forms the main fundament of the
approximation principle which our entire paper is based on (cf. its table of contents)
and is an extension of ideas due to Kantorovich, Lax and Richtmeyer as they are
well-known in deterministic analysis.

1.4.3 Strong Mean Square Convergence

Definition 1.4.2. A numerical method Y with continuous one-step representation is
said to be (globally) strongly mean square convergent toX with rate r�g on Œ0; T �
iff 9 Borel-measurable function V W ID ! IR1C and 9 real constantsKg D Kg.T / �
0;KY

S D KY
S .b

j /; 0 < hmax � ı0 � 1 such that 8.F0;B.ID//-measurable random
variablesZ.0/ with IEŒkZ.0/k2d � < C1 we have

�

IEŒ max
0�t�T jjX0;Z.0/.t/ � Y0;Z.0/.t/jj2d jF0�

�1=2

� Kg exp
�
KY
S t
�
V.Z.0//h

r�g
max

(1.99)

along any nonrandom partitions 0 D t0 � t1 � : : : � tnT D T .

Remark 1.4.3. Of course, strong mean square convergence represents a stronger
requirement than just the “simple” mean square convergence given by definition
1.4.1. In fact, the rates of strong mean convergence carry over to that of “simple”
mean square convergence. No proofs for strong mean square convergence are known
to us other than that under standard uniform Lipschitz-continuity and presuming the
existence and uniform boundedness of higher order moments.
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The proof of following theorem is left to interested reader, but it can be carried
out in a similar fashion as previous convergence proofs by applying a theorem due
to Milstein [94, 95].

Theorem 1.4.3. Assume that all coefficients a and bj are uniformly Lipschitz
continuous and assumptions (A0)–(A5) hold with V.x/ D .1C jjxjj4d /1=4.
Then, the BTMs (1.1) with equidistant step sizes h � ı0 < 1 are strongly mean
square convergent with rate r�g D 0:5.

This theorem is proved by Milstein’s Theorem stated as follows. We leave the
work out of related details to the interest of our readership.

Theorem 1.4.4 (Milstein’s strong mean square convergence theorem [95]).
Assume that all coefficients a and bj are uniformly Lipschitz continuous on Œ0; T ��
IRd and the local rates of consistency r0 and r2 satisfy

r2 � 3

4
; r0 � r2 C 1

2
:

Moreover, let 9K4 8t 2 Œ0; T �8h W 0 < h � ı0 8z 2 IRd

IE kXt;z.t C h/ � Yt;z.t C h/k4d � .K4/
4.1C kzk4d /h4r2�1:

Then, equidistant numerical methods Y with nonrandom initial values X.0/ D
Y0 D x0 2 IRd permit estimates

Fundamental Strong Mean Square Convergence Relation

"�2 .T / D
 

IE sup
0�t�T

kX0;x0.t/ � Y0;x0.t/k2d
!1=2

� KSC
2 .1C kx0k4d /1=4hr2�

1
2

where KSC
2 is a real constant, and h � 1, i.e. ��g .2/ D r2 � 1

2
.

1.4.4 Milstein’s Weak Convergence Theorem

Sometimes one is only interested in moments of solutions of SDEs. This concept
rather corresponds to the concept of weak convergence from functional analysis.
A numerical version of that concept is introduced and studied independently by
Milstein [93] and Talay [139]. Let F denote a nonempty class of sufficiently smooth
test functions f W IRd ! IR1 (or functionals) and ID 
 IRd .

Definition 1.4.3. A numerical method Y with one-step representation Ys;y.t/ is
said to be (globally) weakly convergent toX with rate rw 2 .0;C1/ on Œ0; T ��ID
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(with respect to the test class F ) iff 9 Borel-measurable function V W ID ! IR1C and
9 real constantsKw D Kw.F; T; b

j / � 0 and ı0 with 0 < hmax � ı0 � 1 such that

8x 2 ID W sup
f 2F

sup
0�t�T

ˇ
ˇ
ˇIE f .X0;x.t// � IE f .Y h0;x.t//

ˇ
ˇ
ˇ � KwV.x/ 	 hrw (1.100)

where Y h is constructed along any nonrandom partitions 0 D t0 � t1 � : : : � tnT D
T with maximum step size h based on scheme-values .Yn/n2IN at discrete instants
tn.

Usually one investigates weak convergence with respect to continuous functions
f 2 F . However, step functions (elementary functions) such as indicator functions
IS of certain sets S or convex functions are also common to guarantee convergence
of related probabilities. However, the main result on weak convergence is borrowed
from Milstein [95] and reads as follows. Let PG.r/ be the set of functions
f W IRd ! IR1 which does not possess polynomial growth more than power r 2 IN.

Theorem 1.4.5 (Milstein’s weak convergence theorem [95]). Assume that a; bj

are uniformly Lipschitz continuous on Œ0; T �� IRd , f W IRd ! IR and a; bj together
with their derivatives up to degree 2r C 2 are polynomially bounded of degree 2p,
r 2 IN, X is governed by SDE (1.2) and:

(i) X0;x0.0/Dx02IRd independent of F jD
.W j .s/; s�0/with IEŒkx0k2pd �< C1.

(ii) sup.hn/
n2INWhn�ı0�1 supn2IN IEkY .hn/0;x0

.tn/k2pd � Kb < C1.

(iii) 9K0 8t 2 Œ0; T � 8x 2 IR : ka.t; x/k2d C
mX

jD1
kbj .t; x/k2d � .KB/

2.1Ckxk2d /.

(iv) 9Kc 8t 2 Œ0; T � 8x; y 2 IR : ka.t; x/ � a.t; y/k2d C
mX

jD1
kbj .t; x/ �

bj .t; y/k2d � .KL/
2kx � yk2d .

(v) 9g D g.x/ 2 F 
 PG.2p/ 8h � hmax 8Œt; t C h� � Œ0; T � 8l D
1; 2; : : : ; 2r C 1

ˇ
ˇ
ˇ
ˇ
ˇ
IE

 
lY

kD1
.Xt;x.t C h/� x/ik �

lY

kD1
.Yt;x.t C h/� x/ik

!ˇ
ˇ
ˇ
ˇ
ˇ

� g.x/hrC1

IE
2rC2Y

kD1
jYt;x.t C h/� xjik � g.x/hrC1

Then, weak convergence of Y to X with rate rw D r with respect to the test class
f 2 F 
 PG.2p/\C2.IRd / with V.x/ D .1Cjjxjj2pd on ID D IRd is established,
i.e. more precisely

"w
0.T / D sup

f 2F
sup
0�t�T

kIEŒf .X0;x0.t//� � IEŒf .Y0;x0 .t//�kd
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� K.T;a;bj /.1CIEkx0k2pd /hrmax
where all K represent real constants (only depending on T , a, bj ), and hmax � 1.

The proof is found in Milstein [95]. Forward and backward Euler, stochastic
Theta methods with vanishing weight matrices cj (j D 1; 2; : : : ; m) as well as
families of implicit Milstein and Theta-Milstein methods have weak convergence
order rw D 1:0. There are other methods such as Talay-Tubaro’s extrapolation
method which can achieve weak order 2:0 or even higher order of weak convergence
for moments of functions of solutions of SDEs at fixed deterministic terminal time
T . The situation is more complicated for approximation of functionals depending on
the past or even whole memory of trajectories. Then it may happen that the orders
(rates) shrink to much lower orders. A similar reduction of orders can happen if
functions are not very smooth or a control at all times T up to infinity is necessary.
For some analysis of convex functionals, see S. [133]. In this case and when non-
smoothness is given, one can exploit the more robust Lp-convergence analysis to
justify a minimum rate of convergence (an at least guaranteed order).

1.4.5 Weak Convergence of BTMs (1.1) with Nonrandom Weights

For simplicity, set F D C2
b.�/.IR

d ; IR1/ and consider the subclass of linear-implicit
BTMs (by putting� D 0 in (1.1))

YkC1 D Yk C
mX

jD0
bj .tk; Yk/�W

j

k C
mX

jD0
cj .tk; Yk/j�W j

k j.Yk � YkC1/ (1.101)

which we also abbreviate by BIMs.
For approximations in the weak sense w.r.t. test class F , one should rather take

the weights cj � O for j D 1; 2; : : : ; m to guarantee the maximum rate of weak
convergence. More degree of freedom is in the choice of c0. A preferable choice is
c0.t; x/ D 0:5ra.t; x/ due to a reasonable replication of the p-th moment stability
behavior of such BIMs compared to the underlying SDEs. This choice would also
coincide with linearly drift-implicit midpoint and trapezoidal methods for bilinear
SDEs. Let C l

b.�/.IR
d ; IR1/ denote the set of all l-times (l 2 IN) continuously

differentiable functions f W IRd ! IR1 with uniformly bounded derivatives up to
l-th order such that

maxfjf .x/j; jjrf .x/jjd ; kr2f .x/kd�d ; : : :g � Kf 	 .1C kxk�d /

for all x 2 IRd , whereKf and � are appropriate real constants.
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Theorem 1.4.6 (Weak Convergence of BIMs, S.[128]). Assume that .A1/–.A4/
with V 2 C2

b.�/.IR
d ;IR1C/ with V.x/ � .1 C jjxjj2d /1=2 hold, IEkY0k4� < C1 for

an integer � � 1, all coefficients a; bj 2 C2
b.�/.Œ0; T � � IRd ; IRd / of SDE (1.2) are

uniformly Lipschitz-continuous with Lipschitz constantsKj
L with respect to x and

8t 2 Œ0; T �8x 2 IRd
mX

jD0
kc0.t; x/bj .t; x/k4d � .K4c/

4.1C kxk4�d /: (1.102)

Then the subclass of BIMs (1.101) with weights cj .t; x/ � O for j D 1; 2; : : : ; m

(i.e. BIMs with nonrandom weights) is weakly converging with rate rw D 1:0 with
respect to the test class f 2 C2

b.�/.IR
d ; IR1/. More precisely, for all test functions

f 2C2
b.�/.IR

d ; IR1/ for which the standard Euler method weakly converges with rate

rEw D 1:0, there is a real constantKw D Kw.T;Kf ; b
j / (for its estimate, see at the

end of following proof) such that

jIEf .X.T // � IEf .YnT /j � Kw 	
�

max
kD0;1;:::;nT

IE.1C kYkk4�d /
�

	 hmax (1.103)

where the maximum step size hmax satisfies the condition

2�.4� � 1/mK2
M.K

j

b.2//
2hmax < 1 (1.104)

with constantsKj

b.2/ chosen as in (1.107) for all j D1; 2; : : : ; m (i.e. for bj instead
of f ).

Proof. Recall that the forward Euler methods weakly converge with worst case
global rate rEw D 1:0 and error-constants KE

w D KE
w .T / � 0 under the given

assumptions (see Milstein [95] and Talay [140]). Let f 2 C2
b.�/.IR

d ; IR1/ have
uniformly bounded derivatives satisfying

max
�
jf .x/j; krf .x/kd ; kr2f .x/kd�d

�
� Kf .1Ckxk4� /1=4 � Kf .1Ckxk� /

with constant Kf . Moreover, for such functions f , one can find an appropriate real
constant KE

w D KE
w .T; f; b

j / such that it satisfies the conditional estimates of the
local weak error

ˇ
ˇ
ˇIEŒf .Xs;x.t// � f .Y Es;x.t//�

ˇ
ˇ
ˇ � KE

w 	 .1C kxk4�d / 	 .t � s/2

for sufficiently small 0 � t � s � hmax � ı0 and x 2 IRd , and the global weak error

ˇ
ˇ
ˇIEŒf .X0;x.T // � f .Y E0;x.T //�

ˇ
ˇ
ˇ � KE

w 	 .1C kxk4�d / 	 T 	 hmax;
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for sufficiently small hmax � ı0 � min.1; T /. Now, define the auxiliary functions
u W Œ0; T � � IRd ! IR1 by

u.s; x/ D IEf .Xs;x.tkC1//

for 0 � s � tkC1. Suppose that 0 � hk � ı0 � min.1; T /. For simplicity, assume
thatX and Y are constructed on one and the same complete probability space (which
does not exhibit a real restriction due to Kolmogorov’s extension theorem). Then,
by following similar ideas as in Milstein [95] extended to the variable step size case,
we arrive at

"0.tkC1/ W D
ˇ
ˇ
ˇIEŒf .X0;x0 .t// � f .Y0;y0 .t//�

ˇ
ˇ
ˇ

D
ˇ
ˇ
ˇ

k�1X

iD0

�
IEŒu.tiC1; Xti ;Yi .tiC1//� � IEŒu.tiC1; Yti ;Yi .tiC1//�

�

C IEŒf .Xtk ;Yk .tkC1//� � IEŒf .Ytk ;Yk .tkC1//�
ˇ
ˇ
ˇ

�
k�1X

iD0
IE
ˇ
ˇ
ˇIEŒu.tiC1; Xti ;Yi .tiC1// � u.tiC1; Yti ;Yi .tiC1//jFti �

ˇ
ˇ
ˇ

C IE
ˇ
ˇ
ˇIEŒf .Xtk ;Yk .tkC1// � f .Ytk ;Yk .tkC1//jFtk �

ˇ
ˇ
ˇ

�
k�1X

iD0
IE
ˇ
ˇ
ˇIEŒu.tiC1; Xti ;Yi .tiC1// � u.tiC1; Y Eti ;Yi .tiC1//jFti �

ˇ
ˇ
ˇ

C
k�1X

iD0
IE
ˇ
ˇ
ˇIEŒu.tiC1; Y Eti ;Yi .tiC1//� u.tiC1; Yti ;Yi .tiC1//jFti �

ˇ
ˇ
ˇ

C IE
ˇ
ˇ
ˇIEŒf .Xtk ;Yk .tkC1// � f .Y Etk ;Yk .tkC1//jFtk �

ˇ
ˇ
ˇ

C IE
ˇ
ˇ
ˇIEŒf .Y Etk ;Yk .tkC1// � f .Ytk ;Yk .tkC1//jFtk �

ˇ
ˇ
ˇ

� KE
w 	 max

iD0;1;:::;kC1.1C IEkYik4�d / 	
kX

iD0
h2i

C
k�1X

iD0
IE
ˇ
ˇ
ˇIEŒu.tiC1; Y Eti ;Yi .tiC1// � u.tiC1; Yti ;Yi .tiC1//jFti �

ˇ
ˇ
ˇ

C IE
ˇ
ˇ
ˇIEŒf .Y Etk ;Yk .tkC1// � f .Ytk ;Yk .tkC1//jFtk �

ˇ
ˇ
ˇ

D KE
w 	 max

iD0;1;:::;kC1.1C IEkYik4�d / 	 tkC1 	 hmax Cm1.k/Cm2.k/:
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where m1.k/ D
k�1X

iD0
IE
ˇ
ˇ
ˇIEŒu.tiC1; Y Eti ;Yi .tiC1//� u.tiC1; Yti ;Yi .tiC1//jFti �

ˇ
ˇ
ˇ;

m2.k/ D IE
ˇ
ˇ
ˇIEŒf .Y Etk ;Yk .tkC1//� f .Ytk;Yk .tkC1//jFtk �

ˇ
ˇ
ˇ:

Next, we analyze the remaining terms m1 and m2. For this purpose, suppose that
g 2 C2

b.�/.IR
d ; IR1/. Then, the expressions m1 and m2 have only terms of the form

IEjIEŒg.Y Etk;Yk .tkC1// � g.Ytk ;Yk .tkC1//jFtk �j. Thus, it remains to estimate them by
Kkh

2
k with constantsKk. Note also thatMs;x.t/ D IdCc0.s; x/.t�s/ is nonrandom

and invertible, Ytk;Yk .tkC1/ D YkC1 by definition, and

ds;x.t/ WD Y Es;x.t/ � Ys;x.t/ D M�1s;x .t/
mX

jD0
c0.s; x/bj .s; x/.W

j
t �W j .s//.t � s/:

Now, we obtain

m.k/ W D IE
ˇ
ˇ
ˇIEŒg.Y Etk ;Yk .tkC1// � g.Ytk ;Yk .tkC1//jFtk �

ˇ
ˇ
ˇ

D IE
ˇ
ˇ
ˇIEŒ< rg.Yk/; Y Etk;Yk .tkC1/� Ytk;Yk .tkC1/ >d jFtk �

CIEŒ< rg.�1.tkC1//� rg.Yk//; Y Etk;Yk .tkC1/ � Ytk ;Yk .tkC1/ >d jFtk �
ˇ
ˇ
ˇ

D IE
ˇ
ˇ
ˇ < rg.Yk/; IEŒdtk ;Yk .tkC1/jFtk � >d

C IEŒ< r2g.�2.tkC1//.�1.tkC1/� Yk/; dtk ;Yk .tkC1/ >d jFtk �
ˇ
ˇ
ˇ

D IE
ˇ
ˇ
ˇ < rg.Yk/; IEŒdtk ;Yk .tkC1/jFtk � >d

C IEŒ�1k < r2g.�2.tkC1//dtk;Yk .tkC1/; dtk;Yk .tkC1/ >d jFtk �
ˇ
ˇ
ˇ

D IE
ˇ
ˇ
ˇ < rg.Yk/;M�1tk;Yk .tkC1/c0.tk ; Yk/a.tk ; Yk/ >d h2k

C IEŒ�1k < r2g.�2.tkC1//dtk;Yk .tkC1/; dtk;Yk .tkC1/ >d jFtk �
ˇ
ˇ
ˇ

� KM

�
IEŒkrg.Yk/k2d�d �

�1=2�
IEŒkc0.tk; Yk/a.tk; Yk/k2d

�1=2
h2k

C
�

IEŒkr2g.�2.tkC1//k2d�d �
�1=2�

IEŒkdtk ;Yk .tkC1/k4d �
�1=2

� KM

�
IEŒkrg.Yk/k4d�d �

�1=4�
IEŒkc0.tk; Yk/a.tk ; Yk/k4d

�1=4
h2k

C
�

IEŒkr2g.�2.tkC1//k4d�d �
�1=4�

IEŒkdtk ;Yk .tkC1/k4d �
�1=2
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� 23=2KgKMK4c

�
IEŒ1C kYkk4�d �

�1=2
h2k C

Cp
3 23=2.mC 1/3=2KgK

2
MK

2
4c

�
IEŒ1C kYkk4�d �

�3=4
h3k

� 23=2KgKMK4c.1C p
3 .mC 1/3=2KMK4c/ 	

�
max

iD0;1;:::;kIEŒ1C kYiC1k4�d �
�

	h2k

where �.t/ is an intermediate value between Y Etk;Yk .t/ and Ytk ;Yk .t/, i.e. �.t/ D Yk C
�k.Y

E
tk;Yk

.t/ � Ytk;Yk .t// with scalar �k 2 Œ0; 1�. Therefore, we may conclude that

m1.k/

� 23=2Kf KMK4c.1C
p
3
�
mC1/3=2KMK4c

�
�

max
iD0;1;:::;kIEŒ1C kYiC1k4�d �

� k�1X

iD0
h2i

� 23=2Kf KMK4c

�
1Cp

3.mC 1/3=2KMK4c

��

max
iD0;1;:::;kIEŒ1CkYiC1k4�d �

�

tkhmax;

and

m2.k/

� 23=2Kf KMK4c.1C
p
3 .mC 1/3=2KMK4c/

�

max
iD0;1;:::;kIEŒ1CkYiC1k4�d �

�

hkhmax:

Consequently, for all k D 0; 1; : : : ; nT �1, the weak error "0 of BIMs (1.101) with
nonrandom weights c0 must satisfy

"0.tkC1/ � Kw.tkC1/ 	 max
iD0;1;:::;k IEŒ1C kYiC1k4�d � 	 hmax

� Kw.T / 	 max
iD0;1;:::;nT�1

IEŒ1C kYiC1k4�d � 	 hmax:

where

Kw.t/ � .KE
w C 23=2Kf KMK4c.1Cp

3 .mC1/3=2KMK4c//t:

The p D 4�-moments of the BIMs (1.101) with vanishing weights cj .j D
1; 2; : : : ; m/ and sufficiently small step sizes hk � hmax are uniformly bounded.
Thus, weak convergence with worst case rate rw � 1:0 can be established under the
given assumptions of Theorem 1.4.6, hence the proof is complete. ˘
Remark 1.4.4. Theorem 1.4.6 says that the BIMs with nonrandom weights and
BTMs with � D 0 have the same rate of weak convergence as the forward Euler
methods have. For further details and more general classes of functionals F , see
Talay [140]. One can also find estimates of Kw which are monotonically increasing
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in Kf , thanks to Theorem 1.4.6. Therefore, we obtain uniform weak convergence
with respect to all test functions f 2 C2

b.�/.IR
d ; IR1/ which have boundedness

constants bounded by Kf � c < C1.

BIMs are implementable very easily while gaining numerical stability compared
to explicit methods (as that of Euler-Maruyama) and maintaining the same conver-
gence rates as their explicit counterparts. Thus, we can justify them as a useful and
remarkable alternative to the most used numerical methods for SDEs.

Remark 1.4.5. An expansion of the global error process for BIMs or BTMs as in
[141] is not known so far. Such an expansion could give the possibility to exploit
extrapolation procedures to increase the order of weak accuracy of those methods.
This is still an open problem.

1.4.6 Supplement: Linear-Polynomial Boundedness of f 2 C 0
Lip

In the proof above, we used the fact that linear-polynomial boundedness of Lipschitz
continuous functions can be established too. To see this, let C0

b.�/.Œ0; T � � IRd ; IRl /

denote the set of all continuous functions f W Œ0; T ��IRd ! IRl which are uniformly
polynomially bounded such that

kf .t; x/kl � Kf 	 .1C kxk�l /

for all x 2 IRd , whereKf � 0 and � � 0 are appropriate real constants.

Lemma 1.4.1. Assume that f 2 C0
b.�/.Œ0; T � � IRd ; IRl / with constants � � 0 and

Kf is uniformly Lipschitz continuous with constantKL, i.e.

8t 2 Œ0; T � 8x; y 2 IRd kf .t; x/ � f .t; y/kl � KL kx � ykl : (1.105)

Then, there exist constants Kb.p/ D Kb.p/.p; T;Kf ;KL/ such that 8t 2
Œ0; T � 8x 2 IRd

kf .t; x/kl � 2�.p�1/=pKb.p/ 	 .1C kxkl / � Kb.p/ 	 .1C kxkpl /1=p (1.106)

for all p � 1, where the real constantsKb.p/ can be estimated by

0 � Kb.p/ � 2.p�1/=p 	 maxfKf ;KLg: (1.107)

Proof of Lemma 1.4.1. Estimate

0 � kf .t; x/kl � kf .t; 0/kl C kf .t; x/ � f .t; 0/kl � Kf CKLkxkl
� maxfKf ;KLg.1C kxkl / � 2.p�1/=2 maxfKf ;KLg.1C kxkpl /1=p:

Therefore, constantKb.p/ can be chosen as in (1.107). Thus, the proof is complete. ˘



1 Basic Concepts of Numerical Analysis Stochastic Differential Equations Explained 73

Remark 1.4.6. In fact, it suffices that sup0�t�T kf .t; x�/kl < C1 for some x� 2
IRd and f is Lipschitz continuous in x 2 IRd with Lipschitz constant KL.t/ which
is uniformly bounded with respect to t 2 Œ0; T �. However, Kb.p/ may depend on
� too. Now, we can apply Lemma 1.4.1 in order to recognize that the requirement
(A2) of Hölder continuity of system .a; bj / yields linear-polynomial boundedness
of both a and all bj coefficients of diffusion processes X .

Remark 1.4.7. Weak approximations and weak rates of convergence of Euler-type
methods are also studied in Kohatsu-Higa et al. [75,76], in Kannan et al. [67,68], in
Kushner et al. [84, 85], in Ogawa [103–105], or in Talay [140].

Remark 1.4.8. Strong convergence under nonclassical conditions has been inves-
tigated in Deelstra & Delbaen [24], Gyöngy [42], Higham et al. [49], Hu [55],
Ogawa [104], Tudor [142]. Moreover, asymptotic efficiency of classes of Runge-
Kutta methods is considered in Newton [101].

1.5 Positivity

It is well-known that the geometric Brownian motion X satisfying the Itô SDE

dX.t/ D �X.t/ dt C � X.t/ dW.t/ (1.108)

driven by the Wiener process W possesses the exact solution (with constants �,
� 2 IR1)

X.t/ D exp..� � �2=2/t C �W.t// 	X.0/ (1.109)

for F0-adapted initial data X.0/ 2 IR1. Remarkable facts are that X remains non-
negative for non-negative initial values X.0/ D x0, X remains strictly positive for
strictly positive initial values, and X with X.0/ < 0 or X.0/ > 0 does not change
its sign as time t advances. Let us investigate the behaviour of representatives of
Theta methods (1.1) with respect to this observation of sign-preservation. For this
purpose, we suppose � > 0 for the further consideration.

1.5.1 Non-Positivity of Standard Euler Methods
for Linear ODEs

In deterministic numerical analysis a very simple example is well–known. Consider
the equation (ODE)

Px D �x with x.0/ D x0 � 0
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and its non-negative exact solution x.t/ D exp.�t/ 	x0. Then the Euler scheme (1.1)
gives

ynC1 D yn C �ynhn D .1C �hn/yn D y0

nY

iD0
.1C �hi/: (1.110)

Obviously, started at y0 > 0, this solution is always positive if � � 0 or j�jhi < 1

for all i D 0; 1; : : : ; n. Thus negative values may occur under the assumption y0 >
0, � < 0 and hi large enough (indeed infinitely often). This step size restriction even
gets worse for large values of � and a uniform restriction of h is not possible for all
parameters � < 0 in order to guarantee (strict) positivity (or sign-preservation).

1.5.2 Positivity of Balanced Theta Methods for Linear ODEs

In contrast to the standard Euler scheme, in the case y0 > 0 and � < 0, we can
always prevent negative outcomes or even “explosions” in numerical methods with
arbitrary step sizes hi for linear differential equations. For this purpose we introduce
the family of implicit Euler-type schemes (1.1) with

ynC1 D yn C .�ynC1 C .1 � �/yn/�hn

D 1C .1 � �/�hn
1 � ��hn

yn D y0

nY

iD0

1C .1 � �/�hi
1 � ��hi ; (1.111)

hence it gives exclusively positive values under y0 > 0 if 1C.1��/�hi > 0 for all
i 2 IN. A generalization of these schemes is presented by the deterministic balanced
methods

ynC1 D yn C �ynhn C chn.yn � ynC1/

D 1C .�C c/hn

1C chn
yn D y0

nY

iD0

1C .�C c/hi

1C chi
(1.112)

for an appropriate constant c > 0. Consequently, numerical solutions generated by
(1.112) with c � j�j or by (1.111) with � D 1 are positive and monotonically
decreasing for all y0 > 0, � < 0 and arbitrary step sizes hi � 0. They do not
have any explosions, and do not vanish for positive start values as well. Indeed
they provide sign-preserving approximations. All these properties are features of
the underlying SDE. Hence, BIMs possess adequate realizations.

1.5.3 Negativity of Drift-Implicit Theta Methods for Linear SDEs

After previous elementary illustrations with ODEs, we return to the stochastic
case. For the sake of simplicity, we confine ourselves to equidistant partitions with
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uniform step size h (a similar result can be formulated for partitions with variable,
nonrandom step sizes hi , but with “some care”).

Theorem 1.5.1 (Non-adequate Negativity of BTMs without Balanced Terms).
Suppose X satisfies (1.108) with X.0/ > 0 (a.s.), � ¤ 0 and .1 � ��h/ > 0. Then
the drift-implicit Theta approximation (1.1) applied to the linear SDE (1.108) and
started in Y �0 D X.0/with nonrandom equidistant step size h > 0, non-autonomous
nonrandom implicitness � 2 IR1 and without balanced terms cj � 0 has negative
values with positive probability, i.e. there is a stopping time � D �.!/ W ˝ ! IN
such that

IP .f! 2 ˝ W Y �� .!/ < 0g/ > 0:

Proof. The family of drift-implicit Theta schemes (1.1) applied to (1.108) with
cj � 0 and autonomous scalar implicitness � D �n is governed by

Y �nC1 D Y �n C ��Y �nC1hC .1� �/�Y �n hC �Y �n �Wn

D 1C .1 � �/�hC ��Wn

1 � ��h
Y �n D Y �0

nY

iD0

 
1C .1 � �/�hC �

p
hi

1 � ��h

!

:

Define the events Ei 
 ˝ on .˝;F ; IP / (for i 2 IN) by

Ei WD f! 2 ˝ W 1C .1� �/�hC �
p
hi .!/ < 0g

for i.i.d. i 2 N .0; 1/ (standard Gaussian distributed). Then the event

E WD f! 2 ˝ W 9�.!/ < C1; �.!/ 2 IN W Y ��.!/ < 0g

can be substituted by the events Ei .

IP .E0/ D IP

 

f! 2 ˝ W 0.!/ < �1C .1 � �/�h

�
p
h

g
!

DW p

Notice that

IP .E0/ D IP

 

f! 2 ˝ W 0.!/ < �1C .1 � �/�h

j� jph g
!

D p

as 0 is symmetric about 0 (recall the assumption of Gaussian distribution of 0).
Thus, one obtains

IP .E/ D IP .E \ .E0 [E0// D IP .EjE0/IP .E0/C IP .EjE0/IP .E0/

D p C .1 � p/IP .EjE0/ D p C .1 � p/IP .E \ .E1 [E1/jE0/
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D p C .1 � p/
�
IP .EjE0;E1/IP .E1/C IP .EjE0;E1/IP .E1/

�

D p C p.1 � p/C .1 � p/2IP .EjE0;E1/

D p C p.1 � p/C p.1 � p/2 C .1 � p/3IP .EjE0;E1;E2/

	 	 	

D p

1X

iD0
.1 � p/i D p

�
1

1 � .1 � p/

�

D p

p
D 1:

Note that 0 < p < 1. Thus it must exist (a.s.) a finite stopping time �n D n.w/h
such that Y �.�n/ D Y �n < 0.

Alternatively, with the help of the well–known Lemma of Borel–Cantelli (or
Kolmogorov’s 0�1–law, see Shiryaev [134]) one also finds a short proof of Theorem
1.5.1 (see original idea with � D 0 in S. [119]). For this purpose, we define

An D f! 2 ˝ W 9i � n W Y �i < 0g

for n 2 INC. Then it follows that

E D \1nD1 [1kDn Ak D [1nD1 \1kDn Ak :

Because of IP .An/ D .1 � IP .E0//n .n D 1; 2; : : :/, we obtain

1X

nD0
IP .An/ D 1

IP .E0/
< C1

where

1 > IP .E0/ D IP .f! 2 ˝ W 1C .1 � �/�hC j� j
p
h0.!/ < 0g/

D 1p
2�

Z
�

� 1C.1��/�h

j� j
p
h

�

�1
exp.�x2=2/dx

D ˚

 

�1C .1 � �/�h
j� jph

!

> 0 8h 2 .0;1/

and ˚ denotes the probability distribution function of the standard Gaussian
distribution N .0; 1/, hence the assertion IP .E/ D 0 is true. Thus, drift-implicit
Theta schemes with any � 2 IR1 and without balanced terms always possess a
trajectory with negative outcome under the assumptions of Theorem 1.5.1.
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1.5.4 Positivity of Balanced Theta Methods for Linear SDEs

In contrast to the Euler methods, we find numerical methods which only have non-
negative values and are sign-preserving. A corresponding assertion is formulated by
Theorem 1.5.2.

Theorem 1.5.2 (A.s. Positivity of Balanced Methods, S.[119]). Assume that pro-
cess X satisfies (1.108) and X.0/ � 0 (a.s.).
Then the balanced methods with non-negative constants c0 and c1 exclusively have
positive outcomes at all instants n 2 IN, provided that

1C .c0 C �/h � 0 and c1 � j� j : (1.113)

Proof. This claim follows immediately from the structure of the balanced methods
(1.1) applied to the (1.108) with � D 0, appropriate weights c0 and c1 satisfying
(1.113). One encounters

Y BnC1 D Y Bn C �Y Bn hC �Y Bn �Wn C .c0hC c1j�Wnj/.Y Bn � Y BnC1/

D 1C .c0 C �/hC ��Wn C c1j�Wnj
1C c0hC c1j�Wnj Y Bn :

Thereby, Y BiC1 � 0 iff

1C .c0 C �/hC ��Wi C c1j�Wi j � 0

for all i 2 IN. Obviously, this is true under (1.113). ˘
Remark 1.5.1. An optimal choice of weights cj to maintain positivity under � < 0
is given by c1 D j� j and c0 D Œ���C where Œz�C is the positive part of inscribed
expression z (for optimality, see also exact contraction-monotone and energy-exact
methods below). Numerical methods with variable step sizes could also prevent
negativity, however this may lead to inefficient implementations in random settings
and throws out the nontrivial question of convergence of random instants tn to T as
n ! C1. Moreover, the predictable measurability of instants tn is given up (i.e.
one deals with another category of stochastic approximations!).

1.5.5 Positivity of Balanced Theta Methods for Nonlinear SDEs

Consider nonlinear autonomous SDEs (1.2) of the form

dX.t/ D
2

4f .X.t//dt C
mX

jD1
gj .X.t//dW

j .t/

3

5X.t/ (1.114)
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with a.t; x/ D xf .x/ and bj .t; x/ D xgj .x/ where f and gj are nonrandom
matrices in IRd�d . Such (1.114) are met in biology and ecology (see Lotka-Volterra
equations or logistic Pearl-Verhulst models). There X approximates the number
of populations of certain species such as fish, flies, rabbits, fox, mice and owls or
the dynamic evolution of offspring-to-parents ratios. Naturally, X must have only
positive outcomes for its practical meaningful modeling character.

Let us discretize SDEs (1.114) by the balanced methods (1.1) of the form

XnC1 D
2

4I C f .Xn/hn C
mX

jD1
gj .Xn/�W

j
n

3

5Xn

C
2

4jjf .Xn/jjmaxhnC
mX

jD1
jjgj .Xn/jjmaxj�W j

n j
3

5 .Xn�XnC1/ (1.115)

where jj:jjmax is the maximum norm of all entries of inscribed matrices and I is the
unit matrix in IRd�d .

Theorem 1.5.3 (Positivity of BIMs for Nonlinear SDE). The balanced implicit
methods (1.115) applied to SDEs (1.114) with same initial value X.0/ > 0 and any
step sizes hn maintain the positivity at all instants n 2 IN.

Proof. Rewrite scheme (1.115) to equivalent expression

CnXnC1 D
"

I C .f .Xn/C jjf .Xn/jjmaxI /hn

C
mX

jD1
.gj .Xn/�W

j
n C jjgj .Xn/jjmaxj�W j

n j/
#

Xn (1.116)

where Cn represents the invertible d � d diagonal matrix

Cn D
2

41C jjf .Xn/jjmaxhn C
mX

jD1
jjgj .Xn/jjmaxj�W j

n j
3

5 I:

Now, apply complete induction on n 2 IN and exploit the positivity of both the right
hand side of (1.116) and the matrix Cn to conclude the assertion of Theorem 1.5.3.
It is worth noting that the choice of step sizes hn > 0 does not play a role in keeping
positivity as n advances in our previous argumentation. ˘
Remark 1.5.2. A slightly more general theorem on positivity of convergent multi-
dimensional BIMs is found in S. [119, 120].
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1.5.6 Positivity of Balanced Milstein Methods

The lack of preservation of positivity can not be removed by the use of “higher
order methods” such as standard Milstein or Taylor-type methods (while noting that
the probabilities of negative outcomes can be reduced by using them). However,
by appropriate introduction of further balancing terms in them, one may achieve
the goal of positivity (and sign-preservation) and higher order of convergence
(and consistency as well). This fact is demonstrated by the following discussion
which is related to higher order numerical methods applied to SDEs driven
exclusively by diagonal noise (for the sake of simplicity). Recall that systems
with diagonal noise are characterized by L i bj .t; x/ D 0 for all i ¤ j where
i; j D 1; : : : ; m. In this case the balanced Milstein methods (BMMs) with
diagonal noise follow the scheme

YnC1 D Yn C
mX

jD0
bj .tn; Yn/I.j /;tn;tnC1 C

mX

jD1
L j bj .tn; Yn/I.j;j /;tn;tnC1

C
0

@d0.tn; Yn/I.0/;tn;tnC1 C
mX

jD1
d j .tn; Yn/I.j;j /;tn;tnC1

1

A .Yn � YnC1/ :

(1.117)

This class has been introduced and studied in Kahl and S. [60] in a more general
form referring to multiple Itô integrals I˛;tn;tnC1 .

Theorem 1.5.4 (Positivity of Balanced Milstein Methods [60]). The one-dimen-
sional BMMs (1.117) applied to one-dimensional SDEs (1.2) with diagonal noise
along partitions

t0 < t1 < : : : < tn < tnC1 < : : :

and applied to SDEs (1.2) with diagonal noise maintain positivity of initial
conditionsX.0/ 2 IRC if the following conditions hold

(A6) 8t 2 Œ0; T � 8x 2 IRC W d0.t; x/� 1
2

Pm
jD1 d j .t; x/ is positive semi-definite.

(A7) 8j D 1; 2; : : : ; m 8t 2 Œ0; T � 8x 2 IRC W dj .t; x/ is positive semi-definite.
(A8) 8j D 1; : : : ; m 8tn 2 Œ0; T � and 8x 2 IRC.

bj .tn; x/
@

@x
bj .tn; x/C dj .tn; x/x > 0; (1.118)

(A9) 8tn 2 Œ0; T � and 8x 2 IRC.

x �
mX

jD1

.bj .tn; x//
2

2bj .tn; x/
@
@x
bj .tn; x/C 2dj .tn; x/x

> 0; (1.119)
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(A10) IfD.tn; x/D a.tn; x/� 1

2

mX

jD1
bj .tn; x/

@

@x
bj .tn; x/Cd0.tn; x/x � 1

2

mX

jD1
d j

.tn; x/x<0 for a value x 2 IRC at time-instant tn 2 Œ0; T � then the current
step size hn is chosen such that 8tn 2 Œ0; T �, 8x 2 IRC.

hn <
x CN.tn; x/

�D.tn; x/ (1.120)

where

N.tn; x/ D �
mX

jD1

.bj .tn; x//
2

2bj .tn; x/
@
@x
bj .tn; x/C 2dj .tn; x/x

:

Remark 1.5.3. The assumption (A8) guarantees that the BMMs inherit the posi-
tivity preserving structure of the underlying Milstein method. Condition (A9) is
more technical, but in many applications this is valid without the use of the weight
function d1. (A10) is only necessary if D.tn; x/ < 0, otherwise we can drop this
restriction for positivity. So, we obtain a first idea to apply BMMs as advanced
Milstein-type methods to preserve positivity by choosing d0 and d1 in such a way
thatD.tn; x/ is greater than zero and we do not have to restrict the step size through
(1.120) in this case. Furthermore, for global mean square convergence of BMMs
with worst case rate 1:0 and positivity at the same time, we need to require that
D.t; x/ � 0. Note that the adapted, but random step size selection depending on
current random outcomes Yn by condition (A10) in the case of D.t; x/ < 0 would
contradict to the exclusive use of nonrandom step sizes as exploited in standard
convergence proofs. Moreover, a restricted step size selection as given by (A10)
throws out the problem of proving that any terminal time T can be reached in a
finite time with probability one. So it is advantageous to requireD.t; x/ � 0 for all
x � 0 and 0 � t � T for meaningful and practically relevant approximations.

Proof. Set x D Yn. Using the one-step representation of the BMM (1.117) we
obtain

0

@1C d0.tn; x/C 1

2

mX

jD1
d j .tn; x/

�
.�W j

n /
2 � hn

�

1

A YnC1

D
 

x C a.tn; x/hn C
mX

jD1
bj .tn; x/�W

j
n

C 1

2

mX

jD1
bj .tn; x/

@

@x
bj .tn; x/

�
.�W j

n /
2 � hn

�

Cd0.tn; x/xhn C 1

2

mX

jD1
d j .tn; x/x

�
.�W j

n /
2 � hn

�
!

D R.tn; Yn/:
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The expression .: : :/ in-front of YnC1 at the left hand side of this equation is positive
due to (A6) and (A7). Rewriting the right hand side leads to

R.tn; x/ D x C
0

@a.tn; x/ � 1

2

mX

jD1
bj .tn; x/

@

@x
bj .tn; x/C d0.tn; x/x

�1
2

mX

jD1
d j .tn; x/x

1

A hn C g.�W 1
n ; : : : ; �W

m
n /

with

g.�W 1
n ; : : : ; �W

m
n / D

mX

jD1
bj .tn; x/�W

j
n

C1

2

mX

jD1

�

bj .tn; x/
@

@x
bj .tn; x/C dj .tn; x/x

�

.�W j
n /

2:

The function g W IRm ! IR1 possesses a global minimum due to (A8). More
precisely, an obvious calculation shows that

min
z2IRm

g.z/ D �
mX

jD1

.bj .tn; x//
2

2
�
bj .tn; x/

@
@x
bj .tn; x/C dj .tn; x/x

� : (1.121)

This enables us to estimate R from below by replacing the value of g.�W 1
n ; : : : ;

�W m
n / by its minimum. So we arrive at

R.tn; x/ � x C
0

@a.tn; x/ � 1

2

mX

jD1
bj .tn; x/

@

@x
bj .tn; x/C d0.tn; x/x

�1
2

mX

jD1
d j .tn; x/x

1

A�n �
mX

jD1

.bj .tn; x//
2

2
�
bj .tn; x/

@
@x
bj .tn; x/C dj .tn; x/x

�

D xCN.tn; x/CD.tn; x/hn
We can clearly see that (A9)–(A10) under (A8) are needed to get positive values
YnC1 > 0 whenever Yn > 0 for all n 2 IN. More precisely, if

D.tn; x/ D
0

@a.tn; x/ � 1

2

mX

jD1
bj .tn; x/

@

@x
bj .tn; x/

Cd0.tn; x/x � 1

2

mX

jD1
d j .tn; x/x

1

A � 0
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then R.tn; x/ > 0 and we do not need any restriction of the step size hn by (A10) at
all. IfD.tn; x/ < 0 then xCN.tn; x/CD.tn; x/hn � 0 guarantees thatR.tn; x/ > 0,
hence condition (A10) is needed in this case. Therefore, assumptions (A8)-(A10)
imply the property of positivity of BMMs (1.117). ˘
Remark 1.5.4. The proof of Theorem 1.5.4 shows that the condition (A9) can be
relaxed to

x �
mX

jD1

.bj .tn; x//
2

2bj .tn; x/
@
@x
bj .tn; x/C 2dj .tn; x/x

� 0 (1.122)

under the assumptionD.tn; x/ > 0.

Moreover, in some cases it is more efficient to verify the following conditions
instead of restrictions (A9) and (A10) known from Theorem 1.5.4.

Corollary 1.5.1 (Kahl and S. [60]). The one-dimensional BMM (1.117) satisfying
(A6)–(A8) along partitions

t0 < t1 < 	 	 	 < tn < tnC1 < 	 	 	

maintains positivity if additionally

(A11) 8j D 1; : : : ; m 8tn 2 Œ0; T � and 8x 2 IRC W xCN.tn; x/CD.tn; x/hn > 0;
where the functions N and D are defined in Theorem 1.5.4.

Example 6.1. Consider the one-dimensional geometric Brownian motion

dX.t/ D
mX

jD1

jX.t/ dW

j .t/; X.0/ D x0 > 0 (1.123)

without any drift which is a standard example for stability analysis for numerical
integration schemes for SDEs (e.g. see [120, 127]) where the standard numerical
methods possess serious step size restrictions or even fail to preserve stability and
positivity. Using any BMM with

d0.tn; x/ � m

2

mX

jD1

2j ;

8l D 1; : : : ; m d l.tn; x/ D .m � 1/
2l

can solve this problem with higher order of accuracy very easily since

D.tn; x/ D �1
2

mX

jD1

2j x C d0.tn; x/x � m � 1

2

mX

jD1

2j x
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� �m
2

mX

jD1

2j x C m

2

mX

jD1

2j x D 0 and

N.tn; x/ D �
mX

jD1


2j x
2

2
2j x C 2.m� 1/
2j x
D �x

2
< 0

for x 2 IRC D .0;C1/. Hence, the restriction (A10) on the step size hn is not
relevant here. However, notice that a restriction of the form D.tn; x/ � �K D
constant is important for the finiteness of related numerical algorithm (i.e. in
particular in order to reach any desired terminal time T > 0 with probability one).
Moreover, all assumptions (A6)–(A9) are satisfied. Consequently, the related BMMs
provide positive-invariant numerical approximations to test SDE (1.123) with any
choice of step sizes hn and any F0-adapted initial data X.0/. Moreover, one can
show that they are consistent, convergent and stable (i.e. dynamically consistent).

Example 6.2. Consider the mean-reverting process (ECIRM)

dR.t/ D �.� � R.t//dt C 
ŒR.t/�pdW.t/ (1.124)

with �; �; 
 > 0 which is of great importance in financial mathematics as well as in
other areas of applied science. Focusing on the financial meaning of this equation
we obtain the well known Cox-Ingersoll-Ross model with exponent p D 0:5,
describing the short-rate R in the interest rate market. Furthermore this SDE can
be used to model stochastic volatility. As commonly known, these dynamics must
be positive for practically meaningful models. Indeed one can show that for the
above process X with exponents p 2 Œ0:5; 1/ and positive initial data R.0/ (e.g. by
using Fellers classification of boundary values). Then Kahl and S. [60] have shown
that the BMM (1.117) satisfying (A6)-(A7) with 
2 > 0 along partitions

t0 < t1 < 	 	 	 < tn < tnC1 < 	 	 	

has exclusively positive outcomes when applied to the mean-reverting process
(1.124) with diffusion exponentp 2 .0:5; 1�with the following choice of the weight
functions

d0.x/ D ˛� C 1

2

2pjxj.2p�2/; d 1.x/ D 0: (1.125)

with relaxation parameter ˛ 2 Œ0; 1� such that

hn <
2p � 1

2p�.1 � ˛/ : (1.126)

Here, the relaxation parameter ˛ is similar to the implicitness parameter � in the
class of Theta methods (1.1) and gives some flexibility to adjust the BMM to specific
problem issues. The fully implicit case ˛ D 1 is a safe choice as we do not have to
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restrict the step size in that case. On the other hand, numerical tests have indicated
that a reduced level of implicitness leads to better approximation results. Therefore,
we would recommend to use ˛ D 0:5 whenever the parameter configuration allows
this choice, also supported by results from [120]. Similarly, but with some care, one
may circumvent the problem of negative outcomes by BMMs in the critical case
p D 0:5 of model (1.124). For more details, see [60].

Remark 1.5.5. An alternative numerical method to prevent inadequate negativity is
given by splitting techniques of Moro and Schurz [99].

1.5.7 Non-positivity of Standard Euler Methods
for Nonlinear SDE

Again, for simplicity, we confine ourselves to equidistant partitions of Euler
approximations with step size h (e.g. h D T=N ) and possibly state-dependent noise
term

XnC1 D Xn C ha.Xn/C
p
hb.Xn/nC1; n D 1; 2; : : : ; X.0/ D x0 > 0;

(1.127)
where fngn2IN are independent identically distributed (i.i.d.) random variables on
.˝;Ftn ; IP /. Then one is able to prove the following Theorem (see [2]) which
extends the results from [119, 120] to nonlinear equations (1.127). As usual, let

.˝;F ; .Ftn /n2IN; IP /

be a complete filtered probability space and the filtration .Ftn /n2IN be naturally
generated, namely that Ftn D 
f0; 1; : : : ng.

Theorem 1.5.5 (Non-positivity of Euler Methods for Nonlinear SDEs in 1D).
Assume that:

(o) h >, x0 > 0 are nonrandom and fixed
(i) a W IR ! IR and b W IR ! IR are continuous, nonrandom functions with

a.0/ D b.0/ D 0; (1.128)

(ii) G is well-defined by

G.u/ D u C ha.u/p
hjb.u/j (1.129)

for all u ¤ 0 and satisfies

inf
u>0

f�G.u/g > �1; (1.130)

(iii) diffusion function b is positive-definite on IR1C, i.e.
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8x > 0 W b.x/ > 0; (1.131)

(iv) .n/n2IN are i.i.d. Gaussian N .0; 1/-distributed random variables on the
filtered probability space .˝;F ; .Ftn /n2IN; IP /.

Then, for the standard Euler method (1.127) with equidistant step size h and positive
initial value X.0/ D x0 > 0, there exists an a.s. finite stopping time � W ˝ ! IN
such that

X� < 0: (a.s.)

Remark 1.5.6. In fact, our main results are also valid when all n are i.i.d. random
variables with symmetric continuous probability distribution F satisfying

8n 2 IN W Fn D F�n ; supp.Fn/ D IR1: (1.132)

Proof. In the proof we use a technique which was suggested by [119] and which is
based on the Borel-Cantelli Lemma (for latter, see, e.g. [134]). For this purpose and
fixed step size h, introduce the nonrandom real constantM by setting

inf
u>0

f�G.u/g D inf
u>0

(

�u C ha.u/p
hjb.u/j

)

DW M > �1: (1.133)

Furthermore, define

NEn D f! 2 ˝ W Xi.!/ > 0;8i � ng ; (1.134)

then
En D f! 2 ˝ W 9i � n W Xi.!/ � 0g : (1.135)

From the Borel-Cantelli Lemma we conclude that the solutionX to equation (1.127)
becomes non-positive with probability one if

1X

nD0
IP . NEn/ < 1: (1.136)

To prove (1.136) we estimate IP . NEn/ from above. Set X.0/ D X0. Since

IP . NEn/ D IP f! 2 ˝ W Xi.!/ > 0;8i � ng

D
nY

jD1
IP f! 2 ˝ W Xj .!/ > 0jXj�1 > 0; : : : ; X0 > 0g;

we need to estimate IP f! 2 ˝ W Xj .!/ > 0jXj�1 > 0; : : : ; X0 > 0g. We have for
j > 1
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IP
˚
! 2 ˝ W Xj .!/ > 0

ˇ
ˇXj�1 > 0; : : : ; X0 > 0

�

D IP
n
! 2 ˝ W Xj�1 C ha.Xj�1/C

p
hb.Xj�1/j .!/ > 0

ˇ
ˇ NEj�1

o

D IP
n
! 2 ˝ W

p
hb.Xj�1/j .!/ > �Xj�1 � ha.Xj�1/

ˇ
ˇ NEj�1

o

D IP

(

! 2 ˝ W j .!/ > �Xj�1 C ha.Xj�1/p
hb.Xj�1/

ˇ
ˇ
ˇ
ˇXj�1 > 0

)

� IP
˚
! 2 ˝ W j .!/ > M

ˇ
ˇXj�1 > 0

� D IP
˚
! 2 ˝ W j .!/ > M

�

under b.u/ > 0 for u > 0. The last equality in the above estimation holds since
Xj�1 is defined by 0; 1; : : : ; j�1 and j is independent of 0; 1; : : : ; j�1, and
therefore j is independent of Xj�1.

Now, put

IP
˚
! 2 ˝ W j .!/ > M

� D qM ;

and note that qM does not depend on j and qM < 1. The former statement is
true since M > �1 and n are all N .0; 1/–distributed, and therefore all n are
continuously distributed with support .�1;C1/. Therefore,

IP . NEn/ � .qM /
n;

1X

nD0
IP . NEn/ � 1

1 � qM
< 1:

Furthermore, define

�.!/ D inf fi 2 IN W Xi.!/ � 0g ; (1.137)

and note that, by the above argumentation, the random variable �0 is a.s. finite and
all events f� D ng are .Ftn ;P.IN//-measurable, where P.IN/ is the power set of
all natural numbers IN (i.e. f� D ng 2 Ftn for all n 2 IN and � is a finite Markov
time). We also note that we actually haveX� < 0 (a.s.). This last statement is correct
since Xn has a continuous probability distribution and, therefore, it cannot take on
the value 0 with positive probability. ˘
Remark 1.5.7. Condition (1.131) is not so essential for the validity of the above
proof. Indeed, one can proceed without imposing condition (1.131), but this is not
in the scope of this survey.

Remark 1.5.8. Condition (1.130) is fulfilled in particular if, for some Ka;Kb > 0

and all u 2 IR, we have

a.u/ � Kau if u � 0; a.u/ � Kbu if u � 0 and jb.u/j � Kbjuj if u 2 IR:
(1.138)
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Moreover, for example thanks to Theorem 1.5.5, if there are constants p>0, Ka>0

andKb > 0 such that

a.u/ D �Kajujpu and b.u/ D Kbu; for all u 2 IR; (1.139)

then every solution X of (1.127) started at X.0/ D x0 > 0 will eventually possess
negative values as the integration time tn advances.

Remark 1.5.9. In passing, we note that the fact of non-positivity of numerical
methods is not so a bad property for some classes of SDEs. For example, systems
with additive noise (see e.g. discretizations of Ornstein-Uhlenbeck processes) must
have that feature of changing signs infinitely. This stems from the inherent property
of underlying Wiener processes to cross zero levels after some finite time always
(cf. the law of iterated logarithm of Wiener processes). All in all, we recommend
some care with requiring positivity in only adequate situations.

1.6 Boundedness (Finite Stability)

In this section, we shall study the topic of uniform boundedness of numerical
approximations which is mostly omitted in the literature. The property of bounded-
ness can be interpreted as stability on finite intervals or the absence of “inadequate
explosions”. This is also an important requirement in view of meaningful modeling
under the absence of blow-ups. We can only indicate some results on the fairly
complex property of boundedness.

1.6.1 Almost Sure Boundedness for Logistic Equations

Meaningful stochastic generalizations of logistic equations lead to the nonlinear
SDEs of Itô-type

dX.t/ D Œ.�C�X.t//.K�X.t//��X.t/� dtC
X.t/˛ jK�X.t/jˇdW.t/ (1.140)

driven by a standard Wiener process .W.t/ W t � 0/, started at X0 2 ID D Œ0;K� �
IR1, where �; �;K;�; 
 are positive and ˛; ˇ non-negative real parameters. There
� can be understood as coefficient of transition (self-innovation), � as coefficient of
imitation depending on the contact intensity with its environment,K as a somewhat
“optimal” environmental carrying capacity and � as natural death rate. However,
in view of issues of practical meaningfulness, model (1.140) makes only sense
within deterministic algebraic constraints, either given by extra boundary conditions
or self-inherent properties resulting into natural barriers at 0 at least. This fact
is supported by the limited availability of natural resources as known from the
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evolution of species in population ecology. In what follows we study almost sure
regularity (boundedness on ID) of both exact and numerical solutions of (1.140).

Theorem 1.6.1 ([120, 130]). Let X.0/ 2 ID D Œ0;K� be independent of 
-algebra

.W.t/; t � 0/. Then, under the conditions that ˛ � 1; ˇ � 1; K � 1; � � 0; � �
0; � � 0, the stochastic process fX.t/; t � 0g governed by equation (1.140) is
regular on ID D Œ0;K�, i.e. we have IP .X.t/ 2 Œ0;K�/ D 1 for all t � 0.
Moreover, regularity on ID implies boundedness, uniqueness, continuity and Markov
property of the strong solution process fX.t/; t � 0g of SDE (1.140) whenever
X.0/ D 0 (a.s.), X.0/ D K (a.s.) or

IEŒln.X.0/.K � X.0///� > �1:

Remark 1.6.1. The proof of Theorem 1.6.1 is found in S. [130]. To avoid technical
complications, define the diffusion coefficient b.x/ to be zero outside Œ0;K�. Note
that the requirement ˛ � 1 is a reasonable one in ecology, marketing and finance.
This can be seen from the fact that modeling in population models is motivated by
modeling per-capita-growth rates (cf. S. [130]). Similar argumentation applies to
models in finance (asset pricing) and marketing (innovation diffusion).

Proof. Define the drift function

a.x/ D .�C �x/.K � x/ � �x

and diffusion function
b.x/ D 
x˛.K � x/ˇ

for x 2 Œ0;K�. Take the sequence of open domains

IDn WD .exp.�n/;K � exp.�n//; n 2 IN:

Then, equation (1.140) is well–defined, has unique, bounded and Markovian
solution up to random time �s;x.IDn/, due to Lipschitz continuity and (linear)
boundedness of drift a.x/ and diffusion b.x/ on IDn. Now, use Lyapunov function
V 2 C2.ID/ defined on ID D .0;K/ via

V.x/ D K � ln.x.K � x// :

Note that V.x/ D K � ln.x.K � x// D x � ln.x/ C K � x � ln.K � x/ � 2

for x 2 ID D .0;K/. Now, fix initial time s � 0, introduce a new Lyapunov
functionW 2 C1;2.Œs;C1/xID/ byW.t; x/ D exp.�c.t�s//V .x/ for all .t; x/ 2
Œs;C1/ x ID, where

c D �C �K C 
2K2˛C2ˇ�2 C �

2
:
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Then V 2 C2.ID/ and W 2 C1;2.Œs;C1/ x IDn/. Define L D L 0 as infinitesimal
generator as in (1.6). Calculate

L V.x/D
�
.�C�x/.K�x/��x

�	�1
x

C 1

K�x



C
2

2
x2˛.K�x/2ˇ

	
1

x2
C 1

.K�x/2



for x 2 ID D .0;K/. An elementary calculus-based estimate leads to L V.x/ �
c 	 V.x/ on ID. Consequently, we have

V.x/ � 2; inf
y2IDnIDn

V .y/ > 1C n; L V.x/ � c 	 V.x/ 8x 2 ID:

Therefore one may conclude that LW.t; x/ � 0, since L V.x/ � c 	 V.x/.
Introduce �n WD min.�s;x.IDn/; t/. After applying Dynkin’s formula (averaged Itô
formula), one finds that IEW.�n;X�n/ � V.x/ .X.s/ D x is deterministic!), hence

IE
h

exp.c.t � �n//V .X�n/
i

� exp.c.t � s//V .x/:

Using this fact, x 2 IDn (n large enough), one estimates

0 � IP .�s;x..0;K// < t/ � IP .�s;x.IDn/ < t/ D IP .�n < t/ D IEII�n<t

� IE

	

exp.c.t � �n// 	 V.X�s;x .IDn//

infy2IDnIDn V .y/
	 II�n<t




� exp.c.t � s// 	 V.x/

infy2IDnIDn V .y/
� exp.c.t � s// 	 V.x/

1C n

�!
n ! C10;

for all fixed t 2 Œs;C1/, where II.:/ represents the indicator function of subscribed
random set. Consequently

IP .�s;x.ID/ < t/ D lim
n!C1 IP .�s;x.IDn/ < t/ D 0;

for x 2 .0;K/. After discussion of the trivial invariance behavior of X.t/ when
X0 D 0 or X0 D K , (almost sure) regularity of X.t/ on Œ0;K� follows immediately.
Eventually, uniqueness, continuity and Markov property is obtained by a result from
Khas’minskiǐ [71] (see Theorem 4.1, p. 84). ˘

Numerical regularization (the preservation of invariance of certain subsets under
discretization while keeping convergence orders of related standard methods) is
generally aiming at the construction of convergent and appropriately bounded
numerical approximations for SDEs. First, we introduce the notion of regular
discrete time processes.

Definition 1.6.1. A random sequence .Zi /i2IN is called regular on (or invariant
with respect to given domain) ID � IRd iff IP .Zi 2 ID/ D 1 for all i 2 IN;
otherwise non-regular (not invariant with respect to ID).
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The following BIM solves the problem of numerical regularization on bounded
domain ID D Œ0;K�, at least in the case of ˛ � 1; ˇ � 1. Take

YnC1 D
8
<

:

Yn C
�
.�C �Yn/.K � Yn/� �Yn

�
hn C 
Y ˛n .K � Yn/

ˇ�Wn

C
�
�hn C C.K/Y ˛�1n .K � Yn/

ˇ�1j
�Wnj
�
.Yn � YnC1/;

(1.141)

where C D C.K/ is an appropriate positive constant and Y0 2 ID D Œ0;K� (a.s.).
Then one finds the following assertion.

Theorem 1.6.2. Assume that the initial value Y0 2 Œ0;K� (a.s.) is independent of

-algebra 
.W.t/; t � 0/ andK > 0, � � 0, � � 0, � � 0. The numerical solution
.Yn/n2IN governed by (1.141) is regular on ID D Œ0;K� if additionally

C1 > C.K/ � K > 0; ˛ � 1; ˇ � 1; 0 < hn � 1

�C �K
.8n 2 IN/ :

Remark 1.6.2. It is rather obvious that standard Euler methods or Theta methods
without using balancing terms can not provide almost surely bounded numerical
approximations on ID D Œ0;K� for the logistic (1.140). (One can even estimate
their positive local probability of exiting ID – an exercise we leave to the interested
reader).

Proof. Use induction on n 2 IN. Then, after explicit rewriting of (1.141), one finds

YnC1 D Yn C
h
.�C �Yn/hn C 
Y ˛n .K � Yn/ˇ�1�Wn

i
.K � Yn/� �Ynhn

1C �hn C C.K/Y ˛�1n .K � Yn/ˇ�1j
�Wnj

� Yn C ın 	 .K � Yn/ � K

where

ın D .� C �Yn/hn C 
Y ˛n .K � Yn/ˇ�1�Wn

1C �hn C C.K/Y ˛�1n .K � Yn/ˇ�1j
�Wnj ;

since ın � 1 if Yn 2 Œ0;K�, C.K/ � K and hn � 1=.� C �K/. Otherwise, non-
negativity of YnC1 follows from the identity

YnC1DYnC.�C�Yn/.K�Yn/hnCY ˛n .K�Yn/ˇ�1..K�Yn/
�Wn C C.K/j
�Wnj/
1C �hn C 
C.K/Y ˛�1n .K�Yn/ˇ�1j�Wnj

if C D C.K/ � K . Consequently, we have IP . 0 � Yn � K / D 1 for all
n 2 IN. ˘

Note, a stochastic adaptation of step sizes would form an alternative to deter-
ministic step size selection as above. For example, for regularity, it suffices to
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require hn < 1=Œ� C �Yn � ��C for all n 2 IN. However, then one has to
find a truncation procedure to guarantee finiteness of corresponding algorithms to
reach given terminal times T ! This is particularly important for adequate long term
simulations on computers.

The sequence Y D .Yn/n2IN following (1.141) is also regular on ID under other
conditions than those of Theorem 1.6.2. For example, if the condition ˛ � 1 is
replaced by ˛ 2 Œ0; 1/, the weights c.x/ D j
 jC.K/x˛�1.K � x/ˇ�1 of BIMs
(1.141) guarantee the a.s. invariance of ID D Œ0;K�. However, they are unbounded in
this case. One even obtains regularity and boundedness of all numerical increments
YnC1�Yn here, but we may suspect to loose convergence speed with such methods.
So the open question arises how to maintain standard convergence rates and almost
sure regularity of numerical methods on ID when ˛ 2 Œ0; 1/. Who knows the right
answer? (At least, the case 0:5 � ˛ < 1 would be physically relevant.)

Remark 1.6.3. The rates of mean square consistency and convergence of BIMs
(1.141) to the strong solutions of logistic SDE (1.140) is studied in S. [120, 130].

1.6.2 P-th Mean Boundedness of Theta Methods for Monotone
Systems

Consider nonlinear SDEs (1.2) discretized by drift-implicit Theta methods (1.1)
with slightly modified class of schemes

XnC1 D Xn C Œ�na.t
�
nC1; XnC1/C .1 � �n/a.t�n ; Xn/�hn

C
mX

jD1
bj .t�n ; Xn/�W j

n (1.142)

where �n 2 IR1 and t�nC1 2 Œtn; tnC1� are nonrandom. Let ˘ be a time-scale (i.e.
discrete (˘ D IN) or continuous (˘ D Œ0; T /)) and p 2 IR1 n f0g.

Definition 1.6.2. A stochastic process X D .X.t//t2˘ is said to be (uncondition-
ally) uniformly p-th mean bounded along ˘ iff

sup
t2˘

IEjjX.t/jjp < C1:

If p D 2 we also speak of (uniform) mean square boundedness along ˘ .

SDEs (1.2) with p-th monotone coefficient systems .a; bj / have uniformly
bounded solutions X (see S. [120]). Let us investigate this aspect for numerical
approximations. For technical reasons, set ��1 D �0, h�1 D h0, t��1 D 0. jj:jj
denotes the Euclidean norm in IRd and < :; : > the Euclidean scalar product.
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Theorem 1.6.3 (Uniform M.S. Boundedness of Theta Methods with �n � 0:5).
Assume that p D 2 and 9Ka � 0;Kb (constants) 8t � 0 8x 2 IRd

< a.t; x/; x > � Kajjxjj2; (1.143)
mX

jD1
jjbj .t; x/jj2 � Kb; (1.144)

2Ka CKb � 0; (1.145)

8n 2 IN W �nhn � �n�1hn�1: (1.146)

Then the drift-implicit Theta methods with non-increasing, nonrandom sequence
.�nhn/n2IN and non-increasing, nonrandom step sizes hn are uniformly mean square
bounded along˘ D IN and

VnC1 WD .1 � 2�nhnKa/IEjjXnC1jj2 C �2nh
2
nIEŒjja.t�nC1; XnC1/jj2�

� IEjjX0jj2 C h20.1 � �20 /IEŒjja.t�0 ; X0/jj2� D V0 < C1 (1.147)

for all n 2 IN, whenever IEŒjja.0;X0/jj2� < C1 and started at X0 2 L2.˝;

F0; IP /.

Proof. First, separate the terms with indices nC 1 and n to obtain

XnC1 � �na.t�nC1; XnC1/hn D Xn C .1� �n/a.t
�
n ; Xn/hn C

mX

jD1
bj .t�n ; Xn/�W j

n :

Second, one takes the square of the Euclidean norm on both sides, leading to

jjXnC1��na.t�nC1; XnC1/hnjj2DjjXnC.1��n/a.t�n ; Xn/hnC
mX

jD1
bj .t�n ; Xn/�W j

n jj2:

Third, taking the expectation on both sides and using the independence of all �W j
n

from Xn yield that

IEjjXnC1jj2 � 2�nhnIE < XnC1; a.t�nC1; XnC1/ > C�2nh2nIEjja.t�nC1; XnC1/jj2

D IEjjXnjj2 C
"

2.1� �n/IE < Xn; a.t
�
n ; Xn/ > CIE

mX

jD1
jjbj .t�n ; Xn/jj2

#

hn

Ch2n
h
.1 � 2�n/IEjja.t�n ; Xn/jj2 C �2n IEjja.t�n ; Xn/jj2

i

� .1C hnŒ2.1� �n/Ka CKb�/IEjjXnjj2 C �2nh
2
nIEjja.t�n ; Xn/jj2
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for all n 2 IN, provided that �n � 0:5. Notice that both �n and hn are supposed to be
nonrandom. Fourth, the assumption of non-increasing products �nhn is equivalent
to

�2�nhnKa � �2�n�1hn�1Ka

for all n 2 IN, since Ka � 0. This gives the estimation

1 � 2�nhnKa CKbhn � 1 � 2�n�1hn�1Ka CKbhn�1;

hence (recall the assumptionsKa � 0, hn > 0)

1C Œ2.1 � �n/Ka CKb�hn � 1 � 2�n�1hn�1Ka CKbhn�1:

Fifth, applying this latter estimation to the final estimation in step “Third” implies
that

.1 � 2�nKahn/IEjjXnC1jj2 C �2nh
2
nIEjja.t�nC1; XnC1/jj2

� .1 � �n�1Kahn�1/IEjjXnjj2 C �2n�1h2n�1IEjja.t�n ; Xn/jj2:

Sixth, define the functional V by

Vn WD .1 � �n�1Kahn�1/IEjjXnjj2 C �2n�1h2n�1IEjja.t�n ; Xn/jj2

for all n 2 IN. By complete induction on n 2 IN while using the estimate from
“Fifth” step, we find that

Vn � V0 D .1 � ��1Kah�1/IEjjX0jj2 C �2�1h2�1IEjja.t��1; X0/jj2
D .1 � �0Kah0/IEjjX0jj2 C �20 h

2
0IEjja.0;X0/jj2 < C1

for all n 2 IN. Recall the conventions ��1 D �0 and h�1 WD h0. This concludes the
proof of Theorem 1.6.3 for �n 2 Œ0:5; 1�. ˘

A similar theorem for the estimation from below can be found for �n 2 Œ0; 0:5�.
So Theta methods have uniformly bounded moments. This justifies also to study
the longterm convergence of all moments jjXnjjp for 0 < p � 2 as n advances to
C1 (e.g. as a consequence, lim infn!C1 and lim supn!C1 of those expressions
must exist). Moreover, one has some reason for the preference of Theta methods
with all parameters �n D 0:5 and midpoints t�n D .tnC1 � tn/=2 (i.e. trapezoidal in
space, midpoint in time, cf. also exact norm-monotone methods below). For linear
systems and constant �n, some of the above estimates are exact. For example, take
a.t; x/ D �jjxjjp�2x with Ka D �1 and b.t; x/ D 
 jjxjj.p�2/=2x with Kb D 
2

for p D 2, and consider the drift-implicit Theta methods with all �n D 0:5 and
equidistant step sizes hn D h > 0.
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1.6.3 Preservation of Boundary Conditions Through Implicit
Methods

For simple illustration, consider Brownian Bridges (pinned Brownian motion).
They can be generated by the one-dimensional SDE

dX.t/ D b � X.t/

T � t
dt C dW.t/ (1.148)

started at X0 D a, pinned to XT D b and defined on t 2 Œ0; T �, where a and b are
some fixed real numbers. According to the Corollary 6.10 of Karatzas and Shreve
(1991), the process

X.t/ D
8
<

:

a.1 � t
T
/C b t

T
C .T � t/

Z t

0

dW.s/

T � s
if 0 � t < T

b if t D T

(1.149)

is the pathwise unique solution of (1.148) with the properties of having Gaussian
distribution, continuous paths (a.s.) and expectation function

m.t/ D IEŒX.t/� D a

�

1 � t

T

�

C b
t

T
onŒ0; T � (1.150)

Here problems are caused by unboundedness of drift

a.t; x/ D b � x

T � t :

What happens now with approximations when we are taking the limit toward
terminal time T ? Can we achieve a preservation of the boundary conditionX.T / D
b in approximations Y under non-boundedness of the drift part of the underlying
SDE at all?
A partial answer is given as follows. Consider the behavior of numerical solutions
by the family of drift-implicit Theta methods

Y �nC1 D Y �n C
"

�
b � Y �nC1
T � tnC1

C .1 � �/b � Y �n
T � tn

#

hn C�Wn (1.151)

where � 2 IRC D Œ0;C1/; Y0 D a and n D 0; 1; : : : ; nT � 1. Obviously, in the
case � D 0, it holds that

Y 0.T / WD Y 0nT D lim
n!nT

Y 0n D b C�WnT�1: (1.152)
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Thus, the explicit Euler method ends in random terminal values, which is a
contradiction to the behavior of exact solution (1.149)! Otherwise, in the case � > 0,
rewrite (1.151) as Y �nC1 D

T � tnC1
T � tnC1 C �hn

Y �n � .1 � �/.T � tnC1/hn
.T � tn/.T � tnC1 C �hn/

Y �n C T � tnC1
T � tnC1 C �hn

�Wn

C .1 � �/.T � tnC1/hn
.T � tn/.T � tnC1 C �hn/

b C �hn

T � tnC1 C �hn
b (1.153)

which implies
Y �.T / WD Y �nT D lim

n!nT
Y �n D b: (1.154)

Thus, the drift-implicit Theta methods with positive implicitness � > 0 can preserve
(a.s.) the boundary conditions!

Theorem 1.6.4 (S. [119]). For any choice of step sizes hn > 0; n D 0; 1; : : : ; nT�1,
we have
Œ1�: IEY �nT D b if � � 0

Œ2�: IE.Y �nT � b/2 D hnT�1 if � D 0

Œ3�: IP .Y �nT D b/ D 0 if � D 0

Œ4�: IP .Y �nT D b/ D 1 if � > 0

where the random sequence .Y �n /nD0;1;:::;nT is generated by drift-implicit Theta
method (1.151) with step size �Wn 2 N .0; hn/ where N .0; hn/ denotes the
Gaussian distribution with mean 0 and variance hn (supposing deterministic step
size).

Remark 1.6.4. The proof of Theorem 1.6.4 is carried out in [119].

Remark 1.6.5. As we clearly recognize, discontinuities in the drift part of SDEs
may destroy rates of convergence. A guarantee of algebraic constraints at the ends
of time-intervals through implicit stochastic numerical methods can be observed.
The example of Brownian Bridges supports the preference of implicit techniques,
not only in so-called stiff problems as often argued with in literature.

Remark 1.6.6. A practical and efficient alternative to preserve boundary conditions
is given by the splitting-step algorithm of Moro and Schurz [99].

1.7 Oscillations

Unfortunately, there is not much known on oscillatory behaviour of stochastic
numerical methods so far. So this section gives a first excursion into this important,
but very complex field. For this purpose, consider the following definitions.



96 H. Schurz

Definition 1.7.1. A numerical methodZ with values .Zn/n2IN at instants .tn/n2IN
of partitions of Œ0; T � is called strictly oscillatory about c iff

8n 2 IN W ZnC1 � c

Zn � c
< 0: (1.155)

A numerical method Z with values .Zn/n2IN at instants .tn/n2IN of partitions of
Œ0; T � is called quasi-oscillatory about c iff

ZnC1 � c
Zn � c

< 0 (1.156)

for infinitely many n 2 IN.
Moreover, a numerical method Z with values .Zn/n2IN at instants .tn/n2IN of
partitions of Œ0; T � is called (asymptotically) oscillatory about c in the wide sense
iff

8n 2 IN W lim inf
n!C1

ZnC1 � c
Zn � c < 0 and lim sup

n!C1
ZnC1 � c
Zn � c

> 0: (1.157)

If none of above conditions is true then we say Z is non-oscillatory.

We shall study the most important case of oscillation about c D 0 throughout
this section. Oscillations in the wide sense and quasi-oscillations mean that the
numerical method has outcomes infinitely often above and below the level c. Oscil-
lations in the wide sense can not belong to asymptotically stable approximations at
equilibrium 0, whereas quasi-oscillations can be a feature of asymptotically stable
ones.

Definition 1.7.2. A methodZ is said to have spurious oscillations iff it has (quasi-
) oscillations of any kind from above and the underlying SDE (1.2) does not show
any oscillatory behaviour at all.

It is well-known that the geometric Brownian motion X satisfying the Itô SDE
(1.108) does not show any oscillations for all F0-adapted initial data X.0/ 2 IR1.
In fact, this process preserves the sign of F0-adapted initial data X.0/ (a.s) as
integration time advances. Now, let us study the oscillatory behaviour of related
numerical methods applied to this simple test (1.108) and some further nonlinear
equations. For this purpose, we suppose that � > 0 for the further consideration.

1.7.1 Spurious Oscillations of Standard Euler Methods
for Linear ODE

In deterministic numerical analysis a very simple example is well–known. Consider
the equations (ODEs)
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Px D �x with x.0/ D x0 2 IR1 (1.158)

and its sign-preserving exact solution x.t/ D exp.�t/ 	 x0. Then the standard Euler
scheme (1.1) gives

ynC1 D yn C �ynhn D .1C �hn/yn D y0

nY

iD0
.1C �hi/ : (1.159)

Obviously, started at y0 ¤ 0, we have that yn ¤ 0 for all n 2 IN provided that
�hi ¤ �1 for all i 2 IN and

ynC1
yn

D 1C �hn:

This expression is always positive if �hi > �1 for all i D 0; 1; : : : ; n. However,
negative values may occur under the assumption that � < 0 and hi large enough
(indeed always), i.e. we observe no sign changes whenever �hi < �1. This step
size restriction for oscillations about 0 even gets less restrictive for large negative
values of � < 0 and a uniform restriction of hi is not possible for all possible
parameters � < 0 in order to guarantee (strict) positivity of ratios ynC1=yn and
hence no strict oscillations at all. In contrast to that, the underlying exact solutionX
(as exponentials do not either) does not show any oscillatory behaviour at all. This
argumentation proves the following theorem on existence of spurious oscillations
through Euler-type discretizations.

Theorem 1.7.1 (Spurious Strict Oscillations of Euler Methods in 1D). Assume
that

8n 2 IN W �hn < �1: (1.160)

Then the forward Euler method applied to linear ODEs (1.158) with step sizes hn
possesses strict spurious oscillations for any initial data x.0/ D y0.
Assume that, for infinitely many n 2 IN, we have

�hn < �1: (1.161)

Then the forward Euler method applied to linear ODEs (1.158) with step sizes hn
possesses spurious quasi-oscillations for any initial data x.0/ D y0.

Remark 1.7.1. If �hn � �1 for all n 2 IN then the Euler method has no oscillations
at all. However, this might be very restrictive for long-term simulations with
negative values of � << �1. At least, for nonlinear equations, the situation becomes
even worse (here thresholds imposed on hn for the absence of spurious oscillations
are not known in general).
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1.7.2 Non-oscillations of (Balanced) Theta Methods
for Linear ODEs

In contrast to the standard Euler scheme, in the case � < 0, we can always prevent
oscillations in numerical methods with arbitrary step sizes hi for linear differential
equations in 1D. For this purpose we return to the deterministic family of Euler-type
Theta schemes (1.1) with implicitness �n 2 IR1

ynC1 D yn C .�nynC1 C .1 � �n/yn/�hn

D 1C .1 � �n/�hn

1 � �n�hn
yn D y0

nY

iD0

1C .1 � �i /�hi
1 � �i�hi : (1.162)

Thus, we find that

ynC1
yn

D 1C .1 � �n/�hn

1 � �n�hn

whenever �n�hn ¤ 1. Hence, when � < 0 and all �i�hi < 1, these schemes
possess strict oscillations if 1C .1��i/�hi < 0 for all i 2 IN and quasi-oscillations
if 1C .1 � �n/�hn < 0 for infinitely many n 2 IN.

A generalization of these schemes is presented by the deterministic balanced
methods (as a subclass of (1.1))

ynC1 D yn C �ynhn C c0hn.yn � ynC1/

D 1C .�C c0/hn

1C c0hn
yn D y0

nY

iD0

1C .�C c0/hi

1C c0hi
(1.163)

for an appropriate constant c0 > 0. This leads to the identity

ynC1
yn

D 1C .�C c0/hn

1C c0hn

for all n 2 IN. Consequently, as a summary, we gain the following theorem.

Theorem 1.7.2. Numerical approximations generated by balanced methods
(1.163) with c0 � Œ���C or by drift-implicit Theta methods (1.162) with parameters
satisfying �n D 1 or .1 � �n/�hn > 0 are non-oscillatory for all test (1.158) with
any � � 0 along any choice of arbitrary step sizes hn � 0. Therefore, they possess
adequate realizations without spurious oscillations along any partition.

Remark 1.7.2. Suppose that � � 0. Then, the balanced methods (1.163) with the
weight c0 D Œ���C coincide with drift-implicit backward Euler methods (1.1) with
�n D 1 for all n 2 IN while applying to ODEs. Hence, there are drift-implicit
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Theta methods (1.1) without any spurious oscillations for any choice of step sizes
hn. However, the situation changes in stochastic settings where nontrivial weights
cj are needed in order to limit the possibility of inadequate oscillations (see below).

1.7.3 Spurious Oscillations of Theta Methods for Linear SDEs

After previous elementary illustrations with ODEs, we return to the stochastic case.
For the sake of simplicity, we confine ourselves to partitions with nonrandom step
sizes hn. Note that

8t � s � 0 W IP

��

! 2 ˝ W X.t/.!/
X.s/.!/

< 0

��

D 0

for the stochastic process X satisfying (1.110).

Theorem 1.7.3. Assume that X satisfies (1.108) with X.0/ ¤ 0 (a.s.), � ¤ 0 and

8n 2 IN W 1 ¤ �n�hn; n 2 N .0; 1/:

Then the drift-implicit Theta methods (1.1) applied to the linear SDE (1.108) and
started in Y �0 D X.0/ with nonrandom step sizes hn, nonrandom parameters �n 2
IR1 and values .Y �n /n2IN have oscillations about 0 with positive probability, i.e.

8n 2 IN W IP

 (

! 2 ˝ W Y
�
nC1.!/
Y �n .!/

< 0

)!

> 0: (1.164)

Proof. The family of drift-implicit Euler-Theta schemes (1.1) applied to one-
dimensional linear SDE (1.108) with cj � 0 and implicitness �n is governed by

Y �nC1 D Y �n C �n�Y
�
nC1hn C .1 � �n/�Y �n hn C �Y �n �Wn

D 1C .1 � �n/�hn C ��Wn

1 � �n�hn Y �n D Y �0

nY

iD0

 
1C .1 � �i /�hi C �

p
hii

1 � �i�hi

!

:

Therefore we have

Y �nC1
Y �n

D 1C .1 � �n/�hn C �
p
hnn

1 � �n�hn
D 1C .1 � �n/�hn

1 � �n�hn
C �

p
hn

1 � �n�hn
n

for all N 2 IN. Recall that 1 � �n�hn ¤ 0, � ¤ 0 and n are Gaussian N .0; 1/-
distributed. That means that

Y �nC1
Y �n

2 N

�
1C .1 � �n/�hn

1 � �n�hn
;

�2

.1 � �n�hn/2 hn
�

:
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Consequently, under � ¤ 0 and 1 � �n�hn ¤ 0, this fact implies that (1.164). ˘
Remark 1.7.3. After, returning to the proof above, one may extract the probability
of local sign changes of Theta methods Y � and obtains

IP

 (
Y �nC1
Y �n

< 0

)!

D IP

��

n < �1C .1 � �n/hn

j� jphn

��

D 1

2�

Z � 1C.1��n/hn
j� j
p
hn

�1
exp

�

�x
2

2

�

dx

which tends to 0 as hn ! 0 since n is Gaussian distributed, provided that

inf
n2IN

.1 � �n/
p
hn > �1:

1.7.4 Non-oscillatory Behaviour by Balanced Methods
for Linear SDE

Consider the balanced methods

Y BnC1DY Bn C �Y Bn hn C �Y Bn �Wn C .c0hn C c1j�Wnj/.Y Bn � Y BnC1/: (1.165)

Theorem 1.7.4. Suppose X satisfies (1.108) with adapted initial values X.0/ � 0.
Then the balanced methods (1.165) with constants c0, c1 � 0 and step sizes hn,
started at Y B0 D X.0/ do not allow any sign changes as n advances, provided that

1C .c0 C �/hn � 0 and c1 � j� j : (1.166)

for all n 2 IN. Therefore, they do not possess any spurious oscillations in contrast
to all solutionsX of linear SDEs (1.108).

Proof. This claim follows immediately from the construction of the balanced
methods (1.165) applied to the linear equation (1.108). One receives then

Y BnC1 D Y Bn C �Y Bn hn C �Y Bn �Wn C .c0hn C c1j�Wnj/.Y Bn � Y BnC1/

D 1C .c0 C �/hn C ��Wn C c1j�Wnj
1C c0hn C c1j�Wnj Y Bn :

Thereby, Y BiC1 � 0 for all i 2 IN iff

1C .c0 C �/hn C ��Wi C c1j�Wi j � 0

for all i 2 IN. Obviously, this is the case under (1.166). ˘
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Remark 1.7.4. The standard Euler methods and drift-implicit Theta methods with-
out any balancing terms cj have spurious oscillations. This fact can be concluded
from the following two subsections.

1.7.5 Non-oscillatory Behaviour by Balanced Methods
for Nonlinear SDE

Spurious oscillations about 0 can be also excluded for balanced methods applied to
nonlinear SDEs of the form (1.114).

Theorem 1.7.5 (Non-oscillations of BIMs for Nonlinear SDE in IRd ). The bal-
anced implicit methods (1.115) applied to SDEs (1.114) with same adapted initial
value X.0/ and any step sizes hn do not possess any spurious oscillations about 0.

Proof. This fact follows immediately from Theorem 1.5.3 on the positivity of BIMs
(1.115) applied to SDEs (1.114). The related proof shows the sign-preservation
of them during the entire course of numerical integration. Hence, the assertion of
Theorem 1.7.5 is verified. ˘

1.7.6 Oscillatory Behaviour of Euler Methods
for Nonlinear SDE

Almost surely oscillatory behaviour of Euler methods applied to certain nonlinear
SDE can be established. For this purpose, let

sup
u<0

f�G.u/g D sup
u<0

(

�u C ha.u/p
hjb.u/j

)

DW L < 1 (1.167)

and
b.x/ D 0 ) x D 0: (1.168)

First, we will prove an auxiliary lemma that X has never the value 0 (a.s.).

Lemma 1.7.1 ([2]). Assume that conditions (1.128), (1.133), (1.167) and (1.168)
hold. Then the solutionX to (1.127) with arbitrary nonrandom initial valueX.0/ D
x0 ¤ 0 obeys

IP fXn ¤ 0 for all n 2 INg D 1:

Proof of Lemma 1.7.1. We shall use complete induction on n 2 IN. First, note
that X1 Dx0 C a.x0/ C b.x0/1; so as x0 ¤ 0, and supp 1 D IR, X1 is a
continuous random variable and takes the value 0 with probability zero. Second,
as the induction assumption at level n, suppose that Xn is a continuous random
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variable. This is true at level n D 1. To proceed in general, we note that because
Xn is a continuous random variable, and a and b are continuous, a.Xn/ and
b.Xn/ are continuous random variables. Moreover, as b.x/D 0 only when xD 0,
and Xn being continuous is non–zero (a.s.), the random variable b.Xn/ ¤ 0 a.s.
Since nC1 is normal, and therefore also a continuous random variable, XnC1 D
XnCha.Xn/C

p
hb.Xn/nC1 is a continuous random variable. Hence, by induction

on n, Xn is a continuous random variable for all n 2 IN.
This fact implies that IP fXn D 0g D 0 for each n2 IN. Thus IP

�[1nD1fXn D 0g�
D 0. This implies that

IP
�\1nD1fXn ¤ 0g� D IP

�
[1nD1fXn D 0g

�
D 1;

as stated in conclusion of Lemma 1.7.1. ˘
Now, one is able to prove the following Theorem (cf. [2]). As usual, let

.˝;F ; .Ftn /n2IN; IP /

be a complete filtered probability space and the filtration .Ftn /n2IN be naturally
generated, namely that Ftn D 
f0; 1; : : : ng.

Theorem 1.7.6 (Oscillations of Euler Methods for Nonlinear SDEs in 1D).
Assume that

(o) h >, x0 > 0 are nonrandom and fixed.
(i) a W IR ! IR and b W IR ! IR are continuous, nonrandom functions vanishing

at 0 (i.e. (1.128)).
(ii) G is well-defined by (1.129) for all u ¤ 0 and satisfies both (1.167) and

(1.133).
(iii) diffusion function b vanishes only at 0 on IR1C, i.e. (1.168) holds.
(iv) .n/n2IN are i.i.d. Gaussian N .0; 1/-distributed random variables on the

filtered probability space .˝;F ; .Ftn /n2IN; IP /.

Then, the standard Euler method (1.127) with equidistant step size h and any
adapted initial value X.0/ D x0 ¤ 0 is oscillating (a.s.) about zero.

Remark 1.7.5. In fact, Theorem 1.7.6 remains valid when all n are i.i.d. random
variables with symmetric continuous probability distribution F satisfying (1.132).

Proof. We note at the outset that by (1.168) and the continuity of b, we either have
b.x/ < 0 for all x < 0 or b.x/ > 0 for all x < 0.

Suppose that x0 > 0. Theorem 1.5.5 proves that X� < 0 for some a.s. finite
stopping time � 2 IN. We define

pL D IP f! 2 ˝ W �.!/ < Lg ; (1.169)

where � is a N .0; 1/–distributed random variable. For each n 2 IN, define

NEn D f! 2 ˝ W Xi.!/ < 0;8i D �.!/; �.!/C 1; : : : ; �.!/C ng : (1.170)
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Since

En D f! 2 ˝ W 9i among the integers �.!/C 1; : : : ; �.!/C n W Xi.!/ � 0g ;
(1.171)

we can conclude from the Borel-Cantelli Lemma that solutions X to equation
(1.127) become non–negative with probability 1 on the set f�; � C 1; : : : ; g if

1X

nD0
IP . NEn/ < 1: (1.172)

To see this, with p0 D p0.N / WD IP f� D N g, we estimate IP . NEn/ from above by

IP . NEn/ D IP f! 2 ˝ W Xi.!/ < 0;8i 2 f�.!/C 1; : : : ; �.!/C ngg

D
1X

ND1
IP
˚
! 2 ˝ W Xi.!/ < 0;8i 2 f�.!/C 1; : : : ; �.!/Cngˇˇ�DN �p0

D
1X

ND1

0

@
NCnY

jDNC1
IP
˚
!2˝ W Xj .!/<0

ˇ
ˇXj�1<0; : : : ; XN<0; � D N

�

1

Ap0

D
1X

ND1

 
nCNY

jDNC1
IP
n
Xj�1Cha.Xj�1/C

p
hb.Xj�1/j<0

ˇ
X̌j�1<0; �DN

o
!

p0:

To analyze this probability, we write (a.s.)

n
Xj�1 C hf .Xj�1/C

p
hb.Xj�1/j < 0

o

D
(

j <�Xj�1Cha.Xj�1/p
hb.Xj�1/

; b.Xj�1/>0
)

[
(

j <�Xj�1Cha.Xj�1/�p
hb.Xj�1/

; b.Xj�1/<0
)

:

It is not necessary to condition on b.Xj�1/ D 0, because by (1.168) this implies
Xj�1 D 0, in which case Xj�1 C ha.Xj�1/C p

hb.Xj�1/j D 0. Therefore

IP
n
Xj�1 C ha.Xj�1/C

p
hb.Xj�1/j < 0

ˇ
ˇXj�1 < 0; � D N

o

D IP

�

j < �Xj�1 C ha.Xj�1/p
hb.Xj�1/

; b.Xj�1/ > 0
ˇ
ˇ
ˇ
ˇXj�1 < 0; � D N

�
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CIP

�

j < �Xj�1 C ha.Xj�1/
�p

hb.X.j � 1// ; b.Xj�1/ < 0
ˇ
ˇ
ˇ
ˇXj�1 < 0; � D N

�

:

We now consider the sign of b on .�1; 0/. If b.x/ > 0 for x < 0, then

IP
n
Xj�1 C ha.Xj�1/C

p
hb.Xj�1/j < 0

ˇ
ˇXj�1 < 0; � D N

o

D IP

�

j < �Xj�1 C ha.Xj�1/p
hb.Xj�1/

ˇ
ˇ
ˇ
ˇXj�1 < 0; � D N

�

D IP

�

j < �Xj�1 C ha.Xj�1/p
hjb.Xj�1/j

ˇ
ˇ
ˇ
ˇXj�1 < 0; � D N

�

:

If, on the other hand when b.x/ < 0 for x < 0, then

IP
n
Xj�1 C ha.Xj�1/C

p
hb.Xj�1/j < 0

ˇ
ˇXj�1 < 0; � D N

o

D IP

�

j < �Xj�1 C ha.Xj�1/
�p

hb.Xj�1/

ˇ
ˇ
ˇ
ˇXj�1 < 0; � D N

�

D IP

�

! 2 ˝ W j .!/ < �Xj�1.!/C ha.Xj�1.!//p
hjb.Xj�1.!//j

ˇ
ˇ
ˇ
ˇXj�1 < 0; � D N

�

:

Therefore, irrespective of the sign of b on .�1; 0/, we have

IP
n
Xj�1 C ha.Xj�1/C

p
hb.Xj�1/j < 0

ˇ
ˇ
ˇXj�1 < 0; � D N

o

D IP

�

j < �Xj�1 C ha.Xj�1/p
hjb.Xj�1/j

ˇ
ˇ
ˇ
ˇXj�1 < 0; � D N

�

:

Now, as j is independent of Xj�1 (since j is independent of 0; 1; : : : ; j�1), and
j is also independent of events f� D N g which belong to the 
-algebra FN with
N < j , we have

IP
n
Xj�1 C ha.Xj�1/C

p
hb.Xj�1/j < 0

ˇ
ˇXj�1 < 0; � D N

o

D IP

�

j< � Xj�1Cha.Xj�1/p
hjb.Xj�1/j

ˇ
ˇ
ˇ
ˇXj�1 < 0; � D N

�

D IP

�

j< � Xj�1Cha.Xj�1/p
hjb.Xj�1/j

�

D IP
˚
� < �G.Xj�1/

�
;
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where � is a standard normal random variable. Hence

IP
n
Xj�1 C ha.Xj�1/C

p
hb.Xj�1/j < 0

ˇ
ˇXj�1 < 0; � D N

o
� IP f�<Lg DpL:

Thus

nCNY

jDNC1
IP
n
Xj�1 C ha.Xj�1/C

p
hb.Xj�1/j < 0

ˇ
ˇXj�1 < 0; � D N

o
� pnL:

Therefore, we have

IP . NEn/ �
1X

ND1

0

@
nCNY

jDNC1
IP f� < Lg

1

A IP f� D N g � pnL

1X

ND1
IP f� D N g D pnL:

Thus, 1X

nD0
IP . NEn/ � 1

1 � pL < 1;

and we conclude that there exists an a.s. finite stopping time �1 > �0 WD � such
that X�1 � 0 a.s. But by Lemma 1.7.1, it follows that we must have X�1 > 0

(a.s.). By repeating the same approach while requiring (1.133) and (1.167), and
using mathematical induction, we obtain that Xn changes its sign infinitely often
and with probability 1. Similarly, we verify the assertion for the case X.0/ < 0 (just
start with the event f�0 D 0g of negative initial values and proceed as above). Thus,
the proof of Theorem 1.7.6 is complete. ˘
Example 8.1. Consider Itô SDE

dX.t/ D �ŒX.t/�3dt CX.t/dW.t/

with initial value X.0/ D x0 > 0 and its Euler discretization

Y EnC1 D Y En .1 � hŒY En �
2 C�Wn/

started at the same value Y E0 D X.0/ D x0 > 0, where �Wn are independent and
identically distributed increments. It can be shown that the exact solution X is a.s.
positive for all times t � 0 and never oscillates. However, an application of Theorem
1.7.6 gives that the related standard Euler method is quasi-oscillatory (a.s.), hence
it shows spurious oscillations. However, an application of balanced methods with
c0.x/ D x2 and c1.x/ D 1 governed by

Y BnC1 D Y Bn .1 � hŒY Bn �
2 C�Wn/C .ŒY Bn �

2hC j�Wnj/.Y Bn � Y BnC1/
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D Y Bn

�

1C �hŒY Bn �2 C�Wn

1C ŒY Bn �
2hC j�Wnj

�

D Y Bn
1C�Wn C j�Wnj
1C ŒY Bn �

2hC j�Wnj
leads to an adequate absence of oscillations since their values stay positive (a.s.) for
all positive initial values (apply Theorem 1.5.3 for the verification of the latter fact
or analyze the chain of equations above).

1.8 Energy-Exact Methods

Consider stochastic differential equations (stochastic oscillator with additive Gaus-
sian noise)

Rx C !2x D 
.t/ (1.173)

driven by white noise , with real eigenfrequency ! � 0 and real noise intensity

 ¤ 0 (we suppose that the initial data x.0/ and Px.0/ are .F0;B1/-measurable
and have finite second moments). This equation for a stochastic oscillator can be
rewritten to the equivalent two-dimensional test system of SDEs

dX.t/ D Y.t/dt (1.174)

dY.t/ D �!2X.t/dt C 
dW.t/ (1.175)

driven by the standard Wiener process W (i.e. W.t/ D R t
0
.s/ds) and started at

.F0;B.IR2//-measurable initial data X.0/ D X0 D x0, Y.0/ D Y0 D y0.
The energy E.t/ of this system (1.173) is well-known and given by the following
lemma. Let

E .t/ D !2ŒX.t/�2 C ŒY.t/�2

2
D !2Œx.t/�2 C Œv.t/�2

2
(1.176)

where v.t/ D Px.t/ is the velocity of displacement x.t/ at time t � 0.

Lemma 1.8.1 (Trace Formula of Expected Energy). The total energy (as the sum
of potential and kinetic energy) E.t/ of system (1.173) defined by (1.176) follows
the linear relation (i.e., a perturbed conservation law)

e.t/ WD IEŒE .t/� D e.0/C 
2

2
t (1.177)

for all t � 0.
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Let us test numerical methods whether they can follow this perturbed conserva-
tion law for its discretized energy functional. In particular, for the sake of simplicity,
consider the drift-implicit �-methods applied to the system (1.174)–(1.175) and
governed by the scheme

XnC1 D Xn C .�nYnC1 C .1 � �n/Yn/hn

YnC1 D Yn � !2.�nXnC1 C .1 � �n/Xn/hn C 
�Wn (1.178)

with nonrandom parameter-sequence .�n/n2IN, where

�n 2 IR1; hn D tnC1 � tn; �Wn D W.tnC1/�W.tn/ 2 N .0; hn/

along nonrandom partitions (or adapted partitions) of Œ0; T � of the form

0 D t0 � t1 � : : : � tn � : : : � tnT D T:

Definition 1.8.1. A numerical method Z based on instants .Zn/n2IN is called
energy-exact for the SDE (1.173) iff its expected energy e D e.t/ satisfies the
perturbed conservation law (1.177) at all instants .tn/n2IN along any nonrandom
partition of non-random time-intervals Œ0; T �. Otherwise, Z is said to be non-
energy-exact.

1.8.1 Non-energy-Exact Methods

The following theorem shows that the simplest choice of stochastic Runge-Kutta
methods such as forward and backward Euler methods as well as trapezoidal
methods fail to preserve simple energy laws (despite of their asymptotically
consistent behaviour).

Theorem 1.8.1. Assume that initial data X.0/ D x0, Y.0/ D Px0 are
L2.˝;F0; IP /-integrable. Then the drift-implicit �-methods (1.178) applied
to (1.173) are not energy-exact for any sequence of nonrandom implicitness
parameters .�n/n2IN and any nonrandom step-sizes .hn/n2IN. More precisely,
their expected energy e.t/ D IEŒE .tn/� is finite for all n 2 IN, e can be
uniformly estimated by linear functions in t from below and above, and it satisfies
8!; 
 2 IR1 8X0; Y0 2 L2.˝;F0; IP /

0 � IEŒE .0/�C 
2

2
tn min
kD0;1;:::;n�1

1

1C!2h2k=4

� IEŒE .tn/�C!2

2

n�1X

kD0
.1�2�k/IEŒYkXkC1 � YkC1Xk�hk
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D IEŒE .0/�C
2

2

n�1X

kD0

hk

1C!2h2k=4

� IEŒE .0/�C 
2

2
tn max
kD0;1;:::;n�1

1

1C !2h2k=4
� IEŒE .0/�C 
2

2
tn < C1

which renders to be a chain of equations for equidistant partitions (i.e. we may
replace � by D signs above).

Proof. Define the statistical average values

NXn D XnC1 CXn

2
; NYn D YnC1 C Yn

2
: (1.179)

First, rewrite the system (1.178) of equations for .X; Y / to as

XnC1 D Xn C .2�n NYn C .1 � 2�n/Yn/hn

YnC1 D Yn � !2.2�n NXn C .1 � 2�n/Xn/hn C 
�Wn:

Second, multiply the components of these equations by !2 NXn and NYn (resp.) to
arrive at

!2

2
.X2

nC1 � X2
n/ D .2�n!

2 NYn NXn C .1 � 2�n/!2Yn NXn/hn
1

2

�
Y 2nC1�Y 2n

� D �!2 �2�n NYn NXn C .1�2�n/ NYnXn
�
hnC
 NYn�Wn:

Third, adding both equations leads to

EnC1 D En � !2.1 � 2�n/ŒYn NXn � NYnXn�hn C 
 NYn�Wn: (1.180)

Fourth, note that

ŒYn NXn � NYnXn� D 1

2
ŒYnXnC1 � YnC1Xn�;

NYn D 2Yn � !2.Xn C �n.1 � 2�n/Ynhn/hn C 
�Wn

2.1C !2�2nh
2
n/

;

IEŒ
 NYn�Wn� D 
2

2.1C !2�2nh
2
n/
hn:

Fifth, pulling over expectations and summing over n in equation (1.180) for the
pathwise evolution of related energy yield that
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IEŒE .tn/� D IEŒE .0/�C 
2

2

n�1X

kD0

hk

1C !2�2kh
2
k

�!
2

2

n�1X

kD0
.1 � 2�k/IEŒYkXkC1 � YkC1Xk�hk < C1:

Now, it remains to set �n D 0:5 for all n 2 IN. Thus, one obtains

IEŒE .tn/� D IEŒE .0/�C 
2

2

n�1X

kD0

hk

1C !2h2k=4
< C1

since the expected initial energy is finite under .i i/. Consequently, by estimating
the series with minimum and maximum in a standard fashion, the conclusion of
Theorem 1.8.1 is confirmed. ˘
Remark 1.8.1. The energy behaviour of midpoint methods (1.5) has been studied in
Hong, Scherer and Wang [52] along equidistant partitions and in S. [131] along any
variable, but nonrandom partitions. The previous Theorem 1.8.1 is an extension of
their results to the more general class of stochastic Theta methods.

Remark 1.8.2. Theorem 1.8.1 remains true if all �Wn are independent quantities
with IEŒ�Wn� D 0 and IEŒ.�Wn/

2� D hn (So Gaussian property is not essential
for its validity). Theorem 1.8.1 says also that midpoint methods with their expected
energy eM underestimate the exact mean energy

8t � 0 8!; 
 2 IR1 W

eM .tn/ D IEŒE .0/�C 
2

2

n�1X

kD0

hk

1C !2�2kh
2
k

< IEŒE .t/�

D IEŒE .0/�C 
2

2
t (1.181)

of underlying continuous SDE (1.173) (however they are consistent as maximum
step size tends to zero). The proof of Theorem 1.8.1 also shows that the situation
of inadequate replication of expected energy is not improving with the use of
more general drift-implicit �-methods (including forward Euler and backward Euler
methods as well).

Extracting results from the previous proof of Theorem 1.8.1 gives the following
immediate consequence.

Corollary 1.8.1 (Expected Energy Identity for Midpoint Methods). Under the
same assumptions as in Theorem 1.8.1, we have the expected energy identity

IEŒE .tn/� D IEŒE .0/�C 
2

2

n�1X

kD0

hk

1C !2�2kh
2
k

(1.182)
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along any nonrandom partition .tn/n2IN for the drift-implicit �-methods (1.178)
with all implicitness parameters �k D 0:5, any nonrandom constants !; 
 2 IR1

and any random initial data X0; Y0 2 L2.˝;F0; IP /.

Remark 1.8.3. It is obvious that the standard midpoint methods (1.178) with
�n D 0:5 do not possess an exact evolution of the energy. In fact, they underestimate
the exact mean energy functional for any choice of parameters and any adapted
initial conditions. This is in strong contrast to the deterministic situation with 
 D 0

where midpoint methods are known to be exact-energy integrators (see simplectic
methods) obeying the law of conservation of energy.

1.8.2 Existence of Energy-Exact Methods

Indeed, there exist numerical methods which can exactly preserve energy and
conservation laws. These are nonstandard numerical methods. In stochastics, this
was firstly noted and proved by S. [131]. The observed bias in the energy-evolution
under discretization can be even removed by the energy-exact improved midpoint
methods

XnC1 D Xn C NYnhn; YnC1 D Yn � !2 NXnhn C 


q

1C !2h2n=4�Wn (1.183)

where the involved quantities are defined as in (1.179). In passing, we note that
this numerical method is fairly new to the best of our knowledge. Moreover, it is a
consistent one with an exact replication of the temporal evolution of underlying
continuous time energy and represents a stochastic correction of widely known
standard midpoint methods.

Theorem 1.8.2 (Exact Energy Identity for Improved Midpoint Methods).
Under the same assumptions as in Theorem 1.8.1, we have the exact energy identity
(also called trace formula in a more general context, see S. [132])

IEŒE .tn/� D IEŒE .0/�C 1

2

2tn (1.184)

along any nonrandom partition .tn/n2IN for the methods (1.183) with any nonran-
dom constants !; 
 2 IR1 and any random initial data X0; Y0 2 L2.˝;F0; IP/.

Proof. More general, consider the improved implicit �-methods

XnC1 D Xn C .�nYnC1 C .1 � �n/Yn/hn
YnC1 D Yn � !2.�nXnC1 C .1 � �n/Xn/hn C 
n�Wn (1.185)
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nD

q

1C !2�2nh
2
n; �n 2 IR1; hnDtnC1�tn; �Wn D W.tnC1/�W.tn/ 2 N .0; hn/:

First, rewrite this system of equations for .X; Y / to as

XnC1 D Xn C .2�n NYn C .1 � 2�n/Yn/hn
YnC1 D Yn � !2.2�n NXn C .1 � 2�n/Xn/hn C 
n�Wn:

Second, multiply the components of these equations by !2 NXn and NYn (resp.) to get

!2

2

�
X2
nC1 �X2

n

� D .2�n!
2 NYn NXn C .1 � 2�n/!2Yn NXn/hn

1

2

�
Y 2nC1�Y 2n

� D �!2.2�n NYn NXn C .1 � 2�n/ NYnXn/hnC
n NYn�Wn:

Third, adding both equations leads to

EnC1 D En � !2.1 � 2�n/ŒYn NXn � NYnXn�hn C 
n NYn�Wn:

Fourth, note that

ŒYn NXn � NYnXn� D 1

2
ŒYnXnC1 � YnC1Xn�;

NYn D 2Yn � !2.Xn C �n.1 � 2�n/Ynhn/hn C 
n�Wn

2.1C !2�2nh
2
n/

;

IEŒ
n NYn�Wn� D 
2

2
hn:

Fifth, pulling over expectations and summing over n yield that

IEŒE .tn/� D IEŒE .0/�C 
2

2
tn � !2

2

n�1X

kD0
.1 � 2�k/IEŒYkXkC1 � YkC1Xk�hk < C1:

Recall that all step sizes hn, parameters !, 
 and �n are supposed to be nonrandom.
It remains to set �n D 0:5 to verify the energy-identity (1.184). ˘

Extracting results from the previous proof of Theorem 1.8.2 yields the following.

Corollary 1.8.2 (Expected Energy Identity for �-Methods (1.185)). Under the
same assumptions as in Theorem 1.8.1, we have the expected energy identity

IEŒE .tn/�DIEŒE .0/�C
2

2
tn � !2

2

n�1X

kD0
.1�2�k/IEŒYkXkC1 � YkC1Xk�hk (1.186)

with nonrandom implicitness-parameters �n, where
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along any nonrandom partition .tn/n2IN for the improved implicit �-methods
(1.185) with any nonrandom parameters �k 2 IR1, any nonrandom constants
!; 
 2 IR1 and any random initial data X0; Y02L2.˝;F0; IP/.

Remark. Notice that relations (1.181) for continuous energy of SDE (1.173) and
(1.184) for discrete energy of numerical methods (1.183) are indeed identical
at the partition-instants tn for all parameters !, 
 and initial values X0; Y0 2
L2.˝;F0; IP /! Thus we answer the question that such numerical methods indeed
exist (which are consistent too). The conclusions of Theorems 1.8.1, 1.8.2 and
Corollaries 1.8.1, 1.8.2 are still valid if all �Wn are independent random variables
with IEŒ�Wn� D 0 and IEŒ.�Wn/

2� D hn.

1.8.3 General Energy Identity of Numerical Methods
and Monotonicity

One is able to establish a general energy balance identity for numerical methods.
This will show that midpoint-type methods are designed to adequately replicate the
increasing or decreasing evolution of energy balance for random initial data. Recall
that any difference method for the approximation of any differential equation is
constructed from general scheme-structure

XnC1 D Xn C ˚n.X/ (1.187)

where ˚n.X/ represents the increment functional of related numerical method.
Recall NXn D .XnC1 CXn/=2 and let jj:jj be the Euclidean norm in IRd , < : ; : > the
Euclidean scalar product.

Theorem 1.8.3 (General Energy Identity). For all numerical methods in IRd

satisfying (1.187) with increment functional ˚n, we have

jjXnC1jj2 D jjXnjj2 C 2 < NXn;˚n.X/ > (1.188)

where jj:jj is the Euclidean norm in IRd and < :; : > the Euclidean scalar product.

Proof. First, for the Euclidean norm jj:jj and scalar product < : ; : >, recall the
identity

jju C vjj2 D jjujj2 C 2 < u; v > Cjjvjj2

for all vectors u; v 2 IRd . Now, set

u WD NXn; v WD ˚n.X/:

Note that, for numerical methods (1.187) with increment functional ˚n, we have

v D XnC1 � Xn:
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Second, after returning to the norm-identity (1.189), we get to

2 < NXn;˚n.X/ > D jj NXn C ˚n.X/jj2 � jj NXnjj2 � jj˚n.X/jj2
D jj NXn CXnC1 �Xnjj2 � jj NXnjj2 � jjXnC1 � Xnjj2
D jj NXnjj2 C 2 < NXn;XnC1 � Xn > CjjXnC1 � Xnjj2 � jj NXnjj2

�jjXnC1 � Xnjj2
D < XnC1 CXn;XnC1 � Xn > D jjXnC1jj2 � jjXnjj2:

This is equivalent to the energy identity (1.188). ˘
Remark 1.8.4. For stochastic numerical methods, the energy identity (1.188) holds
almost surely too since their increment functional ˚n is random. This identity
(1.188) also explains why midpoint-type numerical integrators with ˚n D ˚n. NXn/
form a preferable base for adequate construction of numerical methods from a
dynamical point of view. They may preserve the monotone character of norms along
scalar products.

Definition 1.8.2. A numerical method Z is called exact norm-monotone iff
the following implications while discretizing ODEs dx=dt D f .t; x/ with
Caratheodory functions f can be established

8x 2 IRd ; t 2 IR1 W< f .t; x/; x >� 0

H) 8n 2 IN W jjX0jj � jjX1jj � : : : � jjXnjj � jjXnC1jj � : : :

and
8x 2 IRd ; t 2 IR1 W< f .t; x/; x >� 0

H) 8n 2 IN W jjX0jj � jjX1jj � : : : � jjXnjj � jjXnC1jj � : : :

for all adapted random initial values X0 2 IRd .

Theorem 1.8.4 (Exact Monotonicity of Midpoint Methods). All midpoint-type
methods X with increments ˚. NXn/ D f .t�n ; NXn/hn and any sample time-points
t�n 2 IR1 are exact norm-monotone for all ODEs with adapted random initial values
X0 and any choice of step sizes hn.

Proof. Apply the energy identity (1.188) to midpoint methods with increments
˚. NXn/ D f .t�n ; NXn/hn and any sample time-points t�n 2 IR1. For them, this identity
reads as

jjXnC1jj2 D jjXnjj2 C 2 < NXn; f .t�n ; NXn/ > hn:

Obviously, by taking the square root, this relation is equivalent to

jjXnC1jj D
q

jjXnjj2 C 2 < NXn; f .t�n ; NXn/ > hn:



114 H. Schurz

Now, the uniform monotonicity of Euclidean scalar product < x; f .t; x/ > with
respect to x and positivity of hn imply the exact norm-monotonicity of related
midpoint methods X . For example, if < x; f .t; x/ >� 0 then we have

jjXnC1jj � jjXnjj

for all n 2 IN. Complete induction on n 2 IN yields the non-increasing evolution
of Euclidean norms jjXnjj in n. Similarly, we can verify the monotonicity for <
x; f .t; x/ >� 0. Thus, the proof of Theorem 1.8.4 is completed. ˘
Remark 1.8.5. The situation with fully random increment functionals˚n (e.g. with
˚n.X/ D a.tn; Xn/hn C b.tn; Xn/�Wn for Euler methods) is somewhat more
complicated (due to the non-monotone character of Wiener processes W ) and
requires further research.

1.8.4 Asymptotically Exact Methods

To relax the requirement of being exact at finite times, we may only require that
numerical methods provide exact values as the integration time tn tends to infinity or
step sizes hn tend to 0. In view of S. [118,120–122], midpoint and trapezoidal meth-
ods are good candidates. Consider (for brevity, autonomous) linear system of SDEs

dX.t/ D AX.t/dt C
mX

jD1
bjdWj .t/ (1.189)

with additive noise and constant drift matrix A 2 IRd�d Assume that there is a
stationary solution X1 of (1.189). Then, for stationarity of autonomous systems
(1.189) with additive white noise, it is a necessary and sufficient requirement that
all eigenvalues Re.�i .A// < 0. Under this condition, we also find the almost sure
limit limt!C1X.t/ D X1.

Definition 1.8.3. The random sequence .Yn/n2IN is said to be asymptotically p-th
mean preserving iff

lim
n!C1 IEkYnkp D IEkX1kp;

(asymptotically) mean preserving iff

lim
n!C1 IEYn D IEX1;

(asymptotically) in-law preserving iff

L aw.Y1/ D L aw.X1/;
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(asymptotically) variance-preserving iff

lim
n!C1 IEkYn � IEŒYn�k2 D IEkX1 � IEŒX1�k2

with respect to systems (1.189).

This definition has been originally introduced by S. [120,121] (actually first time in
WIAS Report No. 112, WIAS, Berlin, 1994).

Now, consider the family of drift-implicit Theta methods

YnC1 D Yn C .�AYnC1 C .1 � �/AYn/ hn C
mX

jD1
bj �W j

n (1.190)

with independently Gaussian distributed increments �W j
n D W j .tnC1/ � W j .tn/

and implicitness parameter � 2 Œ0; 1� � IR1.

Theorem 1.8.5 (Asymptotic preservation by trapezoidal BTMs [120]–[122]).
Assume that:

(i) 8�.eigenvalue .A// Re.�.A// < 0.
(ii) .X0; Y0/ independent of F

j1 D 
fW j .s/ W 0 � s < C1g.
(iii) IEkX0kp C IEkY0kp < C1 for p � 2.
(iv) A 2 IRd�d ; bj 2 IRd are deterministic.

Then, the trapezoidal method (i.e. (1.3) with � D 0:5) applied to system (1.189)
with any equidistant step size h D hn is asymptotically mean, p-th mean, variance-
and in-law preserving. Moreover, it is the only method from the entire family
of drift-implicit Theta methods (1.190) with that behavior (i.e., H) asymptotic
equivalence for systems with additive noise).

Proof (Only main ideas with diagonalizable matrix A). First, the limit distribution
of Yn governed by (1.190) exists (for all implicitness parameters � � 0:5) (since
one may apply standard fixed point principles of contractive mappings). Second,
the limit as linear transformation of Gaussian random variables is Gaussian for all
� 2 Œ0:5;C1/. Third, IEYn �! 0 as n tends to C1 (as in deterministics if � �
0:5). Fourth, due to uniqueness of Gaussian laws, it remains to to study the second
moments for all constant step sizes h > 0. We arrive at

lim
n!C1 IE

�
ŒYnY

T
n �
�

i;k
D �

mX

jD1

b
j
i b

j

k

�i C �k C .1 � 2�/h�i�k

and

IE
�
ŒX1XT1�

�

i;k
D �

mX

jD1

b
j
i b

j

k

�i C �k
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Then
lim

n!C1 IE
�
ŒYnY

T
n �
�

i;k
D IE

�
ŒX1XT1�

�

i;k
” � D 0:5:

Thus, the stationarity with exact stationary Gaussian probability law including the
preservation of all moments and variance under discretization is obvious. ˘
Remark 1.8.6. For the proof with non-diagonalizable matrices A, one may apply
fixed point principles to verify the same conclusion of Theorem 1.8.5. Note that,
for linear autonomous systems of SDEs (1.189), the schemes of trapezoidal and
midpoint methods coincide. Thus, midpoint methods possess the same preserving
character of asymptotic exactness under discretization.

1.9 Order Bounds: Why Not Higher Order Methods?

As commonly known from deterministic numerical analysis, there are order bounds
for convergence of numerical methods. Sometimes they are also called Dahlquist
barriers.

1.9.1 Order Bounds of Clark-Cameron

Clark and Cameron [22] could prove the following very remarkable result on
maximum order bounds of partition FN

T -measurable approximations.

Definition 1.9.1. The stochastic process Y D .Y.t//0�t�T is called partition FN
T -

measurable iff all values Y.tn/ (tn 2 Œ0; T �; 0 � n � N ) are FN
tn

-measurable with

FN
tn

D 

n
W j .tk/ W k D 0; 1; : : : ; nI j D 1; 2; : : : ; m

o

for all n D 0; 1; : : : ; N , along a given FN
tn

-measurable discretization 0 D t0 � t1 �
: : : � tN D T for the fixed deterministic time-interval Œ0; T �.

Remark 1.9.1. The conditional expectations IEŒX.tnC1/jFN
tn
� provide the partition

FN
T -measurable stochastic approximations with the minimal mean square error due

to their inherent projection property in Hilbert spaces L2.˝;F ; IP /. Thus it is
natural to study their error and practical implementation at first.

Theorem 1.9.1 (Clark-Cameron Order-Bound Theorem). Assume that XD.X
.t//0 � t � T satisfies the one-dimensional autonomous SDE

dX.t/ D a.X.t//dt C dW.t/ (1.191)

where a 2 C3.IR/ and all derivatives of a are uniformly bounded. Then
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IEŒ.X.T / � IEŒX.T /jFN
T �/

2� D cT

N 2
C o

�
1

N 2

�

where

c D T 3

12

Z T

0

IE

	

exp

�

2

Z T

s

a0.X.u//du

�

Œa0.X.s//�2



ds:

Thus, for systems with additive noise, we obtain the general mean square order
bound 1:0 for numerical approximations using only the increments of underlying
Wiener process. A similar result holds also for diffusions with variable diffusion
coefficients b.x/ when

c.x/ WD a.x/ � 1

2
b.x/b0.x/ 6� Kb.x/

for any real constant K , see Clark and Cameron [22]. They also provide a
constructive example with multiplicative noise. Consider the two-dimensional SDE

dX.1/.t/ D dW 1.t/

dX.2/.t/ D X.1/.t/ dW 2.t/

driven by two independent scalar Wiener processesW 1;W 2. This system obviously
has the solutions X.1/.t/ D W 1.t/ and

X.2/.t/ D
Z t

0

W 1.s/dW 2.s/ D
Z t

0

Z s

0

dW 1.u/ dW 2.s/

(in fact it is an one-dimensional example with multi-dimensional “Wiener process
differentials” (i.e. m D 2)). Then they compute the best convergence rate �2 D 0:5

(in mean square sense) for partition FN
T -measurable approximations using any set

of N equidistant, FN
tn

-measurable time-instants tn D n T
N

, and the mean square
minimally attainable approximation error

�

IE

	ˇ
ˇ
ˇX.2/.T / � IEŒX.2/.T /jFN

T �
ˇ
ˇ
ˇ
2

� 1

2

D T

2

h 1

N

i 1
2
:

It is worth noting that X.2/ represents the simplest nontrivial multiple integral with
length l.˛/ > 1. Liske [89] has studied its joint distribution with .W 1.t/;W 2.t//. In
this case the error order bound for FN

T -measurable approximations ofX2
T is already

attained with 0:5, since X2 cannot be expanded in a linear combination ofW 1;W 2.
This system also exhibits an interesting test equation for the qualitative behavior of
numerical methods (e.g. compare the numerically estimated distribution with that of
the exact solution derived by Liske [89]). Since in the L2 sense one cannot provide
better partition FN

T -measurable approximations than that of the projection done
by conditional expectations, there are natural (convergence) order restrictions for
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FN
T -measurable approximations. Thus we cannot exceed the order 1 in L2-sense

for FN
T -measurable approximations. On the other hand, if one wants higher order

of convergence in general, one has to enlarge the condition 
-field substantially
(actually done by higher order multiple integrals and Levy areas). Note also this
is not always necessary for approximations of functionals V.t; X.t// of diffusion
processes X with V -commutativity, see S. [126]. In fact, for example for pure one-
dimensional diffusions X (i.e. when drift a is zero), the x-commutativity condition
(i.e. V.x/ D x), which is then identical with the condition of commutative noise (in
short: noise-commutativity) under the absence of drift terms

bj .x/
dbk.x/

dx
D bk.x/

dbj .x/

dx

for all j; kD 0; 1; 2; : : : ; m. This requirement, together with bj 2C1.IR/, effects
that bj .x/ D Kj;kb

k.x/ with some deterministic real constants Kj;k. In this
trivial case one could even obtain any order of p-th mean convergence (p � 1).
(This is no surprise after one has carefully analyzed the observation of Clark and
Cameron [22] which implies the approximation error 0 by the projection operator
of conditional expectation under a0.x/ � 0 and the noise-commutativity assumption
in the situation d D 1). Unfortunately, the situation in view of convergence order
bounds is much more complicated in the fully multi-dimensional framework and
needs more care in the near future.

1.9.2 Exact Mean Square Order Bounds of Cambanis and Hu

Cambanis and Hu [20] have established the following result concerning exact mean
square convergence error bounds (i.e. for the asymptotic behavior of leading error
coefficients of numerical schemes with respect to mean square convergence criteria).
For the statement, we introduce the following definition of partition density.

Definition 1.9.2. A strictly positive, differentiable function h 2 C0.Œ0; T �2; IRC/
with uniformly bounded derivatives is said to be a regular partition density of the
time-interval Œ0; T � iff

Z t
N.t/

nC1

t
N.t/
n

h.t; s/ds D 1

N.t/

for nD 0; 1; : : : ; N.t/ � 1, t0 D 0, where N DN.t/ denotes the number of sub-
intervals ŒtN.t/n ; t

N.t/
nC1 � for a total time interval Œ0; t � with terminal times t � T .

Regular partition densities possess the property that

lim
N.t/!C1;tn!s

N.t/.t
N.t/
nC1 � tN.t/n / D 1

h.t; s/
:

Therefore they describe the distribution of time-instants in discretizations of
intervals Œ0; T � in a fancy manner. Since the conditional approximation provides
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the mean square FN -measurable approximation (with N D N.t/) with minimal
mean square error, one arrives at

Theorem 1.9.2. Assume that X satisfies an one-dimensional SDE (1.2) with
coefficients a; b 2 C3.IR; IR/ possessing bounded derivatives up to third order,
IEjX.0/j2 < C1, and all time-discretizations are exclusively done along a given
regular partition density h on Œ0; T �2.
Then, there exists a Gaussian process � D .�.t//0�t�T on .˝;F ; .Ft /0�t�T ; IP /
such that

lim
N.t/!C1N.t/

�
X.t/ � IEŒX.t/jFN.t/

t �
�

D �.t/

with mean 0 and covariance matrix C.t/ D
Z t

0

Œ.L 1a � L 0b/.X.s//�2

6Œh.s/�2
exp

�Z t

s

.2a0.Xu/� Œb0.X.u//�2/du

C2
Z t

s

b0.X.u//dW.u/
�

ds

which is the unique solution of dC.t/ D
�

.2a0.X.t//C Œb0.X.t//�2/C.t/C Œ.L 1a�L 0b/.X.t//�2

12

�

dt

C2b0.X.t//C.t/dW.t/

with �0 D 0 and has the property

lim
N.t/!C1N.t/IE

h
X.t/ � IEŒX.t/jFN.t/

t �
i2 D IE�.t/ D

Z t

0

H.t; s/

h.t; s/
ds

where H.t; s/ D

1

6
IE

"

Œ.L 1a � L 0b/.X.s//�2 exp

 Z t

s

.2a0.X.u//� Œb0.X.u//�2/du

C2
Z t

s

b0.X.u//dW.u/
!#

:

The optimal double mean square approximation error satisfies a similar relation.
For more details, see Cambanis and Hu [20]. Also their results can be generalized to
multidimensional diffusions with some care. This result is fundamental with respect
to asymptotically optimal mean square discretizations. This fact can be seen from
the fact that the function h� 2 C0.Œ0; T �; IRC/ established by

h�.t; s/ D ŒH.t; s/�1=3
R t
0
ŒH.t; s/�1=3ds
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minimizes the functional
R t
s

H.t;s/

Œh.t;s/�2
ds whereH.t; s/ � 0 among all regular partition

densities h with h.t; s/ > 0 and
R t
0
h.t; s/ds D 1. Therefore, any asymptotically

mean square optimal approximation has to use a discretization following that
optimal partition law. However, the practical value is still in doubt, since it will
be hard to evaluate those expressions in the fully multidimensional framework or
has any reader another suggestion in the case m; d > 1?

1.9.3 Lower Order Bounds of Hofmann-Gronbach-Ritter

Hofmann, Müller-Gronbach and Ritter [50] have noticed in one dimension (i.e.
d DmD 1) that, for continuously differentiable b and fixed terminal time T D 1,
there are efficient estimates for the lower bounds of order of strong (mean square)
convergence for all FN

tn
-measurable approximations Y � for SDEs in IR1 with

additive noise. More precisely, for the error e2 of mean square convergence and
partitions with maximum step size � and N C 1 time-instants, we have

lim
�!0

p
N inf

Y �
e2.Y

�; a; b;X0; T / D K2jjbjjL1

with constants K2 D 1p
6

and T D 1. Therefore, the standard forward Euler method
with an adaptive strategy of step size selection already produces asymptotically
mean square optimal FN

tn
-measurable numerical approximations. Note that the

number N of observations of the underlying driving noise W may be determined
by any measurable termination criterion. Moreover, one can carry the qualitative
assertion on lower order bounds over to d -dimensional SDEs with additive noise
andLp-integrable b as well (i.e.p� 1). It is worth noting that that step size selection
suggested originally by Hofmann, Müller-Gronbach and Ritter [50] is only designed
to control large diffusion fluctuations, and it does not seem to be very appropriate as
one takes the limit as b goes to zero (i.e. incomplete adaptability is obtained in the
presence of significant drift parts - an approach which leads to inconsistent results
in view of deterministic limit equations, however a procedure which indeed might
be appropriate for pure diffusion processes with very large diffusion coefficients
b.t/ >> 1). Furthermore, they did not study the dependence of the order and error
bounds on variable terminal times T or as T tends to C1. Such as study would be
important for adequate asymptotic analysis through numerical dynamical systems
as discretizations.

In the paper [51], the authors Hofmann, Müller-Gronbach and Ritter analyze
the double L2.Œ0; 1�/-error associated to the approximation of a scalar stochastic
differential equation by numerical methods based on multiple Itô integrals as
suggested in Kloeden and Platen [72]. Namely, for a scalar diffusion process XX,
they consider approximations of the type X D f .I˛1;s1;t1 ; : : : ; I˛k ;sk ;tk / where
f W IRk ! L2.Œ0; 1�/ is assumed to be measurable and I˛;s;t denotes the multiple
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Itô integral corresponding to a zero-one-multi-index ˛ and an interval Œs; t � �
Œ0; 1�. They are interested in controlling IEŒ

R 1
0

jX.s/ � X.s/j2ds�1=2 in terms of a
function of the numberN of observations for different integrals in the approximated
process. It is shown that the doubleL2.Œ0; 1�/-error for linear interpolated Itô-Taylor
approximations is at most of order 1=2 with respect to 1=N . For some special
discretization grids and multi-indices sets, the authors provide an equivalent of the
error. This result is in sharp contrast with the well known fact that high orders can
be achieved by these methods with respect to the error at the discretization points
[see, e.g. as claimed in Chap. 10 in Kloeden and Platen [72].

In Müller-Gronbach and Ritter [100], the authors give a survey on minimal
errors for strong and weak approximation of stochastic differential equations. They
investigate asymptotic optimality of numerical methods for integrating systems of
stochastic differential equations (with Lipschitz continuous coefficients) in both the
weak and strong sense, restricted to finite time-intervals Œ0; 1�. The main emphasis
is on algorithms with point evaluations of the driving Brownian motion at N time-
instants. The number N of observations may be determined by any measurable
termination criterion. Some (optimal) algorithms with variable step sizes (i.e. with
varying cardinality) may have superior behaviour with respect to convergence
and related costs. In some cases one even obtains an exponential speed-up by
using (optimal) methods of varying cardinality compared to methods with fixed
cardinality N . As an example, the same authors have studied the linear equation

dX.t/ D bX.t/dW.t/

with a constant b. Then the cost of optimal methods is linear in b while the cost
of optimal methods with fixed cardinality N is exponential in b. If b D 3 then the
speed-up is already of factor 900. All in all, estimates on lower order bounds exist
and are very important contributions which show that the “run for higher order” or
any order higher than 0:5 can be a “run into the vain” (following famous words of
D. Hilbert). That is also why we concentrate rather on the qualitative analysis of
lower order methods and their qualitative improvements with constant and variable
step sizes.

1.9.4 Convergence is an Asymptotic Property

It is clear that convergence is an asymptotic property. Such asymptotic proper-
ties can be never achieved in a finite time. This requirement represents only a
quantitative assertion of asymptotic nature. Other qualitative properties such as
longterm stability, monotonicity, boundedness, stationarity, energy and / or oscil-
latory behaviour seem to be of more interest than raising hypothetical convergence
rates under non-realistic or non-practical assumptions in a real world scenario since
we live in a finite-time constrained world.
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1.10 Contractivity and Two-Point Behaviour

For simplicity, we shall exclusively illustrate the concepts of contractivity and non-
expansivity by the drift-implicit Theta methods (1.1) without balancing terms cj ,
i.e. all weight matrices cj � 0.

1.10.1 Two-Point Motion Process and General
Contraction-Identity

One is able to establish a general contraction identity for numerical methods. This
will show that midpoint-type methods are designed to adequately replicate the
increasing or decreasing evolution of perturbations for random initial data. Recall
that any difference method for the approximation of any differential equation is
constructed from general scheme-structure (1.187) (i.e. XnC1 D Xn C˚n.X/) with
˚n.X/ representing the increment functional of related numerical method. Recall
NXn D .XnC1CXn/=2. LetX and Y denote the stochastic processes belonging to the

same numerical scheme (1.187) and started at X0 2 IRd and Y0 2 IRd , respectively.
We shall study the dynamic behaviour of the two-point motion process .X; Y /
along the same numerical method governed by the schemes

XnC1 D Xn C ˚n.X/

YnC1 D Yn C ˚n.Y /

with one and the same increment functional ˚n along one and the same partition
.tn/n2IN. Recall that jj:jj denotes the Euclidean vector norm in IRd and < : ; : > the
Euclidean scalar product.

Theorem 1.10.1 (General Contraction Identity). For all numerical methods in
IRd satisfying (1.187) with increment functional ˚n, we have

jjXnC1 � YnC1jj2 D jjXn � Ynjj2 C 2 < NXn � NYn;˚n.X/ �˚n.Y / > (1.192)

where jj:jj is the Euclidean norm in IRd and < : ; : > the Euclidean scalar product.

Proof. First, for the Euclidean norm jj:jj and scalar product < : ; : >, recall the
identity jju C vjj2 D jjujj2 C 2 < u; v > Cjjvjj2 for all vectors u; v 2 IRd . Note that,
for numerical methods (1.187) with increment functional ˚n, we have

˚n.X/ D XnC1 �Xn:

Second, analyzing the Euclidean norm of the two-point motion process gives the
identities
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jjXnC1 � YnC1jj2 D jjXn � Yn C˚n.X/ � ˚n.Y /jj2
D jjXn � Ynjj2 C 2 < Xn � Yn;˚n.X/� ˚n.Y / >

Cjj˚n.X/ �˚n.Y /jj2
D jjXn � Ynjj2C < Xn � Yn;˚n.X/ �˚n.Y / >

C < XnC1�˚n.X/ � YnC1C˚n.Y /; ˚n.X/�˚n.Y / >
Cjj˚n.X/ �˚n.Y /jj2

D jjXn � Ynjj2C < XnC1CXn � YnC1�Yn;˚n.X/�˚n.Y / >
� < ˚n.X/�˚n.Y /; ˚n.X/ �˚n.Y />Cjj˚n.X/�˚n.Y /jj2

D jjXn � Ynjj2 C 2 < NXn � NYn;˚n.X/� ˚n.Y / >

which confirm the validity of contraction identity (1.192). ˘
Remark 1.10.1. For stochastic numerical methods, the contraction identity (1.192)
holds almost surely too (with their increment functional ˚n which is random).
This identity (1.192) also explains why midpoint-type numerical integrators with
˚n D ˚n. NXn/ form a preferable base for adequate construction of numerical
methods from a dynamical point of view. They may preserve the monotone character
of contractions (perturbations) of two-point motion process along scalar products.

Definition 1.10.1. A numerical method Z is called exact contraction-monotone
iff the following implications while discretizing ODEs dx=dt D f .t; x/ with Cara-
theodory functions f can be established

8x; y 2 IRd ; t 2 IR1 W< f .t; x/ � f .t; y/; x � y >� 0

H)8n 2 INWjjX0�Y0jj�jjX1�Y1jj� : : :�jjXn�Ynjj � jjXnC1 � YnC1jj � : : :

and

8x; y 2 IRd ; t 2 IR1 W< f .t; x/ � f .t; y/; x � y > � 0

H) 8n 2 IN W jjX0�Y0jj�jjX1�Y1jj� : : :�jjXn � Ynjj � jjXnC1 � YnC1jj � : : :

for all adapted random initial values X0; Y0 2 IRd .

Theorem 1.10.2 (Exact Contraction-Property of Midpoint Methods). All mid-
point-type methodsX with increments˚. NXn/ D f .t�n ; NXn/hn and any sample time-
points t�n 2 IR1 are exact contraction-monotone for all ODEs with adapted random
initial values X0 and any choice of step sizes hn.

Proof. Apply the contraction identity (1.192) to midpoint methods with increment
functional ˚. NXn/ D f .t�n ; NXn/hn and any sample time-points t�n 2 IR1. For them,
this identity reads as

jjXnC1 � YnC1jj2 D jjXn � Ynjj2 C 2 < NXn � NYn; f .t�n ; NXn/� f .t�n ; NYn > hn:



124 H. Schurz

Obviously, by taking the square root, this relation is equivalent to

jjXnC1 � Ynjj D
q

jjXn � Ynjj2 C 2 < NXn � NYn; f .t�n ; NXn/� f .t�n ; NYn/ > hn:

Now, the uniform monotonicity of Euclidean scalar product

< x � y; f .t; x/ � f .t; y/ >

with respect to x; y 2 IRd and positivity of hn imply the exact contraction-
monotonicity of related midpoint methods X . For example, if < x � y; f .t; x/ �
f .t; y/ >� 0 for all x; y 2 IRd then we have

jjXnC1 � YnC1jj � jjXn � Ynjj

for all n 2 IN. Complete induction on n 2 IN yields the non-increasing evolution
of Euclidean norms jjXn � Ynjj in n. Similarly, we can verify the monotonicity for
< x � y; f .t; x/ � f .t; y/ >� 0 for all x; y 2 IRd . Thus, the proof of Theorem
1.10.2 is completed. ˘
Remark 1.10.2. The situation with fully random increment functionals ˚n (e.g.
with ˚n.X/ D a.tn; Xn/hn C b.tn; Xn/�Wn for Euler methods) is somewhat
more complicated (due to the non-monotone character of Wiener processes W )
and requires further research. However, an extension to p-th mean contractions
(appropriate for the concept of B-stability) gives some more insight for stochastic
Theta methods (see next subsections).

1.10.2 P-th Mean Contractivity and Non-expansivity
of Backward Euler Methods

Let Xs;x.t/ denote the value of the stochastic processX at time t � s, provided that
it has started at the value Xs;x.s/ D x at prior time s. x and y are supposed to be
adapted initial values. Let ˘ denote an ordered time-scale (discrete (˘ D IN) or
continuous (˘ D Œ0;C1/)) and p ¤ 0 be a nonrandom constant.

Definition 1.10.2. A stochastic processX D .X.t//t2˘ with basis .˝;F ; .Ft /t2˘;
IP / is said to be uniformly p-th mean (forward) contractive on IRd iff
9KX

C 2 IR 8t � s 2 ˘ 8x; y 2 IRd

IE
h
jjXs;x.t/ � Xs;y.t/jjp

ˇ
ˇ
ˇFs

i
� exp

�
pKX

C .t � s/
�
jjx � yjjp (1.193)

with p-th mean contractivity constant KX
C . In the case KX

C < 0, we speak of
strict p-th mean contractivity. Moreover, X is said to be a process with p-th
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mean non-expansive perturbations iff 8t � s 2 ˘ 8x; y 2 IRd

IE
h
jjXs;x.t/ � Xs;y.t/jjp

ˇ
ˇ
ˇFs

i
� jjx � yjjp: (1.194)

If p D 2 then we speak of mean square contractivity and mean square non-
expansivity.

For strictly contractive processes, adapted perturbations in the initial data have
no significant impact on its longterm dynamic behaviour. Adapted perturbations of
non-expansive processes are under control along the entire time-scale ˘ . These
concepts are important for the control of error propagation through numerical
methods. They are meaningful to test numerical methods while applying to SDEs
with monotone coefficient systems.

Let p > 0 be a nonrandom constant.

Definition 1.10.3. A coefficient system .a; bj / of SDEs (1.2) and its SDE
are said to be strictly uniformly p-th mean monotone on IRd iff 9KUC 2
IR 8t2 IR8x; y2 IRd

< a.t; x/ � a.t; y/; x � y >d C1

2

mX

jD1
jjbj .t; x/ � bj .t; y/jj2

C p � 2

2

mX

jD1

< bj .t; x/ � bj .t; y/; x � y >2d
jjx � yjj2 � KUC jjx � yjj2: (1.195)

If p D 2 then we speak of mean square monotonicity.

Lemma 1.10.1. Assume that X satisfies SDE (1.2) with p-th mean monotone
coefficient system .a; bj /.
Then X is p-th mean contractive for all p � 2 and its p-th mean contractivity
constantKX

C can be estimated by

KX
C � KUC :

This lemma can be proved by Dynkin’s formula (averaged Itô formula). Let us
discuss the possible “worst case effects” on perturbations of numerical methods
under condition (1.195) with p D 2. It turns out that the drift-implicit backward
Euler methods are mean square contractive.

Theorem 1.10.3. Assume that

(i) �n D 1.
(ii) 0 < infn2IN hn � supn2IN hn < C1, all hn nonrandom (i.e. only admissible

step sizes).
(iii) 9Ka � 08x; y 2 Rd 8t � 0 W < a.t; x/ � a.t; y/; x � y >� Kajjx � yjj2.
(iv) 9Kb8x; y 2 Rd 8t � 0 W Pm

jD1 jjbj .t; x/ � bj .t; y/jj2 � Kbjjx � yjj2.



126 H. Schurz

Then, the drift-implicit Euler methods (1.1) with scalar implicitness �n D 1 and
vanishing cj D 0 have mean square contractive perturbations when applied to SDEs
(1.2) with mean square monotone coefficients .a; bj / with contractivity constant

KX
C D sup

n2IN

2Ka CKb

1 � 2hnKa

: (1.196)

If additionally 2Ka CKb � 0 then they are mean square non-expansive and

KX
C D 2Ka CKb

1 � 2Ka sup
n2IN

hn
: (1.197)

Proof. Rearrange the scheme (1.1) for the drift-implicit Theta methods with
nonrandom scalar implicitness .�n/ D �nI to separate implicit from explicit part
such that

XnC1 � �nhna.tnC1; XnC1/ D Xn C .1 � �n/hna.tn; Xn/

C
mX

jD1
bj .tn; Xn/�W

j
n : (1.198)

Recall that X and Y denote the values of the same scheme (1.1) started at values
X0 and Y0, respectively. Now, take the square of Euclidean norms on both sides. By
taking the expectation on both sides we arrive at

IEjjXnC1 � YnC1jj2 � 2�nhnIE < XnC1 � YnC1; a.tnC1; XnC1/ � a.tnC1; YnC1/ >
C�2nh2nIEjja.tnC1; XnC1/ � a.tnC1; YnC1/jj2

D IEjjXn � Ynjj2 C 2.1� �n/hnIE < Xn � Yn; a.tn; Xn/� a.tn; Yn/ >

C.1��n/2h2nIEjja.tn; Xn/�a.tn; Yn/jj2Chn
mX

jD1
IEjjbj .tn; Xn/� bj .tn; Yn/jj2:

Under the assumption .i i i/ we have

�2�nhn < a.t; x/ � a.t; y/; x � y > � �2�nhnKajjx � yjj2 � 0

for all x; y 2 IRd and t � 0. Consequently, under .i i i/ and .iv/, we may estimate

.1 � 2�nhnKa/IEjjXnC1 � YnC1jj2
� Œ1C.2.1��n/KaCKb/hn�CIEjjXn�Ynjj2

C.1��n/2h2nIEjja.tn; Xn/�a.tn; Yn/jj2:
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for all n 2 IN. This leads to the estimate

IEjjXnC1 � YnC1jj2

� Œ1C .2.1 � �n/Ka CKb/hn�C
1 � 2�nhnKa

IEjjXn � Ynjj2

D
�

1C .2KaCKb/hn

1 � 2�nhnKa

�

IEjjXn�Ynjj2C .1��n/2h2n
1�2�nhnKa

IEjja.tn; Xn/� a.tn; Yn/jj2

� exp

�
.2KaCKb/hn

1 � 2�nhnKa

�

IEjjXn�Ynjj2C .1��n/2h2n
1�2�nhnKa

IEjja.tn; Xn/�a.tn; Yn/jj2

since 1 C z � exp.z/ for z � �1. Now, set all parameters �n D 1 in the above
inequality. In this case one encounters

IEjjXnC1 � YnC1jj2 � exp

�
2Ka CKb

1� 2hnKa

hn

�

IEjjXn � Ynjj2:

Therefore, the drift-implicit backward Euler methods have mean square contractive
perturbations with contractivity constant

KX
C D sup

n2IN

2Ka CKb

1 � 2hnKa

D 2Ka CKb

1 � 2 sup
n2IN

hnKa

if 2Ka CKb � 0:

If additionally 2Ka CKb � 0, then the perturbations are mean square non-
expansive. ˘

1.10.3 P-th Mean Non-contractivity and Expansivity
of Euler Methods

Let Xs;x.t/ denote the value of the stochastic processX at time t � s, provided that
it has started at the value Xs;x.s/ D x at prior time s. x and y are supposed to be
adapted initial values. Let ˘ denote an ordered time-scale (discrete (˘ D IN) or
continuous (˘ D Œ0;C1/)) and p > 0 be a nonrandom constant.

Definition 1.10.4. A stochastic processXD.X.t//t2˘ with basis .˝;F ; .Ft /t2˘;
IP / is said to be p-th mean (forward) non-contractive (in the strict sense) on IRd

iff 8t � s 2 ˘ 8x; y 2 IRd (adapted)

IE
jjXs;x.t/ �Xs;y.t/jjp

ˇ
ˇFs

� � jjx � yjjp: (1.199)
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X is said to be a process with p-th mean expansive perturbations iff 8t > s 2
˘ 8x; y 2 IRd .x ¤ y/ (adapted)

IE
h
jjXs;x.t/ � Xs;y.t/jjp

ˇ
ˇ
ˇFs

i
> jjx � yjjp: (1.200)

If p D 2 then we speak of mean square non-contractivity and mean square
expansivity, respectively.

For non-contractive processes, perturbations in the initial data may have signifi-
cant impact on its longterm dynamic behaviour. Adapted perturbations of expansive
processes lead to chaotic, sensitive dynamic behaviour along the entire time-
scale ˘ . These concepts are important for the control of error propagation through
numerical methods. They are meaningful to test numerical methods while applying
to SDEs with non-contractive coefficient systems.

Let p > 0 be a nonrandom constant.

Definition 1.10.5. A coefficient system .a; bj / of SDEs (1.2) and its SDE are said
to be strictly uniformly p-th mean non-decreasing on IRd iff 9KUC � 0 2
IR 8t 2 IR 8x; y 2 IRd

< a.t; x/ � a.t; y/; x � y >d C1

2

mX

jD1
jjbj .t; x/ � bj .t; y/jj2

Cp � 2

2

mX

jD1

< bj .t; x/ � bj .t; y/; x � y >2d
jjx � yjj2

� KUC jjx � yjj2: (1.201)

If KUC > 0 in (1.201) then the coefficient system .a; bj / is said to be p-th mean
expansive and its SDE has p-th mean expansive perturbations. Moreover, if p D
2 then we speak of mean square non-decreasing and mean square expansive
perturbations and systems, respectively.

Lemma 1.10.2. Assume that X satisfies SDE (1.2) with p-th mean non-decreasing
coefficient system .a; bj /.
Then X has p-th mean non-decreasing perturbations for all p � 2. If additionally
KUC > 0 in (1.201) then X possesses p-th mean expansive perturbations.

This lemma can be proved by Dynkin’s formula (averaged Itô formula). Let us
discuss the possible “worst case effects” on perturbations of numerical methods
under condition (1.201) with p D 2. It turns out that the drift-implicit forward
Euler methods are mean square non-contractive under this condition and may have
even mean square expansive perturbations.
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Theorem 1.10.4. Assume that:

(i) �n D 0.
(ii) 0 < infn2IN hn � supn2IN hn < C1, all hn nonrandom (i.e. only admissible

step sizes).
(iii) 9Ka8x; y 2 Rd8t � 0 W< a.t; x/ � a.t; y/; x � y >� Kajjx � yjj2.
(iv) 9Kb 8x; y 2 Rd 8t � 0 W Pm

jD1 jjbj .t; x/ � bj .t; y/jj2 � Kbjjx � yjj2.
Then, the drift-implicit (forward) Euler methods (1.1) with scalar implicitness
�n D 0 and vanishing cj D 0 have mean square non-contractive perturbations
when applied to SDEs (1.2) with coefficients .a; bj / satisfying 2Ka C Kb � 0. If
additionally 2Ka CKb > 0 then they are mean square expansive.

Proof. Consider the scheme (1.1) for the drift-implicit Theta methods with nonran-
dom scalar implicitness .�n/ D �nI and separate implicit from explicit part such
that

XnC1 � �nhna.tnC1; XnC1/ D Xn C .1 � �n/hna.tn; Xn/

C
mX

jD1
bj .tn; Xn/�W

j
n : (1.202)

Recall that X and Y denote the values of the same scheme (1.1) started at values
X0 and Y0, respectively. Now, take the square of Euclidean norms on both sides. By
taking the expectation on both sides we arrive at

IEjjXnC1 � YnC1jj2 � 2�nhnIE < XnC1 � YnC1; a.tnC1; XnC1/ � a.tnC1; YnC1/ >
C �2nh

2
nIEjja.tnC1; XnC1/ � a.tnC1; YnC1/jj2

D IEjjXn � Ynjj2 C 2.1� �n/hnIE < Xn � Yn; a.tn; Xn/ � a.tn; Yn/ >

C .1��n/2h2nIEjja.tn; Xn/�a.tn; Yn/jj2Chn
mX

jD1
IEjjbj .tn; Xn/�bj .tn; Yn/jj2:

Under the assumption .i i i/ and �n � 1 we have

2.1� �n/hn < a.t; x/ � a.t; y/; x � y > Chn

mX

jD1
jjbj .t; x/ � bj .t; y/jj2

� Œ2.1 � �n/Ka CKb�hnjjx � yjj2

for all x; y 2 IRd and t � 0. Consequently, under .i i/–.iv/, �n � 1 and 2KaCKb �
0, we may estimate



130 H. Schurz

.1 � 2�nhnKa/IEjjXnC1 � YnC1jj2 C �2nh
2
nIEjja.tnC1; XnC1/� a.tnC1; YnC1/jj2

� Œ1C.2.1��n/KaCKb/hn�IEjjXn�Ynjj2C.1��n/2h2nIEjja.tn; Xn/� a.tn; Yn/jj2:

for all n 2 IN. Now, set �n D 0. This leads to the estimate

IEjjXnC1 � YnC1jj2 � Œ1C .2Ka CKb/hn�IEjjXn � Ynjj2 � IEjjXn � Ynjj2:

Therefore, the forward Euler methods have mean square non-contractive perturba-
tions under the condition 2Ka C Kb � 0. After returning to the latter inequality
above, one clearly recognizes that, if additionally 2Ka C Kb > 0, then the
perturbations are mean square expansive. ˘

1.10.4 Mean Square BN- and B-stability of Backward
Euler Methods

It is natural to ask for transferring the deterministic concept of B-stability to the
stochastic case. This can be done in the p-th mean moment sense fairly straight–
forward, and it has been studied by S. [120] at first.

Definition 1.10.6. A numerical sequence Z D .Zn/n2IN (method, scheme,
approximation, etc.) is called p-th mean B-stable iff it is p-th mean contractive for
all autonomous SDEs (1.2) with p-th mean monotone coefficient systems .a; bj /
and for all admissible step sizes. It is said to be p-th mean BN-stable iff it is p-th
mean contractive for all non-autonomous SDEs (1.2) with p-th mean monotone
coefficient systems .a; bj / for all admissible step sizes. If p D 2 then we also speak
of mean square B- and BN-stability.

Indeed, the drift-implicit backward Euler methods are appropriate to control
the growth of its perturbations as long as the underlying SDE does. This fact
is documented by the mean square B-stability of these methods in the following
Theorem.

Theorem 1.10.5 (Mean Square BN-, B-Stability of Backward Euler Methods).
Assume that

8n 2 IN W �n D �nI; 8j D 1; 2; : : : ; m W cj � 0:

Then, the drift-implicit backward Euler method (1.1) applied to Itô SDEs (1.2) with
scalar implicitness parameters �n D 1 and nonrandom step sizes hn is mean square
BN-stable and B-stable.

Proof. Combine the main assertions of Lemma 1.10.1 and Theorem 1.10.3 ˘
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1.11 On a First Definition of Dynamic Consistency
in Stochastics

The previous course of sections presenting several concepts is unified in the
following concept of dynamic consistency.

1.11.1 The Definition of Dynamic Consistency

Definition 1.11.1. A class of numerical methods Y discretizing SDEs (1.2) is
said to be dynamically consistent iff the following properties hold for their
representatives:

(1) Y is p-th mean consistent.
(2) Y is p-th mean stable for all nonrandom step sizes hn whenever the underlying

SDE has a p-th mean stable fixed point.
(3) Y is p-th mean contractive for all nonrandom step sizes hn whenever the

underlying SDE is p-th mean contractive.
(4) The limit limn!C1 Yn D limt!C1X.t/ whenever the latter limit exist (in

the sense of moments or in the sense of probability law).
(5) Y has positive outcomes for all nonrandom step sizes hn whenever the

underlying SDE has positive solutions (a.s.).
(6) Y is p-th mean convergent to the unique solution of underlying SDE with

Lipschitz-continuous coefficients.
(7) Y is an energy-exact numerical method for all nonrandom step sizes hn and

all adapted initial data.
(8) Y is exact norm-monotone for all nonrandom step sizes hn and all adapted

initial data.
(9) Y is exact contraction-monotone for all nonrandom step sizes hn and all

adapted initial data.
(10) Y does not admit spurious solutions of any kind.

Remark 1.11.1. This list of requirements for dynamic consistency can be easily
extended, hence it can be considered as incomplete at this stage. These requirements
act like those requirements in statistical hypothesis testing which leads to an
acceptance or non-acceptance of test objects (here numerical methods). These
requirements should be understood as a sort of minimum fair requirements for
“qualitative goodness of numerical approximations”.

The concept of dynamic consistency leads to the problem of construction and
verification of nonstandard numerical methods (as initiated in Mickens [92] in
deterministic analysis).
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1.11.2 Class of Balanced Theta Methods is Dynamically
Consistent

As we could recognize from previous sections, the class of balanced (improved)
Theta methods provides us dynamically consistent numerical approximations of
SDEs. In fact, it is rich enough to replicate qualitatively the dynamic behaviour
of underlying SDEs. We gain control on stability (cf. Sect. 1.3), positivity (cf.
Sect. 1.5), boundedness (cf. Sect. 1.6), oscillations (cf. Sect. 1.7), contractivity
(cf. Sect. 1.10), consistency (cf. Sect. 1.2) and convergence (cf. Sect. 1.4) through
their representatives. The balanced terms cj with j � 1 are needed to control
the pathwise behaviour of Theta methods (1.1) (e.g. for almost sure positivity,
boundedness and absence of oscillations). The parameters � or balanced terms c0

in them are used to control the moment behaviour of Theta methods (1.1) (e.g. for
moment contractivity, moment stability, moment boundedness, etc.). In the previous
sections we have reported numerous facts supporting the preference of midpoint-
type numerical methods (or trapezoidal methods) since they avoid spurious
solutions, are simplectic, exact norm-monotone, exact contraction-monotone and
a stochastically improved version of them are energy- and asymptotically exact.
They can practically be implemented by predictor-corrector procedures, linear-
or partial-implicit versions to avoid the time-consuming resolution of implicit
algebraic equations at each integration step. Dynamically consistent methods of
higher order of convergence than midpoint-type methods are not known so far. This
is a challenging subject for further research.

1.11.3 Remarks and Practical Guideline on Optimal Choice
of �; cj

The optimal choice of implicitness parameters � and weights cj is a fairly
complex problem. Its choice depends on the qualitative properties which one
is aiming at to be guaranteed by numerical approximations. Here a shortlist of
main recommendations and conclusion on its choice is given, based on the prior
observations in previous sections:

1. � D 0:5 is optimal for linear systems (see S. [121, 122]) with respect to stability
(cf. Sect. 1.3), contractivity (cf. Sect. 1.10), monotonicity, energy-exactness (cf.
Sect. 1.8), etc.

2. Equivalent choices with appropriate c0 are possible (see S. [120]).
3. Positive semi-definite matrices cj are preferrable since they imply no additional

step size restrictions (guaranteeing the inverses of “stabilizers” M (matrices) in
local one step representation).
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4. � > 0 and positive negative-definite part c0 D 1
2
Œ� @a.t;x/

@x
�C of Jacobian matrix

@a.t;x/

@x
are recommendable choices to achieve “optimal numerical stabilization”

based on standard linearization techniques.
5. cj D 0.j D 1; 2; : : : ; m/ suffices to control p-th moments (stability, bounded-

ness of moments).
6. cj ¤ 0.j D 1; 2; : : : ; m/ is needed to control pathwise behaviour such as a.s.

stability, a.s. boundedness or a.s. positivity (cf. Sect. 1.5).
7. cj D bj .t; x/=x (componentwise) is recommended to be chosen for systems

with bj .t; x/ D Bj .t; x/x as commonly met in population models in ecology,
biology, finance, marketing.

Of course, this represents an incomplete list of observations and further studies are
needed. As commonly known, optimal choices must depend on the specific structure
of drift and diffusion coefficients, and, above all, on the goal one is aiming at by the
approximation. This clearly depends on the knowledge on qualitative behaviour of
underlying class of SDEs.
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56. Itô, K.: Stochastic integral, Proc. Imp. Acad. Tokyo 20, 519–524 (1944)
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74. Kohatsu-Higa, A.: High order Itô-Taylor approximations to heat kernels. J. Math. Kyoto Univ.

37, 129–150 (1997)
75. Kohatsu-Higa, A.: Weak approximations. A Malliavin calculus approach. Math. Comput.

70(233), 135–172 (2001)
76. Kohatsu-Higa, A., Ogawa, S.: Weak rate of convergence for an Euler scheme of nonlinear

SDE’s. Monte Carlo Meth. Appl. 3(4), 327–345 (1997)
77. Kohatsu-Higa, A., Protter, P.P.: The Euler scheme for SDE’s driven by semimartingales, In:

Kunita, H. and Kuo, H.H. (eds.) Stochastic Analysis on Infinite-dimensional Spaces (Baton
Rouge, LA, 1994), pp. 141–151, Pitman Res. Notes Math. Ser. 310, Longman Sci. Tech.,
Harlow (1994)

78. Komori, Y., Mitsui, T.: Stable ROW-type weak scheme for stochastic differential equations.
Monte Carlo Meth. Appl. 1(4), 279–300 (1995)

79. Komori, Y., Saito, Y., Mitsui, T.: Some issues in discrete approximate solution for stochastic
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82. Küchler, U., Platen, E.: Strong discrete time approximation of stochastic differential equations

with time delay. Math. Comput. Simulation 54(1–3), 189–205 (2000)
83. Kurtz, T., Protter, P.: Wong–Zakai corrections, random evolutions and numerical schemes for

SDE’s, in Meyer-Wolf, E.M.E. and Schwartz, A. (eds.) Stochastic Analysis: Liber Amicorum
for Moshe Zakai, pp. 331–346, Academic Press, Boston (1991)

84. Kushner, H.J.: On the weak convergence of interpolated Markov chains to a diffusion. Ann.
Probab. 2, 40–50 (1974)

85. Kushner, H.J., Dupuis, P.G.: Numerical Methods for Stochastic Control Problems in Contin-
uous Time. Springer, New York (1992)

86. Kuznetzov, D.F.: Stochastic Differential Equations: Theory and Practice of Numerical
Solutions (in Russian). Polytechnical State University, St. Petersburg (2010)

87. Ladde, G.S., Lawrence, B.A.: Stability and convergence of stochastic approximation proce-
dures under Markovian structural perturbations. Dynam. Syst. Appl. 10(2), 145–175 (2001)

88. Ladde, G.S., Sathananthan, S.: Error estimates and stability of Itô-type systems of nonlinear
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tonovich equations. SIAM J. Appl. Math. 51(2), 542–567 (1991)

102. Øksendal, B.: Stochastic Differential Equations. Springer, New York (1985)
103. Ogawa, S.: Monte Carlo simulation of nonlinear diffusion processes. Jpn. J. Ind. Appl. Math.

9(1), 22–33 (1992)
104. Ogawa, S.: Some problems in the simulation of nonlinear diffusion processes. Math. Comput.

Simul. 38, 217–223 (1995)
105. Ogawa, S.: On a deterministic approach to the numerical solution of the SDE. Math. Comput.

Simul. 55(1–3), 209–214 (2001)
106. Pardoux, E., Talay, D.: Discretization and simulation of stochastic differential equations. Acta

Appl. Math. 3(1), 23–47 (1985)
107. Petersen, W.P.: Some experiments on numerical simulations of stochastic differential equa-

tions and a new algorithm. J. Comput. Phys. 113(1), 75–81 (1994) (see also Petersen, W.P.:
Stability and accuracy of simulations for stochastic differential equations. IPS Report 90-02,
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Chapter 2
Kernel Density Estimation and Local Time

Ciprian A. Tudor

Abstract In this paper we develop an asymptotic theory for some regression
models involving standard Brownian motion and standard Brownian sheet.

2.1 Introduction

The motivation of our work comes from the econometric theory. Consider a
regression model of the form

yi D f .xi /C ui ; i � 0 (2.1)

where .ui /i�0 is the “error” and .xi /i�0 is the regressor. The purpose is to estimate
the function f based on the observation of the random variables yi , i � 0. The
conventional kernel estimate of f .x/ is

Of .x/ D
Pn

iD0 Kh.xi � x/yi
Pn

iD0 Kh.xi � x/

where K is a nonnegative real kernel function satisfying
R
R
K2.y/dy D 1 and

R

R
yK.y/dy D 0 and Kh.s/ D 1

h
K. s

n
/. The bandwidth parameter h � hn satisfies

hn ! 0 as n ! 1. We will choose in our work hn D n˛ with 0 < ˛ < 1
2
.

The asymptotic behavior of the estimator Of is usually related to the behavior of the
sequence

Vn D
nX

iD1
Kh.xi � x/ui :
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The limit in distribution as n ! 1 of the sequence Vn has been widely studied in
the literature in various situations. We refer, among others, to [5] and [6] for the case
where xt is a recurrent Markov chain, to [12] for the case where xt is a partial sum of
a general linear process, and [13] for a more general situation. See also [9] or [10].
An important assumption in the main part of the above references is the fact that
ui is a martingale difference sequence. In our work we will consider the following
situation: first the error ui is chosen to be ui D WiC1 �Wi for every i � 0, where
.Wt/t�0 denotes a standard Wiener process and xi D Wi for i � 0. Note that in this
case, although for every i the random variables ui and xi are independent, there is
not global independence between the regressor .xi /i�0 and .ui /i�0. However, this
case has been already treated in previous works (see e.g. [12, 13]). See also [2]
for models related with fractional Brownian motion. In this case, the sequence Vn
reduces to (we will also restrict to the case x D 0 because the estimation part is not
addressed in this paper)

Sn D
n�1X

iD0
K.n˛Wi / .WiC1 �Wi/ : (2.2)

The second case we consider concerns a two-parameter model:

yi;j D f .xi;j /C ei;j ; i; j � 0 (2.3)

where ei;j D W
.2/
iC1;jC1 � W

.2/
iC1;j � W

.2/
i;jC1 C W

.2/
i;j are the rectangular increments

of a Wiener sheetW .2/ (see Sect. 2 for the definition of the Wiener sheet). This case
seems to be new in the literature. But in this situation, because of the complexity
of the stochastic calculus for two-parameter processes, we will restrict ourselves to
case when the regressor xi;j is independent by the error ui;j . That is, we assume that

xi;j D W
.1/
i;j where W .1/ is a Wiener sheet independent by W .2/. The model (2.3)

leads to the study of the sequence

Tn D
n�1X

i;jD0
K
�
n˛W

.1/
i;j

� �
W

.2/
iC1;jC1 �W

.2/
iC1;j �W .2/

i;jC1 CW
.2/
i;j

�
:

We will assume that the kernelK is the standard Gaussian kernel

K.x/ D 1p
2�
e�

x2

2 : (2.4)

The limits in distribution of Sn and Tn will be c1ˇLW .1;0/ and c2ˇLW .1/ .1;0/ respec-

tively, where LW and LW
.1/

denote the local time of W and W .1/ respectively, ˇ
is a Brownian motion independent by W and W .1/ and c1; c2 are explicit positive
constants.
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2.2 The One Parameter Case

Let .Wt/t�0 be a standard Brownian motion on a standard probability space
.˝;F ; P / and let us consider the sequence Sn given by (2.2) with 0 < ˛ < 1

2

and the kernel function K given by (2.4). Denote by Ft the filtration generated
by W: Our first step is to estimate the L2 mean of Sn.

Lemma 2.1. As n ! 1 it holds that

n˛�
1
2 ES2n ! C D

p
2

2�
:

Proof. Recall that, if Z is a standard normal random variable, and if 1C 2c > 0

E
�
e�cZ2

�
D 1p

1C 2c
: (2.5)

Since the increments of the Brownian motion are independent and WiC1 � Wi is
independent by Fi for every i , it holds that (here Z denotes a standard normal
random variable)

ES2n D E
n�1X

iD0
K2.n˛Wi/ .WiC1 �Wi/

2 D E
n�1X

iD0
K2.n˛Wi /

D 1

2�

n�1X

iD0
Ee�n2˛iZ2 D 1

2�

n�1X

iD0

�
1C 2n2˛i

�� 12

and this behaves as
p
2

2�
n�˛C 1

2 when n tends to infinity. ut
In the following our aim is to prove that the sequence n� 14C ˛

2 Sn converges in
distribution to a non-trivial limit. Note that the sequence Sn can be written as

Sn D
n�1X

iD0
K.n˛Wi /.WiC1 �Wi/ D

n�1X

iD0

Z iC1

i

K.n˛Wi /dWs

D
n�1X

iD0

Z iC1

i

K.n˛WŒs�/dWs D
Z n

0

K.n˛WŒs�/dWs

where Œs� denotes the integer part of the real number s. Define, for every t � 0,

Snt D
Z t

0

K.n˛WŒs�/dWs: (2.6)
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Then for every n � 1 the process .Snt /t�0 is a Ft martingale (recall that Ft

denotes the sigma algebra generated by the Wiener process W ). The bracket of
the martingale .St /t�0 will be given by, for every t � 0

hSnit D
Z t

0

K2.n˛WŒs�/ds:

This bracket plays a key role in order to understand the behavior of Sn. Let us first
understand the limit of the sequence hSnin. Its asymptotic behavior is related to the
local time of the Brownian motion. We recall its definition. For any t � 0 and x 2 R

we define LW .t; x/ as the density of the occupation measure (see [1, 21])

�t.A/ D
Z t

0

1A.Ws/ds; A 2 B.R/:

The local time LW .t; x/ satisfies the occupation time formula

Z t

0

f .Ws/ds D
Z

R

LW .t; x/f .x/dx (2.7)

for any measurable function f . The local time is Hölder continuous with respect to
t and with respect to x. Moreover, it admits a bicontinuous version with respect to
.t; x/.

We will denote by p" the Gaussian kernel with variance " > 0 given by p".x/ D
1p
2�"
e� x

2

2" : Note that

n˛C
1
2 K2.n˛C

1
2 Wt / D 1

2
p
�
p
1
2 n
�˛� 12

.Wt /

and by the scaling property of the Brownian motion

n�
1
2C˛hSnin D n�

1
2C˛

n�1X

iD0
K2.n˛Wi /

D .d/n
� 1
2C˛

n�1X

iD0
K2

�
n˛C

1
2 W i

n

�
D 1

n

n�1X

iD0

1

2
p
�
p1
2 n
�2˛�1

�
W i

n

�
:

where D.d/ means the equality in distribution. A key point of our paper is the
following result which gives the convergence of the “bracket.”

Lemma 2.2. The sequence 1
n

Pn�1
iD0 p 1

2 n
�˛� 12

.W i
n
/ converges in L2.˝/, as n ! 1

to LW .1; 0/.
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Proof. Let us recall that
R 1
0
p".Ws/ds converges as " ! 0 to LW .1; 0/ in L2.˝/

and almost surely (see e.g. [8]). Using this fact, it suffices to show that the quantity

In WD E
�Z 1

0

�
p˛n.Ws/� p˛n

�
WŒns�

n

��
ds

�2

(2.8)

converges to zero as n ! 1, where we denoted by ˛n D 1
2
n�˛� 1

2 : We have

In D E
Z 1

0

Z 1

0

dsdt
�
p˛n.Ws/ � p˛n

�
WŒns�

n

�� �
p˛n.Wt / � p˛n

�
WŒnt�

n

��

D 2E
Z 1

0

dt

Z t

0

ds
�
p˛n.Ws/ � p˛n

�
WŒns�

n

�� �
p˛n.Wt / � p˛n

�
WŒnt�

n

��
:

Notice that for every s; t 2 Œ0; 1�, s � t ,

Ep".Ws/p".Wt/ D E .E Œp".Ws/p".Wt/jFs �/

D E .p".Ws/E Œp".Wt/jFs �/

D E .p".Ws/E Œp".Wt �Ws CWs/jFs�/ :

By the independence of Wt �Ws and FW
s we get

E Œp".Wt �Ws CWs/jFs� D .Ep".Wt �Ws C x//xDWs D p"Ct�s.Ws/:

We will obtain

Ep".Ws/p".Wt/ D Ep".Ws/p"Ct�s.Ws/

D 1p
2�

�
s

"s C ".t � s C "/C s.t � s C "/

� 1
2

: (2.9)

This sequence converges to 1p
2�s.t�s/ as " ! 0. If we replace s or t by Œns�

s
or Œnt �

n

respectively, we get the same limit.
As a consequence of the Lemma 2.2 we obtain

Proposition 1. The sequence n� 1
2C˛hSnin converges in distribution, as n ! 1, to

�Z

R

K2.y/dy

�

LW .1; 0/ D 1

2
p
�
LW .1; 0/

where LW denotes the local time of the Brownian motionW .
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Proof. The conclusion follows because

n� 1
2C˛hSnin D n� 1

2C˛
n�1X

iD0
K2.n˛Wi / D.d/ n

� 1
2C˛

n�1X

iD0
K2.n˛C 1

2 W i
n
/

and this converges to LW .1; 0/ in L2.˝/ from Lemma 2.2.

Remark 2.1. Intuitively, the result in Proposition 1 follows because

n�
1
2C˛

n�1X

iD0
K2.n˛Wi/ D.d/ n

� 1
2C˛

n�1X

iD0
K2.n˛C

1
2 W i

n
/

� n
1
2C˛

Z 1

0

K2.n˛C
1
2 Ws/ds D

Z

R

K2.n˛C
1
2 x/LW .1; x/dx

D
Z

R

dyK2.y/LW
�

1;
y

n˛C 1
2

�

where we used the occupation time formula (2.7). The bicontinuity of the local time
implies that this last expression converges to the limit in Proposition 1.

We state the main result of this part.

Theorem 2.1. Let Sn be given by (2.2). Then as n ! 1, the sequence n
˛
2� 14 Sn

converges in distribution to

��Z

R

K2.y/dy

�

LW .1; 0/

� 1
2

Z

where Z is a standard normal random variable independent by LW .1; 0/.

Proof. A similar argument has already been used in [4]. Obviously,

Sn D.d/ n
1
4C ˛

2

Z 1

0

K
�
n˛C

1
2 W Œns�

n

�
dWs WD Tn:

Let

T nt D n
1
4C ˛

2

Z t

0

K
�
n˛C 1

2 W Œns�
n

�
dWs:

Then T nt is a martingale with respect to the filtration of W . We can show that
hT n;W i converges to zero in probability as n ! 1. Indeed,

hT n;W it D n
1
4C ˛

2

Z t

0

K
�
n˛C

1
2 W Œns�

n

�
ds
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and this clearly goes to zero using formula (2.5). It is not difficult to see that the
convergence is uniform on compact sets. On the other hand hT ni1 converges to�R

R
K2.y/dy

�
LW .1; 0/ in L2.˝/ from Lemma 2. The result follows immediately

from the asymptotic Knight theorem (see [11], Theorem 2.3 page 524, see also [4]).
ut

2.3 The Multiparameter Settings

This part concerns the two-parameter model (2.3) defined in the introduction.
Let W .1/ and W .2/ denote two independent Wiener sheets on a probability space
.˝;F ; P /. Recall that a Brownian sheet .Wu;v/u;v�0 is defined as a centered two-
parameter Gaussian process with covariance function

E .Ws;tWu;v/ D .s ^ u/.t ^ v/

for every s; t; u; v � 0. The model (2.3) leads to the study of the sequence

Tn D
n�1X

i;jD0
K
�
n˛W

.1/
i;j

� �
W

.2/
iC1;jC1 �W

.2/
iC1;j �W

.2/
i;jC1 CW

.2/
i;j

�
: (2.10)

As in the previous section, we will first give the renormalization of the L2 norm
of Tn as n ! 1.

Proposition 2. We have

E
�
n˛�1Tn

�2 !n!1
p
2

�
:

Proof. By the independence of W .1/ and W .2/ and by the independence of the
increments of the Brownian sheet W .2/ we have, using (2.5)

ET 2nD
n�1X

i;jD0
E
�
K2.n˛W

.1/
i;j /

�
D 1

2�

n�1X

i;jD0
E
�
e�n

2˛.W
.1/
i;j /

2
�

D 1

2�

n�1X

i;jD0

1p
1C2n2˛ij

and the conclusion follows because
Pn�1

iD0 1p
i

behaves, when n ! 1 as 2
p
n.

ut
We will first study the “bracket” hT in D Pn�1

i;jD0 K2.n˛W
.1/
i;j / which is in some

sense the analogous of the bracket of Sn defined in the one-dimensional model.
For simplicity, we will still use the notation hT in even if it is not anymore a true
martingale bracket (the stochastic calculus for two parameter martingales is more
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complex, see e.g. [7]). By the scaling property of the Brownian sheet, the sequence
n˛�1hT in has the same distribution as

n˛�1
n�1X

i;jD0
K2

�

n˛C1W .1/
i
n ;
j
n

�

:

Note that for every u; v � 0 we can write

p
�n˛C1K2

�
n˛C1W .1/

u;v

� D 1

2
p 1

2n2.1C˛/
.W .1/

u;v /:

As a consequence n˛�1hT in has the same law as

1

2
p
�

1

n2

n�1X

i;jD0
p 1

2n2.1C˛/

�

W
.1/
i
n ;
j
n

�

:

In the limit of the above sequence, the local time of the Brownian sheet W .1/ will
be involved. This local time can be defined as in the one-dimensional case. More
precisely, for any s; t � 0 and x 2 R the local time LW

.1/
..s; t/; x/ is defined as the

density of the occupation measure (see [1, 21])

�s;t .A/ D
Z t

0

Z s

0

1A.Wu;v/dudv; A 2 B.R/:

and it satisfies the occupation time formula: for any measurable function f

Z t

0

Z s

0

f .W .1/
u;v /dudv D

Z

R

LW
.1/

..s; t/; x/f .x/dx: (2.11)

The following lemma is the two-dimensional counterpart of Lemma 2.2.

Lemma 2.3. The sequence 1
n2

Pn�1
i;jD0 p 1

2n2˛C2

�

W
.1/
i
n ;
j
n

�

converges in L2.˝/ an

n ! 1 to LW
.1/
.1; 0/ where LW

.1/
.1; 0/ denotes the local time of the Brownian

sheet W .1/, where 1 D .1; 1/.

Proof. This proof follows the lines of the proof of Lemma 2.2. Since
R 1
0

R 1
0

p".Wu;v/duv converges to LW
.1/
.1; 0/ as " ! 0 (in L2.˝/ and almost surely, it

suffices to check that

Jn WD E
�Z 1

0

Z 1

0

�
p˛n.Wu;v/ � p˛n

�
WŒun�

n ;
Œvn�
n

��
dudv

�2
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converges to zero as n ! 1 with ˛n D 1
2
n�2˛�2. This follows from the formula,

for every a � u and b � v

E .p".Wa;b �Wu;v/p".Wu;v// D E .p".Wu;v/p"Cab�uv.Wu;v//

and relation (2.9). ut
Let us now state our main result of this section.

Theorem 2.2. As n ! 1, the sequence n
˛
2� 12 Tn converges in distribution to

�
c0L

W .1/
.1; 0/

� 1
2
Z where LW .1; 0/ is the local time of the Brownian sheet W .1/,

c0 D 1

2
p
�

and Z is a standard normal random variable independent by W .1/.

Proof. We will compute the characteristic function of the Tn. Let � 2 R. Since the

conditional law of Tn given W .1/ is Gaussian with variance
Pn�1

i;jD0 K2
�
n˛W

.1/
i;j

�

we can write

E
�

ei�n
˛
2�

1
2 Tn

�

D E
�

E
�

ei�n
˛
2�

1
2 Tn jW .1/

��

D E
�

e
� �22 n˛�1

Pn�1
i;jD0 K

2
�
n˛W

.1/
i;j

��

D E
�

e�
�2

2 n
˛�1hT in

�

:

By the scaling property of the Brownian sheet, the sequence

n˛�1hT in D.d/ n
˛�1

n�1X

i;jD0
K2

�

n˛C1W .1/
i
n ;
j
n

�

D 1

2
p
�

1

n2

n�1X

i;jD0
p 1

2n2.1C˛/

�

W
.1/
i
n ;
j
n

�

:

The result follows from Lemma 2.3. ut
Remark 2.2. A similar remark as Remark 1 is available in the two-parameter
settings. Indeed, the basic idea of the result is that

n˛�1Tn D .d/n
˛�1

n�1X

i;jD0
K2

�

n˛C1W .1/
i
n ;
j
n

�

� n˛C1
Z 1

0

Z 1

0

K2
�
n˛C1W .1/

u;v

�
dudv

D n˛C1
Z

R

K2
�
n˛C1x

�
LW

.1/

.1; x/dx

D
Z

R

K2.y/LW
.1/
�
1;

y

n˛C1
�
dy !n!1

Z

R

K2.y/dyLW
.1/

.1; 0/

by using (2.11) and the bicontinuity of the local time.
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As a final remark, let us mention that above result (and) the model (2.3) can
be relatively easily extended to the case of N -parameter Brownian motion, with
N � 2.
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Chapter 3
General Shot Noise Processes and Functional
Convergence to Stable Processes

Wissem Jedidi, Jalal Almhana, Vartan Choulakian, and Robert McGorman

Abstract In traffic modeling theory, many authors present models based on partic-
ular shot noise representations. We propose here a model based on a general Poisson
shot noise representation. Under minimal assumptions, we obtain an approximation
of the cumulative input process by a stable Lévy motion via a functional limit
theorem.

3.1 Introduction

In the present paper, we consider a unique server dealing with an infinite sized
source. The source sends data to the server over independent transmissions and
according to a Poisson process. Our aim is to study the traffic generated by the
transmissions over an interval of time Œ0; t � and denoted byAt . The cumulative input
process A D .At/t�0 has a structure of a Poisson shot noise (see [3] and [13]) that
is a natural generalization of the compound Poisson process when the summands
are stochastic processes starting at the points of the underlying Poisson process.
This has become popular in modeling traffic, computer failure times, geophysical
phenomena and finance. Here, we do not assume any particular mechanism of
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evolution in time of this process (i.e. on the summands). In Sect. 3.5, we will
compare with the specialized literature where some mechanisms are assumed : Kaj
[11], Konstantopoulos and Lin [14] Maulik et al. [15], Maulik and Resnick [16],
Mikosch et al. [18], Resnick and Van den Berg [20]. Of course, when specifying
the mechanism, some random quantities take a particular importance. We will show
later that only two data are relevant for us, namely:

1. The size of each transmission (denoted X1 in the sequel).
2. The length (i.e. the duration) of each transmission (denoted � in the sequel).

in order to show that the cumulative process A is approximated in a strong sense
by a stable process. The strong sense means that the process A, when adequately
drifted, rescaled in time and normalized, functionally converges in law to a stable
(non-Gaussian) process (see Sect. 3.2 below) for the precise definition of functional
convergence in law for stochastic processes). This convergence is obtained under
two crucial assumptions: (1) the size of each transmission has a distribution tail
regularly varying and (2) an assumption very close (and sometimes weaker) to what
is called, in the literature cited below, a slow connection rate or slow input rate
condition on the length of the transmission. Notice that if condition (3) is substituted
by (4) a fast connection rate (resp. intermediate connection rate), the limit is no
longer stable but selfsimilar Gaussian (resp. non-Gaussian and non-stable stochastic
process with stationary increments). See Çağlar [4], Kaj [11], Kaj and Taqqu [12],
Maulik and Resnick [16], K. Maulik and Resnick [17], Mikosch et al. [18] for non-
Stable limits. Some extensions in the context of cluster Poisson point processes
are studied in Fasen and Samorodnitsky [7] and Fasen [6] (with superpositions of
input processes) and analogous results are shown. A generalization of the popular
ON/OFF model can be found in [19] and also analogous results are shown.

We stress, here, that we are only interested by a simple formalism leading to
stable limits. The main idea of the paper is simple and is stated in theorem 5: we
observe that if the total traffic of sessions which have been active up to time t is
taken into account, then the cumulative input process would be compound Poisson.
In the scaling we consider, we prove that the difference goes to 0 and the compound
Poisson is approximated by a stable process totally skewed to the right with index
of stability in ˛ 2 .0; 2/.

To the best of our knowledge, apart the model of Resnick and Van Den Berg [20],
all the results available in the literature only treat the finite-dimensional part of the
attraction (expressed in 3.21 below) by a stable process totally skewed to the right
with index of stability ˛ 2 .1; 2/.

The model proposed by Klüppelberg et al. [13] deals with the Poisson shot noise
process B in (3.2) below. Their main result says that the convergence of the finite-
dimensional distributions of a (rescaled) Poisson shot noise process to a stable
process S with index in ˛ 2 Œ1; 2/ is equivalent to what they call a condition of
regular variation in the mean. The limiting stable process S is not necessarily a
stable Lévy motion (we relax the independence of the increments in S ) and one
has to describe it according to the mechanism of B . We consider that our approach
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intercepts the one of [13], but only on the finite-dimensional point of view. Then we
reinforce the result of [13] when S is a stable Lévy motion.

As already announced, the main result is stated in theorem 5. Surprisingly,
the assumptions required in theorem 5 are weaker than those required in the
literature (see Sect. 3.5 for a comparison), but they provide a stronger conclusion:
the functional convergence to a stable process totally skewed to the right with index
of stability ˛ 2 .0; 2/.

3.2 The Topology

All the convergence of processes shown in this paper hold in the functional (or weak)
mode i.e. in the space D D D.RC;R/ of càdlàg functions equipped with the M1-
Skorohod topology. We will not get into details about Skorohod topologies, we just
say that, according to 3.20 p.350 [8], a sequence Zn of stochastic processes is said
to functionally (or weakly) converge in law to a process Z (we denote Zn H) Z)
if and only if we have the two statements: .1/ the limit process Z is well identified
via finite-dimensional convergence, i.e. for all d � 1 and t1; t2; 	 	 	 ; td � 0, we
have convergence of the d -dimensional random variable .Zn

t1
; Zn

t2
; 	 	 	Zn

td
/ �!

.Zt1 ; Zt2 ; 	 	 	Ztd / and .2/ the sequence of processesZn is tight which is a technical
condition (strongly related to the modulus of continuity of the topology) ensuring
the existence of the limit. This paper mostly uses the powerful tools on the M1

topology presented in the book of Jacod and Shiryaev [8]. Another important
reference on the topic is the book of Whitt [22]. Notice that many natural and
important functionals on D (like the supremum functional) are continuous in M1

and for the other stronger Skorohod topology namely J1 (see Billingsley [1]). Our
choice to use M1 topology relies on this fact that it is desirable to use as weak
topology as possible, since it requires weak conditions for tightness. We are going to
make some significant discontinuous element of (D;M1) (namely, the processes "1

and "2 introduced in (3.6) and (3.7) below) converge to 0. See also remark 6 below.
Observe that finite-dimensional convergence of a sequenceZn to 0 is equivalent

to the unidimensional convergence .Zn
t ! 0; 8t > 0). In the following, this

simple constatation will be useful.

3.3 The Model

Through all the following, we assume that a unique server deals with an infinite
number of sources. Following Resnick’s formalism [20], the transmissions arrive to
the server according to an homogeneous Poisson process on R labeled by its points
.Tk/k2Z so that 	 	 	T�1 < T0 < 0 < T1 	 	 	 and hence f�T0; T1; .TkC1�Tk; k ¤ 0/g
are i.i.d. exponential random variables with parameter �.

Tk is considered as the time of initiation of the k-th transmission:
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Let the counting measure N.du/ D P
k2Z "Tk .du/ and define the Poisson process

N by
Nt D NŒ0; t � if t � 0 and Nt D NŒ t; 0/ if t < 0:

The quantityNt represents the number of transmissions started between time s D 0

and time s D t .
We are interested in the cumulative input of work to the server (also called total
accumulated work) over an interval of time Œ0; t � and denoted by At . It corresponds
to the size of the files transmitted by the source. There are many ways to model it
(from the most trivial way to the most sophisticated). Specification of the source
behavior could be taken into account adding more and more parameters. In order to
avoid this intricacy, most authors (Kaj [11], Konstantopoulos and Lin [14] Maulik
et al. [15], Maulik and Resnick [16], Maulik and Resnick [17], Mikosch et al. [18],
Resnick and Van den Berg [20]) have a macroscopic approach strongly connected
with times of initiation of the transmissions, their duration and their rate. As we
will see, this paper confirms the pertinence of this approach, and we show that it is
sufficient for having the required control on the cumulative input process.

Our aim is to describe, in the more general setting, the cumulative input process
and to give an approximation of its law. Notice that the cumulative input process
describes the work generated over the interval Œ0; t �. Time s D 0 is when our
“observation starts” and s D t is when our “observation finishes.” Observe that
times of initiation of transmissions are either negative or positive (before or
after our observation starts, respectively). The k-th transmission starts at time
Tk and continues over the interval of time ŒTk;C1/. Suppose we observed the
transmissions for all times and until time s and we want to calculate the work
generated by the k-th transmission. This work occurs over the random interval
.�1; s� \ ŒTk;C1/. The length of this interval is the r.v.

.s � Tk/C D Maxf0; s � Tkg:

We deduce that the work generated by the k-th transmission is given by a quantity
which depends on the length .s � Tk/C. We will denote this work

Xk.s � Tk/

where
�
Xk.r//r2R is a stochastic process, the random variable Xk.r/ is an increas-

ing function of r , vanishing if r � 0 and describing the quantity of work potentially
generated by the k-th transmission over an interval of time of length r > 0.
If we had observed only over the interval .s0; s� (instead of .�1; s�), the work
potentially generated by the k-th transmission should be written as the difference

Xk.s � Tk/ �Xk.s0 � Tk/:

Notice that t � Tl � Tk � 0 � Tj � Ti is equivalent to Nt � l � k�0�j�i .
Because of the above considerations, we propose the following general model
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Fig. 3.1 The quantity At is formed by the four slanted segments between 0 and t while Bt is
formed by the two slanted segments on the right between 0 and t

describing the cumulative input over Œ0; t � by a “moving average” type (Fig. 3.1):

AtD
NtX

kD�1
ŒXk.t �Tk/�Xk.�Tk/�D

1X

kD�1
Œ Xk.t �Tk/�Xk.�Tk/�1l.Tk�t /; t � 0:

(3.1)

The processes .Xk/k2Z describe the evolution in time of the job completion of the
transmissions. They are assumed to form an i.i.d. sequence independent from the arrival
process .Tn/n2Z. For each k 2 Z, the process Xk is càdlàg (right continuous with left
limits), vanishing on the negative real axis and increasing to a finite r.v. Xk.1/.

We will see in the sequel that the distributional behavior of the process .At /t�0 at
large times scales is the same as the one of its “finite memory” part B which is a
Poisson shot noise (see Bremaud [3] and Klüppelberg [13]):

Bt D
NtX

kD1
Xk.t � Tk/; t � 0: (3.2)

Observe that the process A has stationary increments, while B has not, nevertheless
B is of special interest because it only takes into account the transmissions started
after time s D 0. The special structure of the process B merits some other
comments. The problem is that at any fixed time t we can not “see” if the k-th
transmission has finished or not and moreover we are unable to calculate during the
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time t �Tk the accumulated workXk.t �Tk/. The only available information is the
quantity

Xk.1/ which is the total work required by the k-th transmission.

It is then natural to introduce the process

Ct D
NtX

kD1
Xk.1/; t � 0; (3.3)

which characterizes the total work required by all the transmissions started within
the interval Œ0; t �. This process enjoys a very special property: it is a Lévy process,
i.e. it has independent and stationary increments and, more precisely, is a compound
Poisson process (see the book of Sato [21] for an account of Lévy processes or
appendix 3.7). This process turns out to be the principal component of the processes
A and B , a component which will give the right approximation by a stable process,
as stated in theorem 5 below.

Observe that the processes B and C defined in (3.2) and (8.5) are very well
defined because they are finite sums while the process A introduces in (3.1) may
have problems of definition, since the r.v. At ; t > 0, could be infinite. We will see
in lemma 2 that they are actually finite under our assumptions. There are many ways
to represent these processes. Recall the random Poisson measure N.du/ associated
with the sequence .Tk/k2Z and define the integer random measure M on .R � D;

B ˝ D/ by

M.du; dy/ WD
X

k2Z
�.Tk ;Xk/.du; dy/; (3.4)

which is actually a marked Poisson measure. Then, the process A has a Poisson
integral representation of the moving average type

At D
Z

.�1;t ��D

y..t � u/C/� y..�u/C/

�
M.du; dy/:

Notice also that the process A is increasing and, as shown later on, is locally
integrable if 1 < ˛ < 2. Then, the process A may have the structure of a special
semimartingale (see definition 4.21 p. 43 [8]). We will only invoke some more
familiar aspects in the structure of the processA, namely, it is represented as follows:

At D
NtX

kD�1
Œ Xk.t � Tk/ �Xk.�Tk/ � D Bt C �1t (3.5)
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where

Bt D
NtX

kD1
Xk.t � Tk/; �1t D

0X

kD�1
Œ Xk.t � Tk/ �Xk.�Tk/ �: (3.6)

We can also decompose B in B D C � �2 with

Ct D
NtX

kD1
Xk.1/; �2t D

NtX

kD1
Œ Xk.1/�Xk.t � Tk/ �: (3.7)

All the processes presented above are closely connected to the load of the transmis-
sions, this is the reason why we will call them load processes. The lemma 2 below
unveils some of their properties.

3.4 The Results

We will show that the processZ D A; B or C , after being correctly drifted rescaled
and normalized, satisfy a limit theorem and share a common limiting process, a strict
stable Lévy motion totally skewed to the right (see appendix 3.7 for more on stable
Lévy motions).

3.4.1 Assumptions and Notations

Through all the following we adopt the following notations for all real numbers a; b

a^b D minfa; bg; a_b D maxfa; bg and .a�b/C D .a�b/_0 D a�.a^b/:

Recall the processes Xk are i.i.d. Let

.Xt /t�0 WD .X1.t//t�0; X1 WD lim
t!1Xt ; (3.8)

and assume the stopping time

� WD inff t W Xt D X1g is finite: (3.9)

Notice that the event .X1 > Xu/; u � 0; is given by .� > u/. Then, the behavior
of the r.v. � describes the way the cumulative process of each transmission reaches
its maximum, or in other words the way each transmission is completed. The r.v.
X1 and � are actually versions of the size and of the length of any transmissions.
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3.4.1.1 Assumption on the Size of the Transmissions

The r.v. X1 is finite and has a distribution with regularly varying tail of order �˛;
with ˛ 2 .0; 2/ i.e. there exists a deterministic increasing function r such that for
each x > 0,

lim
u!1 uP.X1 > r.u/ x/ D 1

x˛
(3.10)

which is equivalent to r.u/ D u
1
˛ l.u/ for some slowly varying function l i.e.

satisfying limu!1l.u x/=l.u/ D 1; for all x > 0. It is commonly said that X1 has
heavy tails. The reader is referred to the book of Bingham et al. [2] or to appendix
3.7 for more details on regular variation theory.

3.4.1.2 Assumption on the Arrivals

Notice that the intensity parameter � of the arrival process N is not necessarily
constant,

it may depend on a scale c and � D �c may depend on a parameter c > 0 as studied in
Mikosch et al. [17] and Kaj [11]. Through all the following, we consider the case where
�c increases to a value �1 2 .0;1� as c goes to infinity. Of course, the constant case
�c D �1 is included in the latter. Sometimes, we will simply write � instead of �c .

3.4.1.3 Technical Assumptions on the Length of the Transmissions:
Connection with the Intensity and with the Size

At large scales, we will need one of these four assumptions expressed with a
function r W .0;1/ ! .0;1/ such that:

lim
c!1�c E

	

.� ^ c/
�
X1
r.c�c/

^ 1
�


D 0 (3.11)

or

lim
c!1�c E

	

�

�
X1
r.c�c/

^ 1
�


D 0 (3.12)

or

EŒX1� < 1 and lim
c!1

�c

r.c �c/

Z c

0

EŒX1 �Xu� du D 0 (3.13)

or

EŒX1� < 1 and lim
c!1

�c

r.c �c/

Z ct

0

EŒX1 � Xu� du D 0; 8t > 0: (3.14)
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Remark 1. (a) The technical lemma 3.32 below is the key of the proof of theorem
5 and works under the assumptions (3.10), (3.11),(3.12),(3.13). We stress that
apart assertions (2/ and (3/.i i i/, the function r used in lemma 3.32 needs not
to be the one introduced in (3.10). Trivially, assumption (3.12) implies (3.11)
and assumption (3.14) implies (3.13). We will see in the proof of lemma 3.32
below, that assumption (3.10), with ˛ 2 .1; 2/, together with (3.13) implies
(3.14). Assume that lim supc!1 r.cT /=r.c/ < 1; 8T > 0, which is the case
if the function r is the one of (3.10), and assume we are in the case of finite
intensity (�c D cst or 0 < �1 < 1), then it is also obvious that each of
the conditions (3.11), (3.12), (3.13) and (3.14) is equivalently expressed with
�c D 1. Finally, notice that if (3.10) is satisfied and � has finite expectation,
then (3.12) or (3.14) are satisfied by many simple conditions on the distribution
of � . For more details, the reader is invited to see the comments 1 and 3 of
Sect. 3.6. Another point is that (3.10) with ˛ 2 .1; 2/ implies EŒX1� < 1.

(b) Assumption (3.12), when coupled with (3.10), is the one that makes the
functional convergence work for A;B;C in theorem 5 below. There are
two simple conditions implying (3.12). The first one is � regularly varying
distribution tail with index �ˇ > 0 such that 1

˛
C 1

ˇ
> 1. The second condition

is called in the literature a slow connection rate or slow input rate condition,
precisely

lim
c!1 c �c P.� > c/ D 0;

See the discussion right after (3.22).

The following lemma treats the problem of existence and infinite divisibility of the
different load process involved in the cumulative input process A.

Lemma 2. Infinite divisibility of the load processes. For all t � 0 we have:

(i) The process C is a a compound Poisson process with Lévy exponent given for
all � 2 C; Re.�/ � 0, by

�t.�/ WD logE

e�� Ct

� D � t

Z

RC

�
e�� x � 1 � P.X1 2 dx/: (3.15)

(ii) The r.v. Bt and �2t are finite and infinitely divisible.
(iii) Assume EŒ� .X1 ^ 1/� < 1, then the r.v. At and �1t are finite and infinitely

divisible.
(iv) Assume EŒX1� < 1, then the r.v. At and �1t are finite, infinitely divisible and

all the load quantities have finite expectations given by

EŒAt � D EŒCt � D � t EŒX1�;

EŒBt � D �

Z t

0

EŒXu� du

EŒ�1t � D EŒ�2t � D �

Z t

0

EŒX1 � Xu� du:
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When proving our main result (theorem 5 below), we will see that the central point
is that the processes Z D A; B or C we are dealing with,

share a principal common Lévy component which is the Lévy process C

and functional limit theorems for Lévy processes are quite easy to check. Proposi-
tion 3 gives a taste on the kind of controls we obtain, and theorem 5 will extend it
on the processes A and B . All these processes will share the same limit, a stable
motion totally skewed to the right.

Proposition 3. Independently from the behavior of the intensity of the arrivals,
the process C is functionally attracted in law by a stable process. Assume (3.10).
Let Cc be the process defined for each t � 0 by

Cc
t D Cct � t d.c�c/

r.c �c/
; (3.16)

where the function r is given by (3.10) and the function d is defined by

d.u/ D u r.u/ E

	

h

�
X1
r.u/

�


and h.x/ D
8
<

:

0 if 0 < ˛ < 1
sinx if ˛ D 1

x if 1 < ˛ < 2:
(3.17)

Let S be a strict ˛-stable Lévy motion totally skewed to the right. Letting c " 1,
we get the functional convergence

.C c
t /t�0 H) .St /t�0: (3.18)

Now, we propose a lemma which will be the central key for proving that the
cumulative process is attracted by a stable process. Lemma 4 below says that the
residual processes �1;c and �2;c go to 0 functionally in law when c goes to infinity.
The latter can be interpreted as follows: at large time scales (1) the contribution of
the past (before time 0) in the cumulative process is negligible and (2) within the
interval of observation the difference between the total requirement of work and the
accumulated work is also negligible.

Lemma 4. Technical controls on the residual processes.

Let i D 1; 2; c > 0 and the processes �i;c defined by �i;ct D �ict
r.c �c/

.

1. If assumption (3.14) holds, then �i;c converge to 0 in the finite-dimensional sense.
2. If assumption (3.10) with ˛ 2 .1; 2/ holds together with (3.13), then �i;c converge

to 0 in the finite-dimensional sense.
3. Furthermore, assume lim supc!1

r.cT /

r.c/
< 1; 8T > 0. Then �i;c satisfies
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8T; � > 0; lim
c!1P

 

sup
t�T

�i;ct > �

!

D 0 (3.19)

(which certainly implies the �i;c functionally converges in law to the null process) in
any of the following situations:

(i) i D 1; and assumption (3.13) holds;
(ii) i D 1 and assumption (3.12) holds;

(iii) i D 2 and assumption (3.10) holds together with (3.11)
�
recall (3.11) is

implied by (3.12)
�
.

After the previous preliminaries, we tackle our main result dealing with the
attraction of the load processes by a stable process.

Theorem 5. The processesA; B; C are attracted functionally in law by a common
stable process. Assume (3.10). Let Z D A; B or C and define for each t � 0

Zc
t D Zct � t d.c�c/

r.c�c/
; (3.20)

where r.c�c/ is given by (3.10) and d.c�c/ is defined in (3.17). Let S be a strict ˛-
stable Lévy motion totally skewed to the right. Letting c " 1, we get the functional
convergence

.Zc
t /t�0 H) .St /t�0; (3.21)

in any of the following situations:

(a) Z D C ;
(b) Z D B and (3.11) holds;
(c) Z D A and (3.12) holds;
(d) Z D A;B; ˛ 2 .1; 2/ and (3.13) holds. Then, the convergence (3.21) is true in

the finite-dimensional sense, and the drift “t d.c�c/ D c �c t EŒX1�” in (3.20)
can be replaced by the expectation EŒBct �.

Remark 6. Our main result stated in the las theorem merits some comments:

(i) We would like to call the attention of the reader that we had allowed the
intensity of the arrival process �c to increase to infinity with the time scale.
The condition ˛ 2 .1; 2/ in the statement d) of theorem 5 is connected to the
finiteness of the moments EŒZt �; t > 0.

(ii) The reader should also notice that in the case that the intensity �c ! �1 2
.0;1/ and � has a finite expectation then the functional convergence in
theorem 5 simply holds under condition (3.10) (See the details in Sect. 3.6–3
below).

(iii) As already noticed in Sect. 3.2, the mode of convergence (functional in
.D;M1/) is extremely useful because it implies that some special functionals of
the sequence of processes in D converge to the functionals of the limit process.
For instance, consider the inverse in time of Z
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�.Z/a D infft � 0 W; Zt > ag; a � 0:

It corresponds to the first time the cumulative input crosses the critical barrier
a. Correctly normalized, and with convergence (3.21), it is easy to show that
the distribution of the process �.Z/ can be approximated by �.S/ which
is well studied in probability literature. Functionals such as supremum and
reflection maps are treated similarly. See the monograph of Whitt [23] for these
considerations.

3.5 Overview of Some Related Work

We will describe the different infinite source Poisson models we encountered in the
literature according to their chronological order of appearance. Of course, our list
is not exhaustive. We will see that all the models we present are particular forms
of (3.1) or (3.2) when the processes Xk is specified. In what follows, we denote by
�k D infft W Xk.t/ D Xk.1/g the length (or duration) of the k-th transmission and
Rk its rate (Rk could be interpreted as the size of the transmission per time unit,
i.e. Rk D Xk.1/=�k). In all the following models, the sequence .�k; Rk/k2Z is
assumed to be i.i.d. and independent from the arrival processN . As done previously,
we denote .�; R/ D .�1; R1/ andX D X1. The assumptions used in the works cited
below imply (3.10) and (3.11) according to the discussions in Sect. 3.6 below. At
the end of each model presented, we explain why the last claim is true by referring
to the corresponding argument in Sect. 3.6.

1. Konstantopoulos et Lin [14]:The intensity � is constant. The model is in the form
(3.1) with

Xk.r/ D .r ^ �k/
where .:/ is a deterministic regularly varying function with index a > 0 and �
has regularly varying tails with index �ˇ where ˇ 2 .1; 2/ and ˇ > a, so that
EŒ� � < 1 and X1 D .�/ has a regularly varying tail of index ˛ D ˇ=a 2
.1; 2/. The authors assumed many other constraints on the indexes a and ˇ and
on the increments of the function . They also conjectured that the convergence
might hold with the M1 topology for their model. See Sect. 3.6–3 below.

2. Resnick and Van Den Berg [20]: The intensity � is constant. The model
of Konstantopoulos et al. [14] is revisited under the form (3.2) by keeping
some identical assumptions cited in [14] and relaxing the extraneous ones. The
convergence (3.21) is shown to hold in the weak Skorohod sense, i.e. in .D;M1/.
See Sect. 3.6–3 below.

3. Mikosch et al. [18]: The intensity � is constant. Assuming that � has a regularly
varying tail with index �˛; ˛ 2 .1; 2/, the authors proposed a model in the form
(3.2) with

Xk.r/ D .rC ^ �k/:
Then X1 D � and EŒ� � < 1. See Sect. 3.6–3 below.
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4. Maulik et al. [15]: The intensity � is constant. The model is of the form (3.2)
with

Xk.r/ D .rC ^ �k/Rk:
The authors imposed a kind of asymptotic independence with a bivariate regu-
larly varying nature on the tails of the pair .�; R/: � and R have both regularly
varying distribution tail with indexes �˛� ; �˛R; 1 < ˛� ; ˛R < 2. There exists
two regularly varying function r� .c/; rR.c/ with indexes 1=˛� ; 1=˛R and a
probability measure G on RC with ˛� -th finite moment such that the following
vague convergence holds: if ˛� < ˛R , then

c P

��
�

r� .c/
; R

�

2 :
�

�! dx

x˛
�C1 �G.:/ on .0;1� � Œ0;1�;

and

lim
�!0 lim sup

c!1
E

"�
�

r� .c/
; R

�ı

1l.�<r� .c/ �/

#

D 0 for some ı > 0:

If ˛� > ˛R the same convergence hold when exchanging � by R Mutatis
Mutandis. It is shown in this paper that these assumptions imply: X1 D � R

has a regularly varying distribution tail with index �˛; ˛ D ˛� ^ ˛R 2 .1; 2/

and because � has a regularly varying distribution tail with index �˛; ˛ > 1 we
have EŒ� � < 1. See Sect. 3.6–3 below.

5. Maulik and Resnick [16]: The intensity � is constant. The model has the form
(3.2) withXk.t/ D Y k.t/^Xk.1/ and .Yk;Xk.1//k independent formN . The
authors assumed a kind of asymptotic independence type between the processes
Y k and the r.v. Xk.1/ with regularly varying nature on the tails: denoting
Yc;t D Y 1ct , the authors assumed the existence of a regularly varying function

.c/ with index H > 1 and a process 	 in D with stationary increments such
that EŒ.	1/�˛� < 1 for some ˛ 2 .1; 2/ and for each � > 0, the following
convergence of finite measures is true

1

P.X1 > 
.c//
P

�
X1

.c/

> �;
Yc;:


.c/
2 :
�

�! 1

�˛
P.	 2 :/

and for each � > 0

lim
�!0 lim sup

c!1
1

P.X1 > 
.c//
P

�
X1

.c/

� �;
�

c
> �

�

D 0:

It is shown in this paper that these assumptions imply: 	 is self-similar, X1
has regularly varying distribution tail with index �˛ and � has regularly varying
distribution tail with index �ˇ; ˇ D H˛ > 1 which implies EŒ� � < 1. See
Sect. 3.6–3 below.
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6. Maulik and Resnick [17]: The model partly extends [16] by �c ! 1 by letting
� D �c ! 1 but Y 1 isH -self-similar. The authors studied two rates of growth:
a slow connection growth condition (limc!1 c �c P.� > c/ D 0 giving a stable
limit process) and a fast connection growth condition (limc!1 c �c P.�>c/D1)
giving a self-similar Gaussian limit process). We compare only with the slow
connection setting. The authors assumed (3.10) with ˛ 2 .1; 2/, EŒ.Y 11 /�˛� < 1,
EŒ.Y 1

1 /
2Cı�˛� < 1 for some ı > 0 and ˇ D H˛ > 1 satisfies 1

˛
C 1

ˇ
> 3�˛

˛
_1.

It is shown in this paper that these assumptions imply: � has a regularly varying
distribution tail with index ˇ. See Sect. 3.6–4 below.

7. Kaj [11]: The intensity � D �c ! 1. The model is expressed with the processes
B in (3.2) with

Xk.r/ D rC ^ �k
and the cumulative process A is expressed as the sum A D B C �1 where �1

is build in order to have a stationary version of the process A. Namely, �1t D
PM�

kD1 t ^e�k , where M� is a Poisson r.v with intensity parameter � D EŒ��

independent from .�k/k�1, the sequence .e�k/k�1 is i.i.d., independent from M�

and .�k/k�1 ande�1 has the equilibrium distribution P.e�1 � u/ D 1
�

R u
0
P.�>z/ dz:

Trivial calculations show that the process �1 introduced by the author has the
same law as the process �1 defined in (3.6) by

�1t D
0X

kD�1
.t � Tk/ ^ �k � .�Tk/ ^ �k:

The author assumed that the right tail of X1 D � is regularly varying with
index �˛; ˛ 2 .1; 2/, and connection rate holds: there exists a function a.c/
such that a.c/ �c P.� > a.c/ / ! K 2 Œ0;1�: The slow (resp. intermediate,
resp. fast) connection rate is for K D 0 (resp. > 0, resp D 1), In the
intermediate case, when, replacing the functions r.c �c / and d.c �c / in (3.20)
by a.c/, the author show that (3.21) holds but the limit is a non-Gaussian and
non-stable stochastic process with stationary increments Y . The limit process is a
H -fractional Brownian motion (resp. stable Lévy motion) in the fast (resp.slow)
connection rates and can be recovered from the new intermediate regime limit
process by applying two different (extreme) rescaling options: taking Y c D
c�H Y.ct/ (resp. Y c D c�1=˛ Y.ct/), then Y c converges functionally to the H -
fractional Brownian motion when c ! 0 (resp. finite-dimensionally to a totally
skewed to the right stable motion when c ! 1).

3.6 Comments on Our Assumptions

The regular variation condition (3.10) is familiar in probability theory and will be the
main argument for approximating the Lévy measure of the processesZ D A;B;C .
It is explicitly assumed in this section. For more details on regular variation theory
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we refer to [2] or to appendix 3.7. Actually, the conditions leading to assumptions
(3.11), (3.12) and (3.13) are simple and numerous. Some of them are presented
here:

1. Assumptions (3.11) or (3.12) simply hold if we take any function t 7! f .t/

which is strictly increasing, less than 1 for all t, has limit 1 and

Xt D f .t/X1; with X1 satisfying (3.10):

Furthermore, since ˛ 2 .1; 2/, we have EŒX1� < 1 and assumption (3.13)
works if

lim
c!1

�c

r.c �c/

Z c

0

Œ1 � f .u/� du D 0:

2. In the finite intensity case (�c D cst D � or �1 2 .0;1/), assumptions
(3.11) and (3.12) are also simply implied by EŒ� � < 1. Recall we have chosen
an increasing version of the regularly varying function r.u/, then applying the
monotone convergence theorem (decreasing version) we have

E

	

�

�

1 ^ X1
r.c �/

�


�! 0:

In the infinite intensity case (�1 D 1), and in order to have (3.12) it suffices
that � is a bounded r.v or even if there exists ˇ 2 .1; c˛/,

c˛ D C11l.˛�1/ C ˛

˛ � 11l.˛>1/;

such that EŒ�ˇ� < 1 and �c=cˇ�1 ! 0. Indeed, the Hölder inequality and (3.42)
in appendix 3.7 yield

�cE

	

�

�
X1
r.c�c/

^ 1
�


� E

�ˇ
�1=ˇ

�c E

"�
X1
r.c�c/

�ˇ=.ˇ�1/
^ 1

#.ˇ�1/=ˇ

C1� E

�ˇ�1=ˇ�c.c�c/

.1�ˇ/=ˇDE

�ˇ�1=ˇ.�c=c

ˇ�1/1=ˇ!0:

3. Assume the length � has also a regularly varying distribution tail with index �ˇ
such that 1

˛
C 1

ˇ
> 1. Assume also the slow connection rate condition

lim
c!1 c �c P.� > c/ D 0; (3.22)

then, assumption (3.11) is satisfied. Indeed, using the Hölder inequality with p >
ˇ; q > ˛, we have

�cE

	

.�^c/
�
X1
r.c�c/

^1
�


�
�
c�cE

h��

c

�p^1
i� 1

p
�
c�cE

	�
X1
r.c�c/

�q

^1�

 � 1

q
:
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Now, using (3.42,3.43, appendix 3.7), we have:

�
c�cE

h��

c

�p ^ 1
i� 1

p

�

c�cE

	�
X1
r.c�c/

�q

^ 1�

� 1

q

C1�
�

p

p � ˇ
c�cP.� > c/

� 1
p
�

q

q � ˛

� 1
q

:

4. Assume we have a fixed intensity � (the case � D �c ! �1 2 .0;1/ being
treated similarly). Recall that 1 < ˛ < 2 implies EŒX1� < 1. Then necessarily

lim
t!1

1

t

Z t

0

EŒX1 � Xu� du D 0

which this is weaker than assumption (3.13). Condition (3.13) is easily checked
if the length � satisfies EŒ�� � < 1 for some � > 1 (of course the right tail of
the distribution of � can also be regularly varying with index �ˇ; ˇ > � ). In this
case, necessarily y 7! y� P.� > y/ is a bounded function (by some bound K).
Indeed, choose

� < q < �˛=.˛ � 1/ .which implies 1 � 1=˛ < �=q < 1/

and take p D q=.q � 1/. By the Hölder inequality, we have

0 �
Z t

0

EŒX1 �Xu�du D EŒ

Z �^t

0

.X1 �Xu/du� � EŒ.� ^ t/X1�

� EŒXp1�
1
p EŒ.� ^ t/q� 1q :

Now, write

EŒ.� ^ t/q� D tq
Z 1

0

P.� > t y1=q/ dy D tq��
Z 1

0

.t y1=q/� P.� > t y1=q/

y�=q
dy

� K tq��
Z 1

0

1

y�=q
du D K 0 tq�� ;

and finally because rt D t1=˛ l.t/, we get for some constantK 00 > 0

0 � 1

rt

Z t

0

EŒX1 � Xu� du � K 00
t1�1=˛��=q

l.t/
�! 0:

Assumption (3.13) is also obviously implied by EŒ� X1� < 1.
5. Example of a non trivial candidate for the process X describing the evolution in

time of the job completion of the transmissions
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Take any positive r.v. X1 satisfying (3.10) and an independent increasing H -
self-similar process Y such that EŒY ��1 � < 1 when � is in the neighborhood of
˛. Then form the process

Xt D Yt ^ X1:
We know according to (3.44, appendix 3.7) that P.� > u/

C1� EŒY �˛1 �

P.X1 > uH/. Then, going through the preceding situations for example, the
adequate choice of H leads to our assumptions (3.11), (3.12) or (3.13). In the
finite intensity case (�c D cst or �1 2 .0;1/), a candidate for Y could be a
strictH–stable subordinatorSH with 0 < H < ˛^1. See appendix 3.7 below for
a precise definition of stable subordinators, and for their distributional properties,
the reader is referred to the to the book of Zolotarev [24] or to Jedidi [9, 10]. For
self-similar processes, we suggest the book of Embrecht and Maejima [5].

3.7 Proofs of the Results

We start by proving lemma 2 justifying the existence of the load processes.
Proof of lemma 2. Recall the integer Poisson measure M defined in (3.4). For any
positive measurable function f defined in RC �R�D, the process .Zt /t�0 defined
by

Zt D
Z

.u;y/2R�D
f .t; u; y/M.du; dy/ D

X

k2Z
f .t; Tk; X

k/

admits a Lévy-Khintchine representation: for all � 2 R, Re.�/ � 0 we have

logEŒe�� Zt � D �

Z

R

EŒe�� f .t;u;X/ � 1� du: (3.23)

Due to the Poisson representation of the load processes, we deduce that if Z D
A;B;C; �1; �2 then for all t � 0 and � 2 R, Re.�/ � 0 we have a Lévy-Khintchine
representation

logEŒe�� Zt � D �

Z

.0;1/
.e�� x � 1/ �Zt .dx/; (3.24)

where

�Zt .dx/ D

8
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
:̂

R1
�t P.XtCu �Xu 2 dx/ du if Z D A
Z t

0

P.Xu 2 dx/ du if Z D B

tP.X1 2 dx/ if Z D C
Z 1

0

P.XtCu �Xu 2 dx/ du if Z D �1

Z t

0

P.X1 �Xu 2 dx/ du if Z D �2:



168 W. Jedidi et al.

We recall the following useful and easily checkable inequality

je�� x �1j � .2^j� j x/ � .2_j� j/.x^1/; 8x � 0; � 2 C; Re.�/ � 0: (3.25)

Since x2 ^ 1 � x ^ 1, then proving that �Zt .dx/ integrates x ^ 1 will insure that it
is a Lévy measure and the r.v. Zt is finite and infinitely divisible. For more account
on infinite divisibility and Lévy processes, the reader is referred to appendix 3.7 or
to the book of Sato [21].

.i/ and .i i/: If Z D B;C; �2, the result is obvious since in these cases

Z

.0;1/
.x ^ 1/�Zt .dx/ � t EŒX1 ^ 1�:

We make a special emphasis on the r.v.Ct . The process .Ct /t�0 has stationary
and independent increments. This is easily seen from its Poisson integral
representation: 8 0 � s � t , we have

Ct � Cs D
Z

.s;t ��D
y.1/ M.du; dy/

D
Z

.s;t ��RC
y
X

k�0
�.Tk ;Xk.1//.du; dy/

and because the sequence .Tk;Xk.1//k�0 forms a marked Poisson process.
.i i i/: Since �At .dx/ D �Bt .dx/ C ��

1

t .dx/, it suffices to check when ��
1

t .dx/ is a
Lévy measure, but this is easy since

Z

.0;1/
x ^ 1 ��1t .dx/ D

Z 1

0

EŒ.XtCu � Xu/ ^ 1� du

D
Z 1

0

EŒ1l.�>u/ .XtCu�Xu/^1�du � EŒ� .X1 ^ 1/�<1:

.iv/: The assumption EŒX1� < 1 implies
R

.0;1/ x �
Z
t .dx/ < 1 for Z D

B; C; �2 and allows to differentiate the Lévy-Khintchine formula (3.24).
Then,

EŒBt �D
Z t

0

EŒXu� du; EŒCt �D tEŒX1� and EŒ�2t �D
Z t

0

EŒX1�Xu� du:

Now, we tackle the processes A and �1. Noticing that x2 ^ 1 � x ^ 1 � x, we
will show the stronger result:

R
.0;1/ x �At .dx/ < 1. This result will provide in the

same time two results: (1) finiteness and then infinite divisibility of At ; �1t and (2)
the equality EŒAt � D � t EŒX1�. Write
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Z

.0;1/
x �At .dx/ D

Z 1

�t
EŒXtCu �Xu� du D

Z t

0

EŒXu� du C
Z 1

0

EŒXtCu � Xu� du:

Denote the Stieljes function EŒXu� by f .u/. We have f .1/ WD limu!1 f .u/ D
EŒX1� < 1. It is then obvious that

lim
t!1

1

t

Z t

0

.f .1/� f .u// du D 0:

Applying the Tonelli-Fubini result, we get

Z 1

0

.f .t C u/� f .u//du D
Z 1

0

Z

Œu;tCu�
df .r/du D

Z

.0;1/
.r ^ t/df .r/

D t Œf .1/ � f .t/�C
Z

.0;t �

rdf .r/:

Then, integrating by parts the last integral, we get

Z 1

0

.f .t C u/� f .u// du D
Z t

0

.f .1/ � f .u// du (3.26)

and the last quantity is finite. We conclude by saying that the infinitely divisible r.v.
At has finite expectation if its Lévy measure �t .x/ integrates x in the neighborhood
on 1 (see theorem 25.3 [21]). Then, 8t > 0;

EŒAt �D�
Z

.0;1/
x�At .dx/ D �

˚
Z t

0

f .u/duC
Z 1

0

.f .tCu/�f .u//du
� D �tEŒX1�:

Notice that this is an expected result since At has stationary increments, and then,
its expectation is linear in t . We have also proved that

EŒ�2t � D �

Z t

0

EŒX1 �Xu� du D �

Z 1

0

EŒXtCu � Xu� du D EŒ�1t �: (3.27)

ut
Proof of proposition 3. Proving the convergence functional in law (3.18) is an easy
problem since the process C and then Cc are Lévy processes. Due to corollary 3.6
p.415 [8], it is enough to show that

the r.v. Cc
1 D Cc � d.c �c/

r.c �c/
converges in distribution to S1

a strict totally skewed to the right ˛-stable variable. Thanks to (3.15), for all � > 0,
the Laplace exponent of Cc is defined by
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�c.�/ D logE

e�� C c1

� D
Z

RC

�
e�� x � 1C � h.x/

�
�c.dx/:

where

h.x/ D
8
<

:

0 if 0 < ˛ < 1
sinx if ˛ D 1

x if 1 < ˛ < 2:

and

�c.dx / D c �c P

�
X1
r.c �c/

2 dx

�

:

Now notice two things, the measure �c.dx / integrates x, then integration by parts
gives

�c.�/ D �

Z

RC

�
h0.x/ � e�� x � �c..x;1// dx:

Due to assumption (3.10) and then using property (3.40, appendix 3.7), we know
that

�c..x;1// D �c c P.X1 > r.c �c/ x/ D 1

x˛
L.r.c �c//

l.c �c/˛
L.r.c �c/ x/

L.r.c �c//
�! 1

x˛

and
L.r.c �c//= l.c�c/

˛ ! 1:

Using the contribution of the function .h0.x/ � e��x/=x˛, it remains to show that
L.r.c�c/x/=L.r.c�c// is appropriately dominated. This is due to Potter’s bounds
(3.41, appendix 3.7). Depending on the values of ˛ 2 .0; 2/, and using the flexible
dominations (3.41), we conclude that

lim
c!1�

c.�/ D �

Z

RC

�
h0.x/ � e�� x

� 1

x˛
dx;

and notice that the latter is the Laplace exponent of a strict ˛-stable random variable
totally skewed to the right (see appendix 3.7). �
Proof of lemma 4. (1) Assume (3.14). For t > 0, use the expression given by

lemma 2:

EŒ�
1;c
t �

r.c �c/
D EŒ�

2;c
t �

r.c �c/
D �c

r.c �c/

Z ct

0

EŒX1 �Xu� du ! 0:

The claimed result is a simple application of Markov inequality and the end of
Sect. 3.2.

(2) We claim that (3.10), with ˛ 2 .1; 2/ and (3.13) together imply (3.14), i.e.
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lim
c!1

�c

r.c �c/

Z ct

0

EŒX1 �Xu� du D 0; 8t > 0: (3.28)

Indeed, (3.28) is immediate for t � 1. For t > 1, we have �c
�ct

� 1 (�: is

increasing). Now, choose � < 1 � 1
˛

and use Potter’s bounds (3.41, appendix
3.7) in order to write

�c;t D �c

r.c �c/

Z ct

0

EŒX1 � Xu�du D �c;1
�c

�ct

r.ct�ct /

r.c�c/

� �c;1 K.�/t
�C 1

˛
� �c

�ct

�1��� 1
˛

� �c;1 K.�/t
�C 1

˛ ! 0; as c ! 1;

then, conclude by 1/.
(3) Observe that �1;c is an increasing process while �2;c is not. In order to control

the quantities P.supt�T �
i;c
t > �/ for i D 1; 2 and T > 0, observe also that

sup
t�T

�
i;c
t D sup

t�T
�ic t

r.c �c/
D sup

s�1
�ic T s
r.c �c/

D r.c �c T /

r.c �c/
sup
s�1

�ic T s
r.c �c T /

: (3.29)

Since lim sup
c!1

r.c�cT /

r.c�c/
< 1; 8T > 0; it is enough to show that

P.sup
s�1

�i;cs > �/!0:

(3)(i ): The control of �1;c is easier than the one of �2;c because it is increasing
and then

sup
s�1

�1;cs D �
1;c
1 D �1c =r.c �c/:

It is enough to reproduce the argument of (1/.

(3)(i i ) and (2/.i i i/: Recall �k is the length of the k-th transmission: �k D
infft W Xk.t/ D Xk.1/g: Due to the Lévy-Khintchine representation
(3.24), the following stochastic inequality holds:

�1c
r.c �c/

dD 1

r.c �c/

1X

kD1
.Xk.c C Tk/� Xk.Tk// 1l.Tk��k/

� ı1c WD 1

r.c �c/

1X

kD1
Xk.1/ 1l.Tk��k/: (3.30)
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For the process �2;c , we use the more tractable Poisson integral
representation. Let

y .1/ D inffu W y.u/ D y.1/g

the first time an increasing function y on D reaches its maximum. We
have

�2;cs D 1

r.c �c/

Z

�
.cs�y .1//C; cs

�
�D
�
y.1/ � y.cs � u/

�
M.du; dy/

� 1

r.c �c/

Z

�
.cs�y .1//C; cs

�
�D
y.1/M.du; dy/

D ı2cs WD Cc
s �Dc

s (3.31)

where the process Cc is same as the one defined in (3.16),

Cc
s D 1

r.c �c/

˚
Z

Œ0; cs��D
y.1/M.du; dy/ � s d.c �c/

�

and

Dc
s D 1

r.c �c/

˚
Z


0; .cs�y .1//C

�
�D
y.1/M.du; dy/ � s d.c �c/

�
:

To resume, we have: for all � > 0,

P.sup
s�1

�i;cs > �/ �
�
P.ı1c > �/ if i D 1

P.sups�1 ı2cs > �/ if i D 2:
(3.32)

We will give the proof of (2/.i i/ and (2/.i i i/ through the following 5 steps:

Step (1) As c ! 1, prove the convergence of ı1c , this will complete the assertion
(3/.i i/ for �1;c and the finite-dimensional convergence of the processes
.ı2cs/s2Œ0;1� to the null process.

Step (2) Prove tightness of the family f.ı2cs/s2Œ0;1�; c > 0g.
Step (3) Immediately deduce from steps (1) and (2) the convergence functionally

in law of .ı2cs/s2Œ0;1� to the null process.
Step (4) Apply proposition 2.4 p. 339 [8] that shows the continuity of the functions

 a W D �! RC
z 7�! sup

s�a
jzsj

at each point z such that z is continuous in a.
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Step (5) Knowing step (3), deduce from step (4) that P
�

sups�1 jı2csj > �
� ! 0,

and then from (3.32) and (3.29) that P
�

supt�T j�2;ct j > �
� ! 0.

It is now clear why we only need to check steps (1) and (2).

Step (1) Convergence of ı1c to 0 under the assumption (3.12) and finite-dimensional
convergence to 0 of .ı2cs/s2Œ0;1� under the assumptions (3.11).

Actually, as noticed at the the end of Sect. 3.2, we only need to show that the r.v.
ı2c ! 0 in distribution as c ! 1. For this purpose, we use the Lévy-Khintchine
formula (3.23) and get: for all � 2 R, Re.�/ � 0,

� logEŒe��ı1c �
�c

D
Z

R

E

.1� e��X1=r.c�c//1l.0�u��/

�
du D E


�.1 � e��X1=r.c�c//

�
:

(3.33)

The laplace exponent of ı2c D
1X

kD1
Xk.1/ 1l..c��k/C�Tk�c/ is calculated similarly:

� logEŒe��ı2c �
�c

D
Z

R

E

.1 � e��X1=r.c�c//1l..c��/C�u�c/

�
du

D EŒ.c ^ �/.1 � e��X1=r.c �c//�: (3.34)

We will also use the following: for any positive r.v. Y and any � > 0, there exists a
numberK� > 0 such that:

P.Y > �/ � K� EŒ1 � e�Y �: (3.35)

The latter is true since

�EŒ1 � e�Y=�� D
Z 1

0

e�x=�P.Y > x/dx � �

Z �

0

e�x=�P.Y > �/dx

D �2.1 � e�1/P.Y > �/:

Then, since for all y � 0; 1 � e�y � 1 ^ y, we deduce that the Laplace exponent
of ıic satisfies

0 � � logEŒe�ıic � D �cE

.� 1l.iD1/ C � ^ c1l.iD2//.1 � e�X1=r.c �c//�

� �c WD �cE

	

.�1l.iD1/ C � ^ c 1l.iD2//
�

1 ^ X1
r.c �c/

�


; (3.36)

Finally, (3.35) and (3.36) imply

P.ınc > �/ � K�EŒ1 � e�ıic � � K�.1 � e��c / � K��c (3.37)
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and the claim �c �! 0, being the conditions (3.11) for i D 1 and (3.12) for i D 2,
is the key of the trick.

Step (2) Tightness of the family f.ı2cs/s2Œ0;1�; c > 0g under the assumptions (3.10)
and (3.11).

Recall the representation (3.31) where the processesDcare introduced. A simpli-
fied version of lemma 3.32 p.352 [8] insures tightness of the family f.ı2c:/; c > 0g
if the following holds: both families fCc; c > 0g and fDc; c > 0g are tight and for
all � > 0

lim
c!1P.sup

s�1
�C c

s > �/ D 0:

In proposition 3, we have already shown tightness of the family fCc; c > 0g
since Cc converges functionally in law. That was due to its Lévy character (i.e.
independent and stationary increments). Moreover, because the arrival process N
that jumps with size equal to 1, Cc satisfies:

�Cc
s D Cc

s � Cc
s� D 1

r.c �c/
XNcs .1/ 1l.�NcsD1/:

Then, using the independence between .Xk/k2Z and N , we have for all � > 0:

P.sup
s�1

�C c
s > �/ D P.9 s � 1 W �Cc

s > �/

D P.9 t 2 Œ0; c� W �Nt D 1; XNt .1/ > � r.c �c//

D
1X

kD1
P.9 t 2 Œ0; c� W Tk D t; Xk.1/ > � r.c �c//

D P.X1 > � r.c �c//

1X

kD1
P.9 t 2 Œ0; c� W Tk D t/

D P.X1 > � r.c �c// P.sup
t�c

�Nt D 1/

� P.X1 > � r.c �c// ! 0:

The process Dc is not Lévy but has independent increments. It only remains to
show its tightness, and actually we will prove a stronger result: the process Dc

also converge functionally in law to the same stable process S as Cc . This is an
application of corollary 4.43 p. 440 [8] that says that convergence functionally in
law of processes with independent increments is equivalent to convergence of their
characteristic functions locally uniformly in time : for each u 2 R and each finite
interval ŒT; T 0� � Œ0; 1�

EŒeiuDc
s � �! EŒeiuSs �; uniformly in s 2 ŒT; T 0�: (3.38)
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Lévy-Khintchine representation (3.23) and then (3.17) imply

logEŒeiuDc
s � D �c

Z

R

EŒ.ei uX1=r.c �c / � 1/1lu�.cs��/C � du � i u s
d.c �c/

r.c �c/

D �c EŒ.cs � �/C .ei uX1=r.c �c/ � 1/� � i u c �c s E

	

h

�
X1
r.c �c/

�


D logEŒeiuCcs � C �c EŒ.� ^ cs/ .1 � ei uX1=r.c �c//�:

Denoting zc;s D �c EŒ .� ^ cs/ .ei uX1=r.c �c / � 1/ � and using (3.25) we have

jzc;sj � .2 _ juj/ �c E
	

.� ^ c/
�

X1
r.c �c/

^ 1
�


:

Using assumption (3.11) or (3.12), we see that zc;s go 0 uniformly in s. Now, write

EŒeiuDc
s � � EŒeiuSs � D �

EŒeiuCcs �� EŒeiuSs �
�
ezc;s C .ezc;s � 1/ EŒeiuSs �

ˇ
ˇEŒeiuDc

s � � EŒeiuSs �
ˇ
ˇ � ˇ

ˇEŒeiuCcs � � EŒeiuSs �
ˇ
ˇ ejzc;s j C jzc;s j ejzc;s j:

Since Cc has independent increments and using again corollary 4.43 p. 440 [8], we
get that the quantity

ˇ
ˇEŒeiuDc

s � � EŒeiuSs �
ˇ
ˇ goes to 0 with the required uniformity.

We conclude that (3.38) is true. �

Proof of theorem 5. We have all the ingredients for this proof. Recall Ac D
Cc C �1;c � �2;c and Bc D Cc � �2;c . The process Cc converges functionally in
law to a stable process and the processes �1;c ; �2;c satisfy lemma 4. Assertion a) in
theorem 5 has already been proved in proposition 3. Assertions b) and c) are a direct
application of lemma 3.31 p.352 [8] (which is kind of Slutzy theorem). The weaker
assertion d) is proved using Slutzky theorem. �
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Appendix : Regular Variation

In this appendix, the r.v U has a regularly varying distribution tail with index
�˛; ˛ > 0 and could play the rule of the r.v. X1 and also of the r.v � : there exists
a deterministic function r such that for each x > 0,

lim
u!1 uP.U > r.u/ x/ D 1

x˛
: (3.39)
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Condition (3.39) is equivalent to one of the the definitions: (1) existence of a
slowly varying function L (i.e. for all x > 0; limu!1L.u x/=L.u/ D 1) such
that P.U>x/ D L.x/x�˛ ; .2/ dilation of the right tail of U gives limu!1 P.U >

u x/=P.U > u/ D x�˛: It also implies the existence of moments of any order
0 < � < ˛ for the r.v. U : EŒU �� < 1. When ˛ 2 .0; 2/, it is said in the literature
that U has a heavy tail.
In regular variation theory, the function r.u/ is the asymptotic inverse of the function
x˛=L.x/ and necessarily r.u/ is regularly varying with index 1=˛; i.e

lim
u!1

L.r.u//

l.u/˛
D 1 and r.u/ D u1=˛ l.u/ (3.40)

for some slowly varying function l . Furthermore, it is known that there exits an
increasing function r 0.u/ which is equivalent to r.u/ when u ! 1. This is the
reason why we can take an increasing version for the function r.u/. A useful result
for dominating slowly varying functions is known as Potter’s bounds and is given
by theorem 1.5.6 [2]: If L is a slowly varying function bounded away from 0 and 1
on each interval ŒA;1/, then for all �; �0 > 0, there exits K.�/ < 1 < K.�0/ such
that

K.�/.x=y/� � L.x/=L.y/ � K.�0/.x=y/��0 ; .0 < x � y/: (3.41)

Proposition 3.1. Assume (3.39) and let u ! 1, then

E

	�
U

r.u/

�q

^ 1


C1� q

q � ˛
1

u
for all q > ˛ (3.42)

E

	�
U

u

�q

^ 1


C1�

8
ˆ̂
<̂

ˆ̂
:̂

q

q � ˛ P.U > u/ for all q > ˛

EŒU q�

uq
for all q < ˛:

(3.43)

Proof. Equivalence (3.42) is a direct application of (3.43) and (3.39). For (3.43),
q > ˛ just write

E

	�
U

u

�q

^ 1



D
Z 1

0

P

�
U

u
> v1=q

�

dv D q

Z 1

0

� u

v

��q
1l. u

v�1/ P.U > v/
dv

v
:

For q < ˛, write E
 �U

u

�q ^ 1
� D q

Z 1

0

v�q 1l.v�1/ P.U >
u

v
/

dv

v
: Then apply

ARANDELOVIĆ’s theorem 4.1.6 [2]. �

Proposition 3.2. Assume (3.39). Let U a r.v. with regularly varying distribution tail
of order �˛ < 0 and Y be an increasing H–self-similar process independent from
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U and � D infft W Yt � U g. Assume that Y1 admits a density f and EŒY ��1 � < 1
if � is in the neighborhood of ˛. Then � regularly varying distribution tail of order
�˛H and, more precisely, as u ! 1,

P.� > u/
C1� EŒY �˛1 � P.U > uH/: (3.44)

Proof. The result is obvious since

P.� > u/ D P.Yu < U/ D P.Y1 uH < U / D
Z

.0;1/
P.Y1 uH < v/P.U 2 dv/

D 1

uH

Z 1

0

f
� v

uH

�
P.U > v/dv D

Z 1

0

h v

uH
f
� v

uH

�i
P.U > v/

dv

v
:

Then apply again ARANDELOVIĆ’s theorem 4.1.6. �

Appendix : Lévy Processes and Stable Lévy Motions

Let .˝;F ; .Ft /t>0;P/ be a stochastic basis. We say that a process X on this
basis is a Lévy process, if it has independent and stationary increments. It is
entirely characterized by its Lévy-Khintchine exponent: for all u 2 R, '.u/ D
logE Œ ei uX1 � D i u d � b2 u2

2
C R

Œ ei ux � 1 � i u g.x/ � �.dx/ where d 2 R; b � 0

and the Lévy measure � is a positive measure giving no mass to 0, integrating
x2 ^ 1: The truncation function g could be any real bounded function such that
limx!0 .g.x/ � x/=x2 D 0. A process S is called stable process with index
˛ 2 .0; 2�, if it is a Lévy process and (i) ˛ D 2 and � D 0 (drifted and scaled
Brownian motion) or (ii) b D 0 and 0 < ˛ < 2 and �.dx/ D .cC1l.x > 0/Cc�1l.x <
0//x�˛�1dx/; cC; c� � 0. A standard totally skewed to the right stable process
(0 < ˛ < 2) has d D c� D 0; cC D 1 with the truncation function equal to
g.x/ D sin x. A standard stable subordinator (0 < ˛ < 1) has d D c� D 0; cC D 1

with the truncation function equal g.x/ D 0.
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Chapter 4
The Lower Classes of the Sub-Fractional
Brownian Motion

Charles El-Nouty

Abstract Let fBH.t/; t 2 IRg be a fractional Brownian motion with Hurst index
0 < H < 1. Consider the sub-fractional Brownian motion XH defined as follows :

XH.t/ D BH.t/CBH.�t/p
2

; t � 0:

We characterize the lower classes of the sup-norm statistic ofXH by an integral test.

4.1 Introduction and Main Results

Let fBH.t/; t 2 IRg be a fractional Brownian motion (fBm) with Hurst index
0 < H < 1, i.e. a centered Gaussian process with stationary increments satisfying
BH.0/ D 0, with probability 1, and IE.BH .t//

2 D j t j2H ; t 2 IR.
Consider the sub-fractional Brownian motion (sfBm)

XH.s/ D BH.s/C BH.�s/p
2

; s � 0;

and define its sup-norm statistic

Y.t/ D sup
0�s�t

j XH.s/ j; t � 0:

We have for any t � s
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cov
�
XH.t/XH.s/

�
D s2H C t2H � 1

2

�
.s C t/2H C .t � s/2H

�

and therefore
VarXH.t/ D

�
2 � 22H�1

�
t2H :

The sfBm was introduced by [1]. This process is an interesting one on its own.
Indeed, when H > 1=2, it arises from occupation time fluctuations of branching
particle systems. Roughly speaking, the sfBm has some of the main properties of
the fBm, but it has non-stationary increments. Note also that, when H D 1=2; XH
is the famous Brownian motion. We refer to [1, 2, 4, 11, 12] for further information.

Let us recall some basic properties of the sfBm which we will also use.

Proposition 4.1. The sfBm is a self-similar process with index H , i.e. XH.at/ and
aHXH.t/ have the same distribution for all a > 0.

Proposition 4.2. We have for any t � s

IE
�
XH.t/ �XH.s/

�2 D �22H�1
�
t2H C s2H

�
C .t C s/2H C .t � s/2H :

Moreover,

L1 .t � s/2H � IE .XH.t/ �XH.s//2 � L2 .t � s/2H ; (4.1)

where L1 D min
�
1; 2 � 22H�1� and L2 D max

�
1; 2� 22H�1

�
.

Proposition 4.3. The sfBm can be represented as a random integral, i.e.:

XH.t/ D
Z

IR
G.t; s/dW.s/; (4.2)

where fW.s/; s 2 IRg is a Wiener process,

G.t; s/ D k�12H
�
max.t � s; 0/H�1=2 C max.�t � s; 0/H�1=2 � 2max.�s; 0/H�1=2�

and

k2H D
 

2

 Z 0

�1

 
�
1 � s

�H�1=2 � .�s/H�1=2
!

ds C 1

2H

!!1=2

:

Proposition 4.1 implies that, for all � > 0,

IP.Y.t/ � � tH / D IP.Y.1/ � �/ WD �.�/:

The behavior of the small ball function � is given in the following lemma.
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Lemma 4.1. There exists a constant K0; 0 < K0 � 1; depending on H only, such
that for 0 < � < 1

exp
�
� 1

K0�1=H

�
� �.�/ � exp

�
� K0

�1=H

�
:

Let fZ.t/; t � 0g be a stochastic process defined on the basic probability space
.˝;A ; IP/. We recall now two definitions of the Lévy classes, stated in [9].

Definition 4.1. The function f .t/; t � 0; belongs to the lower-lower class of the
processZ; .f 2 LLC.Z//; if for almost all ! 2 ˝ there exists t0 D t0.!/ such that
Z.t/ � f .t/ for every t > t0.

Definition 4.2. The function f .t/; t � 0; belongs to the lower-upper class of the
process Z; .f 2 LUC.Z//; if for almost all ! 2 ˝ there exists a sequence 0 <
t1 D t1.!/ < t2 D t2.!/ < : : : with tn ! C1; as n ! C1; such that Z.tn/ �
f .tn/; n 2 IN�.

The study of the lower classes of the fBm was initiated by [10] and extended in
[5, 6]. The aim of this paper is to characterize the lower classes of Y.:/. Our main
result is given in the following theorem.

Theorem 4.1. Let f .t/ be a function of t � 0 such that f .t/ � 1. Then we have,
with probability 1,

f 2 LLC.Y /

if and only if

f .t/

tH
is bounded and

Z C1

0

f .t/�1=H�
 
f .t/

tH

!

dt < C1:

Let us make some comments on the above theorem. Theorem 4.1 is similar to
theorem 1.2 of ([10], p. 193) when the author studied the lower classes of the
sup-norm statistic of the fBm and to theorem 1.1 of [7] when it was studied the
lower classes of the sup-norm statistic of the Riemann-Liouville process. This is not
really surprising. Indeed these three processes are quite close: they have an integral
representation of the following type (up to a constant)

Z t

0

.t � s/˛dW.s/C
Z 0

�1
h.t; s/dW.s/;

where ˛ is suitably chosen and h.t; :/ 2 L2.IR�/. However, the proof of the
necessity part of theorem 4.1 requires a precise expression of the function h. When
h D 0 (i.e. the Riemann-Liouville process), just few changes in the proofs of [5, 6]
were necessary. But, when the function h is more complex (the sfBM case), we have
to establish some technical results. This is the flavor of this paper. Finally the sfBm
is a second example that the non-stationarity property of the increments has no role
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in the study in the lower classes, as soon as the methodology introduced by [10]
works. The first example was given in [7].

Although theorem 4.1 depends on an unknown function �, it is sharp. Indeed, set

f .t/ D �
tH

.log log t/H
; t � 3; � > 0:

Combining lemma 4.1 with a careful computation, we get that, if � < KH
0 then

f 2 LLC.Y /, else if � � K�H0 , then f 2 LUC.Y /.
In Sect. 4.2, we prove lemma 4.1 and state some basic results on �. The

main steps of the sufficiency are given in Sect. 4.3. The proof of the necessity is
postponed to Sects. 4.4 and 4.5. Section 4.4 consists in constructing some well-
chosen sequences and a suitable set whereas we end the proof of the necessity in
Sect. 4.5 by establishing some key small ball estimates. The proofs which are similar
to those in [5–7] will consequently be omitted.

In the sequel, there is no loss of generality to assume H ¤ 1=2.

For notational convenience, we define at D f .t/

tH
and bt D �.at / D �

�
f .t/

tH

�
.

4.2 Proof of Lemma 4.1 and Preliminary Results

Before stating some preliminary results, we have to prove lemma 4.1.

Proof of Lemma 4.1. By using (4.1), we have for any h > 0

Var
�
XH.t Ch/�XH.t/

�
D IE

�
XH.t Ch/�XH.t/

�2 � L2 h
2H � 2 h2H : (4.3)

Moreover, we deduce from (4.2) that

Var .XH.t C h/ j XH.s/; 0 � s � t/

� Var
�
k�12H

Z tCh

t

.t C h � s/H�1=2 dW.s/
�

D k�22H
1

2H
h2H : (4.4)

Since (4.3) and (4.4) hold, we can apply theorem 2.1 of [8]. The proof of
lemma 4.1 is therefore complete. �
Set  D � log�. Thus,  is positive and nonincreasing. A straight consequence of
lemma 4.1 is given in the following lemma.

Lemma 4.2. We have for 0 < � < 1

1

K1�1=H
�  .�/ � K1

�1=H
;

where K1 � 1=K0:
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Lemma 4.3.  is convex.

Lemma 4.3 (see [3]) implies the existence of the right derivative  
0

of  . Thus,
 
0 � 0 and j  0 j is nonincreasing.

Lemma 4.4. There exists a constant K2 � sup
�
21C1=HK1; 2.2K

2
1/
H
K1

�
, such

that we have for 0 < � < 1=K2

1

K2 �1C1=H
� j  0.�/ j � K2

�1C1=H
:

Lemma 4.5. We have for �1 > �=2

exp

�

�K3

j �1 � � j
�1C1=H

�

� �.�1/

�.�/
� exp

�

K3

j �1 � � j
�1C1=H

�

; (4.5)

where K3 � K2 2
1C1=H :

Lemma 4.6. There exists ˇ D .H=K2/
H > 0; such that for � < ˇ; the function

��1=H�.�/ increases.

4.3 Sufficiency

Suppose here that at is bounded and
R C1
0

a
�1=H
t bt

dt
t
< C1. We want to prove

that f .t/ � Y.t/ for t large enough.

Lemma 4.7. lim
t!C1 at D 0.

In order to prove the sufficiency, we need to construct some special sequences
ftn; n � 1g; fun; n � 1g and fvn; n � 1g. This will be done by recursion as follows,
where L is a parameter depending onH only, such that L� 2H > 0. We start with
t1 D 1. Having constructed tn, we set

unC1 D tn

�
1C a

1=H
tn

�
;

vnC1 D inffu > tn; f .u/ � f .tn/.1C La
1=H
tn /g;

and
tnC1 D min.unC1; vnC1/:

Lemma 4.8. lim
n!C1 tn D C1.

The key part of the proof of the sufficiency is stated in the following lemma.
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Lemma 4.9. If Y.tn/ � f .tn/.1 C La
1=H
tn /; for n � n0; then f .t/ � Y.t/ for

t � tn0 :

We have also IP
�
Y.tn/ < f .tn/.1CLa

1=H
tn /

�
D �

�
atn .1C La

1=H
tn /

�
.

Hence, the proof of the sufficiency will be achieved if we can show that this later
series converges. By applying (4.5) with � D atn and �1 D �.1CL�1=H /, it suffices
to prove that

1X

nD1
btn < C1:

Lemma 4.10. (i) If n is large enough and tnC1 D unC1; then we have

btn � K

Z tnC1

tn

a
�1=H
t bt

dt

t
;

where K D 21=H exp.HK3/:
(ii) If n is large enough and tnC1 D vnC1; then we can choose the parameter L

depending onH only such that

L > 2H and btn � 1

�
btnC1 ;

where � D exp
�
.L � 2H/=21C1=HK2

�
> 1.

To end the proof of the sufficiency, we consider the set J D fnk 2 IN�; k� 1;
tnkC1 D unkC1g. We deduce from the first part of lemma 4.10 that

X

nk2J
btnk � K

X

nk2J

Z tnkC1

tnk

a
�1=H
t bt

dt

t
� K

Z C1

0

a
�1=H
t bt

dt

t
< C1:

Let nk�1 and nk be two consecutive terms of J . If there exists an integer n such
that nk�1 < n < nk , then set p D nk �n. Since n 2 IN��J , we have tnC1 D vnC1.
The second part of lemma 4.10 implies that

btn � ��p btnk :

Thus, we obtain by setting n0 D 0

X

n2IN��J
btn D

1X

kD1

 
X

nk�1<n<nk

btn

!

� K�

� � 1
Z 1

0

a
�1=H
t bt

dt

t
< C1:
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4.4 Necessity 1

Suppose here that, with probability 1, f .t/ � Y.t/ for all t large enough. We want
to prove that at is bounded and

R1
0
a
�1=H
t bt

dt
t
< C1.

In the sequel, there is no loss of generality to assume that f is a continuous
function of t � 0.

Lemma 4.11. at is bounded and lim
t!C1 at D 0.

To prove the necessity, we will show that f 2 LUC.Y /when
R1
0
a
�1=H
t bt

dt
t

DC
1 and limt!C1 at D 0. The first step consists in constructing a suitable sequence.

Lemma 4.12. When
R1
0

a
�1=H
t bt

dt
t

D C1 and limt!C1 at D 0; we can find
a sequence ftn; n � 1g with the three following properties

tnC1 � tn.1C a
1=H
tn /;

For n large enough, m � n ) atm
tHm

� 2
atn
tHn
;

and

1X

nD1
btn D C1:

To continue the proof of the necessity, we need the following definition.

Definition 4.3. Consider the interval Ak D Œ2k; 2kC1Œ; k 2 IN: If a�1=Hti 2 Ak; i 2
IN�; then we note u.i/ D k:

Set Ik D fi; u.i/ D kg which is finite by lemma 4.11 and Nk D exp.K0 2
k�1/,

whereK0 was defined in lemma 4.1 and depends on H only.

Lemma 4.13. There exist a constantK4 depending onH only and a set J with the
following properties

X

n2J
btn D C1:

Given n 2 J;m 2 J; n < m and an integer k such that k � min.u.n/; u.m// and
card.Ik \ Œn;m�/ > Nk; we have

tm

tn
� exp

�
exp

�
K4 2

min.u.n/;u.m//
��
:
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4.5 Necessity 2

Consider now the events En D fY.tn/ < f .tn/g. We have directly IP.En/ D btn ,

and therefore
X

n2J
btn D C1.

Given n 2 J; J can be rewritten as follows J D J
0 [
�S

k2IN Jk

�
[J ”, where

J
0 D fm 2 J; tn � tm � 2tng; Jk D fm 2 J \ Ik; tm > 2tn; card.Ik \ Œn;m�/ �

Nkg and J ” D J �
�
J
0 [

�S
k2IN Jk

��
.

Lemma 4.14.
P

m2J 0 IP.En\Em/ � K 0btn and
P

m2.[kJk/ IP.En\Em/ � K” btn;
where K 0 andK” are numbers.

The key step of the proof of lemma 4.14 consists in determining a general upper
bound of IP.En \Em/. This is the aim of the following lemma.

Lemma 4.15. Consider 0 < t < u; and �; � > 0: Then, we have IP
�
fY.t/ �

� tH g \ fY.u/ � �g
�

� exp.K5/ IP
�
Y.t/ � � tH

�
exp

�

�K5.u � t/
�1=H

�

; (4.6)

where K5 depends on H only.

Proof. Set F1 D fY.t/ � � tH g and F2 D fY.u/ � �g. We have

IP.F1 \ F2/ � IP

�

F1 \
�

sup
t�s�u

j XH.s/ j � �

��

:

Denote by Œx� the integer part of a real x. We consider the sequence zk; k 2
f0; ::; ng, where z0 D t; zkC1 D zk C ı and n D Œ.u � t/=ı�. Let Gk be the event
defined by

Gk D F1 \
�

sup
t�s�zk

j XH.s/ j � �

�

:

We have F1 \ F2 � Gk . Moreover, we have GkC1 � Gk \ fj Z j� 2�g, where
Z D XH.zkC1/� XH.zk/.

By (4.2), Z can be rewritten as follows Z D Z1 CZ2, where

Z1 D k�12H
Z zkC1

zk

.zkC1 � u/H�1=2dW.u/:

Note also that Z1 and Z2 are independent.

Since IP
�
j Z1 Cx j � �

�
is maximum at x D 0 andZ1 andGk are independent,

we have
IP.GkC1/ � IP.Gk/IP

�
j Z1 j � 2�

�
:
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The integral representation ofZ1 implies that IE.Z1/ D 0 and

VarZ1 D k�22H
Z zkC1

zk

.zkC1 � u/2H�1du D 1

2Hk22H
ı2H :

So, we have IP .j Z1 j� 2�/ D ˚
�
2
p
2Hk2H�

ıH

�
, where˚ denotes the distribution

function of the absolute value of a standard Gaussian random variable. Then, we
obtain

IP.GkC1/ � IP.Gk/˚

 
2
p
2Hk2H�

ıH

!

;

and therefore IP.F1 \ F2/ � IP.F1/˚
�
2
p
2Hk2H �
ıH

�n
.

Choosing ı D �1=H , we get K5 D � log˚
�
2

p
2H k2H

�
. (4.6) is proved. �

To prove lemma 4.14, just apply inequality (4.6) by setting u D tm; t D tn; � D
atn and � D f .tm/.

Lemma 4.16. There exists an integer p such that, if n > sups�p .sup Is/ ; then, for
m 2 J ”; m > n; given � > 0; we have IP.En \Em/ � .1C �/ btnbtm .

The proof of lemma 4.16 is based on the two following lemmas. The first one
is a general result on Gaussian processes, whereas the second one gives a specific
property on some probabilities of the sfBm.

Lemma 4.17. Let fX.t/; 0� t � 1g be a separable, centered, real-valued Gaussian
process such that X.0/ D 0 with probability 1, and satisfying

�
IE.X.t C h/� X.t//2

�1=2 �  .h/ � c h
ˇ; ˇ > 0:

Then, we have for c�1 ı > 1

IP

 

sup
0�s�1

j X.s/ j� ı

!

� 1

C
exp

�
�C.c�1 ı/

2
�
;

where C is a positive constant independent of c and ı:

Lemma 4.18. Let ˛ be a real number such that 1=2 < ˛ < 1. Set r D min
�
1�H
3
;

.1�˛/H
3

�
: Then, we have for u � 2t

IP
�
Y.t/ � � tH ; Y.u/ � �uH

�

� �.�/�.�/ exp

�

2
� t

u

�r
K3

� 1

�1C1=H
C 1

�1C1=H
��

C 6

C
exp

�

� C

K2

�u

t

�r
�

;

(4.7)

where K > 0 depends on H only, K3 was defined in lemma 4.5 and C in lemma
4.17.
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Proof. Set Q D IP
�
Y.t/ � � tH ; Y.u/ � � uH

�
.

Set v D p
ut . If t D o.u/ then t D o.v/ and v D o.u/: XH.s/ can be split as

follows
XH.s/ D R1.s/CR2.s/;

where R1.s/ D R
jxj�v G.s; x/ dW.x/.

Note that R1.s/ and R2.s/ are independent. Then, given ı > 0, we have

Q � �.� C 2ı/�.� C 2ı/ (4.8)

C3IP
�

sup
0�s�t

j R2.s/ j> ı tH
�

C 3IP
�

sup
0�s�u

j R1.s/ j> ıuH
�
: (4.9)

First, we get by (4.5)

�.� C 2ı/�.� C 2ı/ � �.�/�.�/ exp

 

2ıK3

� 1

�1C1=H
C 1

�1C1=H
�
!

:

If we choose ı D
�
t
u

�r
, then we get the first term of the RHS of (4.7).

Next, we want to obtain an upper bound for

IP
�

sup
0�s�t

j R2.s/ j > ı tH
�

D IP
�

sup
0�s�1

j R2.s/ j > ı
�
:

We have

R2.s C h/� R2.s/ D 1

k2H

 Z �v=t

�1

�
.s C h � x/H�1=2 � .s � x/H�1=2

�
dW.x/

C
Z �v=t

�1

�
.�s � h � x/H�1=2 � .�s � x/H�1=2

�
dW.x/

!

:

Let us introduce the following notation. Set

g1.s; x; h/ WD .s C h� x/H�1=2 � .s � x/H�1=2 (4.10)

and
g2.s; x; h/ WD .�s � h� x/H�1=2 � .�s � x/H�1=2: (4.11)

We can establish

j g1.s; x; h/ j � j H � 1

2
j h j �x jH�3=2 (4.12)
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and similarily

j g2.s; x; h/ j � j H � 1

2
j h j �s � h� x jH�3=2 : (4.13)

Hence, since .aC b/2 � 2.a2 C b2/ for any a; b > 0, we get by using (4.12) and
(4.13)

IE
�
R2.s C h/� R2.s/

�2

� 2

k22H

 Z �v=t

�1
j g1.s; x; h/ j2 dx C

Z �v=t

�1
j g2.s; x; h/ j2 dx

!

� 2

k22H

j H � 1
2

j2 h2
2 � 2H

 
�v

t

�2H�2 C
�
�s � hC v

t

�2H�2
!

� 2

k22H

j H � 1
2

j2 h2
2 � 2H

 
�v

t

�2H�2 C
�v

t
� 1

�2H�2
!

:

Since we suppose u � 2t in lemma 4.18, we get v
t

� p
2. By choosing 0 < � �

1 � 1p
2
, we have v

t
� 1 � � v

t
. Hence

IE
�
R2.s C h/� R2.s/

�2 � 2

k22H

j H � 1
2

j2
2 � 2H

�
1C �2H�2

��v

t

�2H�2
h2

WD K2
�v

t

�2H�2
h2:

An application of lemma 4.17 with ˇ D 1, c D K
�

v
t

�H�1
and c�1 ı > 1,

implies that

IP

 

sup
0�s�1

j R2.s/ j> ı
!

� 1

C
exp

�
� C

K2

�
v2

t2

�H�1 ı
2
�
:

Set ı D
�
t
u

�r
. Since v2 D ut and r � 1�H

3
, we have

IP

 

sup
0�s�1

j R2.s/ j> ı
!

� 1

C
exp

0

B
@� C

K2

�
t
u

�1�H�2r

1

C
A

� 1

C
exp

 

� C

K2

�
t
u

�r

!

: (4.14)
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Finally, we want to establish a similar result for R1.s/.
First, we remark that

IP

 

sup
0�s�u

j R1.s/ j > ı uH
!

D IP

 

sup
0�s�1

j R1.s/ j > ı
!

:

To obtain a suitable upper bound for the above probability, we need to establish
a technical lemma which we shall prove later.

Lemma 4.19. Let 1=2 < ˛ < 1. Then there exists a constantK > 0 such that

IE
�
R1.s C h/ �R1.s/

�2 � K2
� v

u

�2H�2˛H
h2˛H : (4.15)

Combining lemma 4.19 with lemma 4.17 (ˇD˛H; c DK
�

v
u

�H�˛H
and c�1 ı >

1), we get

IP

 

sup
0�s�1

j R1.s/ j> ı
!

� 1

C
exp

0

B
@� C

K2

�
v
u

�2H�2˛H ı2

1

C
A :

Set ı D
�
t
u

�r
. Since v2 D ut and r � .1�˛/H

3
, we have

IP
�

sup
0�s�1

j R1.s/ j> ı
�

� 1

C
exp

0

B
@� C

K2

�
t
u

�H�˛H�2r

1

C
A

� 1

C
exp

0

B
@� C

K2
�
t
u

�r

1

C
A : (4.16)

Combining (4.14) and (4.16) with (4.8), we get the last term of the RHS of (4.7)
and achieve the proof of lemma 4.18. ut
Proof of Lemma 4.19. We deduce from (4.2) and the definition of R1 that the
representation of R1.s C h/ � R1.s/, as a random integral, is given by

R1.s C h/ �R1.s/

D 1

k2H

 Z min.sCh;v=u/

�v=u
.s C h� x/H�1=2dW.x/

�
Z min.s;v=u/

�v=u
.s � x/H�1=2 dW.x/
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C
Z max.�s�h;�v=u/

�v=u
.�s � h� x/H�1=2 dW.x/

�
Z max.�s;�v=u/

�v=u
.�s � x/H�1=2 dW.x/

!

D 1

k2H

 Z max.�s�h;�v=u/

�v=u

�
g1.s; x; h/C g2.s; x; h/

�
dW.x/

C
Z max.�s;�v=u/

max.�s�h;�v=u/

�
g1.s; x; h/ � .�s � x/H�1=2

�
dW.x/

C
Z min.s;v=u/

max.�s;�v=u/
g1.s; x; h/ dW.x/C

Z min.sCh;v=u/

min.s;v=u/
.s C h � x/H�1=2 dW.x/

!

D 1

k2H

�
V1 C V2 C V3 C V4

�
:

Recall that the functions g1 and g2 were defined in (4.10) and (4.11). Since

IE
�
R1.s C h/� R1.s/

�2 D 1

k22H

4X

iD1
IEV 2

i ;

it suffices to prove (4.15) for any IEV 2
i ; 1 � i � 4.

Consider IEV 2
4 first. Since

IEV 2
4 D

Z min.sCh;v=u/

min.s;v=u/
.s C h � x/2H�1 dx;

we have to investigate the three following cases.
Case 1. v=u � s < s C h. Obviously IEV 2

4 D 0.
Case 2. s < v=u � s C h. Standard computations imply

IEV 2
4 D h2H

2H

 

1 �
�
1 � .v=u/� s

h

�2H
!

D h2H

2H

 
2H ..v=u/� s/

h
C o

 
.v=u/� s

h

!!

:

Then there exists a constant C1 > 0 such that

IEV 2
4 � C2

1

� v

u
� s
�
h2H�1 D C2

1

� v

u
� s

�
h2˛Hh2H�2˛H�1:
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Recall that 1=2 < ˛ < 1. Since H � ˛H � 1
2

D 1
2
.2H � 2˛H � 1/ < 0, we get

IEV 2
4 � C2

1

� v

u
� s

�2H�2˛H
h2˛H � C2

1

� v

u

�2H�2˛H
h2˛H :

Case 3. s < s C h � v=u. Since we have

IEV 2
4 D h2H

2H
D h2˛H h2H�2˛H

2H
;

there exists a constant C2 > 0 such that

IEV 2
4 � C2

2

� v

u
� s

�2H�2˛H
h2˛H � C2

2

� v

u

�2H�2˛H
h2˛H :

(4.15) is therefore established for IEV 2
4 .

Consider IEV 2
3 now. We have

IEV 2
3 D

Z min.s;v=u/

max.�s;�v=u/
g1.s; x; h/

2 dx;

where the function g1 was defined in (4.10).
Since H � ˛H � 1

2
D 1

2
.2H � 2˛H � 1/ < 0; y ! .y � x/H�˛H�1=2 is a

decreasing function. Then, we have

j g1.x; s; h/ j � j H � 1

2
j .s � x/H�˛H�1=2 j

Z sCh

s

.y � x/˛H�1dy j

D j H � 1

2
j .s � x/H�˛H�1=2

.s C h � x/˛H � .s � x/˛H

˛H
:

Note that the function x ! .s C h� x/˛H�.s � x/˛H is positive and increasing.
Then, we have .s C h� x/˛H � .s � x/˛H � h˛H . Hence, we have

j g1.x; s; h/ j� j H � 1
2

j
˛H

.s � x/H�˛H�1=2 h˛H : (4.17)

Let us investigate the two following cases.
Case 1. �s � �v=u. We have by (4.17)

IEV 2
3 D

Z v=u

�v=u
g1.s; x; h/

2 dx

�
 
H � 1

2

˛H

!2
h2˛H

2H � 2˛H

  

s C v=u

!2H�2˛H
�
 

s � v=u

!2H�2˛H!
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�
 
H � 1

2

˛H

!2
h2˛H

2H � 2˛H s2H�2˛H
 

2.2H � 2˛H/ v

us
C o

  
v

us

!2!

:

Then there exists a constant C3 > 0 such that

IEV 2
3 � C2

3 h
2˛H s2H�2˛H�1

v

u
� C2

3

� v

u

�2H�2˛H
h2˛H :

Case 2. �v=u < �s. We have

IEV 2
3 �

 
H � 1

2

˛H

!2

h2˛H
Z s

�s

�
s � x

�2H�2˛H�1
dx

�
 
H � 1

2

˛H

!2
h2˛H

2H � 2˛H .2s/2H�2˛H

and consequently (4.15).
(4.15) is therefore established for IEV 2

3 .
Let us turn to IEV 2

2 . Since .a � b/2 � 2.a2 C b2/ for any a; b > 0, we get

IEV 2
2 � 2

 Z max.�s;�v=u/

max.�s�h;�v=u/
g1.s; x; h/

2 dx C
Z max.�s;�v=u/

max.�s�h;�v=u/
.�s � x/2H�1 dx

!

:

(4.18)

Set I1 WD
Z max.�s;�v=u/

max.�s�h;�v=u/
.�s � x/2H�1 dx and

I2 WD
Z max.�s;�v=u/

�v=u
g1.s; x; h/

2 dx

D
Z max.�s�h;�v=u/

�v=u
g1.s; x; h/

2 dx C
Z max.�s;�v=u/

max.�s�h;�v=u/
g1.s; x; h/

2 dx:

To prove (4.15) for IEV 2
2 , it suffices by (4.18) to show it for I1 and I2.

Consider I1 first. We have to investigate the two following cases.
Case 1. �v=u � �s � h < �s. We have

I1 D
Z �s

�s�h
.�s � x/2H�1 dx D h2H

2H
D h2˛H h2H�2˛H

2H

� 1

2H
.v=u � s/2H�2˛H h2˛H � 1

2H
.v=u/2H�2˛H h2˛H :
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Case 2. �s � h < �v=u. When �s < �v=u; I1 D 0. So assume �v=u < �s. We
have

I1 D
Z �s

�v=u
.�s � x/2H�1 dx D 1

2H
.v=u � s/2H

D 1

2H
.v=u � s/2˛H .v=u � s/2H�2˛H

� 1

2H
h2˛H .v=u � s/2H�2˛H � K2 .v=u/2H�2˛H h2˛H :

Consider I2 now. We have by (4.17)

I2 � .H � 1=2/2
.˛H/2

h2˛H
Z max.�s;�v=u/

�v=u
.s � x/2H�2˛H�1 dx: (4.19)

Let us investigate the two following cases.
Case 1. �s � �v=u. Obviously I2 D 0.
Case 2. �v=u < �s. We deduce from (4.19)

I2 � .H � 1=2/2

.˛H/2
h2˛H

2H � 2˛H

�
s C v=u

�2H�2˛H

� .H � 1=2/2

.˛H/2
22H�2˛H

2H � 2˛H

�
v=u

�2H�2˛H
h2˛H ;

that proves (4.15) for I2.
Finally let us consider IEV 2

1 . We have

IEV 2
1 � 2

 Z max.�s�h;�v=u/

�v=u
g1.s; x; h/

2 dx C
Z max.�s�h;�v=u/

�v=u
g2.s; x; h/

2 dx

!

� 2

 

I2 C
Z max.�s�h;�v=u/

�v=u
g2.s; x; h/

2 dx

!

;

where the function g2 was defined in (4.11).
To establish (4.15) for IEV 2

1 , it suffices to show it for

Z max.�s�h;�v=u/

�v=u
g2.s; x; h/

2 dx:

When max.�s � h;�v=u/ D �v=u, the above integral equals 0. So let us assume
�v=u < �s � h. We have

j g2.s; x; h/ j D j .H � 1=2/
Z �s�h

�s
.y � x/H�3=2dy j
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D j H � 1=2 j j
Z �s�h

�s
.y � x/H�˛H�1=2 .y � x/˛H�1 dy j

� j H � 1=2 j .�s � h � x/H�˛H�1=2 .�s � x/˛H � .�s � h� x/˛H

˛H
:

Note that the function x! .�s � x/˛H � .�s � h � x/˛H is positive and
increasing. Then, since �v=u<x <�s�h, we get .�s � x/˛H�.�s � h � x/˛H �
h˛H . Hence, we have

j g2.x; s; h/ j� j H � 1
2

j
˛H

.�s � h � x/H�˛H�1=2 h˛H : (4.20)

We get by (4.20)

Z �s�h

�v=u
g2.s; x; h/

2dx � .H � 1=2/2
.˛H/2

h2˛H

2H � 2˛H .�s � hC v=u/2H�2˛H

� K2 .v=u/2H�2˛H h2˛H :

The proof of lemma 4.19 is now complete. �
Let us end the proof of theorem 4.1. Combining lemma 4.14 with lemma 4.16,

we show that, given � > 0, there exists a real numberK > 0 and an integer p such
that

8n 2 J; n � p )
X

m2J;m>n
IP.En \ Em/ � btn

 

K C .1C �/
X

m2J;m>n
btm

!

:

Since (4.6) holds, an application of corollary (2.3) of ([10], p. 198) yields

1

1C 2�
� IP

 
[

n2J
En

!

D IP

 
[

n2J
fY.tn/ � f .tn/g

!

;

and consequently f 2 LUC.Y /. The proof of theorem 4.1 is now complete. ut
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Theorems in Probability and Statistics, Balatonlelle, 1999, (I. Berkes, E. Csáki, M. Csörgő,
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Chapter 5
On the Bounded Variation of the Flow
of Stochastic Differential Equation

Mohamed Erraoui and Youssef Ouknine

Abstract We consider a stochastic differential equation, driven by a Brownian
motion, with non Lipschitz coefficients. We consider the class BV which is larger
than Sobolev space and got a sufficient condition for a solution of stochastic
differential equation to belong to the class BV. As a consequence we prove that the
corresponding flow is, almost surely, almost every where derivable with respect to
initial data. The result is a partial extension of the result of N. Bouleau and F. Hirsch
on the derivability, with respect to the initial data, of the solution of a stochastic
differential equation with Lipschitz coefficients.

5.1 Introduction

Let us consider the 1-dimensional stochastic differential equation

X.t/ D X0 C
Z t

0


.X.s//dB.s/C
Z t

0

b.X.s//ds; (5.1)

where 
 and b are R-valued measurables functions, fB.t/; t � 0g is a 1-dimensional
Brownian motion on the filtered space .˝;F ; .Ft /t�0; P / and X0 is the initial
condition independent of B . We assume that:
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A.1 
 and b are continuous on R with linear growth condition

j
.x/j C jb.x/j � L.1C jxj/;

for every x 2 R, where L is a positive constant.
A.2 The equation (5.1) has pathwise uniqueness in the sense that if whenever

.X;B/ and .X 0; B 0/ are two solutions defined on the same filtered space with
B D B 0 and X0 D X 00 a.s., then X and X 0 are indistinguishable.

In the sequel we will abbreviate “stochastic differential equation” to SDE. Fur-
thermore, we use the notation Xx.	/ if we impose the condition X0 D x a.s. on
the solution. It is well-known that assumption (A.1) ensures the existence of weak
solution fXx.t/; t � 0g, for every x 2 R, which becomes strong under assumption
(A.2), cf. [6].

For x � y fixed, we define stopping time,

S D infft > 0 W Xx.t/ > Xy.t/g:

It is well known that on the set ŒS < C1� the process f QB.t/ D B.S C t/ �
B.S/; t � 0g is again a Brownian motion. Moreover the processes fXx.SC t/ ; t �
0g and fXy.S C t/ ; t � 0g satisfy the following SDEs:

Xx.S C t/ D Xx.S/C
Z t

0


.Xx.S C s//d QB.s/C
Z t

0

b.Xx.S C s//ds;

and

Xy.S C t/ D Xy.S/C
Z t

0


.Xy.S C s//d QB.s/C
Z t

0

b.Xy.S C s//ds:

Since Xx.S/ D Xy.S/ a.s. on ŒS < C1� then thanks to pathwise uniqueness, we
have

P ŒXx.S C t/1ŒS<C1� D Xy.S C t/1ŒS<C1�; 8 t � 0� D 1:

It follows that
P ŒXx.t/ � Xy.t/; 8 t � 0� D 1:

We conclude that P -almost all w, for any t � 0 the Borel function x 7! Xx.t/.w/ is
increasing and consequently is differentiable a.e. with respect to Lebesgue measure
in the sense of classical differentiation. It should be noted that this result is obtained
without assuming the Lipschitz condition on the coefficients. The main tool used is
the comparison theorem which is no longer valid in higher dimensions. A question
arises: What remains of the above conclusion for SDE in R

n?
The main result of this note provides a partial answer to this question. First,

it is important to recall the differentiability result for SDE in R
n with Lipschitz

coefficients due to Bouleau and Hirsch [1]. Precisely they have shown that the
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corresponding flow is, almost surely, almost everywhere derivable with respect to
the initial data for any time. Their proof is based on the fact that the solution
lives in a subspace, which is a Dirichlet space, of the Sobolev space H1

loc.R
n/.

Unfortunately when the diffusion coefficient is not necessary Lipschitz the solutions
would not belong to Sobolev space in general. Indeed we give sufficient conditions
for solutions of stochastic differential equations to belong a larger class which is
merely the class of functions of bounded variation which we denote by BV. We
note that this idea was recently used by Kusuoka in [5] to show the existence of
density for SDE with non Lipschitz coefficients. Finally we use the relation between
differentiability and the class BV to prove differentiability of the solutions with
respect to the initial data.

5.2 Class BV

For d � 1, we denote by .˝;F ; .Ft /t�0; P; .Bt /t�0/ the standard Brownian
motion in R

d starting from 0. That is ˝ D C0.Œ0;C1/;Rd / is the Banach space
of continuous functions, null at time 0, equipped with the Borel 
-field F . The
canonical process B D fBt W t � 0g is defined by Bt.!/ D !.t/, the probability
measure P on .˝;F / is the Wiener measure and Ft is the 
-field 
fBs; 0 � s � tg.
Let h be a fixed continuous positive function on R

n such that

Z

Rn

h.x/dx D 1 and
Z

Rn

jxj2 h.x/dx < C1:

Let Ő be the product space R
n � ˝ , which is also a Fréchet space. We endow Ő

with the measure . OF ; OP / where OF denotes the Borel 
-field on Ő and OP denotes
the product measure h.x/ dx � P . For simplicity we choose h the form of

h.x/ D h.x1; : : : ; xn/ D 1

.
p
2�/n

e�
Pn
iD1 x

2
i =2 D

nY

iD1
h.xi /

where h.xi / D 1p
2�
e�x2i =2.

Now we give the definition of class BV as follows

Definition 5.1. We define BV.Rn � ˝/ the total set of Borel functions F on
. Ő ; OF ; OP / such that there exists a Borel function OF on . Ő ; OF ; OP / satisfying that:

(i) F D OF OP -a.s.
(ii) 8 w 2 ˝ , x ! OF .x;w/ is a function of bounded variation on each compact

in R
n.

Now we give a criterion that a Borel function belongs to the class V.Rn �˝/.
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Theorem 5.1. Let p > 1 and assume that there exists a sequence
˚
Fj W j 2 N

�
in

Lp. Ő ; OF ; OP / such that:

B.1 Fj converges to F almost surely.
B.2

˚
Fj W j 2 N

�
are uniformly bounded in Lp. Ő ; OF ; OP /.

B.3 For all .x;w/ 2 Ő , i 2 f1; : : : ; ng and j 2 N, t ! Fj .xC tei ;w/ is absolutely
continuous with respect to the one-dimensional Lebesgue measure on any finite
interval.

B.4

�

riFj WD lim inf
t!0

Fj .x C tei ;w/ � Fj .x;w/
t

j 2 N

�

are uniformly bounded

in L1. Ő ; OF ; OP/.
Then F 2 BV.Rn �˝/.
Proof. We will give the proof in several steps using the same approach and keeping
the same notations as in [5].

First we identify x as .x1; Qx/ and OP as h.x1/dx1 � Qh. Qx/d Qx � P where Qh. Qx/ D
nQ

iD2
h.xi /. Since the family

˚
Fj W j 2 N

�
is uniformly bounded in Lp. Ő ; OF ; OP /,

with p > 1, then it is uniformly integrable. Moreover it satisfies the condition (B.1)
then by Vitali’s theoremF 2 L1. Ő ; OF ; OP / andFj converges toF inL1. Ő ; OF ; OP /.
Let M > 0 and define a function � 2 C1.R/ such that

.i/ 0 � � � 1; .i i/ 0 � �0 � 1; .i i i/ �.y/ D
8
<

:

1 if jyj � M

0 if jyj � M C 1:

(5.2)

For x1 2 R and m 2 N
�, we set

 .x1; Qx;w/ D F.x1; Qx;w/�.x1/;

and

�m.x1; Qx;w/ D 2m
Z 1=2m

0

 .x1 C u; Qx;w/du:

It is easy to see that:

• x1 7! �m.x1; Qx;w/ is absolutely continuous and has its support in Œ�.M C
2/;M C 2�.

• There exists a constantC > 0, which depend only onM , such that sup
m

OE j�mj �
C OE j j.

• �m.x1; Qx;w/ D 2m
Z x1C1=2m

x1

 .u; Qx;w/ du, x1 7! �m.x1; Qx;w/ is differentiable

a.e and

r1�m.x1; Qx;w/ D 2mŒ .x1 C 1=2m; Qx;w/ �  .x1; Qx;w/� dx1 a:e:
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The first step is to show that
Z

R

j r1�m.x1; Qx;w/ j dx1 is increasing in m. Indeed

Z

R

j r1�m.x1; Qx;w/ j dx1 D 2m
Z

R

j .x1 C 1=2m; Qx;w/�  .x1; Qx;w/j dx1

� 2m
Z

R

ˇ
ˇ .x1 C 1=2m; Qx;w/ �  .x1 C 1=2mC1; Qx;w/ˇˇ dx1

C 2m
Z

R

ˇ
ˇ .x1 C 1=2mC1; Qx;w/ �  .x1; Qx;w/ˇˇ dx1

D 2mC1
Z

R

ˇ
ˇ .x1 C 1=2mC1; Qx;w/ �  .x1; Qx;w/ˇˇ dx1

D
Z

R

ˇ
ˇ r1F

mC1.x1 C u; Qx;w/ ˇˇ dx1:

The second step is to prove that for . Qh. Qx/d Qx � P/-almost all . Qx;w/

sup
m

Z

R

j r1�m.x1; Qx;w/ jdx1 < C1: (5.3)

To this end we need the following estimate

OE j .x1 C t; Qx;w/ �  .x1 C s; Qx;w/j � CM jt � sj ; (5.4)

where CM is a positive constant which depend on M . In what follows we establish
the proof of (5.4).

For x1 2 R and j 2 N, we set

 j .x1; Qx;w/ D Fj .x1; Qx;w/�.x1/:

Let us remark that  j has support in Œ�.M C 1/;M C 1� and converge to  
in L1. Ő ; OF ; OP / which follows from the convergence of Fj to F . Moreover, as
a consequence of assertions (i) and (ii) of condition (5.2) we have, for all x1 2
Œ�.M C 1/;M C 1�, that

jr1 j .x1; Qx;w/j � jFj .x1; Qx;w/j C jr1Fj .x1; Qx;w/j: (5.5)

Then, for t; s 2 R, we obtain

OE j .x1 C t; Qx;w/ �  .x1 C s; Qx;w/j
D lim

j

OE ˇˇ j .x1 C t; Qx;w/�  j .x1 C s; Qx;w/ˇˇ

D 1p
2�

lim
j

E

Z

Rn�1

Z

R

ˇ
ˇ j .x1 C t; Qx;w/�  j .x1 C s; Qx;w/ˇˇ e�x21=2dx1 Qh. Qx/d Qx
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� 1p
2�

lim inf
j

E

Z

Rn�1

Z

R

ˇ
ˇ
ˇ
ˇ

Z t

s
r1 j .x1 C u; Qx;w/du

ˇ
ˇ
ˇ
ˇ dx1

Qh. Qx/d Qx

� 1p
2�

lim inf
j

E

Z t

s

Z

Rn�1

Z

R

ˇ
ˇr1 j .x1 C u; Qx;w/ˇˇdx1 Qh. Qx/d Qxdu

� 1p
2�

jt � sj e.MC2/2=2 sup
j

OE.ˇˇFj .x1; Qx;w/ jCj r1Fj .x1; Qx;w/ˇˇ/;

where the last inequality is a consequence of (5.5). Now using (B.2) and (B.4) we
obtain

OE j .x1 C t; Qx;w/ �  .x1 C s; Qx;w/j � CM jt � sj ;

where CM D 1p
2�
e.MC2/

2=2 sup
j

OE.ˇˇFj .x1; Qx;w/ jCj r1Fj .x1; Qx;w/ˇˇ/:
Now we are able to make out (5.3). By monotone convergence theorem we have

E

Z

Rn�1

sup
m

Z

R

jr1�m.x1; Qx;w/j dx1 Qh. Qx/d Qx

D sup
m

E

Z

Rn�1

Z

R

jr1�m.x1; Qx;w/j dx1 Qh. Qx/d Qx

Since �m has support in Œ�.M C 2/;M C 2� then

E

Z

Rn�1

sup
m

Z

R

jr1�m.x1; Qx;w/j dx1 Qh. Qx/d Qx � p
2� e.MC2/

2=2 OE jr1�m.x1; Qx;w/j

� p
2� e.MC2/2=2 sup

m
2m OE j .x1 C 1=2m; Qx;w/�  .x1; Qx;w/j :

Now using (5.4) we obtain

E

Z

Rn�1

sup
m

Z

R

jr1�m.x1; Qx;w/j dx1 Qh. Qx/d Qx � p
2� e.MC2/

2=2CM : (5.6)

Therefore, for . Qh. Qx/d Qx � P/-almost all . Qx;w/,

sup
m

Z

R

jr1�m.x1; Qx;w/j dx1 < C1:

On the other hand, by the definition of �m, for all . Qx;w/ there exists a function
NF1.	; Qx;w/ so that

lim
m
�m.x1; Qx;w/ D NF1.x1; Qx;w/�.x1/

NF1.:; Qx;w/ D F.:; Qx;w/; dx1 � a:e:
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Hence, by Corollary 5.3.4 of [7], we have NF1.:; Qx;w/�.:/ is a function of bounded
variation on R for . Qh. Qx/d Qx � P/-almost all . Qx;w/. So, for . Qh. Qx/d Qx � P/-almost
all . Qx;w/, and for all M > 0, NF1.:; Qx;w/ is a function of bounded variation on
Œ�M;M� such that

VŒ�M;M�
NF1.:; Qx;w/ � sup

m

Z

R

jr1�m.x1; Qx;w/j dx1;

where VŒ�M;M�.f / denotes the total variation of the function f on Œ�M;M�. It
follows from (5.6) that

E

Z

Rn�1

VŒ�M;M�
NF1.:; Qx;w/ Qh. Qx/d Qx � E

Z

Rn�1

sup
m

Z

R

jr1�m.x1; Qx;w/j dx1 Qh. Qx/d Qx

� p
2� e.MC2/2=2CM :

Thus for P -almost all w and for each rectangular cell R of the form
nQ

iD2
Œ�M;M�

we have Z

R

VŒ�M;M�
NF1.:; Qx;w/d Qx < C1: (5.7)

Now for 2 � i � n, we write x as .xi ; Qx/ where Qx 2 R
n�1. Then using the same

procedure as that used above we obtain that there exists a function NFi .	; Qx;w/ so that

NFi .:; Qx;w/ D F.:; Qx;w/; dxi � a:e:

Moreover for P -almost all w and for each rectangular cell R in R
n�1 we have

Z

R

VŒ�M;M�
NFi .xi ; Qx;w/d Qx < C1: (5.8)

Therefore, we conclude by Theorem 5.3.5 of [7] that F 2 BV.Rn �˝/.
Let F is in BV.Rn �˝/ and OF its associated according to the above definition.

Then for each 1 � i � n the function t ! OF .x C tei ;w/ is a function of bounded
variation on any finite interval. Consequently it is differentiable a.e and for all w 2
˝

ri
OF .x;w/ D lim inf

t!0
OF .x C tei ;w/ � OF .x;w/

t
:

We can prove as in Bouleau-Hirsch [2] that riF is well defined OP -a.s. and this
definition does not depend on the representative OF , up to OP -a.s. equality. This is
given in the following proposition

Proposition 5.1. If F 2 BV.Rn � ˝/ then for P -almost all w 2 ˝ and for all
i 2 f1; : : : : : : ; ng we have:
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(i) t ! F.x C tei ;w/ is a function of bounded variation on any finite interval.

(ii)
@

@xi
F.x;w/ D ri

OF .x;w/ dx-a.e.

5.3 Applications to Stochastic Differential Equations

Now we consider if the corresponding flow of the following stochastic differential
equation whose coefficients are not Lipschitz continuous

8

<̂

:̂

dXk
x .t/ D Pd

jD1 
kj .t; Xk
x .t//dB

j .t/C bk.t; Xx.t//dt k D 1; 2; : : : ; n;

Xx.0/ D x;
(5.9)

is almost surely almost everywhere derivable or not. Let


 D
�

kj

�

kD1;:::;n;jD1;:::;d 2 Cb.Œ0;C1/ � R ! R
n ˝ R

d /;

b D �
bk
�

kD1;:::;n 2 Cb.Œ0;C1/ � R
n ! R

n/;

We assume the following

H.1 max
k

ˇ
ˇbk.t; x/ � bk.t; x0/ˇˇ � K jx � x0j

Rn
; for all t � 0; x; x0 2 R

n.

H.2 The n-dimensional stochastic differential equation (5.9) has pathwise unique-
ness.

It is well-known that, under assumption H.1, ri b
k exists for each i; k 2 f1; 	 	 	 ; ng

almost everywhere and satisfies

ˇ
ˇ.ri b

k/.t; x/
ˇ
ˇ � K; 8t � 0: (5.10)

Let OBt.x;w/ D Bt.w/; t 2 Œ0;C1/ and OFt the least 
-field containing the OP -
negligible sets of OF for which all OBs , 0 � s � t , are measurable.

Then
� Ő ; OF ; . OFt /t2Œ0;C1/; OP ; . OBt/t2Œ0;C1/

�
is a Brownian motion in R

d start-

ing from 0.
Let us consider the following SDE

8

<̂

:̂

d OXk.t/ D Pd
jD1 
kj .t; OXk.t//d OBj .t/C bk.t; OX.t//dt k D 1; 2; : : : ; n;

OX.0/ D x;
(5.11)

Now, we state a result which is due to Bouleau and Hirsch. It highlights the
relationship between the solutions of SDE (5.9) and (5.11).
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Proposition 5.2. There exists a OP -negligible set ON such that

8.x;w/ 2 ONc 8t � 0 OX.t/.x;w/ D Xx.t/.w/

For the first, we will show a lemma which makes the most important role in this
paper.

Lemma 5.1. Let f D .fj /jD1;2;:::;d be an R
d – valued measurable function on

Œ0;C1/ � Ő , and g be a measurable function on Œ0;C1/ � Ő . We assume that a
1-dimensional Ft -adapted continuous process OY D . OY .t// on . Ő ; OF ; OP / satisfies
the stochastic differential equation

OY .t/ D y C
dX

jD1

Z t

0

fj .s; y;w/ OY .s/d OBj
s C

Z t

0

g.s; y;w/ds; (5.12)

where y 2 R. Moreover, we assume that

max
j

sup
t;y;w

ˇ
ˇfj .t; y;w/

ˇ
ˇ < 1; (5.13)

and there exists a constant L satisfying that

jg.t; y;w/j � L
ˇ
ˇ
ˇ OY .t/

ˇ
ˇ
ˇ ; for all .t; .y;w// 2 Œ0;C1/ � Ő : (5.14)

Then, for each T � 0 there exists a constant C which depends on only T;L such
that

sup
t2Œ0;T �

OE
ˇ
ˇ
ˇ OY .t/

ˇ
ˇ
ˇ � C:

Proof. For .t; .y;w// 2 Œ0;C1/ � Ő , define:

Og.t; y;w/ D

8
ˆ̂
<

ˆ̂
:

g.t; y;w/
OY .t/ if OY .t/ ¤ 0;

0 if OY .t/ D 0:

Then it follows from (5.14) that

j Og.s; y;w/j � L; for all .t; .y;w// 2 Œ0;C1/ � Ő :

Moreover it is easy to see that OY satisfies the following Linear stochastic differential
equation

OY .t/ D y C
dX

jD1

Z t

0

fj .s; y;w/ OY .s/d OBj
s C

Z t

0

Og.s; y;w/ OY .s/ds: (5.15)
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Thus we have

OY .t/ D y exp

0

@
dX

jD1

Z t

0

fj .s; y;w/d OBj
s C

Z t

0

Og.s; y;w/ds

� 1

2

dX

jD1

Z t

0

fj .s; y;w/
2ds

1

A : (5.16)

Since Og is bounded by L we deduce the following estimate

j OY .t/j � jyjeLT exp

0

@
dX

jD1

Z t

0

fj .s; y;w/d OBj
s � 1

2

dX

jD1

Z t

0

fj .s; y;w/
2ds

1

A

for all t 2 Œ0; T �.
Using condition (5.13), yields that the exponential

exp

0

@
dX

jD1

Z t

0

fj .s; y;w/d OBj
s � 1

2

dX

jD1

Z t

0

fj .s; y;w/
2ds

1

A

is a . OFt � OP/-martingale. Therefore, for all t 2 Œ0; T �, we obtain

OE
ˇ
ˇ
ˇ OY .t/

ˇ
ˇ
ˇ � jyjeLT :

This establishes the lemma.

The next lemma is a version of the above lemma about derivative of a stochastic
differential equation.

Lemma 5.2. We assume that


 D
�

kj

�

kD1;:::;n;jD1;:::;d 2 Cb.Œ0;C1/ � R ! R
n ˝ R

d /;


kj .t; 	/ 2 C1.R/; t 2 Œ0;C1/ and @x
kj .	; 	/ is bounded on compact subsets of
Œ0;C1/ � R;

b D �
bk
�

kD1;:::;n 2 Cb.Œ0;C1/ � R
n ! R

n/;

bk.t; 	/ 2 C1.Rn ! R
n//; t 2 Œ0;C1/;

and assumptions (H.1)–(H.2) hold. Then, for each T � 0, the solution OX on
. Ő ; OF ; OP / of the stochastic differential equation (5.11) satisfies
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sup
t2Œ0;T �

OE
ˇ
ˇ
ˇri

OXk.t/
ˇ
ˇ
ˇ � C for all k D 1; 2; : : : ; n: (5.17)

Proof. A consequence of the continuity of the coefficients the SDE (5.11) has a
weak solution. Under assumption (H.2) this solution becomes strong. Furthermore
for each T � 0 we have

max
k

sup
t2Œ0;T �

OEj OXk.t/j2 < C1;

which implies that the sequence of stopping times

Sn WD infft 2 Œ0;C1/ W j OX.t/j > ng .inf.;/ D C1/

converges to C1. Since 
 and b are sufficiently smooth it follows from [K] that for
each k 2 f1; : : : ; ng

ri
OXk.t/ D ıik C

dX

jD1

Z t

0

@x

k
j .s;

OXk.s//ri
OXk.s/d OBj .s/

C
Z t

0

.ri b
k/.s; OX.s//ri

OXk.s/ds;

where ıik denotes the Kronecker’s delta. By the Lipschitz condition of b, we have

ˇ
ˇ
ˇ.ri b

k/.t; OX.t//
ˇ
ˇ
ˇ � K; 8t � 0:

Moreover if we set

fj .s; x;w/ D @x

k
j .s;

OXk.s^Sn//; g.s; x;w/ D .ri b
k/.s; OX.s^Sn//ri

OXk.s^Sn/

then it is simple to see that the conditions (5.13) and (5.14) are satisfied. We then get
that riX

k
x .s ^Sn/ is solution of SDE (5.12). Hence, we obtain (5.17) for riX

k
x .s^

Sn/ from the previous lemma. Letting n tend to C1, we arrive at the desired result.

Now we will show a sufficient condition for solutions of stochastic differential
equations to belong to the class BV.Rn � ˝/. The advantage is that we assume
only bounded on the diffusion coefficient 
 .

Theorem 5.2. Assume that (H.1)–(H.2) hold. Then, the solution OXk.t/ is in
BV.Rn �˝/ for all t 2 Œ0;C1/ and each k D 1; 2; : : : ; n.

Proof. The regularization procedure enables the existence of a sequences
f
mIm 2 Ng and fbmIm 2 Ng such that
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m D
�

kj;m

�

kD1;:::;n;jD1;:::;d 2 Cb.Œ0;C1/ � R ! R
n ˝ R

d /;


kj;m.t; 	/ 2 C1.R/; t 2 Œ0;C1/;

bm D �
bkm
�

kD1;:::;n 2 Cb.Œ0;C1/ � R
n ! R

n/;

bkm.t; 	/ 2 C1.Rn ! R
n//; t 2 Œ0;C1/;

sup
m

ˇ
ˇ.ri b

k
n/.t; x/

ˇ
ˇ � K; 8 t � 0; x 2 R

n:

lim
m

sup
t2Œ0;T �

sup
x2K

j
m.t; x/ � 
.t; x/j
Rn˝Rd C jbm.t; x/ � b.t; x/j

Rn D 0

for each compact K in R
n. Let fZn

x In 2 Ng be the strong solutions of the SDE
(5.9) with coefficients 
n and bn and the Brownian motion B . Then, by a standard
method of stochastic differential equations and (5.17) of Lemma 5.2 we have for all
i 2 f1; 	 	 	 ; ng and t 2 Œ0;C1/

sup
m

E jZm
x .t/j2Rn < 1 and sup

m

E jri .Z
m
x .t/jRn < 1: (5.18)

On the other hand we have from [3] that

lim
n!C1 sup

x2K
E . max

t2Œ0;T �
jZn

x .t/ �Xx.t/j2Rn/ D 0: (5.19)

Let M > 0 and ˚ be a fixed function in C1.Rn/ satisfying

˚.x/ D 1 if x 2
nQ

iD1
Œ�M;M�;

˚.x/ D 0 if x …
nQ

iD1
Œ�M C 1;M C 1�;

jri˚.x/j � C (constant) for all x 2 R
n:

Let
n OZmIm 2 N

o
be the strong solution of the SDE (5.11) with coefficients 
m and

bm and the Brownian motion OB . It follows from (5.18–5.19) and Proposition 5.2
that

sup
m

OE
ˇ
ˇ
ˇ OZm.t/ ˚.x/

ˇ
ˇ
ˇ
2

Rn
< 1 and sup

m

OE
ˇ
ˇ
ˇri . OZm.t/ ˚.x//

ˇ
ˇ
ˇ
Rn
< 1; (5.20)

and
lim

m!C1
OE . max

t2Œ0;T � j OZm.t/˚.x/� OX.t/˚.x/j2
Rn
/ D 0: (5.21)
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It is easy to see that (5.20) means that the family f OZm ˚;m 2 Ng satisfies condition
(B.2) and (B.4) of Theorem 7.1. Furthermore, for each m 2 N, OZm ˚ satisfies the
smoothness property (B.3), cf. Kunita [4]. It follows from (5.21) that there exists
a subsequence of f OZm ˚;m 2 Ng which converges OP -almost surely to OX˚ . For
simplicity, we also denote the subsequence by f OZm ˚;m 2 Ng again. Thus, we
can use Theorem 2.2, and we have OX.t/˚.x/ is in BV.Rn � ˝/ and consequently
OX.t/ 2 BV.Rn �˝/ for all t 2 Œ0;C1/.

Now as a consequence of the foregoing we obtain the following result

Theorem 5.3. Assume that (H.1)–(H.2) hold. Then, for almost all w the flow x 7!
Xx.t;w/ is a function of bounded variation on each compact in R

n.
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Chapter 6
Stochastic Volatility and Multifractional
Brownian Motion

Antoine Ayache and Qidi Peng

Abstract In order to make stochastic volatility models more realistic some authors
(see for example Comte and Renault J. Econom. 73:101–150, 1996; Comte and
Renault Math. Financ. 8:291–323, 1998; Gloter, A., Hoffmann, M.: Stochastic
volatility and fractional Brownian motion Stoch. Proc. Appl. 113:143–172, 2004;
Rosenbaum Stoch. Proc. Appl. 118:1434–1462, 2008) have proposed to replace the
Brownian motion governing the volatility by a more flexible stochastic process.
This is why, we introduce multifractional stochastic volatility models; their main
advantage is that they allow to account variations with respect to time of volatility
local roughness. Our definition of multifractional stochastic volatility models is
inspired by that of the fractional stochastic volatility models previously introduced
by Gloter and Hoffmann (Gloter, A., Hoffmann, M.: Stochastic volatility and frac-
tional Brownian motion, Stoch. Proc. 502 Appl. 113:143–172, 2004). The main goal
of our article is to extend to these new models some theoretical results concerning
statistical inference which were obtained in (Gloter, A., Hoffmann, M.: Stochastic
volatility and fractional Brownian motion, Stoch. Proc. Appl. 113:143–172, 2004).
More precisely, assuming that the functional parameter H.	/ of multifractional
Brownian motion is known, we construct, in a general framework, an estimator of
integrated functional of the volatility, and we derive from it, in the linear case, an
estimator of a parameter � related to the volatility.
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6.1 Introduction and Motivation

Stochastic volatility models are extensions of the well-known Black and Scholes
model. Hull and White [22] and other authors in mathematical finance (see for
instance [30] and [25]) introduced them in the eighties in order to account the
volatility effects of exogenous arrivals of information. Our article is inspired from
a work of Gloter and Hoffmann [21, 22] which concerns statistical inference in a
parametric stochastic volatility model driven by a fractional Brownian motion (fBm
for short). Namely, the model considered in [21, 22] can be expressed as:

�
Z.t/ D z0 C R t

0

.s/ dW.s/


.s/ D 
0 C ˚.�;B˛.s//;
(6.1)

where:

• Z.t/ denotes logarithm of the price of the underlying asset, the original price z0
is supposed to be deterministic and known.

• fW.s/gs2Œ0;1� denotes a standard Brownian motion (Bm for short).
• f
.s/gs2Œ0;1� denotes the volatility process (
0 is real-valued and known); the

deterministic function x 7! ˚.�; x/, through which it is defined, is known up
to a real-valued parameter � . For the sake of convenience, one sets for every
x 2 R,

f .x/ WD .
0 C ˚.�; x//2 (6.2)

and throughout this article one assumes that the function f belongs to the set
C2
pol .R/. Observe that for every integer l � 0, C l

pol .R/ denotes the vector space
of l-times continuously differentiable functions over the real line, which slowly
increase at infinity as well as their derivative of any order, more formally,

C l
pol .R/ WD

n
h 2 C l.R/ W 9c;K > 0 ;8 x 2 R;

lX

kD0
jh.k/.x/j � c

�
1C jxjK�

o
:

(6.3)
• fB˛.s/gs2Œ0;1� denotes a fractional Brownian motion (fBm for short) with Hurst

parameter ˛ (see e.g. [15,16,29]), which is assumed to be independent on the Bm
fW.s/gs2Œ0;1�; one makes the latter independence assumption for the stochastic
integral

R t
0

.s/ dW.s/ to be well-defined. Note that the idea of replacing the Bm

governing the volatility by a fBm is due to Comte and Renault (see [13,14]), who
have proposed to do so in order to account some long memory effects.

In order to clearly explain the main goal of our article, we need to briefly
present some of the main results obtained in [21, 22]. In the latter articles, it is
assumed that one observes a discretized trajectory of the process fZ.t/gt2Œ0;1�,
namely the high frequency data Z.j=n/, j D 0; : : : ; n. Also, it is assumed that
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the fBm B˛ governing the volatility is hidden; however one knows the value of its
Hurst parameter ˛, moreover ˛ 2 .1=2; 1/. Though, the hypothesis that the Hurst
parameter is known may seem to be restrictive from a practical point of view, it has
already been made by other authors (see for example [35]), in some settings more
or less related to that of the model (6.1). Under additional technical assumptions,
we will not give here for the sake of simplicity, Gloter and Hoffmann [21, 22] have
obtained the following results .1/ and .2/:

1: By using the notion of generalized quadratic variation, one can con-
struct estimators of integrated functional of the volatility of the form:
R 1
0 f
0.B˛.s//2h.
2.s// ds, where f 0 is the derivative of f and h 2 C1

pol .R/

is arbitrary and fixed. Note that the problem of the estimation of such quantities
is of some importance in its own right, since more or less similar integrals appear
in some option pricing formulas (see for instance [22]).

2: Thanks to the result .1/, it is possible to build a minimax optimal estimator of
the unknown parameter � . Also, it is worth noticing that, it has been shown in
[21, 22] that the minimax rate of convergence for estimating � , in the setting of
the model (6.1), is not the usual rate n�1=2 but the slower rate n�1=.4˛C2/, which
deteriorates when the Hurst parameter ˛ increases; basically, the reason for this
unusual phenomenon is that the volatility is hidden and the Brownian motion W
makes the approximation of the volatility more noisy.

Let us now present the main motivation behind the introduction of multifractional
stochastic volatility models. To this end, first we need to introduce the notion
of pointwise Hölder exponent. Let fX.s/gs2Œ0;1� be a stochastic process whose
trajectories are with probability 1, continuous and nowhere differentiable functions
(this is the case of fBm and of multifractional Brownian motion which will soon be
introduced), �X.t/ the pointwise Hölder exponent of the process fX.s/gs2Œ0;1� at an
arbitrary time t , is defined as,

�X.t/ D sup
n
� 2 Œ0; 1� W lim sup

�!0
X.t C �/ �X.t/

j� j� D 0
o
:

The quantity of �X.t/ provides a measure of fX.s/gs2Œ0;1� roughness (i.e. of the
maximum of the fluctuations amplitudes of fX.s/gs2Œ0;1�) in a neighborhood of t ;
the smaller �X.t/ is the rougher (i.e. the more fluctuating) is fX.s/gs2Œ0;1� in t
neighborhood. In [1] numerical evidences have shown that for a better understand-
ing of stock price dynamics, it is important to analyze volatility local roughness.
With this respect, fractional stochastic volatility model has a serious limitation: its
volatility local roughness cannot evolve with time; more precisely, when ˚.�; 	/
is a continuously differentiable function with a nowhere vanishing derivative, then
one has, almost surely, at any time t , �
.t/ D ˛, where ˛ is the constant Hurst
parameter of the fBm fB˛.s/gs2Œ0;1� and �
.t/ the pointwise Hölder exponent at t ,
of the volatility process f
.s/gs2Œ0;1� defined in (6.1). The latter limitation is due to
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the fact that the local roughness of fB˛.s/gs2Œ0;1� itself cannot change from time to
time, namely one has almost surely, for all t , �B˛ .t/ D ˛ (see e.g. [23]). In order
to overcome this drawback, we propose to replace in (6.1), the fBm fB˛.s/gs2Œ0;1�
by a multifractional Brownian motion (mBm for short), denoted in all the sequel
by fX.s/gs2Œ0;1�, which is independent on fW.s/gs2Œ0;1�. Thus, we obtain a new
stochastic volatility model we call multifractional stochastic volatility model. Its
precise definition is the following:

�
Z.t/ D z0 C R t

0

.s/ dW.s/


.s/ D 
0 C ˚.�;X.s//;
(6.4)

where z0, 
0, � , ˚.�; 	/ and fW.s/gs2Œ0;1� satisfy the same assumptions as before;
note that the stochastic integral

R t
0 
.s/ dW.s/ is well-defined since the mBm

fX.s/gs2Œ0;1� is assumed to be independent on the Bm fW.s/gs2Œ0;1�. In order to
clearly explain the reason why multifractional stochastic volatility model allows
to overcome the limitation of fractional volatility model we have already pointed
out we need to make some brief recalls concerning mBm. The latter non stationary
increments centered Gaussian process was introduced independently in [8] and [26],
in order to avoid some drawbacks coming from the fact that the Hurst parameter of
fBm cannot evolve with time. The mBm fX.s/gs2Œ0;1� can be obtained by substituting
to the constant Hurst parameter ˛ in the harmonizable representation of fBm:

B˛.s/ D
Z

R

eis � 1
jj˛C1=2 dbB./; (6.5)

a function H.	/ depending continuously on time and with values in .0; 1/. The
process fX.s/gs2Œ0;1� can therefore be expressed as,

X.s/ WD
Z

R

eis � 1
jjH.s/C1=2 dbB./: (6.6)

Throughout our article not only we assume that H.	/ is continuous but also that it
is a C2-function, actually we need to impose this condition in order to be able to
estimate the correlations between the generalized increments of local averages of
mBm (see Proposition 6.3.6). Moreover, to obtain Part .i i/ of Lemma 6.3.2, we
need to assume that H.	/ is with values in .1=2; 1/.

For the sake of clarity, notice that dbB is defined as the unique complex-valued
stochastic Wiener measure which satisfies for all f 2 L2.R/,

Z

R

f .s/ dB.s/ D
Z

R

bf ./ dbB./; (6.7)
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where fB.s/gs2R denotes a real-valued Wiener process and bf the Fourier transform
of f . Observe that it follows from (6.7) that, one has up to a negligible deterministic
smooth real-valued multiplicative function (see [12, 34]), for all s 2 Œ0; 1�,

Z

R

n
js C xjH.s/�1=2 � jxjH.s/�1=2

o
dB.x/ D

Z

R

eis � 1

jjH.s/C1=2 dbB./;

which implies that the process fX.s/gs2Œ0;1� is real-valued.
Since several years, there is an increasing interest in the study of mBm and

related processes (see for instance [2–7, 9–11, 17–19, 31–34]). The usefulness of
such processes as models in financial frame has been emphasized by several authors
(see for example [9–11,23,24]). Generally speaking, mBm offers a larger spectrum
of applications than fBm, mainly because its local roughness can be prescribed
via its functional parameter H.	/ and thus is allowed to change with time; more
precisely, one has almost surely, for all t , �X.t/ D H.t/, where �X.t/ denotes the
pointwise Hölder exponent at t of the mBm fX.s/gs2Œ0;1�. It is worth noticing that
the latter result, in turn, implies that in the model (6.4) the volatility local roughness
can evolve with time, namely when ˚.�; 	/ is a continuously differentiable function
with a nowhere vanishing derivative, then one has, almost surely, at any time t ,
�
.t/ D H.t/, where �
.t/ is the pointwise Hölder exponent at t , of the volatility
process f
.s/gs2Œ0;1� defined in (6.4).

Having given the main motivation behind multifractional stochastic volatility
models, let us now clearly explain the goal of our article. Our aim is to study
to which extent it is possible to extend to the setting of these new models Gloter
and Hoffmann results (1) and (2) stated above. Basically, we use some techniques
which are reminiscent to those in [21, 22]; however new difficulties appear in our
multifractional setting. These new difficulties are essentially due to the fact that
local properties of mBm change from one time to another.

Throughout our article we assume that the functional parameter H.	/ of the
mBm fX.s/gs2Œ0;1� is known. We show that the result (1) can be stated in a more
general form and can be extended to multifractional stochastic volatility models.
The challenging problem of extending the result (2) to these models remains open;
the major difficulty in it, consists in precisely determining the minimax rate of
convergence for estimating � . Yet, in the linear case, that is for a model of the form:

�
Z.t/ D z0 C R t

0

.s/ dW.s/


.s/ D 
0 C �X.s/;
(6.8)

assuming that there exists t0 2 .0; 1/ such that H.t0/ D mint2Œ0;1� H.t/, we give
a partial solution to this problem; namely, we show that by localizing Gloter and
Hoffmann estimator in a well-chosen neighborhood of t0, it is possible to obtain
an estimator of �2 whose rate of convergence can be bounded in probability by

n�1=.4H.t0/C2/
�

logn
�1=4

.
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6.2 Statement of the Main Results

Let us consider an integrated functional of the volatility of the form:

Z 1

0

�
f 0.X.s//

�2
h.Y.s// ds; (6.9)

where, fX.s/gs2Œ0;1� denotes the mBm, fY.s/gs2Œ0;1� is the process defined as

Y.s/ WD f .X.s// WD 
2.s/ WD �

0 C ˚.�;X.s//

�2
; (6.10)

and h an arbitrary function of C1
pol .R/. An important difficulty in the problem of the

nonparametric estimation of the integral (6.9) comes from the fact that the process
fY.s/gs2Œ0;1� is hidden; as we have mentioned before, we only observe the sample
.Z.0/;Z.1=n/; : : : ; Z.1//, where fZ.t/gt2Œ0;1� is the process defined in (6.4). Let
us first explain how to overcome this difficulty. Y i;N , i D 0; : : : ; N � 1, the local
average values of the process fY.s/gs2Œ0;1� over a grid f0; 1=N; : : : ; 1g,N � 1 being
an arbitrary integer, are defined, for all i D 0; : : : ; N � 1, as

Y i;N WD N

Z iC1
N

i
N

Y.s/ ds: (6.11)

Let us now assume that N is a well chosen integer depending on n (this choice will
be made more precise in the statements of Theorems 6.2.2 and 6.2.3 given below),
such an N is denoted by Nn; moreover, we set

mn WD Œn=Nn� and for every i D 0; : : : ; Nn,ji WD Œin=Nn�; (6.12)

with the convention that Œ	� is the integer part function. The key idea to overcome
the difficulty, we have already pointed out, consists in using the fact that for n big
enough, Y i;Nn can be approximated by

bY i;Nn;n WD Nn

jiC1�ji�1X

kD0

�

Z

�
ji C k C 1

n

�

�Z
�
ji C k

n

��2

: (6.13)

The rigorous proof of the latter approximation result relies on Itô formula, it is given
in [22] page 157 in the case of fBm and it can be easily extended to the case of mBm.
This is why we will only give here a short heuristic proof. Using (6.13), (6.4), the
fact that n is big enough, and (6.10), one has
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bY i;Nn;n D Nn

jiC1�ji�1X

kD0

 Z jiCkC1
n

jiCk
n


.s/ dW.s/

!2

 Nn

jiC1�ji�1X

kD0

 Z jiCkC1
n

jiCk
n

dW.s/

!2


2
�
ji C k

n

�

D Nn

jiC1�ji�1X

kD0

�

W

�
ji C k C 1

n

�

�W
�
ji C k

n

��2

Y

�
ji C k

n

�

 Nn

0

@n�1
jiC1�ji�1X

kD0
Y

�
ji C k

n

�
1

A ; (6.14)

where the latter approximation follows from the fact that
�
W
�
jiCkC1

n

�
�

W
�
jiCk
n

��2
, k D 0; : : : ; jiC1�ji �1 are i.i.d random variables whose expectation

equals n�1. Then noticing that n�1
PjiC1�ji�1

kD0 Y
�
jiCk
n

�
is a Riemann sum which,

in view of (6.12), converges to the integral
R iC1

Nn
i
Nn

Y.s/ ds; it follows from (6.11) and

(6.14) that
bY i;Nn;n  Y i;Nn :

The main goal of Sect. 6.3 is to construct estimators of the integrated functional of
the volatility

V.hI�N ; �N / WD 1

�N � �N
Z �N

�N

�
f 0.X.s//

�2
h.Y.s// ds; (6.15)

where .�N /N and .�N /N are two arbitrary sequences satisfying: for every N , 0 �
�N < �N � 1 and limN!C1N.�N � �N / D C1.

Observe that when we take for every N , �N D 0 and �N D 1, then the integral
in (6.15) is equal to the integral in (6.9).

In order to be able to state the main two results of Sect. 6.3, one needs to introduce
some additional notations. Throughout this article one denotes by a D .a0; : : : ; ap/

a finite sequence of p C 1 arbitrary fixed real numbers whose M.a/ first moments
vanish i.e. one has

pX

kD0
klak D 0; for all l D 0; : : : ;M.a/� 1

and one always assumes that M.a/ � 3 (observe that one has necessarily p >

M.a/). For each integer N � p C 1 and any i D 0; : : : ; N � p � 1, �aY i;N is the
generalized increment of local average values of Y , defined as
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�aY i;N WD
pX

kD0
akY iCk;N (6.16)

and�aXi;N is the generalized increment of local average values of mBmX , defined
as

�aXi;N WD
pX

kD0
akXiCk;N ; (6.17)

where

Xi;N WD N

Z iC1
N

i
N

X.s/ ds: (6.18)

At last, for each integer n big enough and any i D 0; : : : ; Nn � p � 1, one denotes
by �a

bY i;Nn;n the generalized increment defined as

�a
bY i;Nn;n WD

pX

kD0
akbY iCk;Nn;n: (6.19)

One is now in position to state the two main results of Sect. 6.3. The following theo-
rem provides an estimator of the integrated functional of the volatility V.hI�N ; �N /
starting from Y i;N , �N � i=N � �N , the local average values of the process
fY.s/gs2Œ0;1� over the grid f0; 1=N; : : : ; 1g \ Œ�N ; �N �. It also provides an upper
bound of the rate of convergence.

Theorem 6.2.1. For every integer N � p C 1 and for every function h 2 C1
pol .R/

one sets

V .hI�N ; �N / WD 1

N.�N � �N /
X

i2J .�N ;�N /

.�aY i;N /
2

C.i=N /N�2H.i=N/
h.Y i;N /; (6.20)

where:

• J .�N ; �N / denotes the set of indices,

J .�N ; �N / D ˚
i 2 f0; : : : ; N � p � 1g W �N � i=N � �N

�I (6.21)

• For all s 2 Œ0; 1�,

C.s/ WD
Z

R

jei� � 1j2jPp

kD0 akeik�j2
j�j2H.s/C3 d�: (6.22)

Then there exists a constant c > 0, such that one has for each integer N � p C 1,

E

nˇ
ˇV .hI�N ; �N / � V.hI�N ; �N /

ˇ
ˇ
o

� c
�
N.�N � �N /

��1=2
: (6.23)



6 Stochastic Volatility and Multifractional Brownian Motion 219

Recall that the integrated functional of the volatility V.hI�N ; �N / has been defined
in (6.15).

In view of the previous theorem, in order to construct an estimator of
V.hI�Nn ; �Nn/ starting from the observed data Z.j=n/, j D 0; : : : ; n, a natural
idea consists in replacing in (6.20), the Y i;Nn ’s by their approximations bY i;Nn;n.
However (this has already been noticed in [21, 22] in the case where X is the fBm,
�Nn D 0 and �Nn D 1),

1

Nn.�Nn � �Nn/

X

i2J .�Nn ;�Nn/

.�a
bY i;Nn;n/

2

C.i=Nn/N
�2H.i=Nn/
n

h.bY i;Nn;n/ � V.hI�NN ; �Nn/

does not converge to zero in the L1.˝/ norm; one needs therefore to add the
correction term:

� 1

Nn.�Nn � �Nn/
X

i2J .�Nn ;�Nn/

2kak22.bY i;Nn;n/2
C.i=Nn/N

�2H.i=Nn/
n mn

h.bY i;Nn;n/;

where kak2 D
qPp

kD0 a2k denotes the Euclidian norm of a. More precisely, the
following theorem holds.

Theorem 6.2.2. For every integer n big enough and h 2 C1
pol .R/, one sets

bV .hI�Nn; �Nn/ WD 1

Nn.�Nn � �Nn/

X

i2J .�Nn ;�Nn/

 
.�a

bY i;Nn;n/
2

C.i=Nn/N
�2H.i=Nn/
n

� 2kak22.bY i;Nn;n/2
C.i=Nn/N

�2H.i=Nn/
n mn

!

h.bY i;Nn;n/;

(6.24)

where mn is as in (6.12). Then assuming that

sup
n

m�1n N
2maxs2Œ�Nn ;�Nn � H.s/
n < C1; (6.25)

it follows that there exists a constant c > 0, such that one has for all n big enough,

E

nˇ
ˇ
ˇbV .hI�Nn ; �Nn/� V.hI�Nn ; �Nn/

ˇ
ˇ
ˇ

o
� c

�
Nn.�Nn � �Nn/

��1=2
: (6.26)

Remark 6.2.1. When the mBm X is a fBm with Hurst parameter ˛ 2 .1=2; 1/, one
can take in Theorems 6.2.1 and 6.2.2, H.	/ D ˛, �Nn D 0 and �Nn D 1; then one
recovers Theorem 3 in [22] and Proposition 1 in [20].
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Let us now turn to Sect. 6.4. The goal of this section is to construct an estimator
of �2 in the setting of a linear stochastic volatility model driven by a mBm, that is a
model of the type (6.8); and also to give an evaluation of the rate of convergence of
this estimator in terms of mint2Œ0;1� H.t/. Notice that, in Sect. 6.4, we assume that
� ¤ 0 and there exists t0 2 .0; 1/ such that

H.t0/ D min
t2Œ0;1� H.t/: (6.27)

In order to be able to state the main result of this section, we need to introduce some
additional notations. For n big enough, we set,

E min
Nn

.t0/ D t0 � 1
p

log.Nn/
; (6.28)

E max
Nn

.t0/ D t0 C 1
p

log.Nn/
(6.29)

and

VNn;t0 W D J
�
E min
Nn

.t0/;E
max
Nn

.t0/
�

D
(

i 2 f0; : : : ; Nn � p � 1g W
ˇ
ˇ
ˇt0 � i

Nn

ˇ
ˇ
ˇ � 1

p
logNn

)

; (6.30)

where J has been introduced in (6.21).
Let .an/n and .bn/n be two arbitrary sequences of positive real numbers. The

notation an � bn means there exist two constants 0 < c1 � c2, such that for all n,
one has c1an � bn � c2an.

We are now in position to state the main result of Sect. 6.4.

Theorem 6.2.3. Consider a linear stochastic volatility model driven by a mBm. For
n big enough, let,

b�2n;t0 D
bV .1I E min

Nn
.t0/;E

max
Nn

.t0//

4
�
2.log.Nn//�1=2Nn

��1P
i2VNn;t0

bY i;Nn;n
; (6.31)

where bV has been introduced in (6.24). Assume that

Nn � n1=.2H.t0/C1/: (6.32)

Then the sequence of random variables

�
n1=.4H.t0/C2/.logn/�1=4.b�2n;t0 � �2/

�

n
;
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is bounded in probability i.e. one has

lim
�!C1 lim sup

n!C1
P

n
n1=.4H.t0/C2/.logn/�1=4jb�2n;t0 � �2j > �

o
D 0: (6.33)

Remark 6.2.2. Theorem 6.2.3 is an extension of Proposition 2 in [20].

In fact, Theorem 6.2.3 is a straightforward consequence of the following result.

Theorem 6.2.4. Consider a linear stochastic volatility model driven by a mBm. For
n big enough, we set,

b�2n.�Nn ; �Nn/ D
bV .1I�Nn ; �Nn/

4.Nn.�Nn � �Nn//�1
P

i2J .�Nn ;�Nn /
bY i;Nn;n

: (6.34)

Assume that .�Nn/n and .�Nn/n are two convergent sequences and also that

Nn � n1=.2maxs2Œ�Nn ;�Nn � H.s/C1/: (6.35)

Then the sequence of random variables

�
n1=.4maxs2Œ�Nn ;�Nn � H.s/C2/.�Nn � �Nn/1=2

�
b�2n.�Nn; �Nn/� �2

��

n
;

is bounded in probability.

6.3 Estimation of Integrated Functionals of the Volatility

6.3.1 Proof of Theorem 6.2.1 When Y is the mBm

The goal of this subsection is to show that Theorem 6.2.1 holds in the particular case
where the process Y (see (6.10)) is the mBm X itself i.e. the function f is equal to
the identity. Namely, we will prove the following theorem.

Theorem 6.3.1. For every integer N � pC 1 and every function h 2 C1
pol .R/ one

sets

Q.hI�N ; �N / WD 1

�N � �N

Z �N

�N

h.X.s// ds (6.36)

and

Q.hI�N ; �N / WD 1

N.�N � �N /

X

i2J .�N ;�N /

.�aXi;N /
2

C.i=N /N�2H.i=N/
h.Xi;N /: (6.37)

Then there is a constant c > 0, such that one has for each N � p C 1,
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E

nˇ
ˇ
ˇQ.hI�N ; �N /�Q.hI�N ; �N /

ˇ
ˇ
ˇ

o
� c

�
N.�N � �N /

��1=2
: (6.38)

Remark 6.3.1. This theorem generalizes Proposition 1 in [22].

Let us explain the main intuitive ideas which lead to the estimatorQ.hI�N ; �N /.
• First one approximates the integral .�N ��N /�1

R �N
�N
h.X.s// ds by the Riemann

sum
.N.�N � �N //

�1 X

i2J .�N ;�N /

h.X.i=N //I

• Then one approximates the latter quantity by

.N.�N � �N //�1
X

i2J .�N ;�N /

.�aXi;N /
2

Var.�aXi;N /
h.X.i=N //I

• Finally, one approximates the latter quantity by Q.hI�N ; �N / since X.i=N / '
Xi;N and Var.�aXi;N / ' C.i=N /N�2H.i=N/.

Upper bounds of the L1-norms of the successive approximation errors are given in
the following lemma.

Lemma 6.3.2. Let h 2 C1
pol .R/, then there exist four constants c1; c2; c3; c4 > 0,

such that the following inequalities hold for every N � p C 1.

(i)

E1 WD E

8
<

:

ˇ
ˇ
ˇ
ˇ

1

N.�N � �N /

X

i2J .�N ;�N /

h.X.i=N //� 1

�N � �N

Z �N

�N

h.X.s// ds

ˇ
ˇ
ˇ
ˇ

9
=

;

� c1

�
N.�N � �N /

��1=2I (6.39)

(ii)

E2 WD E

8
<

:

ˇ
ˇ
ˇ
ˇ

1

N.�N � �N /

X

i2J .�N ;�N /

n .�aXi;N /
2

Var.�aXi;N /
� 1

o
h.X.i=N //

ˇ
ˇ
ˇ
ˇ

9
=

;

� c2

�
N.�N � �N /

��1=2I (6.40)

(iii)

E3 WD E

8
<

:

ˇ
ˇ
ˇ
ˇ

1

N.�N � �N /

X

i2J .�N ;�N /

.�aXi;N /
2

Var.�aXi;N /

�
h.Xi;N /� h.X.i=N //

�ˇˇ
ˇ
ˇ

9
=

;

� c3

�
N.�N � �N /

��1=2I (6.41)
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(iv)

E4 WD E

nˇ
ˇ
ˇQ.hI�N ; �N / � eQ.hI�N ; �N /

ˇ
ˇ
ˇ

o
� c4

�
N.�N � �N /

��1=2
; (6.42)

where

eQ.hI�N ; �N / WD 1

N.�N � �N /
X

i2J .�N ;�N /

.�aXi;N /
2

Var.�aXi;N /
h.Xi;N /: (6.43)

Proof of Theorem 6.3.1: This theorem is a straightforward consequence of Lemma
6.3.2 and the triangle inequality. Indeed, one has that

E

nˇ
ˇ
ˇeQ.hI�N ; �N /�Q.hI�N ; �N /

ˇ
ˇ
ˇ

o
� E1CE2CE3CE4 � c

�
N.�N ��N /

��1=2
:

where c > 0 is a constant. ut
Parts (i) and (iii) of Lemma 6.3.2 are not very difficult to obtain, this is why

we will not give their proofs. Part (iv) of the latter lemma is a consequence of the
following lemma proved in [29].

Lemma 6.3.3. There is a constant c > 0 such that for every i 2 f0; : : : ; N �p�1g
one has,

ˇ
ˇ
ˇVar.�aXi;N / � C.i=N /N�2H.i=N/

ˇ
ˇ
ˇ � c log.N /N�1�2H.i=N/: (6.44)

Let us now focus on the proof of Part (ii) of Lemma 6.3.2; this proof relies on some
techniques which are more or less similar to those in [21, 22]. First we need to give
some preliminary results. The following lemma is a classical result on centered 2-
dimensional Gaussian vectors, this is why we have omitted its proof.

Lemma 6.3.4. Let .Z;Z0/ be a centered 2-dimensional Gaussian vector and let us
assume that the variances of Z and Z0 are both equal to the same quantity denoted
by v. Then, one has,

E
˚
.Z2 � v/.Z02 � v/

� D 2
�
Cov.Z;Z0/

�2
: (6.45)

Lemma 6.3.5. For every N � p C 1, let �N W Œ�N ; �N � ! R be an arbitrary
deterministic bounded function and let ˙N.�N / be the quantity defined as,

˙N .�N / D
X

j2J .�N ;�N /

n .�aXj;N /
2

Var.�aXj;N /
� 1

o
�N .j=N /; (6.46)
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where J .�N ; �N / is the set introduced in (6.21). Then, there is a constant c > 0,
non depending on N and �N , such that the inequality,

E

n�
˙N .�N /

�2
o

� ck�N k21N.�N � �N /;

where k�N k1 WD supx2Œ�N ;�N � j�N .x/j holds for every N � p C 1.

In order to prove Lemma 6.3.5, we need the following technical proposition
which concerns the estimation of the correlation between the generalized increments
�aXj;N and�aXj 0;N ; we refer to [27] for its proof.

Proposition 6.3.6. Assume that H.	/ is a C2-function and M.a/ � 3 (recall that
M.a/ is the number of the vanishing moments of the sequence a). Then there is a
constant c > 0 such that one has for any integer N � p C 1 big enough and each
j; j 0 2 f0; : : : ; N � p � 1g,

ˇ
ˇ
ˇCorr

n
�aXj;N ;�aXj 0;N

oˇ
ˇ
ˇ � c

�
1

1C jj � j 0j
�

; (6.47)

where

Corr
n
�aXj;N ;�aXj 0;N

o
WD E

8
ˆ̂
<

ˆ̂
:

�aXj;N
r

Var
n
�aXj;N

o
�aXj 0;N

r

Var
n
�aXj 0;N

o

9
>>=

>>;

:

Proof of Lemma 6.3.5: One clearly has that

E
˚
.˙N .�N //

2
� D

X

j;j 02J .�N ;�N /

�N .j=N /�N .j
0=N/E

( 
.�aXj;N /

2

Var.�aXj;N /
� 1

! 
.�aXj 0;N /

2

Var.�aXj 0;N /
� 1

!)

:

Next it follows from Lemma 6.3.4 and Proposition 6.3.6 that

E
˚
.˙N .�N //

2
� D 2

X

j;j 02J .�N ;�N /

�N .j=N /�N .j
0=N/

�
Corr.�aXj;N ;�aXj 0;N /

�2

� 2c1k�N k21
X

j;j 02J .�N ;�N /

�
1

1C jj � j 0j
�2

� 4c1k�N k21
X

j2J .�N ;�N /

1X

lD�1

�
1

1C jl j
�2

� c2k�N k21N.�N � �N /; (6.48)

where c1 and c2 are two constants which do not depend on N . ut
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Lemma 6.3.7. For every N � p C 1, let �N W Œ�N ; �N � ! R be an arbitrary
bounded deterministic function that vanishes outside a dyadic interval of the form
Œk2�j0LN C�N ; k

02�j0LN C�N �, where LN WD �N ��N and where the integers
j0, k and k0 are arbitrary and satisfy j0 � 0 and 0 � k < k0 � 2j0 . Then there
exists a constant c > 0 which does not depend on N , k, k0 and j0, such that for all
integers N � p C 1, and j1 satisfying 2j0 � 2j1 � NLN < 2

j1C1, one has

E
˚
.˙N .�N //

2
� � ck�N k21.k0 � k/2j1�j0 : (6.49)

Proof of Lemma 6.3.7. Let I .k; k0; j0; N / be the set of indices defined as,

I .k; k0; j0; N /

D
n
i 2 J .�N ; �N / W i 2 .k2�j0LN C �N /N; .k

02�j0LN C �N /N
�o
:

One has,

Card
�
I .k; k0; j0; N /

� � N.k0 � k/2�j0LN C 1 � 4.k0 � k/2j1�j0 ; (6.50)

where the last inequality follows from the fact that NLN � 2j1C1. Using
the method which allowed us to obtain (6.48) and replacing J .�N ; �N / by
I .k; k0; j0; N /, one can show that,

E
˚
.˙N .�N //

2
�

D 2
X

j;j 02I .k;k0;j0;N /

�N .j=N /�N .j
0=N/

�
Corr.�aXj;N ;�aXj 0;N /

�2

� ck�N k21.k0 � k/2j1�j0 ; (6.51)

where c > 0 is a constant which does not depend on k; k0; j0; N . ut
We are now in position to prove Part .i i/ of Lemma 6.3.2.

Proof of Part .i i/ of Lemma 6.3.2: Let N � p C 1 be fixed. Observe that, with
probability 1, the function t 7! h.X.t// belongs to C

�
Œ�N ; �N �

�
, the space of

continuous functions over Œ�N ; �N �. By expanding it in the Schauder basis of this
space, one obtains that

h.X.t// D �0�0.t/C �1�1.t/C
1X

jD0

2jX

kD1
�j;k�j;k.t/; (6.52)

where �0 D h.X.�N //, �1 D h.X.�N //, �0.t/ D .�N � t/L �1N , �1.t/ D .t �
�N /L

�1
N , with LN D �N � �N ,
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�j;k D 2�
j
2

n
2h
�
X
�2k � 1

2jC1
LN C �N

��
� h

�
X
� 2k

2jC1
LN C �N

��

�h
�
X
�2k � 2
2jC1

LN C �N

��o
;

and

�j;k.t/ D 23j=2L �1N
Z t

�N

�

1h .2k�2/LN

2jC1
C�N ; .2k�1/LN

2jC1
C�N

i.s/

�1h .2k�1/LN

2jC1
C�N ; 2kLN

2jC1
C�N

i.s/

�

ds:

(6.53)

Observe that the series in (6.52) is, with probability 1, uniformly convergent in
Œ�N ; �N �. Now let us show that there is a constant c > 0 such that

E f�20 C �21g � c; (6.54)

and

E f�2j;kg � c2�j.1C2mins2Œ�N ;�N � H.s//; for every j; k. (6.55)

By using the fact that h 2 C1
pol .R/ as well as the fact that all the moments of the

random variable kXk1 WD sups2Œ0;1� jX.s/j are finite, one gets,

E j�0j2 D E

�
h.X.�N //

�2 � E

�
c.1C kXk1/K

�2
< C1: (6.56)

Similarly, one can show that

E j�1j2 < C1: (6.57)

Combining (6.56) and (6.57), one obtains (6.54). Let us now show that (6.55) holds.
Using, the expression of �j;k, the inequality .aC b/2 � 2a2 C 2b2 for all a; b 2 R

and the triangle inequality one gets,

E j�j;kj2

D E

ˇ
ˇ
ˇ
ˇ
ˇ
2�

j
2

(

2h

 

X

 
2k � 1

2jC1
LN C �N

!!

� h
 

X

 
2k

2jC1
LN C �N

!!

�h
 

X

 
2k � 2
2jC1

LN C �N

!!) ˇ
ˇ
ˇ
ˇ
ˇ

2
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� 2�j
(

2E

ˇ
ˇ
ˇ
ˇ
ˇ
h

 

X

 
2k � 1

2jC1
LN C �N

!!

� h
 

X

 
2k

2jC1
LN C �N

!!ˇ
ˇ
ˇ
ˇ
ˇ

2

C2E
ˇ
ˇ
ˇ
ˇ
ˇ
h

 

X

 
2k � 1
2jC1

LN C �N

!!

� h

 

X

 
2k � 2
2jC1

LN C �N

!!ˇ
ˇ
ˇ
ˇ
ˇ

2)

: (6.58)

Thus, in view of (6.58), for proving (6.55), it suffices to show that there is a constant
c > 0 (which does not depend on N , j and k) such that one has,

E

ˇ
ˇ
ˇh
�
X
�2k � 1
2jC1

LN C �N

��
� h

�
X
� 2k

2jC1
LN C �N

��ˇ
ˇ
ˇ
2 � c2�2j mins2Œ�N ;�N � H.s/

(6.59)
and

E

ˇ
ˇ
ˇh
�
X
�2k � 1
2jC1

LN C�N
��

�h
�
X
�2k � 2
2jC1

LN C�N
��ˇ
ˇ
ˇ
2 � c2�2j mins2Œ�N ;�N � H.s/

(6.60)
We will only prove that (6.59) holds since (6.60) can be obtained in the same way.
By using the fact that h 2 C1

pol .R/, the Mean Value Theorem and Cauchy-Schwarz
inequality, one has

E

ˇ
ˇ
ˇh

�

X

�
2k � 1

2jC1
LN C �N

��

� h
�

X

�
2k

2jC1
LN C �N

�� ˇ
ˇ
ˇ
2

� E

  

sup
s2Œ�kXk1;kXk1�

jh0.s/j
! ˇ
ˇ
ˇ
ˇX

�
2k � 1

2jC1
LN C �N

�

�X
�
2k

2jC1
LN C �N

�ˇ
ˇ
ˇ
ˇ

�2

�
�
E
�
c.1C kXk1/K

�4
�1=2

�

E

ˇ
ˇ
ˇ
ˇX

�
2k � 1

2jC1
LN C �N

�

�X
�
2k

2jC1
LN C �N

�ˇ
ˇ
ˇ
ˇ

4
!1=2

:

(6.61)

On the other hand, standard computations (see e.g. [6]) allow to show that, there is
a constant c > 0 (non depending on N ) such that for all t; t 0 2 Œ�N ; �N �, one has

E jX.t/ � X.t 0/j2 � cjt � t 0j2mins2Œ�N ;�N � H.s/:
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Then the latter inequality, the equivalence of the Gaussian moments and (6.61)
implies that (6.59) holds; recall that (6.60) can be obtained in the same way. Next
combining (6.58) with (6.59) and (6.60) one gets (6.55).

Now observe that (6.52) and (6.46), entail that

X

i2J .�N ;�N /

(
.�aXi;N /

2

Var.�aXi;N /
� 1

)

h.X.i=N //

D �0˙N .�0/C �1˙N .�1/C
1X

jD0

2jX

kD1
�j;k˙N .�j;k/: (6.62)

Also observe that by using the triangle inequality, Cauchy-Schwarz inequality,
Lemma 6.3.5, (6.54) and the fact that k�0k1 D k�1k1 D 1, one gets that there
is a constant c > 0 such that for all N ,

E
ˇ
ˇ�0˙N .�0/C �1˙N .�1/

ˇ
ˇ � E

ˇ
ˇ�0˙N .�0/

ˇ
ˇC E

ˇ
ˇ�1˙N .�1/

ˇ
ˇ

�
�
E
ˇ
ˇ�0
ˇ
ˇ2
�1=2�

E
ˇ
ˇ˙N.�0/

ˇ
ˇ2
�1=2

C
�
E
ˇ
ˇ�1
ˇ
ˇ2
�1=2�

E
ˇ
ˇ˙N .�1/

ˇ
ˇ2
�1=2

� c
�
N.�N � �N /

�1=2
: (6.63)

Thus in view of (6.62) and (6.63), in order to finish our proof, it remains to show
that there exists a constant c > 0 such that for all N � p C 1, one has,

E

ˇ
ˇ
ˇ

1X

jD0

2jX

kD1
�j;k˙N .�j;k/

ˇ
ˇ
ˇ � c.N.�N � �N //1=2: (6.64)

Let j1 � 1 be the unique integer such that

2j1 � NLN < 2
j1C1:

It follows from the triangle inequality, Cauchy-Schwarz inequality, (6.55), the fact
that for all j; k,

supp�j;k 

hk � 1
2j

LN C �N ;
k

2j
LN C �N

i
; (6.65)

and Lemma 6.3.7 in which one takes j0 D j , that
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E

ˇ
ˇ
ˇ

j1X

jD0

2jX

kD1
�j;k˙N .�j;k/

ˇ
ˇ
ˇ

�
j1X

jD0

2jX

kD1

�
E j�j;kj2

�1=2�
E j˙N .�j;k/j2

�1=2

� c

j1X

jD0

2jX

kD1
2�j.1C2mins2Œ�N ;�N � H.s//=2

�
k�j;kk21.k � .k � 1//2j1�j

�1=2

D c

j1X

jD0

2jX

kD1
2�j.1Cmins2Œ�N ;�N � H.s//Cj1=2k�j;kk1; (6.66)

where c > 0 is a constant. Then using (6.66), the fact that k�j;kk1 � 2j=2, the
inequalities mins2Œ�N ;�N � H.s/ � mins2Œ0;1� H.s/ > 1=2 and 2j1 � NLN , one gets
that

E

ˇ
ˇ
ˇ

j1X

jD0

2jX

kD1
�j;k˙N .�j;k/

ˇ
ˇ
ˇ � c

j1X

jD0

2jX

kD1
2�j.1=2Cmins2Œ�N ;�N � H.s//Cj1=2

� c2j1=2
C1X

jD0
2j.1=2�mins2Œ�N ;�N � H.s//

� c1.N.�N � �N //
1=2; (6.67)

where c1 D c
PC1

jD0 2j.1=2�mins2Œ0;1� H.s// < C1. Let us now show that there is a
constant c2 > 0 non depending on j1 and N , such that

E

ˇ
ˇ
ˇ

1X

jDj1C1

2jX

kD1
�j;k˙N .�j;k/

ˇ
ˇ
ˇ � c2.N.�N � �N //1=2: (6.68)

First observe that, for every fixed .j; k/, (6.65) and the inequalities 2�j � 2�j1�1 <
.NLN /

�1 imply that there is at most one index i 2 J .�N ; �N / such that
�j;k.i=N / ¤ 0. Therefore, in view of (6.46), one has

E j˙N.�j;k/j2 � k�j;kk21E

 
.�aXi;N /

2

Var.�aXi;N /
� 1

!2

:

(6.69)
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Then noticing that k�j;kk1 � 2j=2 and that E
�

.�aXi;N /
2

Var.�aXi;N /
� 1

�2 D E
�
Z2 � 1

�2
,

where Z is a standard Gaussian random variable. It follows that

E j˙N.�j;k/j2 � c2j ; (6.70)

where c > 0 is a constant non depending on N; j and k. Now, for every fixed
j � j1 C 1, let us denote by Kj;N the set of indices k 2 f0; : : : ; 2j g defined as

Kj;N D
n
k 2 f1; : : : ; 2j g W 9 i 2 J .�N ; �N / such that �j;k.i=N / ¤ 0

o
:

Observe that when k … Kj;N then for every i 2 J .�N ; �N /, one has �j;k.i=N / D
0 and as a consequence,

˙N .�j;k/ D 0: (6.71)

On the other hand, by using (6.65) and the fact that for all k and k0 satisfying k ¤ k0,
one has
�
k � 1
2j

LN C �N ;
k

2j
LN C �N

�

\
�
k0 � 1
2j

LN C �N ;
k0

2j
LN C �N

�

D ;;

it follows that

Card.Kj;N / � CardJ .�N ; �N / � 2N.�N � �N /: (6.72)

Next it follows from, (6.71), the triangle inequality, Cauchy-Schwarz inequal-
ity, (6.55), (6.70), (6.72), and the inequalities mins2Œ0;1� H.s/ > 1=2, 2�j1 <

2.NLN /
�1, that

E

ˇ
ˇ
ˇ

C1X

jDj1C1

2jX

kD1
�j;k˙N .�j;k/

ˇ
ˇ
ˇ

�
C1X

jDj1C1

X

k2Kj;N

�
E j�j;kj2

�1=2�
E j˙N.�j;k/j2

�1=2

� c

C1X

jDj1C1

X

k2Kj;N

2�j.1C2mins2Œ�N ;�N � H.s//=22j=2

� 2cN.�N � �N /

C1X

jDj1
2�j mins2Œ0;1� H.s/

D 2cN.�N � �N / 2
�j1 mins2Œ0;1� H.s/

1 � 2�mins2Œ0;1� H.s/
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� c0
�
NLN

�1�mins2Œ0;1� H.s/

� c0.N.�N � �N //1=2; (6.73)

where the constant c0 D 4c
�
1 � 2�mins2Œ0;1� H.s/

��1
and thus we obtain (6.68).

Moreover combining (6.68) with (6.67) one gets (6.64).
Finally, Part (ii) of Lemma 6.3.2 results from (6.62), (6.63) and (6.64). ut

6.3.2 Proof of Theorem 6.2.1 When Y is Arbitrary

We need the following lemmas.

Lemma 6.3.8. For all N � p C 1 and j 2 f0; : : : ; N � p � 1g, one sets

ej;N D �aY j;N � f 0.Xj;N /�aXj;N and e0j;N D h.Y j;N /� h.f .Xj;N //:

Then for all real k � 1 there exists a constant c D c.k/ > 0, such that the
inequalities,

E fjej;N jkg � cN�2H.j=N/k and E fje0j;N jkg � cN�H.j=N/k;

hold for every N � p C 1 and j 2 f0; : : : ; N � p � 1g.

Proof of Lemma 6.3.8: The first inequality can be obtained similarly to Relation
(34) in [22], by using a second order Taylor expansion for f . The second inequality
follows from the regularity properties of f and h and its proof is very close to that
of Relation (35) in [22]. ut
Lemma 6.3.9. For all N � p C 1, one sets

e
.1/
N D 1

N.�N � �N /
X

j2J .�N ;�N /

�
e2j;N C 2�aXj;Nf

0.Xj;N /ej;N

�

C.j=N/N�2H.j=N/
h.Y j;N /

and

e
.2/
N D 1

N.�N � �N /
X

j2J .�N ;�N /

�
�aXj;N f

0.Xj;N /
�2

C.j=N /N�2H.j=N/
e0j;N :

Then there is a constant c > 0, such that the inequality

E

n
je.1/N j

o
C E

n
je.2/N j

o
� cN�1=2;

holds for every N � p C 1.
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Proof of Lemma 6.3.9. The lemma can be obtained by using Lemmas 6.3.8, 6.3.3
and standard computations. ut
Lemma 6.3.10. For every function h 2 C1

pol .R/ one has

V.hI�N ; �N / D Q..f 0/2 � h ı f I�N ; �N /:

Moreover, for each N � p C 1 one has

V .hI�N ; �N / D Q..f 0/2 � h ı f I�N ; �N /C e
.1/
N C e

.2/
N :

Proof of Lemma 6.3.10: The lemma can be obtained by using standard
computations. ut

We are now in position to prove Theorem 6.2.1.
Proof of Theorem 6.2.1: We use Lemmas 6.3.8, 6.3.9 and 6.3.10 as well as Theorem
6.3.1 and we follow the same lines as in the proof of Theorem 3 in [22]. ut

6.3.3 Proof of Theorem 6.2.2

Theorem 6.2.2 is a straightforward consequence of Theorem 6.2.1 and the following
proposition which allows to control the L1.˝/ norm of the error one makes when
one replaces the estimator V .hI�Nn ; �Nn/ by the estimator bV .hI�Nn ; �Nn/.
Proposition 6.3.11. For any n big enough one sets

v.Nn;mn/ D .N�1=2n Cm�1=2n /
�
1Cm�1n N

2maxs2Œ�Nn ;�Nn � H.s/
n

�
:

Recall that mn has been defined in (6.12). Let us assume that (6.25) is satisfied.
Then there exists a constant c > 0 such that for any n big enough, one has

E

nˇ
ˇ
ˇbV .hI�Nn; �Nn/� V .hI�Nn ; �Nn/

ˇ
ˇ
ˇ

o
� cv.Nn;mn/ D O.N�1=2n / (6.74)

The proposition can be obtained similarly to Proposition 2 in [22]. ut

6.4 Estimation of the Unknown Parameter in the Linear Case

The goal of this section is to prove Theorem 6.2.4. One needs the following two
lemmas. We will not give the proof of the first lemma since it is not difficult.
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Lemma 6.4.1. Assume that .�Nn/n and .�Nn/n are two convergent sequences.
Then, when n goes to infinity, the random variableTNn WD .�Nn��Nn/�1

R �Nn
�Nn

Y.s/ ds
almost surely converges to an almost surely strictly positive random variable T .

Lemma 6.4.2. Assume that (6.25) holds. Then the sequence

0

@
1

Nn.�Nn � �Nn/
X

i2J .�Nn ;�Nn /

bY i;Nn;n � 1

�Nn � �Nn

Z �Nn

�Nn

Y.s/ ds

1

A

n

converges to 0 in L1.˝;F ;P/ with the rate .Nn.�Nn � �Nn//
�1=2 when n goes to

infinity. Note that in this lemma we do not necessarily suppose that ˚ is of the form
˚.x; �/ D �x.

Proof of Lemma 6.4.2: It follows from (6.11) that for any n big enough one has

E

ˇ
ˇ
ˇ.Nn.�Nn � �Nn//

�1 X

i2J .�Nn ;�Nn /

bY i;Nn;n � .�Nn � �Nn/
�1
Z �Nn

�Nn

Y.s/ ds
ˇ
ˇ
ˇ

� Mn C O
�
.Nn.�Nn � �Nn//�1

�
; (6.75)

where

Mn WD 1

Nn.�Nn � �Nn/

X

i2J .�Nn ;�Nn/

E

ˇ
ˇ
ˇbY i;Nn;n � Y i;Nn

ˇ
ˇ
ˇ: (6.76)

Next Cauchy-Schwarz inequality, a result similar to Part (ii) of Lemma 7 in [20],
(6.25), the inequalities 0 � �Nn � �Nn � 1 and the fact that H.	/ is with values in
.1=2; 1/, imply that for all n big enough,

Mn � 1

Nn.�Nn � �Nn/

X

i2J .�Nn ;�Nn/

q

E .jbY i;Nn;n � Y i;Nn j2/

D O.m�1=2n / D O
�
N
�maxs2Œ�Nn ;�Nn � H.s/
n

� D O
�
.Nn.�Nn � �Nn//�1=2

�
: (6.77)

Finally putting together (6.75), (6.76) and (6.77), one obtains the lemma. ut
We are now in position to prove Theorem 6.2.4.

Proof of Theorem 6.2.4: Let us set

TNn D .�Nn � �Nn/
�1
Z �Nn

�Nn

Y.s/ ds; (6.78)

T n D .Nn.�Nn � �Nn//
�1 X

i2J .�Nn ;�Nn/

bY i;Nn;n; (6.79)

un D bV .1I�Nn; �Nn/� V.1I�Nn; �Nn/; (6.80)
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and
vn D T n � TNn: (6.81)

Moreover, observe that (6.2), (6.15), the fact that ˚.x; �/ D �x, and (6.78) imply
that

V.1I�Nn; �Nn/ D 4�2.�Nn � �Nn/
�1
Z �Nn

�Nn

Y.s/ ds D 4�2TNn : (6.82)

Then it follows from (6.34), (6.78), (6.79), (6.80), (6.81) and (6.82) that

b�2n.�Nn; �Nn/ � �2 D un � 4�2vn
4TNn C 4vn

: (6.83)

Therefore, one has for any real � > 1 and any integer n big enough

P

�
.Nn.�Nn � �Nn//

1=2jb�2n.�Nn ; �Nn// � � j > �
�

� P

�n.Nn.�Nn � �Nn//
1=2jun � 4�2vnj

4TNn C 4vn
> �

o
\
n
TNn � ��1=2

o

\ ˚jvnj � 4�1��1=2
�
�

CP

�
TNn < �

�1=2
�

C P

�
jvnj > 4�1��1=2

�

� P

�
.Nn.�Nn � �Nn//1=2jun � 4�2vnj > 3�3=2

�

CP

�
TNn < �

�1=2
�

C P

�
jvnj > 4�1��1=2

�
:

Next the latter inequality, (6.78), (6.79), (6.80), (6.81), Theorem 6.2.2, Lemma 6.4.2
and Markov inequality, imply that there is a constant c > 0 such that for all real
� > 1, one has

lim sup
n!C1

P

�
.Nn.�Nn � �Nn//1=2

ˇ
ˇ
ˇb�2n.�Nn ; �Nn//� �2

ˇ
ˇ
ˇ > �

�

� 3�1c��3=2 C P

�
T < ��1=2

�
; (6.84)

where T WD limn!C1 TNn . Thus, it follows from (6.35), (6.84), (6.78) and Lemma
6.4.1, that Theorem 6.2.4 holds. ut

6.5 Histograms of the Estimated Values

We have tested our estimator of �2 on simulated data and our numerical results are
summarized in the following two histograms:
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To obtain the first histogram, we have proceeded as follows: we assume that
� D 10 and H.s/ D .s � 0:5/2 C 0:6 for all s 2 Œ0; 1�, then we simulate 1000
discretized trajectories of the process fZ.t/gt2Œ0;1�, finally we apply our estimator to
each trajectory which gives us 1000 estimations of �2. The second histogram has
been obtained by using a similar method; H.	/ is defined in the same way, yet in
this case we assume that � D 0:1.
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Chapter 7
Two-Sided Estimates for Distribution Densities
in Models with Jumps

Archil Gulisashvili and Josep Vives*

Abstract The present paper is devoted to applications of mathematical analysis
to the study of distribution densities arising in stochastic stock price models.
We consider uncorrelated Stein-Stein, Heston, and Hull-White models and their
perturbations by compound Poisson processes with jump amplitudes distributed
according to a double exponential law. Similar perturbations of the Black-Scholes
model were studied by S. Kou. For perturbed models, we obtain two-sided estimates
for the stock price distribution density and compare the rate of decay of this density
in the original and the perturbed model. It is shown that if the value of the parameter,
characterizing the rate of decay of the right tail of the double exponential law, is
small, then the stock price density in the perturbed model decays slower than the
density in the original model. On the other hand, if the value of this parameter
is large, then there are no significant changes in the behavior of the stock price
distribution density.

7.1 Introduction

In this paper, we use methods of mathematical analysis to find two-sided estimates
for the distribution density of the stock price in stochastic models with jumps. We
consider perturbations of the Hull-White, the Stein-Stein, and the Heston models
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by compound Poisson processes. In these models, the volatility processes are a
geometric Brownian motion, the absolute value of an Ornstein-Uhlenbeck process,
and a Cox-Ingersoll-Ross process, respectively. For more information on stochastic
volatility models, see [5] and [7].

A stock price model with stochastic volatility is called uncorrelated if standard
Brownian motions driving the stock price equation and the volatility equation are
independent. In [8, 10], and [11], sharp asymptotic formulas were found for the
distribution density of the stock price in uncorrelated Hull-White, Stein-Stein, and
Heston models. Various applications of these formulas were given in [9] and [12].
The results obtained in [10] and [11] will be used in the present paper.

It is known that the stock price distribution density in an uncorrelated stochastic
volatility model possesses a certain structural symmetry (see formula (7.14) below).
This implies a similar symmetry in the Black-Scholes implied volatility, which does
not explain the volatility skew observed in practice. To improve the performance
of an uncorrelated model, one can either assume that the stock price process and
the volatility process are correlated, or add a jump component to the stock price
equation or to the volatility equation. The stock price distribution in the resulting
model fits the empirical stock price distribution better than in the uncorrelated
case. However, passing to a correlated model or adding a jump component may
sometimes lead to similar effects or may have different consequences (see e.g. [1]
and [2]). Examples of stock price models with jumps can be found in [3, 17], and
[18]. We refer the reader to [4] for more information about stock price models with
jumps. An interesting discussion of the effect of adding jumps to the Heston model
in contained in [16].

An important jump-diffusion model was introduced and studied by Kou in [17]
and by Kou and Wang in [18]. This model can be described as a perturbation of
the Black-Scholes model by a compound Poisson process with double-exponential
law for the jump amplitudes. In the present paper, we consider similar perturbations
of stochastic volatility models. Our main goal is to determine whether significant
changes may occur in the tail behavior of the stock price distribution after such
a perturbation. We show that the answer depends on the relations between the
parameters defining the original model and the characteristics of the jump process.
For instance, no significant changes occur in the behavior of the distribution density
of the stock price in a perturbed Heston or Stein-Stein model if the value of the
parameter characterizing the right tail of the double exponential law is large. On the
other hand, if this value is small, then the distribution density of the stock price in
the perturbed model decreases slower than in the original model. For the Hull-White
model, there are no significant changes in the tail behavior of the stock price density,
since this density decays extremely slowly.

We will next briefly overview the structure of the present paper. In Sect. 7.2, we
describe classical stochastic volatility models and their perturbations by a compound
Poisson process. In Sect. 7.3 we formulate the main results of the paper and discuss
what follows from them. Finally, in Sect. 7.4, we prove the theorems formulated in
Sect. 7.3.
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7.2 Preliminaries

In the present paper, we consider perturbations of uncorrelated Stein-Stein, Heston,
and Hull-White models by compound Poisson processes. Our goal is to determine
whether the behavior of the stock price distribution density in the original models
changes after such a perturbation.

The stock price process X and the volatility process Y in the Stein-Stein model
satisfy the following system of stochastic differential equations:

�
dXt D �Xtdt C jYt jXtdWt

dYt D q .m � Yt/ dt C 
dZt :
(7.1)

This model was introduced and studied in [20]. The process Y , solving the second
equation in (7.1), is called an Ornstein-Uhlenbeck process. We assume that � 2 R,
q � 0, m � 0, and 
 > 0.

The Heston model was developed in [14]. In this model, the processes X and Y
satisfy

�
dXt D �Xtdt C p

YtXtdWt

dYt D q .m � Yt/ dt C c
p
YtdZt ;

(7.2)

where � 2 R; q � 0, m � 0, and c > 0. The volatility equation in (7.2) is uniquely
solvable in the strong sense, and the solution Y is a non-negative stochastic process.
This process is called a Cox-Ingersoll-Ross process.

The stock price process X and the volatility process Y in the Hull-White model
are determined from the following system of stochastic differential equations:

�
dXt D �Xtdt C YtXtdWt

dYt D �Ytdt C YtdZt :
(7.3)

In (7.3), � 2 R; � 2 R, and  > 0. The Hull-White model was introduced in [15].
The volatility process in this model is a geometric Brownian motion.

It will be assumed throughout the paper that standard Brownian motions W and
Z in (7.1), (7.2), and (7.3) are independent. The initial conditions for the processes
X and Y will be denoted by x0 and y0, respectively.

We will next discuss perturbations of the models defined above by a compound
Poisson process with jump amplitudes distributed according to a double exponential
law. Perturbations of the Black-Scholes model by such jump processes were studied
by Kou in [17] and by Kou and Wang in [18]. Some of the methods developed in
[17] will be used in the present paper.

Let N be a standard Poisson process with intensity � > 0, and consider a
compound Poisson process defined by

Jt D
NtX

iD1
.Vi � 1/; t � 0; (7.4)
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where Vi are positive identically distributed random variables such that the distribu-
tion density f of Ui D logVi is double exponential, that is,

f .u/ D p�1e
��1u11fu�0g C q�2e

�2u11fu<0g; (7.5)

where �1 > 1; �2 > 0; and p and q are positive numbers such that p C q D 1:

Recall that condition �1 > 1 is necessary and sufficient to guarantee that J has
finite expectation.

Consider the following stochastic volatility models with jumps:

�
deXt D �eXt�dt C jYt jeXt�dWt C eXt�dJt
dYt D q .m � Yt / dt C 
dZt

(7.6)

(the perturbed Stein-Stein model),

�
deXt D �eXt�dt C p

YteXt�dWt C eXt�dJt
dYt D q .m � Yt/ dt C c

p
YtdZt

(7.7)

(the perturbed Heston model), and

�
deXt D �eXt�dt C YteXt�dWt C eXt�dJt
dYt D �Ytdt C YtdZt

(7.8)

(the perturbed Hull-White model). It is assumed in (7.6), (7.7), and (7.8) that the
compound Poisson process J is independent of standard Brownian motions W
and Z.

We will next formulate several results of Gulisashvili and Stein.
LetDt be the distribution density of the stock price priceXt for a fixed t > 0: For

the uncorrelated Heston model, there exist constants A1 > 0, A2 > 0, and A3 > 2

such that

Dt.x/ D A1.logx/�
3
4C qm

c2 eA2
p

logxx�A3
�
1CO

�
.logx/�

1
4

��
(7.9)

as x ! 1 (see [11]). For the uncorrelated Stein-Stein model, there exist constants
B1 > 0, B2 > 0, and B3 > 2 such that

Dt.x/ D B1.logx/�
1
2 eB2

p
log xx�B3

�
1CO

�
.logx/�

1
4

��
(7.10)

as x ! 1 (see [11]). Finally, in the case of the uncorrelated Hull-White model,
there exist constants b1 > 0, b2 and b3 such that following formula holds (see [10]
and also Theorem 4.1 in [11]):
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Dt.x/ D b1x
�2.logx/

b2�1
2 .log logx/b3

exp

8
<

:
� 1

2t2

 

log

"
1

y0

r
2 logx

t

#

C 1

2
log log

"
1

y0

r
2 logx

t

#!2
9
=

;

�
1CO

�
.log logx/�

1
2

��
(7.11)

as x ! 1: The constants in formulas (7.9), (7.10), and (7.11) depend on t and on
the model parameters. Explicit expressions for these constants can be found in [10]
and [11]. The constants A3 and B3, appearing in (7.9) and (7.10), describe the rate
of the power-type decay of the stock price distribution density in the Heston and
the Stein-Stein model, respectively. The explicit formulas for these constants are as
follows:

A3 D 3

2
C

p
8C C t

2
p
t

with C D t

2c2

�

q2 C 4

t2
r2qt
2

�

; (7.12)

and

B3 D 3

2
C

p
8G C t

2
p
t

with G D t

2
2

�

q2 C 1

t2
r2qt

�

: (7.13)

In (7.12) and (7.13), rs denotes the smallest positive root of the entire function

z 7! z cosz C s sinz:

Formulas (7.12) and (7.13) can be found in [11].
It is known that the distribution density Dt in uncorrelated stochastic volatility

models satisfies the following symmetry condition:

�
x0e

�t

x

�3

Dt

 
.x0e

�t /
2

x

!

D Dt.x/; x > 0; (7.14)

(see Sect. 2 in [11]). This condition shows that the asymptotic behavior of the stock
price distribution density near zero is completely determined by its behavior near
infinity.

7.3 Main Results

The following theorems concern the tail behavior of the stock price distribution
density in perturbed uncorrelated Stein-Stein, Heston, and Hull-White models:

Theorem 7.1. Let " > 0: Then there exist c1 > 0, c2 > 0; and x1 > 1 such that the
following estimates hold for the distribution density eDt of the stock price eXt in the
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perturbed Heston model:

c1

�
1

xA3
C 1

x1C�1

�

� eDt.x/ � c2

�
1

xA3�"
C 1

x1C�1�"

�

(7.15)

for all x > x1: The constants c2 and x1 in formula (7.15) depend on "; while the
constant c1 does not. The constant A3 in (7.15) is given by (7.12). It depends on t
and the model parameters.

Theorem 7.2. Let " > 0: Then there exist c3 > 0, c4 > 0; and x2 2 .0; 1/ such that
the following estimates hold for the distribution density eDt of the stock price eXt in
the perturbed Heston model:

c3
�
xA3�3 C x�2�1

� � eDt.x/ � c4
�
xA3�3�" C x�2�1�"

�
(7.16)

for all 0 < x < x2: Here A3 is the same as in Theorem 7.1. The constants c4 and x2
in (7.16) depend on "; while the constant c3 does not.

Theorem 7.3. Let " > 0: Then there exist c5 > 0, c6 > 0; and x3 > 1 such that the
following estimates hold for the distribution density eDt of the stock price eXt in the
perturbed Stein-Stein model:

c5

�
1

xB3
C 1

x1C�1

�

� eDt.x/ � c6

�
1

xB3�"
C 1

x1C�1�"

�

(7.17)

for all x > x3: The constant B3 in (7.17) depends on t and the model parameters
and is given by (7.13). The constants c6 and x3 in (7.17) depend on "; while the
constant c5 does not.

Theorem 7.4. Let " > 0: Then there exist c7 > 0, c8 > 0; and x4 2 .0; 1/ such that
the following estimates hold for the distribution density eDt of the stock price eXt in
the perturbed Stein-Stein model:

c7
�
xB3�3 C x�2�1

� � eDt.x/ � c8
�
xB3�3�" C x�2�1�"

�
(7.18)

for all 0 < x < x4: Here B3 is the same as in Theorem 7.3. The constants c8 and x4
in (7.18) depend on "; while the constant c7 does not.

Remark 7.1. Theorem 7.1 is also true for the stock price distribution density in a
perturbed correlated Heston model (see [13]). This generalization of Theorem 1 is
used in [13] to characterize the asymptotic behavior of the implied volatility for
large and small strikes in the case of a perturbed Heston model.

We will prove Theorems 7.1–7.4 in Sect. 7.4. In the remaining part of the present
section, we compare the tail behavior of the stock price distribution density before
and after perturbation of the model by a compound Poisson process.

Let us begin with the Heston model. It follows from Theorem 7.1 that if 1C�1 <
A3, then
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Nc1
x1C�1

� eDt.x/ � Nc2
x1C�1�"

for large enough values of x. Therefore, formula (7.9) shows that that if the
condition 1 C �1 < A3 holds, then the tail of the distribution of the stock price
in the perturbed Heston model is heavier than in the original model.

On the other hand, if 1 C �1 � A3, then Theorem 7.1 implies the following
estimate: Qc1

xA3
� eDt.x/ � Qc2

xA3�"
for large enough values of x. Now formula (7.9) shows that if 1 C �1 � A3, then
there are no significant changes in the tail behavior of the distribution density of
the stock price after perturbation. Similar assertions hold for the Stein-Stein model.
This can be established using Theorem 7.3 and formula (7.10).

Next, suppose x ! 0. Then we can compare the behavior of the distribution
density of the stock price in unperturbed and perturbed models, taking into account
Theorem 7.2, Theorem 7.4, formula (7.9), formula (7.10), and the symmetry
condition (7.14). For instance, if �2 < A3 � 2 in the perturbed Heston model, then

Nc3x�2�1 � eDt.x/ � Nc4x�2�1�"

for small enough values of x. On the other hand if �2 � A3 � 2, then

Qc3xA3�3 � eDt.x/ � Qc4xA3�3�"

for small enough values of x. Similar results hold for the Stein-Stein model.

Remark 7.2. For the Hull-White model, there are no significant changes in the tail
behavior of the stock price distribution after perturbation. This statement follows
from the assumption �1 > 1 and from the fact that the stock price density in the
unperturbed Hull-White model decays like x�2 (see formula (7.11)).

7.4 Proofs of the Main Results

The proofs of Theorems 7.1–7.4 are based on an explicit formula for the distribution
density eDt of the stock price eXt in perturbed Heston, Stein-Stein, and Hull-White
models (see formula (7.22) below). Note that the stock price process eX in the
perturbed Stein-Stein and Hull-White models is given by

eXt D x0 exp

(

�t � 1

2

Z t

0

Y 2s ds C
Z t

0

YsdWs C
NtX

iD1
Ui

)

; (7.19)
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while for the perturbed for Heston model we have

eXt D x0 exp

(

�t � 1

2

Z t

0

Ysds C
Z t

0

p
YsdWs C

NtX

iD1
Ui

)

: (7.20)

Formulas (7.19) and (7.20) can be established using the Doléans-Dade formula (see,
for example, [19]). Put Tt D PNt

iD1 Ui and denote by �t its probability distribution.
Clearly, we have:

�t .A/ D �0ı0.A/C
1X

nD1
�n

Z

A

f �.n/.u/du (7.21)

where �0 D e��t , �n D e��t .nŠ/�1.�t/n for n � 1, A is a Borel subset of R, and
f is given by (7.5). The star in (7.21) denotes the convolution.

The distribution density Dt of the stock price Xt in uncorrelated models of our
interest is related to the law of the following random variable:

˛t D
�
1

t

Z t

0

Y 2s ds

� 1
2

for the Stein-Stein and the Hull-White model, and

˛t D
�
1

t

Z t

0

Ysds

� 1
2

for the Heston model (see [10] and [11]). The distribution density of the random
variable ˛t is called the mixing distribution density and is denoted by mt . We refer
the reader to [10, 11], and [20] for more information on the mixing distribution
density.

The next lemma establishes a relation between the mixing distribution density
mt in the uncorrelated model and the distribution density eDt of the stock price eXt

in the corresponding perturbed model.

Lemma 7.1. The density eDt in perturbed Stein-Stein, Heston and Hull-White
models is given by the following formula:

eDt.x/ D 1p
2�tx

Z 1

0

0

@

Z 1

�1
exp

8
<

:
� .log x

x0e�t
C ty2

2
� u/2

2ty2

9
=

;
�t .du/

1

Amt.y/
dy

y
;

where mt is the mixing distribution density and �t is defined by (7.21).

Proof. We will prove Lemma 7.1 for the Heston model. The proof for the Stein-
Stein and the Hull-White model is similar. For the latter models, we use formula
(7.19) instead of formula (7.20).
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For any � > 0, formula (7.20) gives

P
�
eXt � �

� D P

	Z t

0

p
YsdWs C Tt � log

�

x0e�t
C t˛2t

2




D E

Z z�

�1

Z 1

�1
1p
2�t˛t

exp

�

� .z � u/2

2t˛2t

�

�t.du/d z;

where z� D log
�

x0e�t
C t˛2t

2
. Making the substitution z D log

x

x0e�t
C t˛2t

2
, we

obtain

P
�
eXt � �

� D E

Z �

0

Z 1

�1
1p
2�t˛t

exp

8
<

:
� .log x

x0e�t
C t˛2t

2
� u/2

2t˛2t

9
=

;
�t.du/

dx

x

D
Z �

0

Z 1

0

Z 1

�1
exp

8
<

:
� .log x

x0e�t
C ty2

2
� u/2

2ty2

9
=

;
�t.du/

mt.y/p
2�ty

dy
dx

x
:

It is clear that the previous equality implies Lemma 7.1. ut
Remark 7.3. It follows from Lemma 7.1 that

eDt.x/ D
p
x0e�tp
2�tx

3
2

Z 1

�1
e

u
2 �t .du/

Z 1

0

mt.y/

y
exp

(

� .log x
x0e�t

� u/2

2ty2
� ty2

8

)

dy:

(7.22)
This representation will be used below to obtain two-sided estimates for the
distribution density of the stock price in perturbed stochastic volatility models.

The next lemma will be needed in the proof of Theorem 7.1.

Lemma 7.2. Let f be the density of the double exponential law (see formula (7.5)).
Then for every n � 1, the following formula holds:

f �.n/.u/ D e��1u
nX

kD1
Pn;k�

k
1

1

.k � 1/Š
uk�111fu�0g

C e�2u
nX

kD1
Qn;k�

k
2

1

.k � 1/Š
.�u/k�111fu<0g; (7.23)

where

Pn;k D
n�1X

iDk

 
n � k � 1
i � k

! 
n

i

!�
�1

�1 C �2

�i�k �
�2

�1 C �2

�n�i
piqn�i
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for all 1 � k � n � 1; and

Qn;k D
n�1X

iDk

 
n � k � 1
i � k

! 
n

i

!�
�1

�1 C �2

�n�i �
�2

�1 C �2

�i�k
pn�i qi

for all 1 � k � n � 1: In addition, Pn;n D pn andQn;n D qn:

Lemma 7.2 can be established using Proposition B.1 in [17] and taking into
account simple properties of the exponential distribution.

The next statement follows from Lemma 7.2 and formula (7.21):

Lemma 7.3. For every Borel set A � R;

�t .A/ D �0ı0.A/C
Z

A\Œ0;1/
G1.u/e

��1udu C
Z

A\.�1;0/
G2.u/e

�2udu; (7.24)

where

G1.u/ D
1X

kD0

"
�kC11

kŠ

1X

nDkC1
�nPn;kC1

#

uk; (7.25)

and

G2.u/ D
1X

kD0

"
�kC12

kŠ

1X

nDkC1
�nQn;kC1

#

.�u/k: (7.26)

Our next goal is to estimate the rate of growth of the functionsG1 andG2 defined
by (7.25) and (7.26).

Lemma 7.4. For every " > 0 the function G1 grows slower than the function u 7!
e"u as u ! 1: Similarly, the function G2 grows slower than the function u 7! e�"u
as u ! �1:

Proof. We will prove the lemma by comparing the Taylor coefficients

ak D 1

kŠ
�kC11

1X

nDkC1
�nPn;kC1; k � 0;

of the functionG1 and the Taylor coefficients bk D 1
kŠ
"k , k � 0, of the function e"u:

We have ak � bk for k > k0. The previous inequality can be established using the
estimate

�kC11

1X

nDkC1
�nPn;kC1 � �kC11

1X

nDkC1
�n;

and taking into account the fast decay of the complementary distribution function
of the Poisson distribution.

This completes the proof of Lemma 7.4 for the function G1. The proof for the
functionG2 is similar. ut
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The following lemma was obtained in [11] (formula (54)):

Lemma 7.5. Let mt be the mixing distribution density in the Heston model. Then
there exist constantsH1 > 0 andH2 > 0; depending on the model parameters, such
that

Z 1

0

mt.y/

y
exp

�

�
�
!2

2ty2
C ty2

8

��

dy

D H1!
� 3
4C qm

c2 eH2
p
! exp

(

�
p
8C C t

2
p
t

!

)
�
1CO

�
!�

1
4

��

as ! ! 1. The constant C in the previous formula is given by (7.12).

In the following subsections we present the detailed proofs of Theorems 7.1 and
7.2. We do not include the proofs of Theorems 7.3 and 7.4, because these theorems
can be established exactly as Theorems 7.1 and 7.2.

7.4.1 Proof of the Estimate from Below in Theorem 7.1

We will use formula (7.22) in the proof. Put z D log x
x0e�t

: Then we have

eDt.x/ D
p
x0e�tp
2�tx

3
2

Z 1

�1
e

u
2 �t .du/

Z 1

0

mt.y/

y
exp

�

� .z � u/2

2ty2
� ty2

8

�

dy:

(7.27)
Note that for the uncorrelated Heston model the following formula holds:

Dt.x/ D
p
x0e�tp
2�tx

3
2

Z 1

0

mt .y/

y
exp

�

� z2

2ty2
� ty2

8

�

dy (7.28)

(see [11]).
Let � be any increasing function of z such that �.z/ < z and z � �.z/ ! 1 as

z ! 1: Assume z is large enough. Then (7.27) gives

eDt.x/ � I1 C I2; (7.29)

where

I1 D
p
x0e�tp
2�tx

3
2

Z �.z/

1

e
u
2 �t .du/

Z 1

0

mt.y/

y
exp

�

� .z � u/2

2ty2
� ty2

8

�

dy (7.30)

and

I2 D
p
x0e�tp
2�tx

3
2

Z zC1

z
e

u
2 �t .du/

Z 1

0

mt.y/

y
exp

�

� .z � u/2

2ty2
� ty2

8

�

dy: (7.31)
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Throughout the remaining part of the section, we will denote by ˛ a positive
constant which may differ from line to line. Since the function G1 is increasing on
.0;1/ and (7.24) and (7.25) hold, we have

I2 � ˛x�
3
2

Z zC1

z
e

u
2 e��1udu

Z 1

0

mt.y/

y
exp

�

� 1

2ty2
� ty2

8

�

dy; x > x1:

It is known that
Z 1

0

y�1mt .y/dy < 1 (see [11]). Therefore, the second integral in

the previous estimate converges. It follows that

I2 � ˛x�
3
2

Z zC1

z
e

u
2 e��1udu D ˛x�1��1

for x > x1. It is not hard to see using the inequality QDt.x/ � I2 that the estimate
from below in (7.15) holds in the case where 1C �1 � A3:

It remains to prove the estimate from below under the assumption 1C �1 > A3:

We will use the inequality QDt.x/ � I1 in the proof. To estimate I1 we notice that
z�u � z��.z/ ! 1 as x ! 1: Therefore, Lemma 7.5 can be applied to estimate
the second integral on the right-hand side of (7.30). This gives

I1 � ˛x�
3
2

Z �.z/

1

e
u
2 G1.u/e

��1u.z�u/�
3
4C qm

c2 eH2
p

z�u exp

(

�
p
8C C t

2
p
t

.z � u/

)

du:

Since the function G1 is increasing on .0;1/ and the function

y 7! y
� 34C qm

c2 eH2
p
y

is eventually increasing, the previous inequality gives

I1 � ˛x�
3
2

Z �.z/

1

e
u
2 e��1u exp

(

�
p
8C C t

2
p
t

.z � u/

)

du

D ˛x�A3
Z �.z/

1

exp f.A3 � 1 � �1/ ugdu:

Here we used the equality A3 D 3
2

C
p
8CCt
2
p
t

(see (7.12)). Since A3 < 1C �1 we get

I1 � ˛x�A3 ; x > x1: This establishes the estimate from below in Theorem 7.1 in
the case where A3 < 1C �1.
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7.4.2 Proof of the Estimate from Above in Theorem 7.1

Let " be a sufficiently small positive number. Denote by �t.z; u/ the following
integral:

Z 1

0

mt.y/

y
exp

�

� .z � u/2

2ty2
� ty2

8

�

dy;

Then formula (7.27) can be rewritten as follows:

eDt.x/ D
p
x0e�tp
2�tx

3
2

Z 1

�1
e

u
2 �t .z; u/�t .du/ D J1 C J2 C J3; (7.32)

where

J1 D
p
x0e�tp
2�tx

3
2

Z 0�

�1
e

u
2 �t .z; u/�t .du/;

J2 D
p
x0e�tp
2�tx

3
2

Z sz

0

e
u
2�t .z; u/�t .du/;

and

J3 D
p
x0e�tp
2�tx

3
2

Z 1

sz
e

u
2 �t .z; u/�t .du/:

The number s in the previous equalities satisfies 0 < s < 1. The value of s will be
chosen below.

To estimate J2, we notice that if x is large, then z � u in the expression for J2 is
also large. Using Lemma 7.3 and Lemma 7.5, we see that

J2 � ˛Dt .x/C ˛x� 3
2

Z sz

0

e
u
2 G1.u/e

��1u.z � u/�
3
4C qm

c2 eH2
p

z�u

exp

(

�
p
8C C t

2
p
t

.z � u/

)

du:

Since the functions G1.y/ and y 7! y
� 3
4C qm

c2 eH2
p
y grow slower than the function

y 7! exp
˚
"
2
y
�

(see Lemma 7.4), the previous inequality and formula (7.9) imply
that

J2 � ˛x�A3C" C ˛x�
3
2

Z sz

0

exp

��
1

2
� �1 C "

2

�

u

�

exp

( 

�
p
8C C t

2
p
t

C "

2

!

.z � u/

)

du
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� ˛x�A3C" C ˛x�A3C "
2

Z z

0

exp f.A3 � 1 � �1/ ugdu

� ˛

�
1

xA3�"
C 1

x1C�1�"

�

(7.33)

for x > x1.
The function �t is bounded (this has already been established in the previous

part of the proof). Therefore,

J3 � ˛x�
3
2

Z 1

sz
e

u
2 G1.u/e

��1udu: (7.34)

Since the function G1.u/ grows slower than the function y 7! exp f�ug for any
� > 0 (see Lemma 7.4), estimate (7.34) implies that

J3 � ˛x� 3
2Cs. 12C���1/; x > x1:

Now using the fact that � can be any close to 0 and s any close to 1, we see that

J3 � ˛
1

x1C�1�"
; x > x1: (7.35)

We will next estimate J1. It follows from Lemma 7.3 that

J1 D ˛x� 3
2

Z 0�

�1
e

u
2 �t .z; u/G2.u/e

�2udu:

Since u < 0, we see that z � u is large if x is large. Using Lemma 7.5, we obtain

J1 � ˛x� 3
2

Z 0�

�1
e

u
2 .z � u/�

3
4C qm

c2 eH2
p

z�u

exp

(

�
p
8C C t

2
p
t

.z � u/

)

G2.u/e
�2udu: (7.36)

The function y 7! y
� 34C qm

c2 eH2
p
y is eventually increasing. Moreover, it grows

slower than e
�
2 y . Since z � u > z in (7.36), we have

J1 � ˛x�
3
2

Z 0�

�1
e

u
2 exp

( 

�
p
8C C t

2
p
t

C "

2

!

.z � u/

)

G2.u/e
�2udu

� ˛x�A3C
"
2

Z 0�

�1
e

u
2 exp

( p
8C C t

2
p
t

� "

2

!

u

)

G2.u/e
�2udu
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D ˛x�A3C "
2

Z 1

0

exp

( 

�1
2

� �2 �
p
8C C t

2
p
t

C "

2

!

u

)

G2.�u/du: (7.37)

If " is sufficiently small, then the integral in (7.37) converges (use Lemma 7.4). It
follows from (7.37) that

J1 � ˛
1

xA3�"
; x > x1: (7.38)

Finally, combining (7.32), (7.33), (7.35), and (7.38), we establish the estimate
from above in Theorem 7.1.

7.4.3 Proof of Theorem 7.2

The following formula can be obtained from (7.22):

�
x0e

�t

x

�3
eDt

 
.x0e

�t /
2

x

!

D
p
x0e�tp
2�tx

3
2

Z

R

e
u
2 �t .du/

Z 1

0

mt.y/

y
exp

(

� .log x
x0e�t

C u/2

2ty2
� ty2

8

)

dy: (7.39)

It follows from (7.39) and (7.24) that

�
x0e

�t

x

�3
eDt

 
.x0e

�t /
2

x

!

D
p
x0e�tp
2�tx

3
2

Z 1

�1
e

u
2 Q�t .du/

Z 1

0

mt.y/

y
exp

(

� .log x
x0e�t

� u/2

2ty2
� ty2

8

)

dy; (7.40)

where

Q�t .A/ D �0ı0.A/C
Z

A\.0;1/
G2.�u/e�.�2C1/udu C

Z

A\.�1;0/
G1.�u/e.�1�1/udu

(7.41)
for all Borel sets A � R. In (7.41), G1 and G2 are defined by (7.25) and (7.26),
respectively. Now it is clear that we can use the proof of Theorem 7.1 with the pairs
.�1; p/ and .�2; q/ replaced by the pairs .�2 C 1; q/ and .�1 � 1; p/, respectively. It
is not hard to see using (7.39) that for every " > 0, there exist constants Qc1 > 0,
Qc2 > 0, and Qx > 0 such that the following estimates hold:

Qc1
�
1

xA3
C 1

x�2C2

�

� x�3eDt

 
.x0e

�t /
2

x

!

� Qc2
�

1

xA3�"
C 1

x�2C2�"

�

(7.42)
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for all x > Qx. The constants Qc2 and Qx depend on ". Now it is clear that (7.16) follows
from (7.42).

This completes the proof of Theorem 7.2.
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Chapter 8
Maximizing a Function of the Survival Time
of a Wiener Process in an Interval

Mario Lefebvre

Abstract Let X.t/ be a controlled one-dimensional Wiener process with positive
drift. The problem of maximizing a function of the time spent by X.t/ in a given
interval is solved explicitly. The process is controlled at most until a fixed time t1.
The same type of problem is considered for a two-dimensional degenerate diffusion
process .X.t/; Y.t//.

8.1 Introduction

We consider the one-dimensional controlled Wiener process fX.t/; t � 0g defined
by the stochastic differential equation

dX.t/ D �dt C bu.t/dt C 
 dB.t/; (8.1)

where fB.t/; t � 0g is a standard Brownian motion, u.t/ is the control variable, and
�, b and 
 are positive constants.

Assume that the process starts from X.0/ D x < d .> 0/, and define

T .xI d/ D infft > 0 W X.t/ D d j X.0/ D xg:

That is, T .xI d/ is the first time the controlled process X.t/ takes on the value d .
Next, let

T1.xI d/ D minfT .xI d/; t1g;

M. Lefebvre (�)
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where t1 > 0 is a constant. Our aim is to find the control u� that minimizes the
expected value of the cost criterion

J.x/ WD
Z T1.xId/

0

1

2
qu2.t/dt C k lnŒT1.xI d/�; (8.2)

where q > 0 and k < 0. Notice that the optimizer seeks to maximize the time spent
by fX.t/; t � 0g in .�1; d /, taking the control costs into account. Whittle ([7],
p. 289) has termed this type of problem LQG homing. Actually, the termination cost
is positive if T1.xI d/ < 1, whereas it becomes a reward if T1.xI d/ > 1.

A number of papers have been published on LQG homing problems; see, for
instance, Kuhn [1], Lefebvre [2] and Makasu [5]. In [1] and [5], as well as in Whittle
([8], p. 222), a risk-sensitive cost criterion was used.

LQG homing problems can be considered in n dimensions. Then, the random
variable T1 is the moment of first entry of .X.t/; t/ into a stopping set D � R

n �
.0;1/. In practice, though, explicit solutions were only obtained so far in special
cases when n � 2, and with T1 defined only in terms of X.t/.

In the next section, the optimal control problem will be solved in a particular
case. In Sect. 3, the same type of problem will be studied for a two-dimensional
degenerate diffusion process .X.t/; Y.t// for which the derivative of X.t/ is a
deterministic function of X.t/ and Y.t/. Finally, a few concluding remarks will
be made in Sect. 4.

8.2 Optimal Control in One Dimension

First, the uncontrolled process f.t/; t � 0g that corresponds to the process fX.t/;
t � 0g in (8.1) is defined by

d.t/ D �dt C 
 dB.t/:

Because the drift � is strictly positive, we can write (see [3], for instance) that

P Œ�.xI d/ < 1� D 1;

where
�.xI d/ D infft > 0 W .t/ D d j .0/ D xg:

It follows that, even if t1 D 1, we have:

P Œ�1.xI d/ < 1� D 1;

where �1.xI d/ is the random variable defined by

�1.xI d/ D minf�.xI d/; t1g:
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Moreover, because the quantities b, 
 and q in the problem formulation above are
all positive constants, we can state that there exists a positive constant ˛ such that

˛
2 D b2

q
: (8.3)

Then, we may appeal to a theorem in Whittle [7] to assert that the optimal control
u� .D u�.0// can be expressed in terms of the mathematical expectation

G.x/ WD E

	

exp

�

� b2

q
2
k lnŒ�1.xI d/�

�


: (8.4)

Namely, we can write that

u� D 
2

b

G0.x/
G.x/

:

Thus, making use of the theorem in [7], the stochastic optimal control problem set
up above is reduced to the computation of the function G.x/.

Assume next that we choose the constant k D �q
2=b2. Then, the mathematical
expectationG.x/ simplifies to

G.x/ D E ŒexpflnŒ�1.xI d/�g� D E Œ�1.xI d/� :

Now, if we assume further that the constant t1 is such that

EŒ�1.xI d/� D cEŒ�.xI d/�; (8.5)

where c 2 .0; 1/, then (see [3], p. 220)

G.x/ D c
d � x

�
:

Hence, the optimal control follows at once.

Proposition 8.1. Under the hypotheses above, the optimal control u� is given by

u� D 
2

b

1

x � d
for x < d: (8.6)

Remarks. (i) Let fX�.t/; t � 0g denote the optimally controlled process. We deduce
from the proposition that

u�.t/ D 
2

b

1

X�.t/ � d ;
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where fX�.t/; t � 0g satisfies the stochastic differential equation

dX�.t/ D �dt C 
2

X�.t/ � d
dt C 
 dB.t/:

(ii) An application of the model considered in this paper is the following: suppose
that X.t/ is the wear of a machine at time t , and that this machine is assumed
to be worn out whenX.t/ reaches the value d > 0. Then, the optimizer tries to
maximize the lifetime of the machine, taking the control costs into account. By
choosing to stop controlling the process at most at time t1, with t1 being such
that (8.5) holds, it is understood that the aim is to use the machine for a certain
percentage of its expected lifetime, in the case when no control is used at all.
A reason for doing so is the fact that a machine can become obsolete before it
is actually worn out. Also, when it is old, the maintenance costs can increase
rapidly.

(iii) Notice that the optimal solution (8.6) depends neither on the constant c, nor on
the drift �. However, if we modify the cost criterion (8.2) to

J1.x/ WD
Z T1.xId/

0

1

2
qu2.t/dt C k lnŒ1C T1.xI d/�;

so that the termination cost is always negative, then we find that

u� D �

2

b

c

�C c.d � x/ for x < d;

which implies that

u�.t/ D �

2

b

c

�C cŒd � X�.t/�
:

If t1 D 1, so that c D 1, we obtain that

u�.t/ D �

2

b

1

�C d � X�.t/
:

(iv) The probability density function of the first passage time �.xI d/ is given by
(see [3], p. 219)

f�.xId/.t/ D d � xp
2� 
2 t3

exp

�

� .d � x � �t/2
2
2 t

�

for t > 0.

When t1 < 1, we have:
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EŒ�1.xI d/� D EŒ�1.xI d/ j �.x/ � t1�P Œ�.x/ � t1�

C EŒ�1.xI d/ j �.x/ > t1�P Œ�.x/ > t1�

D
Z t1

0

t f�.xId/.t/dt C t1

Z 1

t1

f�.xId/.t/dt:

From the previous formula, we can compute the value of c for any choice of t1:

c D �

d � x EŒ�1.xI d/�:

If we look for the value of t1 that corresponds to a given proportion c, then we can
use a mathematical software package to estimate the value of t1 from the above
formula.

8.3 Optimal Control in Two Dimensions

We mentioned in Remark (ii) above that a possible application of the model
considered in Sect. 2 is obtained by assuming that X.t/ is the wear of a machine at
time t . However, because wear should always increase with time, a better model is
obtained by defining the two-dimensional controlled diffusion process .X.t/; Y.t//,
starting from .X.0/; Y.0// D .x; y/, by the system (see Rishel [6])

dX.t/ D f ŒX.t/; Y.t/�dt;

dY.t/ D mŒX.t/; Y.t/�dt C b.t/u.t/dt C fvŒX.t/; Y.t/�g1=2 dB.t/; (8.7)

where f .> 0/, b .¤ 0/, m and v .� 0/ are real functions, and the random variable
Y.t/ is a variable that is closely correlated with the wear.

Let

T .x; y/ D infft > 0 W Y.t/ D 0 j X.0/ D x > 0; Y.0/ D y > 0g
and define, as in Sect. 2, the random variable

T1.x; y/ D minfT .x; y/; t1g;
where t1 > 0 is a constant.

We want to find the control u� that minimizes the expected value of the cost
criterion

J.x; y/ WD
Z T1.x;y/

0

1

2
qu2.t/dt C k lnŒT1.x; y/�;

where q is a positive function, and k is a negative constant.
Assume next that

f .x; y/ D m.x; y/
x

y
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and that
v.x; y/ D 2xy:

Moreover, let us choose

b.t/ � b0 .¤ 0/ and q D q0

xy
;

where q0 > 0 is a constant. Then, there exists a positive constant ˛ for which the
relation

˛ v.x; y/ D b2

q
” ˛ D b20

2q0
(8.8)

holds. Furthermore, at least when t1 is finite, we can write that

P Œ�1.x; y/ < 1� D 1;

where �1.x; y/ is the same as T1.x; y/, but for the uncontrolled process obtained by
setting u.t/ D 0 in (8.7). Similarly for the first passage time �.x; y/.

Then, making use of the theorem in [7], we deduce that

u� D 2xy

b0

Gy.x; y/

G.x; y/
; (8.9)

where
G.x; y/ WD E Œexpf�˛k lnŒ�1.x; y/�g� D E


�1.x; y/

�˛ k� :

Remark. Let H.x; y/ D Gy.x; y/. We can write that

u�.t/ D 2X�.t/Y �.t/
b0

HŒX�.t/; Y �.t/�
GŒX�.t/; Y �.t/�

;

where .X�.t/; Y �.t// is the optimally controlled process defined by

dX�.t/ D mŒX�.t/; Y �.t/�
X�.t/
Y �.t/

dt;

dY �.t/ D mŒX�.t/; Y �.t/�dt C 2X�.t/Y �.t/
HŒX�.t/; Y �.t/�
GŒX�.t/; Y �.t/�

dt

C f2X�.t/Y �.t/�g1=2 dB.t/:

Now, it can be shown (see [4]) that the probability density function of the random
variable �.x; y/ is given by

f�.x;y/.t/ D y

x t2
exp

n
� y

x t

o
for t > 0.
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We find that ��1.x; y/ � Exp.y=x/. Moreover, we have:

P Œ�.x; y/ < 1� D 1:

Therefore, even when t1 is infinite, the condition P Œ�1.x; y/ < 1� D 1 is fulfilled.
Because we deduce from the density of �.x; y/ that

EŒ�.x; y/� D 1;

we cannot set EŒ�1.x; y/� D cEŒ�.x; y/�, as in Sect. 2. Nevertheless, we find that

E

�1=2.x; y/

� D
�� y

x

�1=2
for y=x > 0,

which yields the following proposition.

Proposition 8.2. Under the hypotheses above, if we choose

k D � 1

2˛
;

then the optimal control is given by (8.9), in which

G.x; y/ D E

�1.x; y/

1=2
� D

�� y

x

�1=2
(

1� erf

"�
y

x t1

�1=2
#)

Ct1=21

�
1 � e�y=.xt1/

�
:

Proof. We obtain the formula for E

�1.x; y/

1=2
�

by conditioning on �.x; y/, and
by making use of the formula

Z
y

x t3=2
e�y=.xt/ dt D �

�� y

x

�1=2
erf

	� y

x t

�1=2



for x; y > 0.

Remarks. (i) If t1 D 1, we find that the optimal control simplifies to

u� D x

b0
:

(ii) In this problem, the relation between the constants t1 and c is the following:

c D 1 � erf

"�
y

x t1

�1=2
#

C t
1=2
1

�
1� e�y=.xt1/

�
:
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8.4 Concluding Remarks

We solved explicitly two optimal control problems involving diffusion processes,
making use of a theorem that enables us to reduce them to purely probabilistic
problems. In each case, in order to obtain an exact and explicit expression for
the optimal control, we needed the probability density function of a first passage
time for the corresponding uncontrolled process. In Sect. 2, we used the well known
density function of the time it takes a one-dimensional Wiener process to hit a given
boundary. In Sect. 3, we made use of the density function computed in [4] of a first
passage time defined in terms of a degenerate two-dimensional diffusion process.
There are few such explicit expressions in the case of n-dimensional processes, with
n � 2.

As mentioned above, the models considered in this note can be applied to
reliability theory. The model presented in Sect. 3 is such that the wear of a certain
device always increases with time, as it should. We could try to generalize the model
by incorporating a compound Poisson process in (8.7). However, then we could
no longer appeal to the theorem in [7] to transform the stochastic optimal control
problem into a probability problem. Similarly, we could consider discrete processes,
instead of diffusion processes. Again, we would have to solve the optimal control
problems differently.

Finally, here we solved problems for which the optimizer tries to maximize a
function of the survival time of a diffusion process in a given continuation region.
In the application presented, we assumed that a machine is used at most until a fixed
time t1. We could also assume that there is a warranty period, so that it will be used
at least during a given period of time.
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