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Preface to the Second Edition

This second edition, unfortunately, had to be done without the contribution
of Raphael Høegh-Krohn, who died on 28 January 1988. The authors of the
present edition hope very much that the result of their efforts would had been
appreciated by him. His beloved memory has been a steady inspiration to us.
Since the appearance of the first edition many new developments have taken
place. The present edition tries to take this into account in several ways, keep-
ing however the basic structure and contents of the first edition. At that time
the book was the first rigorous one to appear in the area and was written in a
sort of pioneering spirit. In our opinion it is still valid as an introduction to all
the work which followed; therefore in this second edition we preserve its form
entirely (except for correcting some misprints and slightly improving some
formulations). A chapter has been however added, in which many new devel-
opments are included. These concern both new mathematical developments
in the definition and properties of the integrals, and new exciting applications
to areas like low dimensional topology and quantized gauge fields. In addition
we have added historical notes to each of the chapters and corrected several
misprints of the previous edition. As for references, we have kept all those of
the first edition, numbered from 1 to 56 (with the corresponding updating),
and added new references (in alphabetic order).

We are very grateful to many coworkers, friends and colleagues, who in-
spired us in a number of ways. Special thanks are due to Philippe Blanchard,
Zdzis�law Brzeźniak, Luca Di Persio, Jorge Rezende, Jörg Schäfer, Ambar
Sengupta, Ludwig Streit, Aubrey Truman, Luciano Tubaro, and Jean-Claude
Zambrini. We also like to remember with gratitude the late Yuri L. Daleckii
and Michel Sirugue who gave important contributions to this area of research.

Trento, Sergio A. Albeverio
June 2005 Sonia Mazzucchi



Preface to the First Edition

In this work we develop a general theory of oscillatory integrals on real Hilbert
spaces and apply it to the mathematical foundation of the so-called Feynman
path integrals of non-relativistic quantum mechanics, quantum statistical me-
chanics and quantum field theory. The translation invariant integrals we define
provide a natural extension of the theory of finite dimensional oscillatory inte-
grals, which has recently undergone an impressive development, and appear to
be a suitable tool in infinite dimensional analysis. For example, on the basis of
the present work, we have extended the methods of stationary phase, Lagrange
immersions and corresponding asymptotic expansions to the infinite dimen-
sional case, covering in particular the expansions around the classical limit of
quantum mechanics. A particular case of the oscillatory integrals studied in
the present work are the Feynman path integrals used extensively in physics
literature, starting with the basic work on quantum dynamics by Dirac and
Feynman, in the 1940s.

In the introduction, we give a brief historical sketch and some references
concerning previous work on the problem of the mathematical justification
of Feynman’s heuristic formulation of the integral. However, our aim with
the present publication was not to write a review work, but rather to de-
velop from scratch a self-contained theory of oscillatory integrals in infinite
dimensional spaces, in view of the mathematical and physical applications
mentioned above.

The structure of the work is briefly as follows. It consists of nine chapters.
Chapter 1 is the introduction. Chapters 2 and 4 give the definitions and ba-
sic properties of the oscillatory integrals, which we call Fresnel integrals or
normalized integrals, for the cases where the phase function is a bounded per-
turbation of a non-degenerate quadratic form (positive in Chap. 2). Chapters 3
and 5–9 give applications to quantum mechanics, namely N -particle systems
with bounded potentials (Chap. 3) and systems of harmonic oscillators with
finitely or infinitely many degrees of freedom (Chaps. 5–9), with relativistic
quantum fields as a particular case (Chap. 9).



VIII Preface to the First Edition

This work appeared first as a Preprint of the Mathematics Institute of
Oslo University, in October 1974.

The first named author would like to express his warm thanks to the
Institute of Mathematics, Oslo University, for the friendly hospitality. He
also gratefully acknowledges the financial support of the Norwegian Research
Council for Science and the Humanities. Both authors thank Mrs. S. Cordtsen,
Mrs. R. Møller and Mrs. W. Kirkaloff heartily for their patience and skill in
typing the manuscript.

Oslo, Sergio A. Albeverio
March 1976 Raphael J. Høegh-Krohn
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1

Introduction

Feynman path integrals have been introduced by Feynman in his formulation
of quantum mechanics [1].1 Since their inception they have occupied a some-
what ambiguous position in theoretical physics. On one hand they have been
widely and profitably used in quantum mechanics, statistical mechanics and
quantum field theory, because of their strong intuitive, heuristic and formal
appeal. On the other hand most of their uses have not been supported by an
adequate mathematical justification. Especially in view of the potentialities
of Feynman’s approach as an alternative formulation of quantum dynamics,
the need for a mathematical foundation has been broadly felt and the math-
ematical study of Feynman path integrals repeatedly strongly advocated, see
e.g. [4]. This is, roughly speaking, a study of oscillating integrals in infinitely
many dimensions, hence closely connected with the development of the theory
of integration in function spaces, see e.g. [5]. The present work intends to give
a mathematical theory of Feynman path integrals and to yield applications to
non relativistic quantum mechanics, statistical mechanics and quantum field
theory. In order to establish connections with previous work, we shall give in
this introduction a short historical sketch of the mathematical foundations
of Feynman path integrals. For more details we refer to the references, in
particular to the review papers [6].

Let us first briefly sketch the heuristic idea of Feynman path integrals,
considering the simple case of a non relativistic particle of mass m, moving in
Euclidean space R

n under the influence of a conservative force given by the
potential V (x), which we assume, for simplicity, to be a bounded continuous
real valued function on R

n.
The classical Lagrangian, from which the classical Euler–Lagrange equa-

tions of motion follow, is

L

(
x,

dx

dt

)
=

m

2

(
dx

dt

)2

− V (x). (1.1)

1 A vivid account of the origins of the idea, influenced particularly by remarks of
Dirac [2], has been given by Feynman himself in [3].
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Hamilton’s principle of least action states that the trajectory actually followed
by the particle going from the point y, at time zero, to the point x at time t,
is the one which makes the classical action, i.e. Hamilton’s principal function,

St(γ) =

t∫
0

L

(
γ(τ),

γ(τ)
dτ

)
dτ (1.2)

stationary, under variations of the path γ = {γ(τ)}, 0 ≤ τ ≤ t, with γ(0) = y
and γ(t) = x, which leave fixed the initial and end points y and x, and the
time.

In quantum mechanics the state of the particle at time t is described
by a function ψ(x, t) which, for every t, belongs to L2 (Rn) and satisfies
Schrödinger’s equation of motion

i�
∂

∂t
ψ(x, t) = − �

2

2m
�ψ(x, t) + V (x)ψ(x, t), (1.3)

with prescribed Cauchy data at time t = 0,

ψ(x, 0) = ϕ(x), (1.4)

where � is the Laplacian on R
n and � is Planck’s constant divided by 2π.

The operator

H = − �
2

2m
�+ V (x), (1.5)

the Hamiltonian of the quantum mechanical particle, is self-adjoint on the
natural domain of � and therefore e−

i
�

tH is a strongly continuous unitary
group on L2 (Rn). The solution of the initial value problem (1.3), (1.4) is

ψ(x, t) = e−
i
�

tHϕ(x). (1.6)

From the Lie–Kato–Trotter product formula we have

e−
i
�

tH = s− lim
k→∞

(
e−

i
�

t
k V e−

i
�

t
k H0

)k

, (1.7)

where

H0 = − �
2

2m
�. (1.8)

Assuming now for simplicity that ϕ is taken in Schwartz space S (Rn), we
have, on the other hand

e−
i
�

tH0ϕ(x) =
(

2πi
�

m
t

)−n
2
∫

eim (x−y)2

2�t ϕ(y)dy, (1.9)

hence, combining (1.7) and (1.9)
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e−
i
�

tHϕ(x) = s− lim
k→∞

(
2πi

�

m

t

k

)− kn
2
∫

Rnk

e−
i
�

St(xk,...,x0)ϕ(x0)dx0 . . . dxk−1

(1.10)
where by definition xk = x and

St(xk, . . . , x0) =
k∑

j=1

[
m

2
(xj − xj−1)

2

(
t
k

)2 − V (xj)

]
t

k
. (1.11)

The expression (1.10) gives the solution of Schrödinger’s equation as a limit
of integrals.

Feynman’s idea can now be formulated as the attempt to rewrite (1.10)
in such a way that it appears, formally at least, as an integral over a space
of continuous functions, called paths. Let namely γ(τ) be a real absolutely
continuous function on the interval [0, t], such that γ(τj) = xj , j = 0, . . . , k,
where τj = jt

k and x0, . . . , xk are given points in R
n, with xk = x. Feynman

looks upon St (xk, . . . , x0) as a Riemann approximation for the classical action
St(γ) along the path γ,

St(γ) =
∫ t

0

m

2

(
dγ

dτ

)2

dτ −
∫ t

0

V (γ(τ)) dτ. (1.12)

Moreover when k → ∞ the measure in (1.10) becomes formally dγ =
N
∏

0≤τ≤t dγ(τ), N being a normalization, so that (1.10) becomes the heuris-
tic expression ∫

γ(τ)=x

e
i
�

St(γ)ϕ (γ(0)) dγ, (1.13)

where the integration should be over a suitable set of paths ending at time
t at the point x. This is Feynman’s path integral expression for the solu-
tion of Schrödinger’s equation and we shall now review some of the work
that has been done on its mathematical foundation.2 Integration theory in
spaces of continuous functions was actually available well before the advent
of Feynman path integrals, particularly originated by Wiener’s work (1923)
on the Brownian motion, see e.g. [8]. It was however under the influence of
Feynman’s work that Kac [9] proved that the solution of the heat equation

∂

∂t
f(x, t) = σ�f(x, t)− V (x)f(x, t), (1.14)

which is the analogue of Schrödinger’s equation when t is replaced by −it, σ
being diffusion’s constant, can be expressed by

f(x, t) =
∫

e
−

t∫
0

V (γ(τ)+x)dτ
ϕ (γ(0) + x) dW (γ) , (1.15)

2 For the physical foundation see the original work of Feynman and the book by
Feynman and Hibbs [1]. Also e.g. [7].
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where dW (γ) is Wiener’s measure for the Wiener, i.e. Brownian motion,
process with variance σ2dτ , defined on continuous paths3 γ(τ), 0 ≤ τ ≤ t,
with γ(τ) = 0. Hence (1.15) is an expectation with respect to the nor-
mal unit distribution indexed by the real Hilbert space of absolutely con-

tinuous functions γ(τ), with norm ‖γ‖2 =
∫ t

0

(
dγ
dτ

)2

dτ . From this we see

that (1.15) can be formally rewritten as (1.13), with i
�
St(γ) replaced by

− 1
2

∫ t

0
1
2σ

(
dγ
dτ

)2

dτ −
∫ t

0
V (γ(τ)) dτ . Thus (1.15) is a rigorous path integral

(Wiener path integral) which plays for the heat equation a similar role as
the Feynman path integral for the Schrödinger equation. This fact has been
used [10] to provide a “definition by analytic continuation” of the Feynman
path integral, in the sense that Feynman’s path integral is then understood as
the analytic continuation to purely imaginary t of the Wiener integral (1.15).
The analogous continuation of the Wiener integral solution of the equation
(1.14), with V replaced by iV , which corresponds to Schrödinger’s equation
with purely imaginary mass m, has been studied by Nelson [10] and allows
to cover the case of some singular potentials. These definitions by analytic
continuation, as well as the definition by the “sequential limit” (1.10),4 have
the disadvantage of being indirect in as much as they do not exhibit Feyn-
man’s solution (1.13) as an integral of the exponential of the action over a
space of paths in physical space–time. In particular they are unsuitable for
the mathematical realization of the original Dirac’s and Feynman’s ideas (see
e.g. [1, 2])5 about the approach to the classical limit � → 0, perhaps one of
the most beautiful features of the Feynman path integral formalism. Namely
(1.13) suggests that a suitable definition of the oscillatory integral should al-
low for the application of an infinite dimensional version of the method of
stationary phase, to obtain, for � → 0, an asymptotic expansion in powers
of �, with leading term given by the path which makes St(γ) stationary i.e.,
according to Hamilton’s principle, the trajectory of classical motion. The de-
finition of Feynman path integrals and more general oscillatory integrals in
infinitely many dimensions which we give in this work is precisely well suited
for this discussion, as shown in [41].6

Before we come however to our definition, let us make few remarks on
other previous discussions of the mathematical foundations of Feynman path
integrals. The attempt to define Feynman integral as a Wiener integral with
purely imaginary variance meets the difficulty that the ensuing complex mea-
sure has infinite total variation (as first pointed out by Cameron [10], 1) and
Daletskii [10], 2), in relation to a remark in [5]) and is thus unsuitable to define
integrals like (1.13). For further remarks on this complex measure see [12].

A definition of Feynman path integrals for non relativistic quantum me-
chanics, not involving analytic continuation as the ones [10] mentioned before,
3 Actually, Hölder continuous of index less than 1/2, see e.g. [8].
4 For the definition by a “sequential limit”, in more general situations, see e.g. [11].
5 See also e.g. the references given in [41] and [42].
6 The results are also briefly announced in [42].
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has been given by Ito [13]. We shall describe this definition in Chap. 2. Ito
treated potentials V (x) which are either Fourier transforms of bounded com-
plex measures or of the form cαxα, with α = 1, 2, c2 > O. Ito’s definition has
been further discussed by Tarski [14]. Recently Morette-De Witt [15] has made
a proposal for a definition of Feynman path integral, which has some relations
with Ito’s definition, but is more distributional rather than Hilbert space the-
oretical in character. The proposal suggests writing the Fourier transform of
(1.13) as the “pseudomeasure”7 e−

i
�

W , looked upon as a distribution acting
on the Fourier transform of e−

i
�

∫ t
0 V (γ(τ))dτ , provided this exists, where W is

the Fourier transform of Wiener’s measure with purely imaginary variance.
This proposal left open the classes of functions V for which it actually works.
Such classes follow however from Chap. 2 of the present work. Despite its,
so far, incompleteness as to the class of allowed potentials, let us also men-
tion a general attempt by Garczynski [16] to define Feynman path integrals
as averages with respect to certain quantum mechanical Brownian motion
processes, which generalize the classical ones. This approach has, incidentally,
connections with stochastic mechanics [17], which itself would be worthwhile
investigating in relation to the Feynman path formulation of quantum me-
chanics.8

Let us now make a corresponding brief historical sketch about the prob-
lem of the mathematical definition of Feynman path integrals in quantum field
theory. They were introduced as heuristic tools by Feynman in [1] and applied
by him to the derivation of the perturbation expansion in quantum electro-
dynamics. They have been used widely since then in the physical literature,

7 A theory of related pseudomeasures has in-between been developed by Krée. See
e.g. [43] and references therein.

8 Besides the topics touched in this brief historical sketch of the mathematical
study of Feynman path integrals of non relativistic quantum mechanics there
are others we did not mention, either because they concern problems other than
those tackled later in this work or because no clear cut mathematical results
are available. Let us mention however three more areas in which Feynman path
integrals have been discussed and used, at least heuristically.

(a) Questions of the relation between Feynman’s quantization and the usual one:
see e.g. [10],6), [31, 35].

(b) Feynman’s path integrals on functions defined on manifolds other than
Euclidean space, in particular for spin particles. Attempts using the sequen-
tial limit and analytic continuation approaches have been discussed to some
extent, see e.g. [6],7), [36] and references given therein. For the analytic con-
tinuation approach there is available the well developed theory of Wiener
integrals on Riemannian manifolds, see e.g. [37].

(c) As mentioned before, an important application of Feynman path integrals is
in the discussion of the classical limit, where � → 0. In [41] we tackle this
problem and we refer to this paper and [42] also for references (besides e.g.
[1, 2, 5, 7, 38]).
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see e.g. [18], also under the name of Feynman history integrals. We shall now
shortly give their formal expression. For more details see, besides the original
papers [1], also e.g. [18]. The classical formal action for the relativistic scalar
boson field is S(ϕ) = S0(ϕ) +

∫
Rn+1 V (ϕ (	x, t)) d	xdt, with

S0(ϕ) =
1
2

∫
Rn+1

[(
dϕ

dτ

)2

−
n∑

i=1

(
∂ϕ

∂xi

)2

−m2ϕ2

]
d	xdt

where ϕ is a function of 	x, t, m is a non negative constant, the mass of the field,
and V is the interaction. Similarly as in the case of a particle, the classical
solutions of the equations of motion is given by Hamilton’s principle of least
action. The corresponding quantized system is formally characterized by the so
called time ordered vacuum expectation values G (	x1, t1, . . . , 	xk, tk), formally
given, for t1 ≤ . . . ≤ tk, k = 1, 2, . . ., by the expectations of the products
Φ (	x1, t1) . . . Φ (	xk, tk) in the vacuum state, where Φ (	x, t) is the quantum field
(see e.g. [18], 7)). An heuristic expression for these quantities in terms of
Feynman history integrals is

G (	x1, t1, . . . , 	xk, tk) = T

(∫
eiS(ϕ)ϕ (	x1, t1) . . . ϕ (	xk, tk) dϕ

)
,

where T is the so called time ordering operator and the integrals are thought of
as integrals over a suitable subset of real functions ϕ on R

n+1 , see e.g. [18], 7).
A mathematical justification of this formula, or a related one, would actually
provide a solution of the well known problem of the construction of relativistic
quantum field theory. Somewhat in connection, in one way or the other, with
this problem, a large body of theory on integration in function spaces has been
developed since the fifties and we mention in particular the work by Friedrichs
[19], Gelfand [20], Gross [21] and Segal [22] and their associates, see also e.g.
[23]. With respect to the specific application to quantum field theory, more re-
cently a study of models has been undertaken, see e.g. [24], in which either the
relativistic interaction is replaced by an approximate one, with the ultimate
goal of removing at a later stage the approximation, or physical space–time
is replaced by a lower dimensional one. We find here methods which parallel
in a sense those discussed above in relation with Schrödinger’s equation and,
in a similar way as in that case, we can put these methods in connection with
the problem of giving meaning to Feynman path integral, although in this
case the connection is even a more indirect one as it was in the non rela-
tivistic case. We mention however these methods for their intrinsic interest.
The sequential approach based on Lie–Kato–Trotter formula has been used
especially in two space–time dimensional models particularly by Glimm, Jaffe
and Segal [25]. The analytic continuation approach, in which time is replaced
by imaginary time, is at the basis of the so called Euclidean–Markov quantum
field theory, pursued vigorously by Symanzik [26] and Nelson [27] and applied
particularly successfully, mostly in connection with the fundamental work of
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Glimm and Jaffe, for local relativistic models in two space–time dimensions,
with polynomial [24] or exponential interactions [28],9 and in three space–time
dimensions with space cut-off [29],10 respectively in higher dimensions with
ultraviolet cut-off interactions [30].11 Much in the same way as for the heat,
Schrödinger and stochastic mechanics equations, there are connections also
with stochastic field theory [17], 4) - 7).12

Coming now to the Feynman history integrals themselves, it does not seem,
to our knowledge, that any work has been done previous to our present work,
as to their direct mathematical definition as integrals on a space of paths in
physical space–time, except for the free case [14].

We shall now summarize briefly the content of the various sections of our
work.

In Chap. 2 we introduce the basic definition for oscillating integrals on
a separable real Hilbert space, which we call Fresnel integrals, and we es-
tablish their properties. In Chap. 3 this theory is applied to the definition
of Feynman path integrals in non relativistic quantum mechanics. We prove
that the heuristic Feynman path integral formula (1.13) for the solution of
Schrödinger’s equation can be interpreted rigorously as a Fresnel integral over
a Hilbert space of continuous paths. In addition we derive corresponding for-
mulae also for the wave operators and for the scattering operator.13 In Chap. 4
we extend, in view of further applications, the definition of Fresnel integrals
and give the properties of the new integral, called Fresnel integral relative to
a given quadratic form. This theory is applied in Chap. 5 to the definition
of Feynman path integrals for the n-dimensional anharmonic oscillator and
in Chaps. 6 and 7 to the expression of expectations of functions of dynami-
cal quantities of this anharmonic oscillator with respect to the ground state,
respectively the Gibbs states [33] and quasifree states [34] of the correspon-
dent harmonic oscillator.14 In Chap. 8 we express the time invariant quasifree
states on the Weyl algebra of an infinite dimensional harmonic oscillator by

9 The Wightman axioms for a local relativistic quantum field theory (see e.g. [40])
have been proved, in particular.

10 The space cut-off has now been removed [44].
11 See also [45].
12 We did not mention here other topics which have some relations to Feynman’s

approach to the quantization of fields, for much the same reason as in the preced-
ing Footnote 8). For discussion of problems in defining Feynman path integrals
for spinor fields see e.g. [36] and references given therein. For the problem of the
formulation of Feynman path integral in general relativity see e.g. [39, 4],2), and
references given there.

13 Similar results hold for a system of N non relativistic quantum mechanical parti-
cles, moving each in d-dimensional space, interacting through a superposition of
ν-body potentials (ν = 1, 2, . . .) allowed in particular to be translation invariant.

14 The same results hold for a system of N anharmonic oscillators, with anharmonic-
ities given by superpositions of ν-body potentials, as in the preceding footnote.
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Feynman path integrals defined as Fresnel integrals in the sense of Chap. 4,
and this also provides a characterization of such states.

Finally, in Chap. 9 we apply the results of Chap. 8 to the study of rela-
tivistic quantum field theory. For the ultra-violet cut-off models mentioned
above [30] we express certain expectation values, connected with the time or-
dered vacuum expectation values, in terms of Feynman history integrals, again
defined as Fresnel integrals relative to a quadratic form. We also derive the
correspondent expressions for the expectations with respect to any invariant
quasi-free state, in particular for the Gibbs states of statistical mechanics for
quantum fields ([33]3)).

Notes

The introduction appears here unchanged from the one of the first edition which

obviously took only into account developments up to the year of appearance (1975).

Simultaneously to the appearance of the first edition of this book, a method of

stationary phase for Feynman path integrals was developed [87] and Maslov’s

approach to Feynman path integrals via Poisson processes became known [38].

These and subsequent developments are discussed in Chap. 10. Concerning foot-

note 2 we might add the following more recent references (articles resp. books

on Feynman path integrals and their applications, of general interest, not nec-

essarily concerned with the rigorous approach discussed in the present book):

[60, 75, 74, 111, 125, 161, 179, 192, 113, 208, 209, 210, 211, 228, 229, 251, 253,

264, 287, 315, 318, 323, 325, 354, 376, 378, 401, 404, 409, 458, 467, 250, 90].



2

The Fresnel Integral of Functions
on a Separable Real Hilbert Space

We consider first the case of the finite dimensional real Hilbert space R
n,

with some positive definite scalar product (x, y). We shall use |x| for the
Hilbert norm of x, such that |x|2 = (x, x). Since e

i
2 |x|

2
is a bounded continuous

function it has a Fourier transform in the sense of tempered distributions and
in fact ∫

e
i
2 |x|

2
ei(x,y)dx = (2πi)

n
2 e−

i
2 |y|

2
, (2.1)

with dx = dx . . . dxn, where xi = (ei, x), e1, . . . , en being some orthonormal
base in R

n with respect to the inner product ( , ). For a function f in the
Schwartz space S (Rn) we shall introduce for convenience the notation

∼∫
f(x)dx = (2πi)−

n
2

∫
f(x)dx, (2.2)

so that
∫̃

f(x)dx is proportional to the usual integral with a normalization
factor that depends on the dimension. We get from (2.1) that, for any ϕ ∈
S (Rn)

∼∫
e

i
2 |x|

2
ϕ̂(x)dx =

∫
e−

i
2 |x|

2
ϕ(x)dx, (2.3)

where ϕ̂(x) =
∫

ei(x,y)ϕ(y)dy.
Let now f(x) be the Fourier transform of a bounded complex measure

µ, ‖µ‖ < ∞, f(x) =
∫

ei(x,y)dµ(y). We shall denote by F (Rn) the linear
space of functions which are Fourier transforms of bounded complex measures.
Since the space of bounded complex measures M (Rn) is a Banach algebra
under convolution in the total variation norm ‖µ‖, we get that F (Rn) is a
Banach algebra under multiplication in the norm ‖f‖0 = ‖µ‖ for f(x) =∫

ei(x,y)dµ(y). The elements in F (Rn) are bounded continuous functions and
we have obviously ‖f‖∞ ≤ ‖f‖0. For any f ∈ F (Rn) of the form

f(x) =
∫

ei(x,y)dµ(y)
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we define ∼∫
e

i
2 |x|

2
f(x)dx =

∫
e−

i
2 |x|

2
dµ(x). (2.4)

The right hand side is well defined since e−
i
2 |x|

2
is bounded continuously

and µ(x) is a bounded complex measure. (2.4) defines
∫̃

e
i
2 |x|

2
f(x)dx for all

f ∈ F (Rn), and it follows from (2.3) that, for f ∈ S (Rn), (2πi)
n
2
∫̃

e
i
2 |x|f(x)dx

is just the usual translation invariant integral
∫

e
i
2 |x|

2
f(x)dx in R

n. Hence
(2πi)

n
2
∫̃

is an extension of the usual translation invariant integral on smooth
functions. This extension is a different direction than Lebesgue’s extension,
namely to the linear space of functions of the form e

i
2 |x|

2
f(x) with f ∈ F (Rn).

It follows from (2.4) that this extension is continuous in the sense that
∣∣∣∣∣∣

∼∫
e

i
2 |x|

2
f(x)dx

∣∣∣∣∣∣ ≤ ‖f‖0. (2.5)

Since
∫̃

is a continuous extension of the normalized integral from S (Rn) to
F (Rn), we shall say that

∫̃
e

i
2 |x|

2
f(x)dx is the normalized integral of the

function e
i
2 |x|

2
f(x). By (2.5) we have that

F(f) =

∼∫
e

i
2 |x|

2
f(x)dx (2.6)

is a bounded continuous functional on F (Rn). We shall call F (f) the Fresnel
integral of f and we shall say that f is a Fresnel integrable function if f ∈
F (Rn).

Remark 1. We have chosen the denomination Fresnel integral for the contin-
uous linear functional (2.6) because of the so called Fresnel integrals in the
optical theory of wave diffraction, which are integrals of the form

∫ W

0

e
iπ
2 y2

dy .

We now summarize the properties of the Fresnel integral which we have
proved above.

Proposition 2.1. The space F (Rn) of Fresnel integrable functions is a
Banach-function-algebra in the norm ‖f‖0. The Fresnel integral

F(f) =

∼∫
e

i
2 |x|

2
f(x)dx

is a continuous bounded linear functional on F (Rn) such that |F(f)| ≤ ‖f‖0
and normalized such that F(1) = 1. For any f(x) ∈ S (Rn)
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∼∫
e

i
2 |x|

2
f(x)dx = (2πi)−

n
2

∫
e

i
2 |x|

2
f(x)dx.

It follows from the fact that F (Rn) is a Banach algebra that F (f1, . . . , fn) is
a continuous k-linear form on F (Rn)× . . .×F (Rn) such that

F (f1, . . . , fk) ≤ ‖f1‖0 . . . ‖fk‖0.

Moreover sums and products of Fresnel integrable functions are again Fresnel
integrable, and the composition with entire functions is also Fresnel integrable.

We shall now define the normalized integral and the Fresnel integral in a
real separable Hilbert space. So let H be a real separable Hilbert space with
inner product (x, y) and norm |x|. H is then a separable metric group under
addition. LetM (H) be the Banach space of bounded complex Borel-measures
on H. Let µ and ν be two elements in M (H). The convolution µ∗ν is defined
by

µ ∗ ν(A) =
∫

µ(A− x)dν(x) (2.7)

where A is a Borel set. It follows from the fact that H is a separable metric
group that (2.7) is well defined. Moreover M (H) is in fact a topological
semigroup under convolution in the weak topology. For a proof of this fact see
[46], Theorem 1.1 p. 57. So that µ ∗ ν is simultaneously weakly continuous in
µ and ν. From (2.7) we have, for any bounded continuous function f on H,
that ∫

f(x)d (µ ∗ ν) (x) =
∫

f (x + y) dµ(x)dν(y),

which gives that µ ∗ ν = ν ∗ µ and ‖µ ∗ ν‖ ≤ ‖µ‖ ‖ν‖, so that M (H) is
a commutative Banach algebra under convolution. We define F (H) as the
space of bounded continuous functions on H of the form

f(x) =
∫

ei(x,y)dµ(y), (2.8)

for some µ ∈ M (H). The mapping µ → f given by (2.8) is linear and also
one-to-one. This is so because, if f = 0, then the µ-measure of any set of the
form {y; (x, y) ≥ α} is zero, from which it follows that the µ-measure of any
closed convex set is zero. Therefore the µ-measure of any ball is zero, from
which it follows that the µ-measure of any strongly measurable set is zero,
which implies µ = 0. Therefore introducing the norm ‖f‖0 = ‖µ‖, we get that
µ → f is an isometry onto. It follows from (2.8) that convolution goes into
product, so that F (H), with the norm ‖f‖0 is a Banach-function-algebra of
continuous bounded functions. From (2.8) we also get that ‖f‖∞ ≤ ‖f‖0. We
now define the normalized integral on H by

∼∫
e

i
2 |x|

2
f(x)dx =

∫
e−

i
2 |x|

2
dµ(x), (2.9)
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for f given by (2.8). We also introduce the Fresnel integral of f ∈ F (H) by

F(f) =

∼∫
e

i
2 |x|

2
f(x)dx. (2.10)

We shall call F (H) the space of Fresnel integrable functions on H.

Proposition 2.2. The space F (H) of Fresnel integrable functions is a
Banach-function-algebra in the norm ‖f‖0. The Fresnel integral F (f) is a
continuous bounded linear functional on F (H) such that |F (f)| ≤ ‖f‖0 and
normalized so that F (1) = 1. It follows from the fact that F (H) is a Banach-
algebra that sum and products of Fresnel integrable functions are again Fresnel
integrable functions, and so are also compositions with entire functions.

If f ∈ F (H) is a finitely based function, i.e. there exists a finite, dimen-
sional orthogonal projection P in H such that f(x) = f(Px) or all x ∈ H,
then ∼∫

e
i
2 |x|

2
f(x)dx =

∼∫
PH

e
i
2 |x|

2
f(x)dx,

where the normalized integral on the right hand side is the normalized integral
on the finite dimensional Hilbert space PH defined previously. This could also
be written

FH(f) = FPH(f).

Proof. The first part is proved as in Proposition 2.1. To prove the second part
we use the definition

∼∫
H

e
i
2 |x|

2
f(x)dx =

∫
H

e−
i
2 |x|

2
dµ(x) .

Now for f(x) to be finitely based with base PH implies easily that µ has
support contained in PH, so that

∫
H

e−
i
2 |x|

2
dµ(x) =

∫
PH

e−
i
2 |x|

2
dµ(x)

=

∼∫
PH

e
i
2 |x|

2
f(x)dx .

This then proves Proposition 2.2. 	


It follows from its definition that F(H) is invariant under translations and
orthogonal transformations of H, and in fact the induced transformations
in F(H) are isometries of F(H). It follows from the definition (2.9) of the
normalized integral that it is invariant under orthogonal transformations of
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H. Consider now a translation x → x + a of H. The induced transformation
in F(H) is f → fa, where fa(x) = f(x + a). If

f(x) =
∫

ei(x,y) dµ(y)

then
fa(x) =

∫
ei(x,y) ei(a,y)dµ(y) .

By the definition (2.9) we then have

∼∫
e

i
2 |x|

2
fa(x)dx =

∫
e−

i
2 |x|

2
ei(a,x)dµ(x)

= e
i
2 |a|

2
∫

e−
i
2 |x−a|2dµ(x)

= e
i
2 |a|

2
∫

e−
i
2 |x|

2
dµ(x + a) .

Now ∫
ei(x,y)dµ(y + a) = e−i(x,a)

∫
ei(x,y)dµ(y) = e−i(x,a)f(x) .

From the relation
e−i(x,a)f(x) =

∫
ei(x,y)dµ(y + a)

we get by (2.9)

∼∫
e

i
2 |x|

2
e−i(x,a)f(x)dx =

∫
e−

i
2 |x|

2
dµ(x + a) .

Hence
∼∫

e
i
2 |x−a|2f(x)dx = e

i
2 |a|

2
∫

e−
i
2 |x|

2
dµ(x + a)

=

∼∫
e

i
2 |x|

2
fa(x)dx ,

which proves that the normalized integral is also invariant under translations
of H. We state these results in the following proposition.

Proposition 2.3. Let the group of Euclidean transformations E(H) be the
group of transformations x → Ox + a, where a ∈ H and O is an orthogonal
transformation of H onto H. Then the space of Fresnel integrable functions
F(H) is invariant under E(H), and E(H) is in fact a group of isometries of
F(H). Moreover the normalized integral is invariant under the transforma-
tions in E(H).
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We shall now prove the analogue of the Fubini theorem for the normalized
integral. So let H = H1 ⊕ H2, then f ∈ F(H) defines a continuous function
f(x1, x2) on H1×H2 by f(x1⊕x2) = f(x1, x2). For fixed x2 ∈ H2, f(x1, x2) ∈
F(H1). To see this, we note that we have by definition

f(x) =
∫

ei(x,y)dµ(y) .

Since ||x1 ⊕ x2||2 = ||x1||2 + ||x2||2 we get that H and H1×H2 are equivalent
metric spaces, so that dµ(y) is actually a measure on the product space H1×
H2 with the product measure structure. We shall write this measure on H1×
H2 as dµ(y1, y2).

Hence
f(x1, x2) =

∫
ei(x1,y1)ei(x2,y2)dµ(y1, y2) . (2.11)

Consider now the measure µx2 ∈M(H1) defined by

∫
H1

ϕ(y1)dµx2(y1) =
∫

ϕ(y1)ei(x2,y2)dµ(y1, y2) . (2.12)

By the usual Fubini theorem we then have that

f(x1, x2) =
∫
H1

ei(x1,y1)dµx2(y1) . (2.13)

This proves that, for fixed x2 ∈ H2, f(x1, x2) ∈ F(H1). Hence the normalized
integral

g(x2) =

∼∫
H1

e
i
2 |x1|2f(x1, x2)dx1 (2.14)

is well defined. We shall now see that g(x2) ∈ F(H2). By the definition of the
normalized integral and (2.13) we have that

∼∫
H1

e
i
2 |x1|2f(x1, x2)dx1 =

∫
H1

e−
i
2 |y1|2dµx2(y1) (2.15)

and by (2.12) this is equal to
∫

e−
i
2 |y1|2ei(x2,y2)dµ(y1, y2) . (2.16)

Hence

g(x2) =
∫
H2

ei(x2,y2)dν(y2) , (2.17)
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where ν ∈M(H2) is defined by

∫
H2

ϕ(y2)dν(y2) =
∫

e−
i
2 |y1|2ϕ(y2)dµ(y1, y2) . (2.18)

This then proves that g(x2) ∈ F(H2), and the normalized integral

∼∫
H2

e
i
2 |x2|2g(x2)dx2 (2.19)

is well defined.
By (2.17) and the definition of the normalized integral we have that

∼∫
H2

e
i
2 |x2|2g(x2)dx2 =

∫
H2

e−
i
2 |y2|2dν(y2)

which by Fubini and (2.18) is equal to

∫
e−

i
2 |y1|2e−

i
2 |y2|2dµ(y1, y2) =

∼∫
H

e
i
2 |x|

2
f(x)dx .

We have now proven the following proposition, which we may also call the
Fubini theorem for the normalized integral.

Proposition 2.4 (Fubini theorem). Let H = H1 ⊕ H2 be the orthogonal
sum of two subspaces H1 and H2. For f(x) ∈ F(H) set f(x1, x2) = f(x1⊕x2)
with x1 ∈ H1 and x2 ∈ H2. Then for fixed x2, f(x1, x2) is in F(H1) and

g(x2) =

∼∫
H1

e
i
2 |x1|2f(x1, x2)dx1 (2.20)

is in F(H2). Moreover

∼∫
H2

e
i
2 |x2|2g(x2)dx2 =

∼∫
H2

e
i
2 |x2|2

⎛
⎝

∼∫
H1

e
i
2 |x1|2f(x1, x2)dx1

⎞
⎠ dx2

=

∼∫
H

e
i
2 |x|

2
f(x)dx .
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Remark. The normalized integral on a separable Hilbert space is the same as
the functional F defined by Ito in [13]

∼∫
e

i
2 |x|

2
f(x)dx = F(e

i
2 |x|

2
f) .

Ito takes a completely different definition, he defines namely F for f ∈
F(H) by

F(e
i
2 |x|

2
f) = lim

V

∞∏
j=1

(1− iλj)
1
2 E(e

i
2 |x|

2
f ; a, V ) ,

where E(g; a, V ) is the expectation of g with respect to the Gaussian measure
with mean a ∈ H and covariance operator V , where V is a strictly positive
definite symmetric trace class operator on H with eigenvalues λj , such that∑∞

j=1 λj < ∞. The limit is taken along the directed system of all strictly
positive definite trace class operators with the direction given by the relation
<, where V1 < V2 if and only if V2 − V1 is positive. Ito proves that this limit
exists and is independent of a and moreover that it is invariant under nearly
isometric transformations, in the sense that

F (e
i
2 |Cx|2f(Cx)) = J(C)−1F (e

i
2 |x|

2
f) ,

where Cx = Ax + b, with b ∈ H and A a one-to-one map of H such that

tr([(A∗A)
1
2 − 1]

α
2 ) < ∞

for some a < 1. J(C) is defined by J(C) =
∏∞

j=1(1 + αj), where αj are the
eigenvalues of (A∗A)

1
2 − 1.

Instead of Ito’s definition we have used Parseval relation (2.9) as a defini-
tion for the normalized integral because we shall later need a generalization of
the normalized integral to spaces with indefinite metric. These generalizations
will be very natural in our setting and in fact defined again by a sort of Parse-
val relation. We feel also that the definition of the normalized integral by the
Parseval relation (2.9) gives a nice and simple introduction to the properties
of the normalized integral.

We also want to point out that the first part of the next section, i.e. the
formula for the finite time transition amplitude, was first derived by Ito [13],
but we shall give the proof of it here partly for the sake of completeness and
also because our proof is independent of Ito’s, and it will later on be extended
to cover different situations.

Notes

The name “Fresnel integral” is inspired by a particular integral which appeared in
the framework of classical optics, namely the “classical Fresnel integrals”

∫ w

0
sin(π

2
x2)

dx,
∫ w

0
cos(π

2
x2)dx,

∫ w

0
ei π

2 x2
dx.
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It has been introduced in connection with (rigorous) Feynman path integrals in the
first edition of this book.

The study of oscillatory integrals in finite dimensions, of which the above clas-

sical Fresnel integrals are particular cases, has been developed in the nineteenth

century in work by Stokes, in connection on one hand with the classical method of

stationary phase and, on the other hand, with the theory of improper Riemann inte-

grals. The classical method of stationary phase is discussed, e.g., in [226, 145, 387].

Recent developments are connected with the theory of singularities of mappings

(including catastrophe theory), see, e.g., [123], and the theory of Fourier integral

operators [220, 278, 279, 363, 364, 366, 424].

The concept of Fresnel integrable function and Fubini theorem for oscillatory in-

tegrals appeared first in the first edition of this book, however the role of the

Banach algebra F(H) had already been pointed out in the paper by Ito [13] in 1967.

For recent theoretical developments on rigorously defined Feynman path integrals

see Chapter 10 and, e.g., [214, 274, 280, 281, 298, 299, 303, 301, 305, 316, 321, 388,

416, 418, 422, 439, 445, 446].



3

The Feynman Path Integral
in Potential Scattering

In this section we consider the Schrödinger equation for a quantum mechan-
ical particle in R

n under the influence of a potential V (x). The Schrödinger
equation for the wavefunction ψ(x, t) is given by

i�
∂ψ

∂t
= − �

2

2m
�ψ + V ψ (3.1)

where m is the mass of the particle, � is Planck’s constant and � is the
Laplacian �ψ =

∑n
i=1

∂2ψ
∂x2

i
. For typographical reasons we choose units for

time and length such that � = 1, in which case we get

i
∂ψ

∂t
= − 1

2m
�ψ + V ψ . (3.2)

H0 = − 1
2m� is a self adjoint operator in L2(Rn) on its natural domain of

definition. In what follows V will be a bounded continuous real function on
R

n, hence H = H0 + V is also a self adjoint operator with the same domain
as H0. The solution of the initial value problem for (3.2) is therefore given by

ψ(x, t) = (e−itHϕ)(x) (3.3)

with initial data ϕ ∈ L2(Rn), where e−itH is the unitary group in L2(Rn)
generated by −H. We shall now express (3.3) as a so-called Feynman path
integral. In fact (3.3) will be given by the normalized integral of eiS , where
S is the classical action, over all path’s for the particle ending at x at time
t. This expression was suggested by Feynman and proved by Ito [13], and we
shall therefore call it the Feynman–Ito formula. It is the correspondent for the
Schrödinger equation of the Feynman–Kac formula for the heat equation.
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It is well known that e−itH can be expanded in powers of V . We have
namely that

d
dt

eitH0e−itH = −i eitH0V e−itH

= −i V (t)eitH0e−itH ,

where V (t) = eitH0V e−itH0 . Integrating this formula we get

eitH0e−itH=1− i

t∫
0

V (t1)eit1H0e−it1Hdt1 . (3.4)

By iteration we have then

eitH0e−itH =
∞∑

n=0

(−i)n

∫
· · ·

∫
t≥t1≥···≥tn≥0

V (t1) . . . V (tn)dt1 . . . dtn , (3.5)

which by the norm boundedness of V is obviously norm convergent for all t.
By substitution under the integrals we get from (3.5)

e−itH =
∞∑

n=0

(−i)n

∫
· · ·

∫
0≤t1···≤tn≤0

e−itH0V (tn) . . . V (t1)dt1 . . . dtn , (3.6)

or more explicitly

e−itH =
∞∑

n=0

(−i)n

∫
· · ·

∫
0≤t1≤···≤tn≤t

e−i(t−tn)H0V e−i(tn−tn−1)H0 . . .

. . . e−i(t2−t1)H0V e−it1H0dt1 . . . dtn . (3.7)

We shall now assume that V is of the form

V (x) =
∫

Rn

eiαxdµ(x) (3.8)

and that

ϕ(x) =
∫

Rn

eiαxdν(α) (3.9)

where αx =
∑∞

i=1 αixi, for some bounded complex measures µ and ν on R
n.

Since eiαx is a generalized eigenfunction for H0, with

e−itH0eiαx = e−
it

2m α2
eiαx (3.10)
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we get by substitution of (3.8), (3.9) and (3.7) in (3.3) that

ψ(x, t) =
∞∑

n=0

(−i)n

∫
· · ·

∫
0≤t1≤...≤tn≤t

∫
. . .

∫

e−
i

2m [(t−tn)(α0+···+αn)2+(tn−tn−1)(α0+···+αn−1)
2+···+(t2−t1)(α0+α1)

2+t1α2
0] ·

· e
i

(
n∑

j=0
αj

)
x

dν(α0)
n∏

j=1

(dµ(αj)dtj) . (3.11)

Introducing the notation t0 = 0 we may simplify the exponent in (3.11)
and we get

ψ(x, t) =
∞∑

n=0

(−i)n

∫
· · ·

∫
0≤t1≤···≤tn≤t

∫
. . .

∫
e
− i

2m

n∑
j,k=0

(t−tj∨tk)αjαk

e
i

(
n∑

j=0
αj

)
x

·

· dν(α0)
n∏

j=1

(dµ(αj)dtj) (3.12)

where σ ∨ τ = max{σ, τ}.
By the symmetry of the integrand we have then

ψ(x, t) =
∞∑

n=0

(−i)n

n!

t∫
0

. . .

t∫
0

∫
· · ·

∫
e
− 1

2m

n∑
j,k=0

(t−tj∨tk)αjαk

e
i

(
n∑

j=0
αj

)
x

·

· dν(α0)
n∑

j=1

(dµ(αj)dtj) . (3.13)

Now Gij(σ, τ) = (t − σ ∨ τ)δij is the Green’s function or the kernel of
the inverse operator of − d2

dτ2 as a self adjoint operator on L2([0, t]; Rn) with
boundary conditions du

dτ (0) = u(t) = 0.
Hence if we introduce the real Hilbert space H of real continuous functions

γ(τ) from [0, t] to R
n such that dγ

dτ ∈ L2([0, t]; Rn) and γ(t) = 0 with inner

product (γ1, γ2) = m
t∫
0

dγ1
dτ ·

dγ2
dτ dτ , then γ(σ,i)(τ, j) = Gij(σ, τ) = (t−σ∨ τ)δij

is in H for any (σ, i), and for any γ ∈ H we have

γ(σ, i) = m(γ, γ(σ,i)) . (3.14)

It follows from (3.14) that the functions on H given by

ϕ(γ(0) + x) =
∫

Rn

eiγ(0)·αeiαxdν(α)



22 3 The Feynman Path Integral in Potential Scattering

and
t∫

0

V (γ(τ) + x)dt =

t∫
0

∫
Rn

eiγ(τ)·αeixαdµ(α)dt

both are Fourier transforms of bounded measures on H so that both functions
are in F(H), where F(H) is the space of Fresnel integrable functions on H
defined in the previous section. By Proposition 2.2 of Chap. 2 we therefore
have that the continuous function f(γ) on H given by

f(γ) = e
−i

t∫
0

V (γ(τ)+x)dt
ϕ(γ(0) + x) (3.15)

is in F(H). Hence the normalized integral
∫ ∼
H e

1
2 |γ|

2
f(γ)dγ is well defined.

Since the exponent is invariant under the transformation γ → γ − x, it is
natural to introduce also the following two notations for this integral:

∼∫
H

e
i
2 |γ|

2
f(γ)dγ ≡

∼∫
γ(t)=0

e
i
2 m

t∫
0
| dγ
dτ |2dτ

f(γ)dγ (3.16)

≡
∼∫

γ(t)=x

e
i
2 m

t∫
0
| dγ
dτ |2dτ

f(γ − x)dγ , (3.17)

where (γ − x)(τ) = γ(t)− x.
We shall now compute the normalized integral (3.16), with f(γ) given by

(3.15). By Proposition 2.2 of Chap. 2 we have that
∼∫

H

e
i
2 |γ|

2
f(γ)dγ =

∞∑
n=0

(−i)n

n!

∼∫
H

e
i
2 |γ|

2

⎛
⎝

t∫
0

V (γ(τ) + x)dt)

⎞
⎠

n

ϕ(γ(0) + x)dγ

=
∞∑

n=0

(−i)n

n!

∼∫
H

e
i
2 |γ|

2

⎡
⎣

t∫
0

. . .

t∫
0

∫
. . .

∫
e
i

(
n∑

j=1
γ(tj)αj+γ(0)α0

)

eixα0dν(α0)
n∏

j=1

eixαj dµ(αj)dtj

⎤
⎦ dγ . (3.18)

Now, by expressing
∑n

j=1 γ(tj)αj +γ(0)α0 as a scalar product in H by the
formula (3.14), we see that the nth term in the sum in (3.18) is the normalized
integral of the Fourier transform of a bounded measure on H. Hence by the
definition (2.9) of the normalized integral we get that (3.18) is equal to

∞∑
n=0

(−i)n

n!

t∫
0

. . .

t∫
0

∫
· · ·

∫
e
− i

2m

n∑
j,k=0

αjG(tj ,tk)αk

e
i

(
n∑

j=0
αj

)
x

dν(α0)
n∏

j=1

dµ(αj)dtj , (3.19)
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where we have introduced the notation to t0 = 0. By the definition of the
matrix G(σ, τ) we see that (3.19) is equal to (3.13). Hence we have proved the
Feynman–Ito formula, namely using the notation (3.17):

ψ(x, t) =

∼∫
γ(t)=x

e
im
2

t∫
0
| dγ
dt |2dτ

· e
−i

t∫
0

V (γ(τ))dτ
ϕ(γ(0))dγ . (3.20)

Introducing the classical action along the path γ in the time interval [0, t]

St(γ) =

t∫
0

m

2

∣∣∣∣dγ

dτ

∣∣∣∣
2

dτ −
t∫

0

V (γ(τ))dτ ,

(3.20) may be written in more compact notations as

ψ(x, t) =

∼∫
γ(t)=x

eiSt(γ)ϕ(γ(0))dγ . (3.21)

With units such that � �= 1 we easily get the formula

ψ(x, t) =

∼∫
γ(t)=x

ei/� St(γ)ϕ(γ(0))dγ (3.22)

for the solution of the Schrödinger equation (3.1). We formulate this result,
which was first established by Ito, in the following theorem.

Theorem 3.1 (The Feynman–Ito formula).
Let V and ϕ be Fourier transforms of bounded complex measures in R

n. Let H
be the real Hilbert space of continuous paths γ from [0, t] to R

n such that γ(t) =

0 and dγ
dτ ∈ L2([0, t]; Rn) with inner product (γ1, γ2) = m

�

t∫
0

(
dγ1
dτ ·

dγ2
dτ

)
dτ .

Then

f(γ) = e
− i

�

t∫
0

V (γ(τ)+x)dτ
ϕ(γ(0) + x)

is in F(H), the space of Fresnel integrable functions on H and the solution of
the Schrödinger equation

i�
∂ψ

∂t
= − �

2

2m
�ψ + V ψ

with boundary condition ψ(x, 0) = ϕ(x) is given by the normalized integral

ψ(x, t) =

∼∫
H

e
i
2 |γ|

2
f(γ)dγ ,
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i.e.

ψ(x, t) =

∼∫
γ(t)=x

e
im
2�

t∫
0
| dγ
dτ |2dτ

· e
− i

�

t∫
0

V (γ(τ))dτ
ϕ(γ(0))dγ .

� 1,2

We shall now proceed to study the wave operator and the scattering oper-
ator in terms of Feynman path integrals. Let us again use units where � = 1.
Let us also, for typographically simplicity, assume that m = 1.

The wave operators W± are defined by

W± = st. lim
t→±∞

e−itHeitH0 , (3.23)

whenever these limits exist.3 It is well known that these limits exist for a wide
range of potentials V (x) that fall off sufficiently fast. In what follows we shall
assume that V (x) is such that the limits (3.23) exist. So that

V (x) =
∫

Rn

eiαxdµ(α)

1 By the “translation invariance” of the normalized integral we have

∼∫
H

e
i

2�
|γ|2f(γ)dγ =

∼∫
H

e
i

2�
|γ+γ0|2f(γ + γ0)dγ ,

where γ0 is any element of H. Hence

∼∫
γ(t)=x

e
im
2�

t∫
0
| dγ
dτ

|2dτ

e
− i

�

t∫
0

V (γ(τ))dτ

ϕ(γ(0))dγ ,

although defined by replacing in its argument γ(τ) by γ(τ) + x, and interpreting

the result as
∫ ∼
H e

i
2 |γ|2f(γ)dγ, is actually independent of the chosen particular

translation, which could be replaced by x + γ0, with γ0 ∈ H arbitrary, and only
depends on its value for τ = t, which is required to be x.

2 The above Theorem 3.1 has been stated for the Schrödinger equation of a particle
moving in R

n under the action of the potential V . From the proof it is evident
that the same results hold for a system of N non relativistic quantum mechani-
cal particles moving each in d dimensional space, thus with n = Nd, under the
influence of a potential V which is only restricted to belong to F(Rn) but is other-
wise arbitrary, hence can be e.g. a sum of ν-body translation invariant potentials

(ν = 1, 2, ...). In this case − �
2

2m
� is replaced by − �

2

2

∑n
i=1

1
mi

∂2

∂x2
i

and (γ1, γ2) by

(γ1, γ2) = 1
�

∫ t

0
dγ1
dτ

·M dγ2
dτ

dτ , where M is the matrix (M)ij = miδij , i, j = 1, . . . , n.
3 The elementary definitions of mathematical scattering theory are e.g. in [47]. For

recent work see e.g. [32].
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and for instance4

|V (x)| ≤ C(1 + |x|)−1−ε

(see for example [43]).
By expanding e−isH0e−i(t−s)He−itH0 in powers of V in a similar manner

as in (3.5) we get, with V (t) = e−itH0V eitH0 that

e−isH0e−i(t−s)He−itH0 =
∞∑

n=0

(−i)n

∫
· · ·

∫
s≤t1≤···≤tn≤t

V (t1) . . . V (tn)dt1 . . . dtn ,

where the sum is norm convergent for all s and t, i.e.

e−isH0e−i(t−s)He−itH0 =
∞∑

n=0

(−1)n

∫
s≤t1≤

. . .

∫
≤tn≤t

e−it1H0V e−i(t2−t1)H0 . . .

. . . e−i(tn−tn−1)H0V eitnH0dt1 . . . dtn .

With
ϕ(x) =

∫
eiβxdν(β)

we get then
(
e−isH0e−i(t−s)HeitH0ϕ

)
(x) =

∞∑
n=0

(−i)n

∫
· · ·

∫
s≤t1≤···≤tn≤t

∫
. . .

∫

e−
i
2 [t1(α1+···+αn+β)2+(t2−t1)(α2+···+β)2+···+(tn−tn−1)(αn+β)2−tnβ2] ·

· e
i

(
n∑

j=1
αj+β

)
x

dν(β)
n∏

i=1

(dµ(αi)dti) . (3.24)

We have

t1(α1 + · · ·+ αn + β)2 + (t2 − t1)(α2 + · · ·+ β)2

+ · · ·+ (tn − tn−1)(αn + β)2 − tnβ2 (3.25)
= t1α

2
1 + 2t1α1(α2 + · · ·+ αn + β) + t2α

2
2 + 2t2α2(α3 + . . . αn + β)

+ · · ·+ tnα2
n + 2tnαnβ

=
n∑

ij=1

ti ∧ tjαiαj + 2β

n∑
i=1

tiαi , (3.26)

where s ∧ t = min{s, t}.
4 This assumption is actually enough for proving the completeness of the wave

operators, in the sense that Range W+ = Range W−, see [48]. A slightly weaker
condition, sufficient for the existence of the wave operators, is ([49]):∫

|V (x)|2(1 + |x|)2−n+εdx < ∞, ε > 0 .

See also [11], 3).
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If we introduce δ = −
∑n

i=1 αi − β, (3.25) may also be written

t1δ
2 + (t2 − t1)(δ + α1)2 + · · ·+ (tn − tn−1)(δ + α1 + · · ·+ αn−1)2

−tn(δ + α1 + · · ·+ αn)2

= −t1α
2
1 − 2t1δα1 − t2α

2
2 − 2t2α2(δ + α1)

+ · · · − tnα2
n − 2tnαn(δ + α1 + · · ·+ αn−1)

= −
∑
ij

ti ∨ tjαiαj − 2δ

n∑
i=1

tiαi , (3.27)

where s ∨ t = max{s, t}.
By the identity of (3.25) with (3.26) and (3.27) and the fact that |s− t| =

s ∨ t− s ∧ t we have that (3.25) is also equal to

n∑
ij=1

−1
2
|ti − tj |αiαj + (β − δ)

n∑
i=1

tiαi . (3.28)

If s = 0 and t > 0 we get from (3.24) and (3.25) that

(
e−itHeitH0ϕ

)
(x) =

∞∑
n=0

(−i)n

∫
· · ·

∫
0≤t1≤...≤tn≤t

∫
. . .

∫

· e
− i

2

n∑
jk=1

tj∧tkαjαk−iβ
n∑

j=1
tjαj+i

(
n∑

j=1
αj+β

)
x

· dν(β)
n∏

j=1

dµ(αj)dtj . (3.29)

By the substitution ti → −ti, i = 1, . . . , n we get that (3.29) is equal to

∞∑
n=0

(−i)n

∫
· · ·

∫
−t≤tn≤...≤t1≤0

∫
. . .

∫
e
− i

2

n∑
jk=1

−tj∨tkαjαk+iβ
n∑

j=1
tjαj+i

(
n∑

j=1
αj+β

)
x

dν(β)
n∏

j=1

dµ(αj)dtj ,

which, by the symmetry of the integrand, gives

(
e−itHeitH0ϕ

)
(x) =

∞∑
n=0

(−i)n

n!

0∫
−t

. . .

0∫
−t

∫
· · ·

∫

· e
− i

2

n∑
jk=1

−tj∨tkαjαk+iβ
n∑

j=1
tjαj+i

(
n∑

j=1
αj+β

)
x

· dν(β)
n∏

j=1

dµ(αj)dtj . (3.30)
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Consider now the separable real Hilbert space H− of continuous functions γ
from [−∞, 0] to R

n such that γ(0) = 0 and dγ
dτ is in L2([−∞, 0]; Rn) with

norm given by

|γ|2 =

0∫
−∞

∣∣∣∣dγ

dτ

∣∣∣∣
2

dτ . (3.31)

We have that γ(s,i)(t, j) = −s∨ t · δij is in H− and for all γ ∈ H− we have

(γ, γs,i) = γ(s, i) . (3.32)

From this it follows that

f(γ) =

0∫
−t

V (γ(τ) + βτ + x)dτ =

0∫
−t

∫
eiαγ(τ) · eiα(βτ+x)dµ(α)dτ (3.33)

is in F(H−). Hence, by Proposition 2.2 of Chap. 2, e−if(γ) again in F(H−)
and the normalized integral

∼∫
H−

e
i
2 |γ|

2
e−if(γ)dγ (3.34)

is well defined. By using (3.32) we may compute explicitly the normalized
integral (3.34) in the same way as in the proof of the Theorem 3.1 and we get

∼∫
H−

e
i
2 |γ|

2
e−if(γ)dγ =

∞∑
n=0

(−i)n

n!
(3.35)

0∫
−t

. . .

0∫
−t

∫
· · ·

∫
e
− i

2

n∑
jk=1

−tj∨tkαjαk+iβ
n∑

j=1
tjαj+

(
i

n∑
j=1

αj

)
x

n∏
j=1

dµ(αj)dtj

.

Introducing now the notation

Wt(x, β) =

∼∫
H−

e
i
2

0∫
−∞

| dγ
dτ |2dτ

· e
−i

0∫
−t

V (γ(τ)+βτ+x)dτ

dγ (3.36)

we get from (3.30) that

(e−itHeitH0ϕ)(x) =
∫

Wt(x, β)eiβxdν(β) , (3.37)
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where

ϕ(x) =
∫

eixβdν(β) . (3.38)

Since ϕ is in L2(Rn), which implies that dν belongs to L1 ∩ L2, we have, by
the assumptions on the potential V , that (3.37) converges strongly. Hence, as
t → ∞,Wt(x, β) converges in the strong topology of operators on L2(Rn) to
a limit W+(x, β), which by (3.37) satisfies

(W+ϕ)(x) =
∫

W+(x, β)eiβxdν(β) . (3.39)

By the physical interpretation of the wave operators, W+(x, β) as a function
of x is the wave function at time zero of the quantum mechanical particle with
asymptotic momentum β as t → −∞. If m �= 1 and � �= 1 one finds easily, by
following the previous calculation, that

Wt(x, β)

∼∫
H−

e
im
2�

0∫
−∞

| dγ
dτ |2dτ

· e
− i

�

0∫
−t

V (γ(τ)+ β
m τ+x)dτ

dγ , (3.40)

and we recall that a particle of momentum β has the classical velocity β
m .

Hence we get the formula for the W+(x, β) of (3.39):

W+(x,mv) = lim
t→∞

∼∫
H−

e
im
2�

0∫
−∞

| dγ
dτ |2dτ

· e
− i

�

0∫
−t

V (γ(τ)+vτ+x)dτ

dγ . (3.41)

We shall also write this formula as an improper normalized integral

W+(x,mv) =

∼∫
H−

e
im
2�

0∫
−∞

| dγ
dτ |2dτ

· e
− i

�

0∫
−∞

V (γ(τ)+vτ+x)dτ

dγ , (3.42)

keeping in mind that e−
i
�

∫ 0
−∞ V (γ(τ)+vτ+x)dτ is not necessarily Fresnel inte-

grable on H−, and that the integral in (3.42) is defined by the limit (3.41).
On the other hand (3.42) can also be defined without the limit procedure

(3.41) in the case where V (x) is a potential such that the perturbation H =
H0 + V is gentle. For gentle perturbations see for instance the references
[50] and [51]. One has for example that if V ∈ L1(Rn) ∩ L∞(Rn) then the
perturbation H = H0+V is gentle and, for the case of R

3, one has the stronger
result that if V ∈ L3/2(R3) then the perturbation is gentle [[50] Theorems 4,
5 and 6].
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In the case when V is gentle and with small gentleness norm, i.e. if for
instance ||V ||1 and ||V ||∞ are bounded by a certain constant or, in the case
of R

3, if ||V ||3/2 is bounded by a certain constant, then (3.42) may also be
defined as follows, setting now again m = � = 1 :

∼∫
H−

e
i
2

0∫
−∞
| dγ
dτ |2dτ

e
−i

0∫
−∞

V (γ(τ)+vτ+x)

dγ

=
∞∑

n=0

(−i)n

n!

∼∫
H−

e
i
2

0∫
−∞
| dγ
dτ |2dτ

⎛
⎝

0∫
−∞

V (γ(τ) + vτ + x)dτ

⎞
⎠

n

dγ

=
∞∑

n=0

(−i)n

n!

0∫
−∞

. . .

0∫
−∞

∼∫
H−

e
i
2

0∫
−∞
| dγ
dτ |2dτ

· V (γ(t1) + vt1 + x) . . . V (γ(tn) + vtn + x)dγdt1 . . . dtn . (3.43)

We have namely that V (γ(t)+vt+x) ∈ F(H−), hence the normalized integral
in the last line in (3.43) is well defined. In the same manner as earlier we may
compute this normalized integral, and we get by the earlier computations the
right hand side of (3.35), with t = ∞. Again by the earlier computations we
see that this is the same series as the perturbation expansion of W+ in powers
of V , namely

∞∑
n=0

(−i)n

∫
· · ·

∫
0≤t1≤...≤tn

V (t1) . . . V (tn)dt1 . . . dtn . (3.44)

By the assumption that the perturbation is small and gentle we have that
the integrals and the sum in (3.44) actually converge and the sum in (3.44)
is equal to the wave operator W+. Hence the integrals and the sum in (3.43)
also converge and the sum is equal to W+(x, β) with β = mv.

Let us now take t = 0 and s < 0 in (3.24), and substitute (3.27) for (3.25).
We then have

(
e−isH0eisHϕ

)
(x)

=
∞∑

n=0

(−i)n

∫
· · ·

∫
s<t1≤...≤tn≤0

∫
. . .

∫
e
− i

2

[
n∑

j,k=1
−tj∨tkαjαk+2δ

n∑
j=1

tjαj

]

· e−iδxdν(β)
n∏

j=1

(dµ(αi)dti) . (3.45)
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Due to the symmetry of the integrand we get, after a substitution ti → −ti, i =
1, . . . , n:

(
e−isH0eisHϕ

)
(x)

=
∞∑

n=0

(−i)n

n!

−s∫
0

. . .

−s∫
0

∫
· · ·

∫
e
− i

2

[
n∑

j,k=1
tj∧tkαjαk−2δn

n∑
j=1

tjαj

]

· e−iδnxdν(β)
n∏

i=1

dµ(αi)dti , (3.46)

with δn =
∑n

i=1 αi + β.
For s < 0 we now define W ∗

s (δ, y) by∫
W ∗

s (δ, y)e−iδyϕ(y)dy =
∫

(e−isH0eisHϕ)(x)e−iδxdx . (3.47)

So that, with ψ in L2(Rn) and

ψ(x) =
∫

eiδxdσ(δ)

=
∫

eiδxψ̂(δ)dδ , (3.48)

we have ∫∫
W ∗

s (δ, y)e−iδyϕ(y)dydσ̄(δ) = (ψ, e−isH0eisHϕ) . (3.49)

From (3.46) we get

∫
W ∗

s (δ, y)e−iδyϕ(y)dydσ̄(δ) =
∞∑

m=0

(−i)m

m!

−s∫
0

. . .

−s∫
0

∫
· · ·

∫

· e
− i

2

[
m∑

j,k=1
tj∧tkαjαk−2(β+

m∑
j=1

αj)
m∑

j=1
tjαj

]

· e
i(β+

m∑
j=1

αj)x

ψ̄(x)dxdν(β)
m∏
i=1

dµ(αi)dti

=
∞∑

m=0

(−i)m

m!

−s∫
0

. . .

−s∫
0

∫
· · ·

∫
e
− i

2

[
m∑

j,k=1
tj∧tkαjαk−2(β+

m∑
j=1

αj)
m∑

j=1
tjαj

]

· (2π)n ¯̂
ψ(β +

m∑
j=1

αj)dν(β)
m∏
i=1

dµ(αi)dti . (3.50)

With the notation ϕ̂(β)dβ = dν(β) and the substitution β +
∑m

j=1 αj → δ
we have that (3.50) is equal to
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∞∑
m=0

(−i)m

m!

−s∫
0

. . .

−s∫
0

∫
· · ·

∫
e
− i

2

[
m∑

j,k=1
tj∧tkαjαk−2δ

m∑
j=1

tjαj

]

(2π)n ¯̂
ψ(δ)ϕ̂

⎛
⎝δ −

m∑
j=1

αj

⎞
⎠ dδ

m∏
i=1

dµ(αi)dti .

Using now the inverse Fourier transform

(2π)nϕ̂(δ) =
∫

ϕ(x)e−iδxdx ,

we get (3.50) equal to

∞∑
m=0

(−i)m

m!

−s∫
0

. . .

−s∫
0

∫
· · ·

∫
e
− i

2

[
m∑

j,k=1
tj∧tkαjαk−2δ

m∑
j=1

tjαj

]

· e
ix

m∑
j=1

αj

e−iδx ¯̂
ψ(δ)ϕ(x)dxdδ

m∏
j=1

dµ(αj)dtj .

Hence we have proved the formula

W ∗
s (δ, x) =

∞∑
n=0

(−i)n

n!

−s∫
0

. . .

−s∫
0

∫
· · ·

∫
e
− i

2

[
n∑

j,k=1
tj∧tkαjαk−2δ

n∑
j=1

tjαj

]

· e
ix

(
n∑

j=1
αj

)
n∏

j=1

dµ(αj)dtj . (3.51)

We introduce now the real separable Hilbert space H+ of continuous functions
γ from [0,∞] to R

n such that γ(0) = 0 and dγ
dτ is in L2([0,∞], Rn) with norm

given by

|γ|2 =

∞∫
0

∣∣∣∣dγ

dτ

∣∣∣∣
2

dτ .

We verify easily that the function s ∧ t plays the same role in H+ as the
function −s ∨ t in H−, and thus by the same calculations as for H− we get
that

∫ −s

0
V (γ(τ) + δτ + x)dτ is in F(H+) and that

W ∗
s (δ, x) =

∼∫
H+

e
i
2

∞∫
0
| dγ
dτ |2dτ

e
−i

−s∫
0

V (γ(τ)+δτ+x)dτ
dγ (3.52)
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If m or � are different from 1 we shall define the norm in H+ by

|γ|2 =
m

�

∫ ∣∣∣∣dγ

dτ

∣∣∣∣
2

dτ

and we get the corresponding formula

W ∗
s (mv, x) =

∼∫
H+

e
im
2�

∞∫
0
| dγ
dτ |2dτ

· e
− i

�

−s∫
0

V (γ(τ)+vτ+x)dτ
dγ . (3.53)

Let us now assume that the potential is so that the wave operators W± defined
by (3.23) exist, then we get from (3.49) that

∫
W ∗

s (δ, x)e−i δ
�

xψ̂(δ)dδ =
(
e−isHeisH0ψ

)
(x) (3.54)

and the limit of (3.54) as s → −∞ exists in the strong L2-sense and defines
W ∗

−(δ, x) by
∫

W ∗
−(δ, x)e−i δ

�
xψ̂(δ)dδ = (W−ψ)(x) . (3.55)

By the physical interpretation of the wave operator W− we have from (3.55)
that W ∗

−(δ, x), as a function of δ for fixed x, is the asymptotic probability
amplitude in momentum space as t → +∞ of a particle located at x for t = 0.
In the same way as for W+(x, β) we may introduce the improper normalized
integral as the limit as s → −∞ in the weak sense in δ = mv and x of the
normalized integral (3.53) and then write

W ∗
−(mv, x) =

∼∫
H+

e
im
2�

∞∫
0
| dγ
dτ |2dt

e
− i

�

∞∫
0

V (γ(τ)+vτ+x)dτ
dγ (3.56)

or

W ∗
−(mv, x) =

∼∫
γ(0)=x

e
im
2�

∞∫
0
| dγ
dτ |2dt

e
− i

�

∞∫
0

V (γ(τ)+vτ)dτ
dγ . (3.57)

Of course in the case of gentle perturbations (3.56) or (3.57) may also be
defined by series expansion of the second term in the integral. Since the scat-
tering operator S is defined by

S = W ∗
−W+ (3.58)

we get that the scattering amplitude S(δ, β), which is simply the kernel of S
in the momentum or Fourier transformed space, is given by the formula
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S(δ, β)
∫

Rn

W ∗
−(δ, x)e

i
�
(β−δ)xW+(x, β)dx , (3.59)

where we have taken � �= 1 and the integration is to be understood in the
weak sense. (3.59) now gives a very interesting and surprising formula for the
scattering amplitude

S(mv+,mv−) =

∼∫

lim
t→±∞

γ(t)
t =V±

e
i
�
(S(γ)−S0(γ0))dγ (3.60)

where γ0(τ) = v− · τ ∧ 0 + v+ · τ ∨ 0 + y are the asymptotes of γ(τ), S(γ) is
the action along the path γ and S0(γ0) is the free action along the asymptotic
path γ0. (3.60) then expresses the quantum mechanical scattering amplitude
as a normalized integral, over all paths with given asymptotic behavior of
exp

{
i
�
(S(γ)− S0(γ0))

}
, where S(γ) − S0(γ0) is the difference of the action

along γ and the free action along its asymptotes γ0. More precisely

S(γ)− S0(γ0) =

∞∫
−∞

(
m

2

∣∣∣∣dγ

dτ

∣∣∣∣
2

− V (γ)− m

2

∣∣∣∣dγ0

dτ

∣∣∣∣
2
)

dτ (3.61)

and with γ = γ̃ + γ0 we get

S(γ)− S0(γ0)

=
m

2

∞∫
−∞

∣∣∣∣dγ̃

dτ

∣∣∣∣
2

dτ −
∞∫

−∞

V (γ̃ + γ0)dτ + mv+

∞∫
0

dγ̃

dτ
dτ + mv−

0∫
−∞

dγ̃

dτ
dτ

i.e.

S(γ)− S0(γ0)=
m

2

∞∫
−∞

∣∣∣∣dγ̃

dτ

∣∣∣∣
2

dτ−
∞∫

−∞

V (γ̃ + γ0)dτ − γ̃(0)(mv+ −mv−). (3.62)

Remark. Although S(γ) and S0(γ0) diverge, we see that S(γ)− S0(γ0) is well
defined whenever γ̃ is absolutely continuous with derivative in L2(R), if v+

and v− are different from zero and the potential V tends to zero faster than
|x|−1−ε for some positive ε. It is interesting to note that this are just the
conditions that are needed for the existence of the scattering amplitude in
quantum mechanics.

Let now γ̃(0) = x, we may then set

γ̃(τ) =
{

γ+(τ) + x for τ ≥ 0
γ−(τ) + x for τ ≤ 0 ,
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where γ± ∈ H±. With this notation we get from (3.62) that

S(γ)− S0(γ0) =
m

2

∞∫
0

∣∣∣∣dγ+

dτ

∣∣∣∣
2

dτ −
∞∫
0

V (γ+ + v+τ + x)dτ − x(mv+ −mv−)

+
m

2

0∫
−∞

∣∣∣∣dγ−
dτ

∣∣∣∣
2

dτ −
0∫

−∞

V (γ− + vτ + x)dτ . (3.63)

Hence, using the identity (3.63) we give a precise meaning to the normalized
integral (3.60) by the following definition

∼∫

lim
t→±∞

γ(t)
t =V±

e
i
�
(S(γ)−S0(γ0))dγ

=
∫

Rn

dx e
i
�

mx(v+−v−)

∼∫
H−⊕H+

e
im
2�

0∫
−∞

∣∣∣ dγ−
dτ

∣∣∣2dτ+ im
2�

∞∫
0
| dγ
dτ |2dτ

e
−−i

�

0∫
−∞

V (γ−+v−τ+x)dτ

· e
− i

�

∞∫
0

V (γ++v+τ+x)dτ
dγ , (3.64)

where the normalized integral above is the normalized integral on H = H+ ⊕
H− and γ = γ+ ⊕ γ−.

From (3.64), (3.59), (3.56) and (3.42) we have proved (3.60) as defined by
(3.64). We formulate now these results in the following theorem.5

Theorem 3.2. Let the potential V be the Fourier transform of a bounded
complex measure and also in a class of potentials such that the wave operators
(3.23) exist. Then the wave amplitudes W+(x, β) and W ∗

−(δ, x) defined by
(3.39) and (3.55) are given by the following improper normalized integrals

W+(x,mv) =

∼∫
H−

e
im
2�

0∫
−∞
| dγ
dτ |2dτ

e
− i

�

0∫
−∞

V (γ(τ)+vτ+x)dτ

dγ

and

W ∗
−(mv, x) =

∼∫
H+

e
im
2�

∞∫
0
| dγ
dτ |2dτ

e
− i

�

∞∫
0

V (γ(τ)+vτ+x)dτ
dγ ,

where the improper normalized integrals are defined as the limits of the cor-
responding ordinary normalized integrals with the integrals over the half lines
5 With obvious modifications the results hold also for the N particle system of

Footnote 2 of this chapter.
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of the function V (γ(τ) + vτ + x) substituted by the integrals over finite time
intervals of the same function. H+ is the real separable Hilbert space of ab-
solutely continuous functions γ from [0,∞] to R

n such that γ(0) = 0 and dγ
dτ

is in L2(R), with norm |γ|2+ = m
�

∫∞
0

∣∣∣dγ
dτ

∣∣∣2 dτ . H− is the corresponding space
of functions on [−∞, 0]. Moreover the scattering amplitude S(α, β), defined
as the Fourier transform of the kernel of the scattering operator S, is given
by the formula

S(mv+,mv−) =

∼∫

lim
t→±∞

γ(t)
t =v±

e
i
�
(S(γ)−S0(γ0))dγ ,

where

S(γ)− S0(γ0) =

∞∫
−∞

(
m

2

∣∣∣∣dγ

dτ

∣∣∣∣
2

− V (γ)− m

2

∣∣∣∣dγ0

dτ

∣∣∣∣
2
)

dγ

with γ0(τ) = v− · τ ∧ 0 + v+ · τ ∨ 0 + y, and the normalized integral above is
defined by (3.64).

Notes

The approach in this section was introduced in the first edition of this book. It was

used in an essential way for the development of the method of stationary phase

in infinite dimensions and the study of the semiclassical limit (for solutions of the

Schrödinger equation in finite time) in [87] and subsequent papers like [69, 70]. An-

other development, in the case of Hamiltonians with discrete spectrum, is connected

with the trace formula, see [66, 67]. The approach concerning scattering theory has

not been exploited much further, it gave however inspiration for further work, see,

e.g. [186, 187].



4

The Fresnel Integral Relative
to a Non-singular Quadratic Form

In Theorem 3.1 we obtained the solution ψ(x, t) of the Schrödinger equation
with initial values ϕ(x) and potential V (x) in the form

ψ(x, t) =

∼∫
γ(t)=x

e
im
2�

t∫
0
| dγ
dτ |2dτ

e
− i

�

t∫
0

V (γ(τ))dτ
ϕ(γ(0))dγ (4.1)

Def=

∼∫
H

e
im
2�

t∫
0
| dγ
dτ |2dτ

e
− i

�

t∫
0

V (γ(τ)+x)dτ
ϕ(γ(0) + x)dγ ,

where H was the real Hilbert space of continuous paths γ such that γ(t) = 0
and with norm square given by m

�

∫ t

0
|dγ
dτ |2dτ , if both V and ϕ are Fourier

transforms of bounded complex measures. If we are, and we shall be, interested
in the anharmonic oscillator, then we must deal with potentials of the form

V ′(x) =
1
2
xA2x + V (x) , (4.2)

where xA2x is a strictly positive definite form on R
n, corresponding to the

strictly positive definite symmetric linear transformation A2 on R
n, and V (x)

is a nice function, which we shall take to be in the class of Fourier transforms
of bounded complex measures. For such potentials, of the form (4.2), we can
not prove (4.1) in the same way as in the previous section, because if we
substitute V ′ for V in (4.1) we do not get a Fresnel integrable function on
H and the formula therefore does not make sense as it stands. On the other
hand, we may write (4.1) with V ′ instead of V in the following manner

∼∫
γ(t)=x

e
im
2�

t∫
0

γ̇(τ)2dτ− i
2�

t∫
0

γ(τ)A2γ(τ)dτ
e
− i

�

t∫
0

V (γ(τ))dτ
ϕ(γ(0))dγ , (4.3)

where dγ
dτ (τ) = γ̇(τ).



38 4 The Fresnel Integral Relative to a Non-singular Quadratic Form

For small values of t

m

�

t∫
0

γ̇(τ)2dτ − 1
�

t∫
0

γ(τ)A2γ(τ)dτ (4.4)

is namely a strictly positive definite quadratic form on the space of continuous
paths such that γ(t) = 0. Hence we may introduce the real Hilbert space H′ of
continuous functions from [0, t] to R

n with γ(t) = 0 such that (4.4) is bounded
with (4.4) as the norm square, and define (4.3) by

∼∫
H′

e
i
2

[
m
�

t∫
0

γ̇(τ)2dτ− 1
�

t∫
0
(γ(τ)+x)A2(γ(τ)+x)dτ

]
e
− i

�

t∫
0

V (γ(τ)+x)dτ
ϕ(γ(0) + x)dγ ,

(4.5)
where the normalized integral

∫ ∼
H′ is the one defined in Chap. 2.

One verifies then easily that

e
− i

�
xA2

t∫
0

γ(τ)dτ
e
− i

�

t∫
0

V (γ(τ)+x)dτ
ϕ(γ(0) + x) · e− it

2�
xA2x (4.6)

is Fresnel integrable onH′ and that, up to a constant, the Fresnel integral (4.5)
gives the solution of the corresponding Schrödinger equation at time t. The
constant, which depends only on t, m and A2, comes from the fact that the
normalized integral is defined by a normalization given by the inner product in
the Hilbert space. In this way we can thus prove an analogue of the Feynman–
Ito formula also for the anharmonic oscillator. But this formula would then
only hold for small values of t. This is of course rather unsatisfactory, and we
shall therefore not give the detailed proof here.

If on the other hand we want to make sense out of (4.3) not only for small
t, we must define the Fresnel integral also for the case where the quadratic
form in question is not necessarily positive definite any longer. We shall see
that this is possible and in this way make sense of (4.3) not only for small
values of t. To define this extension of the Fresnel integral we shall introduce
a densely defined symmetric operator B in the separable real Hilbert space H
of Chap. 2, and the quadratic form is then given by

(x,Bx) (4.7)

for x ∈ D(B) ⊂ H. It is also necessary to assume that B is non degenerate in
some suitable sense, and we shall here assume that B is non degenerate in the
following sense. There exists a dense subspace D of H such that D contains
the range of B and there exists a symmetric bilinear form �(x, y) defined on
D ×D such that Im �(x, x) ≤ 0 and

�(x,By) = (x, y) (4.8)

for all x ∈ D and all y in the domain D(B) of B. � is in the above sense an
inverse form of the form (4.7), and in the case where H is finite dimensional
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the existence of � is equivalent to B having an inverse and � is in that
case given by the inverse matrix of B. We shall further assume that D is a
separable Banach space with norm ||x|| which is stronger than the norm |x|
in H, i.e.

|x| ≤ a||x|| (4.9)

for all x ∈ D, and we shall assume that the form �(x, y) is a continuous
symmetric bilinear form on D. From (4.9) and the self duality of H we get
the natural embedding

D ⊂ H ⊂ D∗ , (4.10)

where D∗ is the dual space of D. The embeddingH ⊂ D∗ is just the restriction
mapping i.e. by restricting a continuous linear function on H to D we get,
by (4.9), a continuous linear mapping on D. It also follows from (4.9) that
||x||∗ ≤ a|x|, where ||x||∗ is the norm in D∗. Hence all the injections in (4.10)
are continuous. In the general case � is not uniquely given by B. However if
B is non degenerate in the stronger sense that it has a bounded continuous
inverse B−1 on H, then it follows easily that D = H, since D contains the
range of B, and that �(x, y) = (x,B−1y). Hence � is in this case unique and
real.

Since �(x, y) is continuous on D ×D we have that, for fixed x,�(x, y) is
a continuous complex linear functional on D, hence in D∗. This gives then a
mapping of D into D∗ which is, by (4.8), a left inverse of B, considered as a
map from D(B) ⊂ D∗ into D.

We now define the Fresnel integral with respect to the form �.

Definition 4.1. Let D be a real separable Banach space with norm ‖ ‖ and
let H be a real separable Hilbert space with inner product ( , ) and norm | |,
such that D is densely contained in H and the norm in D is stronger than the
norm in H. Let B be a densely defined symmetric operator on H such that the
range of B is contained in D and let �(x, y) be a symmetric and continuous
bilinear form on D ×D such that Im �(x, x) ≤ 0,and �(x,By) = (x, y) for
all x ∈ D and y ∈ D(B). The space F(D∗) of Fresnel integrable functions
on D∗ is the space of Fourier transforms of bounded complex measures on D.
For any f ∈ F(D∗) we get, by the inclusion H ⊂ D∗, that

f(x) =
∫
D

ei(x,y)dµ(y) (4.11)

for x ∈ H. We now define, for any f ∈ F(D∗), the Fresnel integral with
respect to � by

�∫
H

e
i
2 (x,Bx)f(x)dx =

∫
D

e−
i
2�(x,x)dµ(x) . (4.12)
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The integral on the right hand side is well defined since Im �(x, x) ≤ 0 and
�(x, x) is continuous on D. We shall also call

∫�
H e

i
2 (x,Bx)f(x)dx the integral

normalized with respect to � of the function e
i
2 (x,Bx)f(x), and also use the

notation F�(f) for this integral.

We have now the following proposition.

Proposition 4.1. The space of Fresnel integrable functions F(D∗) is a
Banach-function-algebra in the norm ||f ||0 = ||µ|| and F(D∗) ⊆ F(H). F�(f)
is a bounded continuous linear functional on F(D∗) such that |F�(f)| ≤ ||f ||0
and normalized such that F�(1) = 1. The condition �(x,By) = (x, y) for
x ∈ D and y ∈ D(B) implies that B−1 is well defined and �(x, y) = (x,B−1y)
for x ∈ D and y in the range of B. Hence, if the range of B is dense in
D, �(x, y) is uniquely given by B and is the continuous extension of the
form (x,B−1y). If B ≥ a1 with a > 0 and the range of B dense in D, then
F(D∗) ⊆ F(HB) and

�∫
H

e
i
2 (x,Bx)f(x)dx =

∼∫
HB

e
i
2 |x|

2
Bf(x)dx ,

with |x|2B = (x,Bx) and where HB is the closure of D(B) in the norm | |B.

Proof. Let f ∈ F(D∗), then, for x ∈ H,

f(x) =
∫
D

ei(x,y)dµ(y) .

Since the D-norm is stronger than the H-norm, we have that the H-norm
|x| is a continuous function on D, from which it follows that any H-continuous
function is also D-continuous, so the restriction of the integral with respect
to µ from C(D) to C(H) gives a measure on H, which we shall denote by µH.
Since ei(x,y) for x ∈ H is in C(H), we therefore have that, by the definition of
µH,

f(x) =
∫
H

ei(x,y)dµH(y) , (4.13)

hence that f ∈ F(H). That ||µH|| = ||µ|| is obvious, so that F(D∗) is a
Banach subspace of F(H). That it is also a Banach algebra follows as in
Proposition 2.2 from the fact that D is a separable metric group. The bound
|F�(f)| ≤ ||f ||0 follows from the fact that Im�(x, x) ≤ 0, and F�(1) = 1 is
obvious from the definition (4.12). From

�(x,By) = (x, y) , (4.14)
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for x ∈ D and any y ∈ D(B), we get that By = 0 implies that y = 0, since D
is dense in H. Hence B−1 is well defined with domain equal to the range of
B. Hence

�(x, y) = (x,B−1y) (4.15)

for x ∈ D and y in the range of B. So that, if the range of B is dense in D,
then �(x, y) is uniquely given by (4.15) and therefore also real.

If B ≥ a1 with a > 0 and the range of B is dense in D, then, for x ∈ R(B),
the range of B,

|B−1x|2B = (x,B−1x) = �(x, x) , (4.16)

which is bounded and continuous in the D-norm. Hence B−1 maps R(B) into
HB , continuously in the D-norm on R(B). Since R(B) is dense in D it has
a unique continuous extension, which we shall also denote by B−1, such that
B−1 maps D into HB boundedly. To prove the identity in the proposition we
first prove that F(D∗) ⊆ F(HB). Let f ∈ F(D∗), then for x ∈ H we have

f(x) =
∫
D

ei(x,y)dµ(y) . (4.17)

Let g ∈ C(HB), we define µB by
∫

HB

g(x)dµB(x) =
∫
D

g(B−1x)dµ(x) . (4.18)

g(B−1x) ∈ C(D) since B−1 : D → HB continuously. If x ∈ D(B) then by
(4.17) and (4.18) we have

f(x) =
∫
D

ei(Bx,B−1y)dµ(y)

=
∫

HB

ei(Bx,y)dµB(y) ,

so that

f(x) =
∫

HB

ei(x,y)BdµB(y) . (4.19)

Now (4.19) holds for all x ∈ D(B) and D(B) is by definition dense in HB in
the HB-norm. On the other hand the right hand side of (4.19) is obviously
uniformly continuous in the HB-norm. But, from (4.17), f(x), for x ∈ H,
is uniformly continuous in the H-norm, which is weaker than the HB-norm.
Hence by unique extension of uniformly continuous functions defined on dense
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subspaces, (4.19) must hold for all x in HB . This then proves that, in this
case, F(D∗) ⊂ F(HB), and by (4.19.) we have

∼∫
HB

e
i
2 |x|

2
Bf(x)dx =

∫
HB

e−
i
2 |x|

2
BdµB(x)

=
∫
D

e−
i
2 |B

−1x|2Bdµ(x) .

On the other hand we have (4.16) for all x ∈ R(B), but by the continuity of
B−1 : D → HB and the continuity of �(x, x) in the D-norm we have that
|B−1x|B = �(x, x) for all x in D, hence

∼∫
HB

e
i
2 |x|

2
Bf(x)dx =

∫
D

e−
i
2�(x,x)dµ(x) ,

which by (4.17) proves the identity in the proposition. 	


Proposition 4.2. The integral normalized with respect to � is invariant un-
der translations by vectors in the domain of B, i.e., for y ∈ D(B),

�∫
H

e
i
2 (x+y,B(x+y))f(x + y)dx =

�∫
H

e
i
2 (x,Bx)f(x)dx .

If H is finite dimensional then B−1 is bounded and � is uniquely given by
�(x, y) = (x,B−1y) for all x and y, and with H = R

n

�∫
H

e
i
2 (x,Bx)f(x)dx = |(1/2πi)B|+ 1

2

∫
Rn

e
i
2 (x,Bx)f(x)dx

for any f ∈ S(Rn), where |(1/2πi)B| is the determinant of the transforma-
tion (1/2πi)B in R

n, and the integral on the right hand side is the Lebesgue
integral.1

1 The square root |(1/2πi)B| 12 is given by the formula

|(1/2πi)B|
1
2 = (1/2π)n/2‖B‖

1
2 e−i π

4 signB ,

where (2π)n/2 is the positive root, ‖B‖ 1
2 is the positive root of the absolute

value of the determinant of B and sign B is the signature of the form B. This is
according to the formula

|(1/2πi)B|
1
2

∫
Rn

e
i
2 (x,Bx)dx = 1 .
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If H is infinite dimensional and B−1 is bounded and everywhere defined,
then D = H, their norms are equivalent and � is uniquely given by �(x, y) =
(x,B−1y) for all x and y. Moreover B is self adjoint and H = H+⊕H−, with
B = B+ �B−, where B± ≥ a1 for some a > 0, and

�∫
H

e
i
2 (x,Bx)f(x)dx =

∼∫
HB+

e
i
2 |x1|2B+

⎡
⎢⎣

∼∫
HB−

e
i
2 |x2|2B− f(x1, x2)dx2

⎤
⎥⎦dx1 ,

where f(x1, x2) = f(x1 ⊕ x2), HB+ is the closure of D(B±) ⊂ H+ in the
norm |x|2B±

= (x,B±x), and the integrals on the right hand side are ordinary
normalized integrals as defined in Chap. 2.

Proof. Let y ∈ D(B), then

e
i
2 (x+y,B(x+y))f(x + y) = e

i
2 (y,By)e

i
2 (x,Bx)ei(x,By)f(x + y) , (4.20)

so we shall first prove that ei(x,By)f(x + y) ∈ F(D∗). We have

ei(x,By)f(x + y) = ei(x,By)

∫
D

ei(x+y,z)dµ(z)

=
∫
D

ei(x,z)ei(x,By)ei(y,z)dµ(z)

=
∫
D

ei(x,z+By)ei(y,z)dµ(z) ,

and since By ∈ D, so that z → z − By is a continuous transformation in D,
we get

ei(x,By)f(x + y) =
∫
D

ei(x,z)ei(y,z−By)dµ(z −By) , (4.21)

which is obviously in F(D∗). Hence by (4.20), (4.21) and the definition of the
integral normalized with respect to � we get

�∫
H

e
i
2 (x+y,B(x+y))f(x + y)dx = e

i
2 (y,By)

∫
D

e−
i
2�(x,x)ei(y,x−By)dµ(x−By) ,

which by the definition of the measure dµ(x−By) is

e
i
2 (y,By)

∫
D

e−
i
2�(x+By,x+By)ei(y,x)dµ(x)

= e
i
2 (y,By)e−

i
2�(By,By)

∫
D

e−
i
2�(x,x)e−i�(x,By)ei(y,x)dµ(x)
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and, using now that for y ∈ D(B) and x ∈ D we have �(x,By) = (x, y),
we get ∫

e
i
2�(x,x)dµ(x) .

This proves the translation invariance. We have proved previously that By =
0 ⇒ y = 0, which in the finite dimensional case implies that B is onto and
that B−1 is bounded. In this case, since D is dense in H, we have that D = H
and therefore that �(x, y) = (x,B−1y) for all x and y. Let now f(x) ∈
S(Rn), Rn = H, then

�∫
H

e
i
2 (x,Bx)f(x)dx

Def=
∫

e−
i
2 (x,B−1x)f̂(x)dx (4.22)

with

f(x) =
∫

ei(x,y)f̂(y)dy .

On the other hand one verifies easily that, for f ∈ S(Rn),∫
e−

i
2 (x,B−1x)f̂(x)dx = |(1/2πi)B|+ 1

2

∫
e

i
2 (x,Bx)f(x)dx . (4.23)

This proves the second part of the proposition. Let now H be infinite dimen-
sional and B−1 bounded and everywhere defined. Then the range of B is H,
hence D = H, so that the D-norm ||x|| is a norm on H which is everywhere
defined, hence by the general theory of functional analysis it is bounded with
respect to the norm in H. Therefore the D-norm and H norm are equivalent.
Moreover since B is the inverse of a bounded symmetric operator, it is self
adjoint and let H = H+⊕H− be the spectral decomposition of B in the sub-
spaces where B is positive and B is negative. This decomposition is unique
since we already know that zero is not an eigenvalue of B. Let ±B± be the
restrictions of B to H±. By the spectral representation theorem for self ad-
joint operators it follows from B−1 bounded that B± ≥ a1 for some a > 0.
Let now f ∈ F(D∗), then since D = H and D and H are equivalent as metric
spaces and the fact that H and H+ ×H− are equivalent as metric spaces, we
get that any measure on D may be regarded as a measure on H+ ×H− and
therefore, for x = x1 ⊕ x2 ∈ H:

f(x) =
∫

H+×H−

ei(x1,y1)ei(x2,y2)dµ(y1, y2) . (4.24)

Consider now the measure µx1 on H− defined by∫
H−

g(y2)dµx1(y2) =
∫

H+×H−

g(−y2)e−i(x1,y1)dµ(y1, y2) , (4.25)
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for any g ∈ C(H−). Then

f(x1, x2) =
∫

H−

ei(x2,y2)dµx1(yx) . (4.26)

Let nowHB± be the completion of D(B)∩H± in the norm |x|2B±
= (x, x)B± =

(x,B±x). Then for x2 ∈ D(B) ∩H− we have

f(x1, x2) =
∫

H−

ei(x2,B−1y2)B− dµx1(y2)

i.e.

f(x1, x2) =
∫

HB−

ei(x2,y2)B− dµB−
x1

(y2) , (4.27)

where dµ
B−
x1 is the measure on HB− defined by

∫
HB−

g(y)dµB−
x1

(y) =
∫

H−

g(B−1
− y)dµx1(y) , (4.28)

for any g ∈ C(HB). (4.28) defines a measure on HB− , since

|B−1
− y|2B− = (y,B−1

− y) ≤ a||y||2 (4.29)

so that B−1
− mapsH− intoHB− continuously. By (4.27), for fixed x1, f(x1, x2)∈

F(HB−). Hence we may compute the inner integral in Proposition 4.2, and we
get for fixed x1

g(x1) =

∼∫
HB−

e
i
2 |x2|2B− f(x1, x2)dx2

=
∫

HB−

e−
i
2 |x2|2B− dµB−

x1
(x2)

=
∫

H−

e−
i
2 |B

−1
− x2|2B− dµx1(x2)

=
∫

H−

e−
i
2 (x2,B−1

− x2)dµx1(x2) , (4.30)
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which by the definition of dµx1 is equal to∫
H+×H−

e−
i
2 (y2,B−1

− y2)e−i(x1,y1)dµ(y1, y2) .

Hence

g(x1) =
∫

H+×H−

ei(x1,y1)e
i
2 (y2,B−1

− y2)dµ(y1, y2) . (4.31)

Define now the measure dν(y1) on H+ by∫
H+

h(y1)dν(y1) =
∫

H+×H−

h(y1)e
1
2 (y2,B−

−y2)dµ(y1, y2) , (4.32)

then

g(x1) =
∫
H+

ei(x1,y1)dν(y1)

=
∫
H+

ei(x1,B−1
+ y1)B+ dν(y1) .

Hence

g(x1) =
∫

HB+

ei(x1,y1)dνB(y1) ,

so that ḡ ∈ F(HB+) and we may therefore compute the outer integral in the
proposition and we get

∼∫
HB+

e
i
2 |x1|2B+ g(x1)dx1 =

∫
HB+

e−
i
2 |y1|2B+ dνB+(y1)

=
∫
H+

e−
i
2 |B

−1
+ y1|2B+ dν(y1)

=
∫
H+

e−
i
2 (y1,B−1

+ y1)dν(y1) .

By the definition (4.32) of dν(y1) we get this equal to∫
H+×H−

e−
i
2 (y1,B−1

+ y1)e
i
2 (y2,B−1

− y2)dµ(y1, y2)

=
∫
H

e−
i
2 (y,B−1y)dµ(y) =

∫
D

e−
i
2�(y,y)dµ(y) .
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which by definition is the left hand side of the last equality in the proposition.
This then completes the proof of this proposition. 	


The case where B is a bounded symmetric operator with D(B) = R(B) =
H, such that B−1 is bounded, deserves special attention. We have seen that
in this case the space D must be equal to H and the form �(x, y) is unique
and equal to (x,B−1y). Since � is unique we may drop it in the notation of
the integral normalized with respect to � and we shall simply write

∼∫
H

e
i
2 〈x,x〉f(x)dx

Def=

�∫
H

e
i
2 (x,Bx)f(x)dx , (4.33)

where 〈x, y〉 = (x,By) and �(x, y) = (x,B−1y), in the case B and B−1 are
both bounded with domains equal to H. In this case we have, for any function
f ∈ F(H), so that

f(x) =
∫
H

ei(x,α)dµ(α) , (4.34)

the representation

f(x) =
∫
H

ei〈x,α〉dν(α) , (4.35)

if we take ν to be the measure defined by
∫
H

h(α)dν(α) =
∫
H

h(B−1α)dµ(α) .

It follows now from (4.33) that

∼∫
H

e
i
2 〈x,x〉f(x)dx =

∫
H

e−
i
2 〈α,α〉dν(α) . (4.36)

From this we can see that it is natural to generalize the normalized integral
on a Hilbert space treated in Chap. 2 to the following situation. Let E be
a real separable Banach space on which we have a non degenerate bounded
symmetric bilinear form 〈x, y〉, where non degenerate simply means that the
continuous mapping from E into E∗, the dual of E, given by the form 〈x, y〉,
is one to one. Let F(E, 〈〉) be the Banach space of continuous functions on E
of the form

f(x) =
∫
E

ei〈x,α〉dµ(α) , (4.37)
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where µ is a bounded complex measure on E with norm ||f ||0 = ||µ|| Since E
is a separable metric group it easily follows as in section 2 that F(E, 〈 〉) is a
Banach algebra. We now define the normalized integral on E, equipped with
the non degenerate form 〈 〉, by

∼∫
E

e
i
2 〈x,x〉f(x)dx =

∫
E

e−
i
2 〈α,α〉dµ(α) , (4.38)

and from (4.36) we have that in the case where E is a separable Hilbert space
and 〈x, y〉 = (x,By), where B and B−1 are both bounded and everywhere
defined, the normalized integral (4.38) is the same as the integral normalized
with respect to the form (x,B−1x). It follows easily as in section 2 that (4.38)
is a bounded continuous linear functional on F(E, 〈 〉).
Proposition 4.3. Let E1 and E2 be two real separable Banach spaces and
let 〈x1, x2〉 be a non degenerate bounded symmetric bilinear form on E1. Let
T be a bounded one-to-one mapping of E2 into E1 with a bounded inverse.
Then 〈Ty1, T y2〉 is a non degenerate bounded symmetric bilinear form on E2.
Moreover if f ∈ F(E1, 〈, 〉) then f(Ty) is in F(E2, 〈T ·, T ·〉) and

∼∫
E1

e
i
2 〈x,x〉f(x)dx =

∼∫
E2

e
i
2 〈Ty,Ty〉f(Ty)dy .

Proof. The non degeneracy of 〈Ty1, T y2〉 follows from the fact that 〈x1, x2〉
is non degenerate and that T is one-to-one continuous and with a range equal
to E1. Let now

f(x) =
∫
E1

ei〈x,α〉dµ(α) ,

then

f(Ty) =
∫
E1

ei〈Ty,α〉dµ(α)

=
∫
E2

ei〈Ty,Tβ〉dν(β) ,

where ν is the measure on E2 induced by µ and the continuous transformation
T−1 from E1 to E2. Hence f(Ty) is in F(E2, 〈T ·, T ·〉) and

∼∫
E2

e
i
2 〈Ty,Ty〉f(Ty)dy =

∫
E2

e−
i
2 〈Tβ,Tβ〉dν(β)

=
∫
E1

e−
i
2 〈α,α〉dµ(α) .

This then proves the proposition. 	
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Proposition 4.4. Let E be a real separable Banach space with a bounded
symmetric non-degenerate bilinear form 〈x, y〉. Let E = E1⊕E2 be a splitting
of E into two closed subspaces E1 and E2 such that 〈x1, x2〉 = 0 for x1 ∈ E1

and x2 ∈ E2. Assume now that the restriction of the form 〈x, y〉 to E1 × E1

is non degenerate, then the restriction to E2 ×E2 is also non degenerate and
for any f ∈ F(E, 〈, 〉) we have

∼∫
E

e
i
2 〈x,x〉f(x)dx =

∼∫
E1

e
i
2 〈x1,x1〉

⎡
⎣

∼∫
E2

e
i
2 〈x2,x2〉f(x1, x2)dx2

⎤
⎦ dx1 ,

with f(x1, x2) = f(x1 ⊕ x2) for x1 ∈ E1 and x2 ∈ E2.

Proof. Let x2 ∈ E2 and assume that 〈x2, y2〉 = 0 for all y2 ∈ E2. Since
E = E1 × E2 we then have that 〈x2, y〉 = 0 for all y ∈ E, hence x2 = 0, and
the form restricted to E2 × E2 is non degenerate. Since now E = E1 ⊕ E2, E
is equivalent as a metric group with E1 × E2 and therefore

f(x) =
∫

E1×E2

ei〈x,α1+α2〉dµ(α1, α2) ,

hence

f(x1, x2) =
∫

ei〈x1,α1〉 · ei〈x2,α2〉dµ(α1, α2) .

So that, for fixed x1, f(x1, x2) ∈ F(E2, 〈, 〉) and

∼∫
E2

e
i
2 〈x2,x2〉f(x1, x2)dx2 =

∫
E2×E1

e−
i
2 〈α2,α2〉ei〈x1,α1〉dµ(α1, α2) . (4.39)

We see that (4.39) is in F(E1, 〈〉) and we compute

∼∫
E1

e
i
2 〈x1,x1〉

⎡
⎣

∼∫
E2

e
i
2 〈x2,x2〉f(x1, x2)dx2

⎤
⎦dx1

=
∫

E1×E2

e−
i
2 〈α1,α1〉e−

i
2 〈α2,α2〉dµ(α1, α2)

=
∫
E

e−
i
2 〈α,α〉dµ(α) ,

and this proves the proposition. 	


In the case where E is a Hilbert space and one has 〈x, y〉 = (x,By), with
B and B−1 both bounded, a stronger version of Proposition 4.4 holds, we
have namely:
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Proposition 4.5. Let H be a real separable Hilbert space and let 〈x, y〉 =
(x,By), with B symmetric, such that D(B) = R(B) = H,2 with a bounded
inverse B−1, then F(H, 〈〉) = F(H). If H1 is a closed subspace of H such
that the restriction of 〈x, y〉 to H1×H1 is non degenerate, and H2 = B−1H⊥

1 ,
where H⊥

1 is the orthogonal complement of H1 in H, then H = H1 ⊕ H2 is
a splitting of H in two closed subspaces such that the restriction of 〈x, y〉 to
H1 ×H2 is identically zero. Hence by the previous proposition the restriction
of 〈x, y〉 to H2 ×H2 is non degenerate and for any f ∈ F(H) we have

∼∫
H

e
i
2 〈x,x〉f(x)dx =

∼∫
H1

e
i
2 〈x1,x1〉

⎡
⎣

∼∫
H2

e
i
2 〈x2,x2〉f(x1, x2)dx2

⎤
⎦dx1 ,

with f(x1, x2) = f(x1 ⊕ x2), where x = x1 ⊕ x2 is the splitting of H into
H1 ⊕H2 and the sum is orthogonal with respect to 〈x, y〉 = (x,By).

Proof. That F(H, 〈〉) = F(H) was already proved by (4.34) and (4.35). So let
now H1 and H2 be as in the proposition. Since B−1 has a bounded inverse
B,H2 = B−1H⊥

1 is obviously a closed subspace and 〈x, y〉 = 0 for x ∈ H1 and
y ∈ H2. Let x ∈ H be such that 〈x, y〉 = 0 for all y ∈ H1+H2. Then 〈x, y〉 = 0
for all y ∈ H1, hence x ∈ H2. Now let y ∈ H2, then y = B−1z with z ∈ H⊥

1

and 0 = 〈x, y〉 = (x, z) for all z ∈ H⊥
1 , so that x ∈ H1, but since x ∈ H2

we have also 〈x, y〉 = 0 for all y in H1. Therefore, by the non degeneracy of
〈x, y〉 in H1 ×H1, we have that x = 0. This shows that H1 ∩ H2 = {0} and
that the orthogonal complement of B(H1 +H2) is zero. Hence B(H1 +H2)
is dense and since B and B−1 both are bounded and therefore preserve the
topology, we have that H1 + H2 is dense in H. But since now both H1 and
H2 are closed and H1 ∩H2 = {0} we get that H1 +H2 = H. This proves the
proposition. 	


Notes

This general approach was first presented in the first edition of this book. Special

cases have been presented later on in several contexts, under more restrictive as-

sumptions on the phase function, but going deeper in the analysis and leading to

applications like the treatment of magnetic fields [70] (see Sect. 10.5.1).

2 From Hellinger–Toeplitz theorem (see e.g. [56]) it follows then that B is necessarily
bounded
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Feynman Path Integrals
for the Anharmonic Oscillator

By the anharmonic oscillator with n degrees of freedom we shall understand
the mechanical system in R

n with classical action integral of the form:

St =
m

2

t∫
0

γ̇(τ)2dτ − 1
2

t∫
0

γA2γdτ −
t∫

0

V (γ(τ))dτ , (5.1)

where A2 is a strictly positive definite matrix in R
n and γ̇(τ) = dγ

dτ and V (x)
is a nice function which in the following shall be taken to be in the space
F(Rn) i.e.

V (x) =
∫

Rn

eiαxdµ(α) , (5.2)

where µ is a bounded complex measure. We shall of course also assume, for
physical reasons, that V is real1. Let ϕ(x) ∈ F(Rn) with

ϕ(x) =
∫

Rn

eiαxdν(α) , (5.3)

then we shall give a meaning to the Feynman path integral

∼∫
γ(t)=x

e
1
2

(
t∫
0

γ̇2dτ−
t∫
0

γA2γdτ

)
· e

−i
t∫
0

V (γ(τ))dτ
ϕ(γ(0))dγ , (5.4)

by using the integral defined in the previous section. For simplicity we shall
assume in what follows that m = � = 1. In the previous section we only
defined integrals over linear spaces, so we shall first have to transform the
1 This condition is however not necessary for the mathematics involved, so that all

results actually hold also for complex V .
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non homogeneous boundary condition γ(t) = x into a homogeneous one. This
is easily done if there exists a solution β(τ) to the following boundary value
problem on the interval [0, t]:

β̈ + A2β = 0 , β(t) = x , β̇(0) = 0 . (5.5)

Let λ1, . . . , λn be the eigenvalues of A. If we now assume that

t �=
(

k +
1
2

)
π

λi
(5.6)

for all k = 0, 1, . . ., and i = 1, . . . , n, then (5.5) has a unique solution given by

β(τ) =
cos Aτ

cos At
x . (5.7)

We then make formally the substitution γ → γ + β in (5.4) and get

∼∫
γ(t)=0

e
i
2

t∫
0
(γ̇+β̇)2dτ− i

2

t∫
0
(γ+β)A2(γ+β)dτ

e
−i

t∫
0

V (γ(τ)+β(τ))dτ
ϕ(γ(0) + β(0))dγ .

(5.8)
Now, due to (5.5), we have that, if γ(t) = 0,

t∫
0

(γ̇ + β̇)2dτ −
t∫

0

(γ + β)A2(γ + β)dτ

=

t∫
0

γ̇2dτ −
t∫

0

γA2γdτ + β(t)β̇(t) . (5.9)

Since β(t) = x and β̇(t) = −A tg At x, we may write (5.8) as

e−
i
2 xA tg A x

∼∫
γ(t)=0

e
i
2

t∫
0
(γ̇2−γA2γ)dτ

e
−i

t∫
0

V (γ(τ)+β(τ))dτ
ϕ(γ(0) + β(0))dγ .

(5.10)
Hence we have transformed the boundary condition to a homogeneous one.
Let now H0 be the real separable Hilbert space of continuous functions γ from
[0, t] to R

n such that γ(t) = 0 and |γ|2 =
∫ t

0
γ̇2dτ is finite. In H0 the quadratic

form
∫ t

0
(γ̇2−γA2γ)dτ is obviously bounded and therefore given by a bounded

symmetric operator B in H0, so that, with (γ, γ) = |γ|2, we have

(γ,Bγ) =

t∫
0

(γ̇2 − γA2γ)dτ . (5.11)
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From the Sturm–Liouville theory we also have that B is onto with a bounded
inverse B−1, if λ = 0 is not an eigenvalue of, the following eigenvalue problem
on [0, t]:

ü + A2u = λü , u(t) = 0 , u̇(0) = 0 . (5.12)

One easily verifies that if t satisfies (5.6), then zero is not an eigenvalue for
(5.12) and the Green’s function for the eigenvalue problem (5.12) is given by

g0(σ, τ) =
cos Aσ sin A(t− τ)

A cos At
for σ ≤ τ . (5.13)

We shall now assume that t satisfies (5.6) i.e. that cos At is non degenerate.
Then since the range of B is equal to all H0 and B−1 is bounded we are in the
case where the space D is equal to H0 and � is uniquely given by (γ,B−1γ).
Using then the notation introduced in (4.33) with 〈γ1, γ2〉 = (γ1, Bγ2) i.e.

〈γ1, γ2〉 =

t∫
0

(γ̇1γ̇2 − γ1A
2γ2)dτ , (5.14)

we verify exactly as in Chap. 3 that

f(γ) = e
−i

t∫
0

V (γ(τ)+β(τ))dτ
ϕ(γ(0) + β(0))

is in F(H0). Hence

e−
i
2 xA tg tAx

∼∫
H0

e
i
2 〈γ,γ〉f(γ)dγ (5.15)

is well defined and we take (5.15) to be the definition of the Feynman path
integral (5.4), which we shall now compute. As in Chap. 3 we have that

f(γ) =
∞∑

n=0

(−i)n

∫
· · ·

∫
0≤t1≤...≤tn≤t

∫
. . .

∫

e
i

n∑
j=0

αjβ(tj)

e
i

n∑
j=0

αjγ(tj)

dν(α0)
n∏

j=1

dµ(αj)dtj (5.16)

where t0 = 0, the sum converges strongly in F(H0) and the integrands are
continuous in αj and tj in the weak F(H0) topology, hence weakly and there-
fore strongly integrable in F(H0), by the theorem of Pettis ([52], p. 131).

Since F� is continuous in F(D∗) = F(H0) we may therefore commute the
sum and the integrals in (5.16) with the integral in (5.15). Hence it suffices to
compute

∼∫
H0

e
i
2 〈γ,γ〉ei

∑
αjγ(tj)dγ . (5.17)
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Now γi(σ) ∈ H∗
0 = H0, hence it is of the form γi(σ) = 〈γ, γi

σ〉 and therefore,
by the Definition 5.17 is equal to

e
− i

2

∑
ij

αi〈γti ,γtj
〉αj

. (5.18)

Using now that (5.13) is the Green’s function for (5.12) one verifies by stan-
dard computations that

〈γσ, γτ 〉 =
sin A(t− σ ∨ τ) cos A(σ ∧ τ)

A cos At
. (5.19)

So we have computed (5.15) and shown that it is equal to

e−
i
2 xA tg tA x

∞∑
n=0

(−i)n

∫
· · ·

∫
0≤t1≤...≤tn≤t

∫
. . .

∫

e
i

n∑
j=0

αjβ(tj)

e
− i

2

n∑
jk=0

αj〈γtj
,γtk

〉αk

dν(α0)
n∏

j=1

dµ(αj)dtj

= e−
i
2 xA tg tA x

∞∑
n=0

(−i)n

∫
· · ·

∫
0≤t1...≤t

∫
. . .

∫

e
i

n∑
j=0

αj
cos Atj
cos At x

e
− i

2

n∑
jk=0

αj〈γtj
,γtk

〉αk

dν(α0)
n∏

j=1

dµ(αj)dtj . (5.20)

Let us now define Ω0(x) by

Ω0(x) =
∣∣∣∣ 1πA

∣∣∣∣
1/4

e−
1
2 xAx , (5.21)

where
∣∣ 1
π A

∣∣ is the determinant of the transformation 1
π A. It is well known Ω0

is the normalized eigenfunction for the lowest eigenvalue of the self adjoint
operator

H0 = −1
2
�+

1
2
xA2x (5.22)

in L2(Rn). We have in fact

H0Ω0 =
1
2
tr AΩ0 , (5.23)

where tr A is the trace of A.
For 0 ≤ t1 ≤ . . . ≤ tn ≤ t we shall now compute the Feynman path integral
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I(x) =

∼∫
γ(t)=x

e
i
2

(
t∫
0

γ̇2(τ)dτ−
t∫
0

γA2γdτ

)
e
i

n∑
j=1

αjγ(tj)

Ω0(γ(0))dγ

Def=

∼∫
H0

e
i
2

t∫
0
(γ̇+β̇)2dτ− i

2

t∫
0
(γ+β)A2(γ+β)dτ

e
i

n∑
j=1

αj(γ(tj)+β(tj))

Ω0 (γ(0) + β(0)) dγ . (5.24)

By the previous calculation we have

I(x) = e−
i
2 xA tg t Ax

∫
Rn

e
i

n∑
j=0

αj
cos A tj
cos A t x

e
− i

2

n∑
jk=0

αj〈γtj
,γtk

〉αk

dµ0(α0) , (5.25)

where t0 = 0 and dν0(α0) is given by

Ω0(x) =
∫

Rn

eixα0dν0(α0) , (5.26)

from which we get

dν0(α0) = |4π3A|−1/4e−
1
2 α0A−1α0dα0 . (5.27)

Substituting (5.27) in (5.25) we obtain

I(x) = e−
i
2 xA tg tAxe

i
n∑

j=1
αj

cos A tj
cos A t x

e
− i

2

n∑
jk=1

αj〈γtj
,γtk

〉αk

|4π3A|−1/4

∫
Rn

eiα0
1

cos A t xe
−iα0

n∑
j=1

g0(0,tj)αj

e−
i
2 α0g0(0,0)α0

· e−
1
2 α0A−1α0dα0 . (5.28)

Now the integral above is equal to

∣∣2πA cos tA e−i tA
∣∣ 12 e−

1
2 xA(1−i tan tA)xe

x
n∑

j=1

sin A(t−tj)e−i tA

cos At αj

e
− 1

2

n∑
jk=1

αj
sin A(t−tj) sin A(t−tk)

A cos At ei tA αk

. (5.29)

Hence we have finally that2

I(x) =
∣∣∣∣ 1√

π
A

1
2 cos tA

∣∣∣∣
1
2

e−
it
2 tr Ae−

1
2 xAxe

ix
n∑

j=1
e−i(t−tj)Aαj

· e
− i

2

n∑
jk=1

αjA−1e−i(t−tj∧tk)A sin A(t−tj∨tk)αk

. (5.30)
2 In the first edition of this book (5.30) contained a misprint. We present here the

exact formula, taking into account a suggestion by P.G. Hjiorth, to whom we are
very grateful.
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Now by an explicit calculation we obtain from (5.30) that

∫
I(x)Ω0(x)dx = | cos tA| 12 e−

i t
2 tr Ae

− 1
2

n∑
jk=1

αj(2A)−1e−i|tk−tj |Aαk

. (5.31)

On the other hand it is well known from the standard theory of the quantum
mechanics for the harmonic oscillator that, for 0 ≤ t1 ≤ . . . ≤ tn ≤ t,

(
Ω0, eiα1x(t1) . . . eiαnx(tn)e−itH0Ω0

)

= e−
it
2 tr Ae

− 1
2

n∑
j,k=1

αj(2A)−1e−i|tj−tk|Aαk

, (5.32)

where eiαx(τ) = e−iτH0eiαxeiτH0 . Hence we have proved the formula

| cos At|− 1
2

∫
Rn

Ω0(x)

⎡
⎢⎣

∼∫
γ(t)=x

e
i
2

t∫
0
(γ̇2−γA2γ)dτ

e
i

n∑
j=1

αjγ(tj)

Ω0(γ(0))dγ

⎤
⎥⎦ dx

=
(
Ω0, eiα1x(t1) . . . eiαnx(tn)e−itH0Ω0

)
(5.33)

for 0 ≤ t1 ≤ . . . ≤ tn ≤ t.3

Let now

H = H0 + V (x) . (5.34)

We have the norm convergent expansion

e−itH =
∞∑

n=0

(−i)n

∫
· · ·

∫
0≤t1≤...≤tn≤t

V (t1) . . . V (tn)e−itH0dt1 . . . dtn , (5.35)

where V (τ) = e−iτH0V eiτH0 .
If now f , g and V are taken to be in F(Rn), then we get from (5.35),

(5.34) and the fact that the sum and the integrals in (5.16) can be taken in
the strong sense in F(H0), that

| cos At| 12
∫

Rn

f(x)Ω0(x)

⎡
⎢⎣

∼∫
γ(t)=x

e
i
2

t∫
0
(γ̇2−γA2γ)dτ

e
−i

t∫
0

V (γ(τ))dτ

g(γ(0))Ω0(γ(0))dγ

⎤
⎥⎦ dx

= (Ω0, fe−itHgΩ0) . (5.36)
3 This formula will be rewritten in another form in (6.21) below.
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This then, by the density of F(Rn)Ω0 in L2(Rn), proves the formula

ψ(x, t) = | cos At|− 1
2

∼∫
γ(t)=x

e
i
2

t∫
0
(γ̇2−γA2γ)dτ

e
−i

t∫
0

V (γ(τ))dτ
ϕ(γ(0))dγ (5.37)

for the solution of the Schrödinger equation for the anharmonic oscillator

i
∂

∂t
ψ = −1

2
�ψ +

1
2
xA2xψ + V (x)ψ (5.38)

for all t such that cos At is non singular and V ∈ F(Rn) and the initial
condition ψ(x, 0) = ϕ(x) is in F(Rn)∩L2(Rn). From (5.36) we only get (5.37)
for ϕ ∈ F(Rn) ·Ω0, but since the left hand side of (5.37) is continuous in L2 as
a function of ϕ and the right hand side for fixed x is continuous as a function of
ϕ in F(Rn), by the fact that the sum and the integrals in (5.16) can be taken
in the strong F(H0) sense, we get (5.37) for all ϕ ∈ F(Rn)∩L2(Rn). Although
the integral over γ in (5.37) was defined by (5.15) using the translation by β,
we have, since D(B) = H0, by Proposition 4.2, that the integral in (5.15) is
invariant under translations by any γ0 ∈ H0 i.e. by any path γ0(t) for which
γ0(t) = 0 and the kinetic energy 1

2

∫ t

0
γ̇0(τ)2dτ is finite. Hence as a matter

of fact the definition of the integral over γ in (5.37) does not depend on the
specific choice of β. We state these results, for the case when m and � are not
necessarily both equal to one, in the following theorem.

Theorem 5.1. Let H0 be the real separable Hilbert space of continuous func-
tions γ from [0, t] into R

n such that γ(t) = 0 and with finite kinetic energy
m
2

∫ t

0
γ̇(τ)2dτ , and norm given by |γ|2 =

∫ t

0
γ̇(τ)2dτ . Let B be the bounded

symmetric operator on H0, with D(B) = H0, given by (γ1, Bγ2) = 〈γ1, γ2〉
with

〈γ, γ〉 =
1
�

t∫
0

(mγ̇(τ)2 − γA2γ)dγ ,

where A2 is a strictly positive definite matrix in R
n. Then for all values of

t such that cos At is a non singular transformation in R
n we have that the

range of B is H0 and B−1 is a bounded symmetric operator on H0. Hence,
by Proposition 4.2, D = H0 and �(x, y) is uniquely given by B. Let β(τ) be
any continuous path with β(t) = x and finite kinetic energy, and let V and ϕ
be in F(Rn), then

f(γ) = e
i
2 〈β,β〉ei〈γ,β〉 · e

−i
t∫
0

V (γ(τ)+β(τ))dτ
ϕ(γ(0) + β(0))

is in F(H0) and
∼∫

H0

e
i
2 〈γ,γ〉f(γ)dγ (5.39)
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does not depend on β. Moreover if ϕ is also an L2(Rn) then

ψ(x, t) = | cos At|− 1
2

∼∫
γ(t)=x

e
i

2�

t∫
0
(mγ̇2−γA2γ)dτ

e
− i

�

t∫
0

V (γ(τ))dτ
ϕ(γ(0))dγ ,

where the integral over γ is defined by (5.39), and ψ(x, t) is the solution of
the Schrödinger equation for the anharmonic oscillator

i�
∂

∂t
ψ(x, t) = − �

2

2m
�ψ +

1
2
xA2xψ + V (x)ψ

with initial values ψ(x, 0) = ϕ(x).4

Let us now set, for 0 ≤ t1 ≤ . . . ≤ tn ≤ t, ϕ(x) ∈ S(Rn) and t such that
cos At is non singular:

I(x) =

∼∫
γ(t)=x

e
i
2

t∫
0
(γ̇(τ)2−γA2γ)dτ

e
i

n∑
j=1

αjγ(tj)

ϕ(γ(0))dγ (5.40)

Def=

�∫
H0

e
i
2

0∫
−t

((γ̇+β̇)2−(γ+β)A2(γ+β))dτ

e
i

n∑
j=1

αj(γ(tj)+β(tj))

ϕ(γ(0) + β(0))dγ .

with � and H0 as given in the previous theorem, and β(τ) same path with
finite kinetic energy such that β(t) = x. We then get in the same way as for
(5.24) that

I(x) = e−
i
2 xA tg tAx

∫
Rn

e
i

n∑
j=0

αj
cos Atj
cos At x

e
− i

2

n∑
jk=0

αjg0(tj ,tk)αk

ϕ̂(α0)dα0 (5.41)

where t0 = 0, g0(σ, τ) is given by (5.13) and

ϕ(x) =
∫

Rn

eixα0 ϕ̂(α0)dα0 .

Since ϕ̂ ∈ S(Rn) we get from (5.41) that I(x) ∈ S(Rn), hence I(x) is integrable
and we have by direct computation, if sinAt is non singular,

∫
I(x)dx =

∣∣∣∣ i
2π

A tg tA

∣∣∣∣
− 1

2
∫

Rn

e
i
2

n∑
jk=0

αj
cos Atj cos Atk
A sin At cos At αk

e
− i

2

n∑
jk=0

αjg0(tj ,tk)αk

ϕ̂(α0)dα0 .

4 In Chaps. 5–7 all results are stated for the case of an anharmonic oscillator. From
the proofs it is evident that they hold also for N anharmonic oscillators, with
anharmonicity V which is a superposition of ν-body potentials (ν = 1, 2, . . .),
which can also be translation invariant.
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Hence we have

∫
I(x)dx =

∣∣∣∣ i
2π

A tg tA

∣∣∣∣
− 1

2
∫

Rn

e
− i

2

n∑
jk=0

αjg(tj ,tk)αk

ϕ̂(α0)dα0 , (5.42)

where g(σ, τ) = g(τ, σ) and

g(σ, τ) = −cos Aσ cos A(t− τ)
A sin At

. (5.43)

We now observe that g(σ, τ) is the Green’s function for the self adjoint
operator − d2

dτ2 − A2 on L2([0, t]; Rn) with Neumann boundary conditions
γ̇(0) = γ̇(t) = 0.

Let now H be the real separable Hilbert space of continuous functions
γ from [0, t] to R

n with finite kinetic energy without any conditions on the
boundary and with norm given by

|γ|2 =

t∫
0

(γ̇2 + γ2)dτ . (5.44)

Let BN be the bounded symmetric operator with D(BN ) = H, given by
(γ1, BNγ2) = 〈γ1, γ2〉 with

〈γ, γ〉 =

t∫
0

(γ̇2 − γA2γ)dτ . (5.45)

Then if sinAt is non singular we have from (5.43) that R(BN ) = H and B−1
N is

bounded. Hence with D = BN the form�N of the previous section is uniquely
given by BN and �N (γ1, γ2) = (γ1, B

−1
N γ2). Define now γσ ∈ H × R

n by

〈γ, γσ〉 = γ(σ) , (5.46)

then we get, by using the fact that g(σ, τ) is the Green’s function for the
Neumann boundary conditions, that

〈γσ, γτ 〉 = g(σ, τ) . (5.47)

From this we obtain, for 0 ≤ t1 ≤ . . . ≤ tn ≤ t

∼∫
H

e
i
2 〈γ,γ〉ei

∑
αjγ(tj)dγ = e

− i
2

n∑
j,k=1

αjg(tj ,tk)αk

. (5.48)
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Let us now define for any f(γ) ∈ F(H) the path integral

∼∫
H

e
i
2

t∫
0
(γ̇2−γA2γ)dτ

f(γ)dγ
Def=

∼∫
H

e
i
2 〈γ,γ〉f(γ)dγ . (5.49)

We then have that
∼∫

H

e
i
2

t∫
0
(γ̇2−γA2γ)dτ

ei
∑

αjγ(tj)dγ = e
− i

2

n∑
j,k=1

αjg(tj ,tk)αk

. (5.50)

Let now t be such that sin At and cos At both are non singular, and let us
assume that f(γ) is in F(H). Then one easily verifies that

e
i

t∫
0
(γ̇β̇−γA2β)dτ

f(γ + β) (5.51)

is in F(H0) for any β ∈ H, where H0 was defined as the space of paths γ with
finite kinetic energy and such that γ(t) = 0. From (5.50) and (5.42) we now
easily get the following formula, if we use the fact that the linear functionals
γ → γ(σ) span a dense subset of H0 as well as of H:

∣∣∣∣ i
2π

A tg tA

∣∣∣∣
1
2
∫

Rn

dx

∼∫
γ(t)=x

e
i
2

t∫
0
(γ̇2−γA2γ)dτ

f(γ)dγ

=

∼∫
H

e
i
2

t∫
0
(γ̇2−γA2γ)dτ

f(γ)dγ . (5.52)

By the same method as used in the proof of Theorem 5.1 we now have that,
if ϕ1, ϕ2 and V are in F(Rn), then

f(γ) = ϕ1(γ(t))e
−i

t∫
0

V (γ(τ))dτ
ϕ2(γ(0)) (5.53)

is in F(H), hence by (5.52) and Theorem 5.1 we get

(
ϕ1, e−itHϕ2

)
=
∣∣∣∣ i
2π

A sin At

∣∣∣∣
− 1

2
∼∫

H

e
i
2

t∫
0
(γ̇2−γA2γ)dτ

e
−i

t∫
0

V (γ(τ))dτ

ϕ̄1(γ(t))ϕ2(γ(0))dγ . (5.54)

We have proved this formula only for values of t for which both cosAt and
sin At are non singular. However from (5.43) we see that, for fixed σ and τ ,
g(ϕ, τ) is a continuous function of t for values of t for which sinAt is non
singular. From this it easily follows that the right hand side of (5.54) is a
continuous function of t for values of t for which sinAt is non singular. Since
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the left hand side of (5.54) is a continuous function of t we get that (5.54)
holds for all values of t for which sinAt is non singular. We summarize these
results in the following theorem, for the case when � and m are not necessarily
equal to 1:

Theorem 5.2. Let H be the separable real Hilbert space of continuous func-
tions γ from [0, t] to R

n, such that the kinetic energy is finite with norm given
by |γ|2 =

∫ t

0

(
γ̇2 + γ2

)
dτ . Let BN be the bounded symmetric operator on H

with D (BN ) = H given by (γ1, BNγ2) = 〈γ1, γ2〉, with

〈γ, γ〉 =
1
�

t∫
0

(
mγ̇(τ)2 − γA2γ

)
dτ,

where A2 is a strictly positive definite matrix in R
n. Then for all values of t

such that sin At is non singular we have that the range of BN is H and B−1
N

is a bounded symmetric operator on H. Hence, by Proposition 4.2, D = H
and �N is uniquely given by BN . Let now ϕ1, ϕ2 and V be in F(Rn) then

f(γ) = e
− i

�

t∫
0

V (γ(τ)) dτ
ϕ1(γ(t))ϕ2(γ(0))

is in F(H) and

(
ϕ1, e−itHϕ2

)
=
∣∣∣∣ i
2π

A sin At

∣∣∣∣
− 1

2
∼∫

H

e
i

2�

t∫
0
(mγ̇2−γA2γ) dτ− i

�

t∫
0

V (γ(τ)) dτ

ϕ1(γ(t))ϕ2(γ(0)) dγ,

if ϕ1 and ϕ2 are in F (Rn) ∩ L2 (Rn).

Remark 5.1. If A2 is not necessarily positive definite but only non degenerate
as a transformation in R

n, then with A as the unique square root of A2

with non negative imaginary part both Theorems 5.1 and 5.2 still hold in
the following sense. The Feynman path integrals are still well defined for all
values of t such that cos At respectively sin At are non singular, and we may
use Proposition 4.5 to prove that the operators so defined form a semigroup
under t, and we can also prove, since the expansion in powers of V converges,
that it is a group of unitary operators in L2(Rn), by using the same method
as in [30],3). Further, by computing directly the derivative with respect to t of(
ϕ1, e−itHϕ2

)
as given in Theorem 5.2, we get that the infinitesimal generator

for this unitary group is actually a self adjoint extension of
(
−�+ xA2x + V (x)

)
defined on S(Rn). The point of this remark is to show that the theory of
Fresnel integrable functions applied to quantum mechanics via Feynman path
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integral has much wider applications than the more classical treatment by
analytic continuation from real to imaginary time and then treating the cor-
responding heat equation by integration over the Wiener measure space.

Notes

This application of Feynman path integrals, first developed in the first edition of this

book, concerns potentials in the class “harmonic oscillator plus bounded potential”.

It has given rise to further developments in connection with the trace formula for

Schrödinger operators [67, 66] (see Sect. 10.3). Related work by Davies and Truman

concerns relations with statistical mechanics [204]. Extensions to include polynomi-

ally growing potentials are in [105, 104], see also Sect. 10.2.



6

Expectations with Respect to the Ground
State of the Harmonic Oscillator

We consider a harmonic oscillator with a finite number of degrees of freedom.
The classical action for the time interval [0, t] is given by (5.1) with V = 0.
The corresponding action for the whole trajectory is given by

S0(γ) =
1
2

∞∫
−∞

γ̇(τ)2 dτ − 1
2

∞∫
−∞

γA2γ dτ, (6.1)

where γ(τ) and A2 are as in (5.1) and we have set, for typographical reasons,
m = 1. Let now H be the real Hilbert space of real square integrable functions
on R with values in R

n and norm given by

|γ|2 =

∞∫
−∞

γ̇(τ)2 dτ +

∞∫
−∞

γ(τ)2 dτ. (6.2)

Let B be the symmetric operator in H given by

(γ,Bγ) =

∞∫
−∞

(
γ̇(τ)2 − γA2γ

)
dτ (6.3)

with domain D(B) equal to the functions γ in H with compact support. We
then have, for any γ ∈ D(B), that

S0(γ) =
1
2
(γ,Bγ), (6.4)

where (, ) is the inner product in H. The Fourier transform of an element γ
in H is given by

γ̂(p) = 1/
√

2π

∞∫
−∞

eiptγ(t) dt (6.5)
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and the mapping γ → γ̂ is then an isometry of H onto the real subspace of
functions in L2

((
p2 + 1

)
dp
)

satisfying

γ̂(p) = γ̂(−p) (6.6)

and we have, for any γ ∈ D(B),

S0(γ) =
1
2
(γ,Bγ) =

∫
R

γ̂(p)
(

1
2
p2 − 1

2
A2

)
γ̂(p) dp. (6.7)

Moreover the range R(B) of B consists of functions whose Fourier transforms
are smooth functions and in L2

[(
p2 + 1

)
dp
]
. Let D be the real Banach space

of functions in H whose Fourier transforms are continuously differentiable
functions with norm given by

‖γ‖ = |γ|+ sup
p

∣∣∣∣ dγ̂

dp
(p)
∣∣∣∣ . (6.8)

We have obviously that the norm in D is stronger than the norm in H and
that D contains the range of B. We now define on D×D the symmetric form

� (γ1, γ2) = lim
ε→0

∫
R

γ̂1(p)
(
p2 −A2 + iε

)−1
γ̂2(p)

(
p2 + 1

)2
dp. (6.9)

That this limit exists follows from the fact that γ̂1(p)γ̂2(p) is continuously dif-
ferentiable and in L1

[(
p2 + 1

)
dp
]
. That the form is continuous and bounded

on D ×D follows by standard results and (6.8). That the form is symmetric,

� (γ1, γ2) = � (γ2, γ1) ,

follows from (6.9) and (6.6). In fact the limit (6.9) has the following decom-
position into its real and imaginary parts

� (γ1, γ2) = P

∫
R

γ̂1(p)
(
p2 −A2

)−1
γ̂2(p)

(
p2 + 1

)2
dp

−iπ
∫

γ̂1(p)δ
(
p2 −A2

)
γ̂2(p)

(
p2 + 1

)2
dp, (6.10)

where the first integral is the principal value and hence real by (6.6). We see
therefore that

Im�(γ, γ) ≤ 0. (6.11)

Let now γ1 ∈ D and γ2 ∈ D(B), then

� (γ1, Bγ2) = lim
ε→0

∫
R

γ̂1(p)
(
p2 −A2 + iε

)−1 (
p2 −A2

)
γ̂2(p)

(
p2 + 1

)
dp

=
∫

γ̂1(p)γ̂2(p)
(
p2 + 1

)
dp.
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So that

� (γ1, Bγ2) = (γ1, γ2) . (6.12)

We have now verified that H, D, B and � satisfy the conditions in the Defi-
nition 4.1 for the Fresnel integral with respect to �.

Hence for any function f ∈ F (D∗) we have that

�∫
H

e
i
2 (γ,Bγ)f(γ) dγ (6.13)

is well defined and given by (4.12). It follows from (6.8) that γt, given by

(γt, γ) = γ(t),

is in D × R
n, since

γ̂t(p) =

√
1
2π
· eipt

p2 + 1
. (6.14)

So that

f(γ) = e
i

n∑
j=1

αj ·γ(tj)

(6.15)

is in F (D∗).
Hence we may compute (6.13) with f(γ) given by (6.15) and we get

�∫
H

e
i
2 (γ,Bγ)f(γ) dγ = e

i
2

∑n
jk=1 αj�(γtj

,γtk)αk . (6.16)

From the definition of � we easily compute

� (γs, γt) =
1

2iA
e−i|t−s|A. (6.17)

Hence we get that

�∫
H

e
i
2 (γ,Bγ)e

i
n∑

j=1
αjγ(tj)

dγ = e
− 1

2

n∑
j,k=1

αj(2A)−1e−i|tj−tk|Aαk

. (6.18)

Let now Ω0 be the vacuum i.e. the function given by (5.21), and let us set in
this section

H0 = −1
2
�+

1
2
xA2x− 1

2
trA, (6.19)
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where we have changed the notation so that

H0Ω0 = 0 . (6.20)

Let t1 ≤ . . . ≤ tn, then we get from (6.18) and (5.32) that

(
Ω0, eiα1x(t1) . . . eiαnx(tn)Ω0

)
=

�∫
H

e
i
2 (γ,Bγ)e

i
n∑

j=1
αjγ(tj)

dγ

=

�∫
H

e
i

∞∫
−∞

( 1
2 γ̇2− 1

2 γA2γ) dτ

e
i

n∑
j=1

αjγ(tj)

dγ, (6.21)

where1

eiαx(t) = e−itH0eiαxeitH0 .

Theorem 6.1. Let H be the real Hilbert space of real continuous and square
integrable functions such that the norm given by

|γ|2 =

∞∫
−∞

γ̇(τ)2 dτ +

∞∫
−∞

γ(τ)2 dτ

is finite. Let B be the symmetric operator with domain equal to the functions
in H with compact support and given by

(γ,Bγ) = 2S0(γ) =

∞∫
−∞

(
γ̇(τ)2 − γA2γ

)
dτ,

and let D be the real Banach space of functions in H with differentiable Fourier
transforms and norm given by (6.8), and let � be given by (6.9). Then (H,
D, B, �) satisfies the condition of Definition 4.1 for the integral normalized
with respect to �. Let f , g and V be in F(Rn), then f(γ(0))g(γ(t)) and
exp

[
−i
∫ t

0
V (γ(τ)) dτ

]
are all in F (D∗) and

(
fΩ0, e−itHgΩ0

)
=

�∫
H

eiS0(γ)e
i

t∫
0

V (γ(τ)) dτ
f(γ(0))g(γ(t)) dγ,

where

H = H0 + V

1 This is (5.33) written in a different way.
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Proof. The first part of the theorem is already proved. Let therefore f be in
F(Rn) i.e.

f(x) =
∫

eiαx dν(α), (6.22)

then

f(γ(0)) =
∫

eiαγ(0) dν(α),

which is in F (D∗) by the definition of F (D∗), since γ(0) = (γ0, γ) and we
already proved that γ0 ∈ D. Hence also g(γ(t)) is in F (D∗). Now

t∫
0

V (γ(τ)) dτ =

t∫
0

∫
eiαγ(τ) dµ(α) dτ (6.23)

is again in F (D∗) and therefore also exp
[
−i
∫ t

0
V (γ(τ)) dτ

]
belongs to F (D∗)

by Proposition 4.1 (which states that F (D∗) is a Banach algebra). Since, also
by Proposition 4.1, the Fresnel integral with respect to � is a continuous
linear functional on this Banach algebra we have

�∫
H

eiS0(γ)e
−i

t∫
0

V (γ(τ)) dτ
f(γ(0))g(γ(t)) dγ

=
∞∑

n=0

(−i)n

n!

t∫
0

. . .

t∫
0

�∫
H

eiS0(γ)V (γ(t1)) . . . V (γ(tn)) dγ dt1 . . . dtn. (6.24)

Utilizing now (6.23), (6.21) and the perturbation expansion (5.35) the theorem
is proved. 	

Theorem 6.2. Let the notations be the same as in Theorem 6.1, and let t1 ≤
. . . ≤ tm, then for fi ∈ S(Rn), i = 1, . . . m(

Ω0, f1e−i(t2−t1)Hf2e−i(t3−t2)Hf3 . . . e−i(tm−tm−1)HfmΩ0

)

=

�∫
H

eiS0(γ)e
−i

tm∫
t1

V (γ(τ)) dτ m∏
j=1

fj(γ(tj)) dγ.

This theorem is proved by the series expansion of the function

exp

⎛
⎝−i

tm∫
t1

V (γ(τ)) dτ

⎞
⎠

and the fact that this series converges in F(D∗), in the same way as in the
proof of Theorem 6.1.
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Notes

This section, first presented in the first edition of this book, is geared towards quan-

tum field theory (looking at nonrelativistic quantum mechanics as a “zero dimen-

sional” quantum field theory). Formulae like (6.21) are typical of this view, see e.g.

[425] for similar formulae in the “Euclidean approach” to quantum fields.
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Expectations with Respect to the Gibbs State
of the Harmonic Oscillator

Let H, D, B and H0 be as in the previous section and define the continuous
symmetric form on D ×D by

�β(γ1, γ2) = P

∫
R

γ̂1(p)
(
p2 −A2

)−1
γ̂2(p)

(
p2 + 1

)2
dp

−iπ
∫
R

γ̂1(p)cotgh
(

β

2
A

)
· δ
(
p2 −A2

)
γ̂2(p)

(
p2 + 1

)2
dp, (7.1)

where β > 0 and cotghβ
2 A =

(
1− e−βA

)−1 (1 + e−βA
)
. We see that �(γ1,

γ2) = �∞(γ1, γ2), and we verify in the same way as in the previous section
that H, D, B and �∞ satisfy the conditions of Definition 4.1 for the integral
on H normalized with respect to �β , so that we have in particular that

Im�β(γ, γ) ≤ 0 (7.2)

and, for γ2 ∈ D(B),

�β(γ1, Bγ2) = (γ1, γ2). (7.3)

From a direct computation we get, with γs defined as in the previous section
(6.14), that

�β(γs, γt) =
(
2Ai

(
1− e−βA

))−1
[
e−i|t−s|A + e−βAei|t−s|A

]
. (7.4)

Set now

gβ(s− t) = �β(γs, γt). (7.5)

We may then compute the Fresnel integral

�β∫
H

eiS0(γ)e
i

m∑
j=1

αjγ(tj)

dγ = e
− i

2

m∑
j,k=1

αjgβ(tj−tk)αk

. (7.6)
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From Theorem 2.1 of [33],3) and (2.24) of the same reference we then have,
for t1 ≤ . . . ≤ tm,

�β∫
H

eiS0(γ)e
i

m∑
j=1

αjγ(tj)

dγ

=
(
tr e−βH0

)−1
tr
(
eiα1x(t1) . . . eiαmx(tm)e−βH0

)
, (7.7)

where eiαx(t) = e−itH0eiαxeitH0 . And from this it follows that, for fi ∈ S(Rn),
i = 1, . . . , n and with t1 ≤ . . . ≤ tm,

ω0
β(f1(t1) . . . fm(tm)) =

�β∫
H

eiS0(γ)
m∏

j=1

fj(γ(tj)) dγ, (7.8)

where ω0
β is the Gibbs state of the harmonic oscillator i.e. for any bounded

operator C on L2(Rn)

ω0
β(C) =

(
tr e−βH0

)−1
tr
(
C e−βH0

)
. (7.9)

Theorem 7.1. Let t1 ≤ . . . ≤ tm and fi ∈ F(Rn), i = 1, . . . ,m. If

H = H0 + V

with V ∈ F(Rn) then

ω0
β

(
f1e−i(t2−t1)Hf2 . . . e−i(tm−tm−1)Hfm

)

=

�β∫
H

eiS0(γ)e
−i

tm∫
t1

V (γ(τ)) dτ m∏
j=1

fj(γ(tj)) dγ.

Proof. This theorem is again proved by series expansion of the function
exp

(
−i
∫ tm

t1
V (γ(τ)) dτ

)
and the fact that this series converges in F(D∗)

in complete analogy with the proof of Theorems 6.1 and 6.2. 	


Let now 0 < f(λ) < 1 be a positive continuous function defined on the
positive real axis, and let us define, in conformity with (7.1), the symmetric
continuous form D ×D

�f (γ1, γ2) = P

∫
R

γ̂1(p)
(
p2 −A2

)−1
γ̂2(p)

(
p2 + 1

)2
dp

−iπ
∫
R

γ̂1(p)
1 + f(A)
1− f(A)

δ
(
p2 −A2

)
γ̂2(p)

(
p2 + 1

)2
dp, (7.10)

so that �β is equal �f for f(λ) = e−βλ.
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It follows again easily that H, D, B, and �f satisfy the conditions of Defi-
nition 4.1 for the integral normalized with respect to �f , and by computation
we get

�f (γs, γt) = (2Ai(1− f(A)))−1
[
e−i|t−s|A + f(A)ei|t−s|A

]
. (7.11)

Therefore

�f∫
H

eiS0(γ)e
i

m∑
j=1

αjγ(tj)

dγ = e
− i

2

∑
jk

αjgf (tj−tk)αk

, (7.12)

with gf (s− t) = �f (γs, γt).
Since the eiαx(t) = e−itH0eiαxeitH0 span the so called Weyl algebra on R

n

as t and α varies, because x(t) = cos At · x + i sin At
A π, where π = 1

i
d
dtx(t) at

t = 0, we may define a linear functional on the Weyl algebra by setting, for
t1 ≤ . . . ≤ tm

ω0
f

(
eiα1x(t1) . . . eiαmx(tm)

)
= e−

1
2

∑
αjgf (ti−tj)αk . (7.13)

We can verify that (7.13) is consistent with the commutation relations for
the Weyl algebra, and moreover ω0

f defines a normalized positive definite state
on the Weyl algebra, which is a quasi free state in the terminology of [34], 2),
3).

In fact any quasi free state invariant under the group of automorphisms
induced by e−itH0 is of this form, and by (7.12) we have

ω0
f

(
eiα1x(t1) . . . eiαmx(tm)

)
=

�f∫
H

eiS0(γ)e
i

m∑
j=1

αjγ(tj)

dγ. (7.14)

We shall return to these considerations in greater details in the next section.

Notes

This application of rigorous Feynman path integrals, first presented in the first

edition of this book, connects Gibbs states of quantum statistical mechanics with

time dependent observables. Corresponding formulae in an “Euclidean approach”

to quantum statistical mechanics were derived before, going back to work in [33].

For recent developments see e.g.[100, 101, 98, 99]. Another connection is with Gibbs

states in relativistic quantum field theory and quantum fields on curved space–times,

see [33, 3] and [233].
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The Invariant Quasi-free States

In this section we consider the harmonic oscillator with an infinite number of
degrees of freedom. Hence let h be a real separable Hilbert space and A2 be a
positive self-adjoint operator on h such that zero is not an eigenvalue of A2.
The harmonic oscillator in h with harmonic potential 1

2x ·A2x, where x · y is
the inner product in h, has the classical action given by

S(γ) =
1
2

∞∫
−∞

γ̇(τ)2 dτ − 1
2

∞∫
−∞

γ(τ)2 ·A2γ(τ) dτ, (8.1)

where γ̇(τ)2 = γ̇(τ) · γ̇(τ), and γ̇(τ) is the strong derivative in h of the tra-
jectory γ(τ), where γ(τ) is a continuous and differentiable function from R

to h. The corresponding quantum mechanical system is well known and eas-
iest described in terms of the so called annihilation-creation operators.1 The
Hamiltonian is formally given by

H0 = −1
2
�+

1
2
x ·A2x− 1

2
tr A, (8.2)

where H0 is so normalized that

H0Ω0 = 0, (8.3)

Ω0 being the ground state of the harmonic oscillator. The precise definition
of (8.2) is in terms of annihilation-creation operators as follows.

Let ϕ(y) be the self adjoint operator which is the quantization of the
function y · x on h and π(y) its canonical conjugate, then ϕ(x) and π(x) are
given in terms of the annihilation-creation operators a∗ and a by

ϕ(x) = a∗
(
(2A)−

1
2 x
)

+ a
(
(2A)−

1
2 x
)

π(x) = i

[
a∗

((
1
2
A

) 1
2

x

)
− a

((
1
2
A

) 1
2

x

)]
(8.4)

1 See e.g. [53], [25],2).
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for x in the domain of A− 1
2 and A

1
2 respectively. The annihilation-creation

operators a∗(x) and a(x) are linear in x and defined for all x ∈ h, and satisfy

[a(x), a(y)] = [a∗(x), a∗(y)] = 0 and
[a(x), a∗(y)] = x · y, (8.5)

which together with (8.4) gives

[π(x), π(y)] = [ϕ(x), ϕ(y)] = 0 and

[π(x), ϕ(y)] =
1
i

x · y. (8.6)

A representation of the algebra generated by the annihilation-creation opera-
tors is provided by introducing a cyclic element Ω0 such that

a(x)Ω0 = 0 (8.7)

for all x ∈ h.
Let hc be the complexification of h. We extend by linearity a∗ and a to hc

and define the self adjoint operator

B0(z) = a∗(z) + a(z), (8.8)

where z = x + iy ∈ hc and z = x − iy if x and y are in h. We then have the
commutation relations

[B0(z1), B0(z2)] = iσ(z1, z2), (8.9)

where σ(z1, z2) = Im(z1, z2), and (z1, z2) = z1 · z2 is the inner product in
hc. (8.7) then gives us the so called free Fock representation of the canonical
commutation relations. The Weyl algebra over hc is the ∗-algebra generated
by elements ε(z) with z ∈ hc, where the ∗-operator is given by ε(z)∗ = ε(−z)
and the multiplication is given by

ε(z1) · ε(z2) = e−iσ(z1,z2)ε(z1 + z2), (8.10)

where σ(z1 · z2) = Im(z1, z2) and (z1, z2) is the positive definite inner
product in hc.2 It follows then from (8.9) that ε(z) → eiB0(z) provides a
∗-representation of the Weyl algebra, which is called the free Fock represen-
tation of the Weyl algebra, and is given by the state (denoting by ‖ ‖ the
norm in hc)

ω0(ε(z)) =
(
Ω0, eiB0(z)Ω0

)
= e−

1
2‖z‖2

. (8.11)

2 See e.g. [54].
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A quasi-free state on the Weyl algebra is a state given by

ωs(ε(z)) = e−
1
2 σ(z,z), (8.12)

where s is a real symmetric and positive definite form on hc = h ⊕ h as
a real Hilbert space. For a discussion of the quasi-free states see [34], 2)
and [34], 3). It follows from (8.10) that ε(0) = 1 and therefore also that
ε(−z) = ε(z)−1, which is equal to ε(z)∗. Hence in any ∗-representation of
the Weyl algebra ε(z) is represented by a unitary operator. Since ωs(ε(z)) =
ωs(ε(−z)) = ωs(ε(z)∗) we have that any state of the form (8.12) gives a
∗-representation and therefore ε(z) is represented in the form eiBs(z) where
the Bs(z) are self-adjoint and satisfy the commutation relations (8.9). It fol-
lows then that (8.12) is equivalent with

ωs(Bs(z1)Bs(z2)) = s(z1, z2) + iσ(z1, z2). (8.13)

From the fact that

ωs([Bs(z1) + iBs(z2)][Bs(z1)− iBs(z2)]) ≥ 0 (8.14)

we get that

|σ(z1, z2)| ≤ s(z1, z1)
1
2 s(z2, z2)

1
2 , (8.15)

which must be satisfied in order for ωs to be a positive state on the Weyl
algebra. On the other hand, if (8.15) is satisfied, then ωs defines a positive
state on the Weyl algebra, and these states are the quasi-free states.

In this section we shall be concerned with the quasi-free states for the
Weyl algebra of the harmonic oscillator which are time invariant, and for this
reason we shall first define the Hamiltonian (8.2).

Since A is self adjoint we have that eitA is a strongly continuous unitary
group on hc, and αt(ε(z)) = ε

(
eitAz

)
then gives a one parameter group of

∗-automorphisms of the Weyl algebra. Since ω0(ε(z)) = e−
1
2‖z‖2

is obviously
invariant under αt, we get that αt induces a strongly continuous unitary group
eitH0 in the representation given by ω0. Hence Ω0 is an eigenvector with eigen-
value zero for H0, and one finds easily that H0 is a positive self adjoint opera-
tor. This is then the usual definition of the Hamiltonian H0 for the harmonic
oscillator, in the free Fock representation.

Since eitH0 is induced by a group of ∗-automorphisms αt of the Weyl alge-
bra leaving ω0 invariant, we may consider αt as the group of time isomorphisms
of the Weyl algebra for the harmonic oscillator. Any state of the Weyl algebra
invariant under αt will give a representation in which αt is unitarily induced
and therefore such a representation will also carry a representative for the
energy of the harmonic oscillator, i.e. a Hamiltonian. We shall therefore be
interested in characterizing the quasi-free states invariant under αt.
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Let us first assume that A is cyclic in h, i.e. there exists a vector ϕ0 ∈ h
which is cyclic for A, so that P (A)ϕ0 is dense in h, where P (A) is an arbitrary
polynomial in A. If A is not cyclic in h, then h decompose into a direct sum
of closed invariant subspaces each of which is cyclic.

Since ϕ0 is cyclic in h, it is also cyclic in hc and by the spectral repre-
sentation theorem we have that hc is isomorphic with L2(SpA,dν) = L2(dν),
where dν is the spectral measure of A given by the cyclic vector ϕ0 i.e., for
any continuous complex function f(ω) defined on SpA,

(ϕ0, f(A)ϕ0) =
∫

SpA

f(ω) dν(ω). (8.16)

This isomorphism is given by

f(A)ϕ0 ←→ f(ω) (8.17)

for any f ∈ C(SpA). By (8.16) and the fact that ϕ0 is cyclic, (8.17) extends
by continuity to an isomorphism between hc and L2(dν). It follows now from
(8.17) that, since ϕ0 belongs to h and is cyclic in h, the Hilbert space h is
mapped onto LR

2 (dν) i.e. the real subspace consisting of real functions. From
(8.17) we get

Af(A)ϕ0 ←→ ωf(ω),

hence we may take h = LR

2 (dν), A to be the multiplication by ω on LR

2 (dν)
and hc = L2(dν).

A quasi-free state which is given by (8.12) is invariant under αt if and only
if the form s(z, z) is invariant under the transformation z → eitAz , since

αt(ε(z)) = ε
(
eitAz

)
.

We recall that s(z, z) is a symmetric (real valued positive definite) form on
the real symplectic space S = hc with the symplectic structure σ(z1, z2) =
Im(z1, z2), where (z1, z2) is the inner product in the complex Hilbert space
hc, which satisfies the condition (8.15). Since eitA is unitary on hc, it leaves σ
invariant and is therefore a symplectic transformation of S and so induces a
∗-automorphism αt of the Weyl algebra.

That ωs given by (8.12), is invariant under αt, is obviously equivalent with
the positive symmetric form s(z1, z2) defined on S being invariant under the
symplectic transformation z → eitAz . Let us recall that s(z1, z2) is symmetric
and bilinear only on the real space S = hc, i.e. bilinear only under real linear
combinations.

Let now f1 and f2 be Fourier transforms of real bounded signed measures
µ1 and µ2

fi(ω) =
∫

eiωt dµi(t). (8.18)



8 The Invariant Quasi-free States 77

It follows from the spectral representation theorem that

fi(A) =
∫

eitA dµi(t) (8.19)

Hence

s(f1(A)ϕ0, f2(A)ϕ0) =
∫ ∫

s
(
eit1Aϕ0, eit2Aϕ0,

)
dµ1(t1) dµ2(t).

By the invariance of s under z → eitAz we then get

s(f1(A)ϕ0, f2(A)ϕ0) =
∫ ∫

s
(
ϕ0, ei(t2−t1)Aϕ0

)
dµ1(t1) dµ2(t2)

=
∫ ∫

s
(
ϕ0, eitAϕ0

)
dµ1(t1) dµ2(t + t1). (8.20)

Now

f1f2(ω) = f1(ω) · f2(ω) =
∫ ∫

eiω(t2−t1) dµ1(t1) dµ2(t2)

=
∫ ∫

eiωt dµ1(t1) dµ2(t + t1), (8.21)

from which we get that

s
(
ϕ0, f1f2(A)ϕ0

)
=
∫ ∫

s
(
ϕ0, eitAϕ0

)
dµ1(t1) dµ2(t + t1).

Hence we have proved

s(f1(A)ϕ0, f2(A)ϕ0) = s(ϕ0, f1f2(A)ϕ0) (8.22)

for any f1 and f2 which are Fourier transforms of bounded signed real
measures on R. Hence (8.22) holds for all f1 and f2 in S(R) such that
fi(ω) = fi(−ω). Now we obviously have that the functions f in S(R) satisfy-
ing f(ω) = f(−ω) are dense in C0[0,∞], the space of continuous functions on
[0,∞] tending to zero at infinity. Hence by continuity, since Sp(A) ⊂ [0,∞],
(8.22) holds for all continuous bounded functions tending to zero at infin-
ity. The strong continuity of s(z, z) follows from the fact that s(z1, z2) is
bilinear and s(z, z) is positive and defined for all z, and this gives that
s(f1(A)ϕ0, f2(A)ϕ0) is continuous in the strong L2(dν) topology. We have
thus that

s(ϕ0, f1f2(A)ϕ0) = s(f1(A)ϕ0, f2(A)ϕ0), (8.23)

for continuous f1 and f2 being zero at infinity, and in fact by the strong L2(dν)
continuity also for all f1 and f2 in L2(dν). From this we get that, if g ≥ 0,
then

s(ϕ0, g(A)ϕ0) = s
(
g

1
2 (A)ϕ0, g

1
2 (A)ϕ0

)
, (8.24)
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so that s(ϕ0, g(A)ϕ0) defines a bounded positive linear functional on the space
of continuous functions, hence a measure which is obviously absolutely con-
tinuous with respect to the spectral measure. So we have proved that

s(f1(A)ϕ0, f2(A)ϕ0) =
∫

f1f2(ω)ρ(ω) dν(ω), (8.25)

where ρ is a positive measurable function, and the right hand side is also the
representation of s in the spectral representation of hc. The condition (8.15)
for the positivity of the state ωs is obviously equivalent to the condition

ρ(ω) ≥ 1 a.e.

We should remark that we only assumed s(z1, z2) to be bilinear under real
linear combinations, but in fact the invariance of s under z → eitAz gives
that s is of the form (8.25), which is actually a sesquilinear form. By the
fact that s(z1, z2) is everywhere defined, we get that ρ(ω) is bounded almost
everywhere. So in fact we may write (8.25) also as

s(z1, z2) = (z1, Bz2),

where B is a bounded symmetric operator commuting with A, such that
B ≥ 1.

Theorem 8.1. Let h be a real separable Hilbert space and A be a positive self
adjoint operator on h such that zero is not an eigenvalue of A. Let S = hc

be the real symplectic space with symplectic structure given by σ(z1, z2) =
Im(z1, z2), where (z1, z2) is the inner product on the complex Hilbert space hc.
z → eitAz is then a group of symplectic transformations on S and generates
therefore a group αt of ∗-automorphisms of the Weyl algebra over S, where
the Weyl algebra is the algebra generated by ε(z), z ∈ S with the multiplication

ε(z1)ε(z2) = e−iσ(z1,z2)ε(z1 + z2)

and ∗-operation given by ε(z)∗ = ε(−z). A quasi-free state of the Weyl algebra
is a state of the form

ωs(ε(z)) = ε−
1
2 s(z,z),

where s(z, z) is a positive bilinear form on the real space S.
A necessary and sufficient condition for ωs to be a quasi-free state invariant

under αt, is that there exists a bounded, symmetric operator C on the complex
Hilbert space hc such that C ≥ 1, C commutes with A and

s(z1, z2) = (z1, Cz2),

where (, ) is the inner product in the complex Hilbert space hc.
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Proof. If A is cyclic in h then the theorem is already proved. If A is not cyclic
in h, h decomposes in a direct sum h = ⊕

i
hi, and, in each component hi, A

is cyclic, i runs over at most a countable index set since h is separable. Let
ϕi be a cyclic vector in hi. Then, with fi continuous,

∑n
i=1 fi(A)ϕi is dense

in h, and in the same way as in the cyclic case we prove that

s

(
n∑

i=1

fi(A)ϕi,
∑

i

gi(A)ϕi

)
=
∑
ij

s
(
ϕi, fi(A)fj(A)ϕj

)

=
∫

fi(ω)ρij(ω)fj(ω) dν(ω).

The last line is actually the spectral resolution ρij(ω) of a operator C that
commutes with A. This proves the theorem. 	


For simplicity of notation we shall now assume that A acts cyclic in h.
This is in reality no restriction since, if not, then h decomposes, h = ⊕

n
hn, in

at most a countable sum of cyclic subspaces.
Let now H be the real Hilbert space of h valued functions on R which are

continuous and such that the norm |γ| is finite, where

|γ|2 =

∞∫
−∞

(
γ̇ · γ̇ + γA2γ

)
dτ

and γ · γ is the inner product in h. On this Hilbert space the classical action
S(γ) for the harmonic oscillator

S(γ) =
1
2

∞∫
−∞

γ̇ · γ̇ dτ − 1
2

∞∫
−∞

γ(τ) ·A2γ(τ) dτ

is a bounded quadratic form. Let ϕ be a cyclic vector for A in h, we know then
that h may be identified with LR

2 (dν), and therefore H with the real functions
in two real variables with norm

|γ|2 =
∫ ∫ ((

∂γ

∂t

)2

+ ω2γ2(t, ω)

)
dt dν(ω), (8.28)

and recalling that zero is not an eigenvalue of A, so that the set {0} has
ν-measure zero, we see that (8.28) defines a Hilbert norm. Introducing now
the Fourier transform γ̂(p, ω) of γ(t, ω) with respect to t, we get

|γ|2 =
∫ ∫

|γ̂(p, ω)|2(p2 + ω2) dp dν(ω), (8.29)

so that γ → γ̂ is an isometry of H onto the real subspace of LC

2 [(p2 +
ω2) dp dν(ω)] consisting of functions satisfying

γ̂(p, ω) = γ̂(−p, ω). (8.30)
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Let now D be the subspace of functions in H consisting of functions γ such
that γ̂(p, ω) is continuous in ω and continuously differentiable in p with norm

‖γ‖ = |γ|+ sup
ω,p

∣∣∣∣∂γ̂

∂p
(p, ω)

∣∣∣∣ . (8.31)

We define a bounded symmetric operator B in H by

(γ,Bγ) = 2S(γ), (8.32)

with domain D(B) consisting of functions γ(t, ω) which are continuous and
with compact support in R2. For ω ∈ D(B) we have that

γ̂(p, ω) =
1√
2π

∫
eiptγ(t, ω) dt (8.33)

is obviously continuous in ω and p and continuously differentiable in p. Now
the Fourier transform of Bγ is, by (8.32), given by

B̂γ(p, ω) =
p2 − ω2

p2 + ω2
γ̂(p, ω). (8.34)

From this it follows that the range R(B) of B consists of functions, the Fourier
transform of which are continuously differentiable in p with uniformly bounded
derivatives and continuous in ω. Hence we have

R(B) ⊂ D. (8.35)

Let now C ≥ 0 be a bounded symmetric operator on h commuting with A.
Since A acts cyclically in h, we have that C is represented by a bounded mea-
surable function c(ω) ≥ 0 a.e. We now define the symmetric and continuous
form �C(γ1, γ2) on D ×D by

�C(γ1, γ2) =
∫

dν(ω)

⎧⎨
⎩P

∫
R

γ̂1(p, ω)
(p2 + ω2)2

p2 − ω2
γ̂2(p, ω) dp

−iπc(ω)
∫
R

γ̂1(p, ω)δ(p2 − ω2)(p2 + ω2)2γ̂2(p, ω) dp

⎫⎬
⎭ . (8.36)

From (8.34) we have, for γ1 ∈ D and γ2 ∈ D(B),

�C(γ1, Bγ2) = (γ1, γ2). (8.37)

Since c(ω) ≥ 0 we also have that �C has non positive imaginary part, so that
H, D, B and �C satisfy the conditions of Definition 4.1 for the integral on H
normalized with respect to �C .
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Let now u ∈ h, we define the element γs
u(t) ∈ H by

(γs
u, γ) = u · γ(s) (8.38)

and we have then that

γs
u(t) =

1
2A

e−|t−s|A · u, (8.39)

so that

(γs
u, γs

u) =
1
2
u ·A−1u, (8.40)

which implies that γs
u ∈ H if u ∈ D

(
A− 1

2

)
. Furthermore we get by computa-

tion that

γ̂s
u(p, ω) =

1√
2π

eips

p2 + ω2
· u(ω), (8.41)

hence, for u(ω) continuous and bounded and in D
(
A− 1

2

)
, that γ̂s

u(p, ω) is in
D. Moreover further computations give

�C(γs
u, γt

v) = −u ·
[

1
2A

sin |t− s|A +
i

2A
C cos(t− s)A

]
v. (8.42)

Let now GC(s− t) be the self adjoint operator in h defined by

GC(s− t) = − 1
2A

[sin |t− s|A + iC cos(t− s)A] . (8.43)

Then

�C(γs
u, γt

v) = u ·GC(s− t)v. (8.44)

Let u1, . . . , un be in D
(
A− 1

2

)
and such that u1(ω), . . . , un(ω) are continuous

and bounded. Then γti
ui
∈ D for i = 1, . . . , n. Hence, with

f(γ) = e
i

n∑
j=1

uj ·γ(tj)

= e
i

n∑
j=1

(
γ,γ

tj
uj

)
,

we get f(γ) ∈ F(D∗), so that we may compute

�C∫
H

eiS(γ)e
i

n∑
j=1

ujγ(tj)

dγ = e
− i

2

∑
jk

ujGC(tj−tk)uk

. (8.45)
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Let us now consider the quasi-free state of Theorem 8.1,

ωC(ε(z)) = e−
1
2 (z,Cz), (8.46)

where C ≥ 1 and commutes with A. By (8.4) we have that, for u ∈ D
(
A− 1

2

)
,

ϕ(u) = a∗
(
(2A)−

1
2 u
)

+ a
(
(2A)−

1
2 u
)

(8.47)

is the quantization of the linear function u ·x defined on h. In conformity with
the notation used in Chap. 7 we define

u · x(t) = αt(ϕ(u)), (8.48)

where αt is the group of time automorphisms given by (8.20). In fact we have
then that, expressed in the Weyl algebra for the harmonic oscillator,

exp(iu · x(t)) = ε
(
eitA(2A)−

1
2 u
)

. (8.49)

Let now u1, . . . , un be in D
(
A− 1

2

)
and consider, for t1 ≤ . . . ≤ tn,

ωC

(
eiu1·x(t1) . . . eiun·x(tn)

)
. (8.50)

We get easily, using (8.10) and (8.46), that (8.50) is equal to

ωC

(
eiu1·x(t1) . . . eiun·x(tn)

)
= e

− i
2

∑
jk

uj ·GC(tj−tk)uk

. (8.51)

So by (8.45) we have proved

ωC

(
eiu1·x(t1) . . . eiun·x(tn)

)
=

�C∫
H

eiS(γ)e
i

n∑
j=1

uj ·γ(tj)

dγ. (8.52)

We state this fact in the following theorem:

Theorem 8.2. Let h be a real separable Hilbert space and A a positive self
adjoint operator on h such that zero is not an eigenvalue of A. The classical
action for the harmonic oscillator on h is given by

S(γ) =
1
2

∞∫
−∞

(
γ̇ · γ̇ − γ ·A2γ

)
dt.

Let αt be the time automorphism of the Weyl algebra for the corresponding
quantum system. Let C ≥ 0 be a bounded self adjoint operator commuting with
A, then the Fresnel integral relative to 2S(γ), normalized with respect to �C ,
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where �C is given in (8.36), exists and for C ≥ 1 this Fresnel integral induces
a quasi-free state on the Weyl algebra, invariant under αt, by the formula

ωC

(
eiu1·x(t1) . . . eiun·x(tn)

)
=

�C∫
H

eiS(γ)e
i

n∑
j=1

ujγ(tj)

dγ,

with u1, . . . , un in D
(
A− 1

2

)
and t1 ≤ . . . ≤ tn.

Moreover any invariant quasi-free state on the Weyl algebra is obtained in this
way. In particular, if C = 1 we get the free Fock state, and if C = cotgh

(
β
2 A
)

we get the free Gibbs-state at temperature 1/β.

Proof. The first part is already proved. The moreover part follows from Theo-
rem 8.1. That we get the Fock state for C = 1 follows by direct inspection and
that we get the free Gibbs-state with C = cotgh

(
β
2 A
)

follows from the form
of GC(s− t) given by (8.43) and [33], 3) (3.32). This proves the theorem. 	


Remark. We have thus, in particular, that the Fresnel integrals relative to the
quadratic form 2S(γ) on H correspond, in the sense of Theorem 8.2, to the
linear functionals on the Weyl algebra given by

ωC(ε(z)) = e−
1
2 (z,Cz) (8.53)

where C ≥ 0 and commutes with A. However these functionals are positive
states on the Weyl algebra only in the case C ≥ 1.

Notes

These results appeared first in the first edition of this book. They have relations with

the theory of quantum fields and the theory of representations of the Weyl algebra.

This work has lead to new developments in these directions, also in connection with

the approach of Feynman path integrals via Poisson processes, see [63] and references

therein. See also the final chapter of the present book.



9

The Feynman History Integral
for the Relativistic Quantum Boson Field

The free relativistic scalar boson field in n space dimensions is a harmonic
oscillator in the sense of the previous section, with h = LR

2 (Rn) and A2 =
−� + m2, where � is the Laplacian as a self adjoint operator on LR

2 (Rn)
and m is a non-negative constant called the mass of the field. Because of the
importance of this physical system we shall give it a more detailed treatment.

We shall first discuss the free relativistic boson field i.e. the system with
a classical action given by

S(ϕ) =
1
2

∫ ∫
Rn

[(
∂ϕ

∂t

)2

−
n∑

i=1

(
∂ϕ

∂xi

)2

−m2ϕ2

]
d	x dt. (9.1)

Let H = H1 be a real Sobolev space, namely the Hilbert space of real valued
functions ϕ over R

n+1 for which the norm |ϕ| is finite:

|ϕ|2 =
∫

Rn+1

[(
∂ϕ

∂t

)2

+
n∑

i=1

(
∂ϕ

∂xi

)2

+ ϕ2

]
d	x dt. (9.2)

Then S(ϕ) is a bounded continuous quadratic form on H and we define a
bounded symmetric operator B on H by

(ϕ,Bϕ) = 2S(ϕ), (9.3)

with domain D(B) equal to the set of functions in H with compact support
in R

n+1. The Fourier transformation ϕ → ϕ̂

ϕ̂(p) = (2π)−
n+1

2

∫
Rn+1

eipxϕ(x) dx, (9.4)

with x = {t, 	x}, is an isomorphism of H with the real subspace of L2

((p2 + 1) dp) consisting of functions ϕ̂ such that

ϕ̂(p) = ϕ̂(−p). (9.5)
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Let D be the linear subspace of functions ϕ in H whose Fourier transforms
ϕ̂(p) are continuously differentiable with bounded derivatives. The norm in D
is given by

‖ϕ‖ = |ϕ|+ sup
i,p

∣∣∣∣ ∂ϕ̂

∂pi

∣∣∣∣ . (9.6)

If ϕ ∈ D(B) then ϕ̂ is a smooth function and the Fourier transform of Bϕ is
given by

B̂ϕ(p) =
p0 − 	p2 −m2

p2 + 1
ϕ̂(p), (9.7)

width p = {p0, 	p}.
Now, since ϕ ∈ D(B), we have that

∂ϕ̂

∂pj
= (2π)−

n+1
2

∫
C

eipx(ixj)ϕ(x) dx, (9.8)

where C is compact. Since ϕ is in L2(Rn+1) and C = suppϕ is compact, ϕ
is also in L1, so that ∂ϕ̂

∂pj
is bounded and continuous. This gives immediately,

from (9.7), that Bϕ is in D. Let c(	p) be a measurable non negative function
on R

n. We then define a continuous and bounded symmetric bilinear form
�C(ϕ,ψ) on D ×D by

�C(ϕ,ψ) = P

∫
Rn+1

ϕ̂(p)
(p2 + 1)2

p2
0 − 	p2 −m2

ψ̂(p) dp

−iπ
∫

c(	p)ϕ̂(p)δ
(
p2
0 − 	p2 −m2

)
(p2 + 1)2ψ̂(p) dp, (9.9)

where P
∫ f(p)

p2
0−�p2−m2 dp =

∫
Rn

[
P
∫

R

f(p,�p)
p2
0−�p2−m2 dp0

]
d	p for any smooth func-

tion f(p) and P
∫

R
f(p0,�p)

p2
0−�p2−m2 dp0 is the principal value integral. Since the first

term in (9.9) is real, we see that

Im�C(ϕ,ϕ) ≤ 0.

Let now ϕ ∈ D and ψ ∈ D(B). Then we get from (9.9) that

�C(ϕ,Bψ) = (ϕ,ψ), ((, ): scalar product in H) (9.10)

and hence we have verified that H, D, B and �C satisfy the conditions of
Definition 4.1 for the Fresnel integral with respect to the classical action S(ϕ)
and normalized according to �C . This Fresnel integral will also be called
Feynman history integral, and if we want to emphasize the dependence on the
non negative function c we shall call it the Feynman history integral relative
to C.
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Let now hc be the complexification of h = LR

2 (Rn), and consider the Weyl
algebra over hc. The quantized field Φ(	x) at time zero is then given in terms
of the Weyl algebra. In fact, for any f ∈ h such that f ∈ D

(
A− 1

2

)
, we have

eiΦ(f) = ε
(
(2A)−

1
2 f
)

, (9.11)

where Φ(f)=
∫

Φ(	x)f(	x) d	x and A=
√
−�+ m2. Thus Φ(f) =

∫
Φ(	x)f(	x) d	x

is understood in the operator valued distributional sense, Φ(f) being a well
defined linear operator, depending on the test function f . For the definition
of the Weyl algebra over hc see the previous section. The time automorphism
of the Weyl algebra was given by

α0
t (ε(g)) = ε

(
eitAg

)
. (9.12)

Now hc = L2(Rn) carries a natural unitary representation of the translation
group R

n, so that, for any a ∈ R
n, g → ga with ga(x) = g(x− a) is a unitary

transformation of hc. Since it is unitary it is also symplectic, hence

βa(ε(g)) = ε(ga) (9.13)

is a ∗-automorphism of the Weyl algebra. We have the following theorem.

Theorem 9.1. Let h = LR

2 R
n) and hc = L2(Rn). Let g ∈ hc and ε(g) the

corresponding element in the Weyl algebra over hc. The quantized time zero
field Φ(f) is then expressed in terms of this Weyl algebra by

eiΦ(f) = ε
(
(2A)−

1
2 f
)

for any f ∈ h.
Any quasi-free state which is invariant under the time automorphisms α0

t

and also under the space automorphisms βa is of the form

ωC(ε(g)) = e−
1
2 (g,Cg),

where

(g, Cg) =
∫

Rn

c(	p)|ĝ(	p)|2 d	p

and c(	p) is a bounded measurable function such that

c(	p) ≥ 1.

Proof. That ωC(e(g)) = e−
1
2 (g,Cg), where C is a bounded symmetric operator

on hc such that C ≥ 1 and C commutes with A, follows from Theorem 8.1.
Now, since ωC is to be invariant under βa, we get

ωC(ε(g)) = ωC(βa(ε(g))) = ωC(ε(ga)),
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hence

(g, Cg) = (ga, Cga),

so that C is an operator in L2(Rn) which commutes with translation. Hence
C is of the form given in the theorem. This proves the theorem. 	


Let now

eiΦt(f) = α0
t

(
eiΦ(f)

)
. (9.14)

We have the following:

Theorem 9.2. Let h = LR

2 (Rn) and hc = L2(Rn). The classical action for
the free relativistic scalar boson field in R

n is given by

S(ϕ) =
1
2

∫
R

∫
Rn

⎛
⎝
(

∂ϕ

∂t

)2

−
n∑

j=1

(
∂ϕ

∂xj

)2

−m2ϕ2

⎞
⎠ d	x dt ,

where m is a non negative constant called the mass of the free field. Let αt

and βa be the time and space automorphisms of the Weyl algebra over hc.
Let c(	p) ≥ 0 be a non negative bounded measurable function on R

n. Then the
Fresnel integral relative to 2S(ϕ), normalized with respect to �C exists, where
�C is given in (9.9), and is called the Feynman history integral relative to C.
If c(	p) ≥ 1, the corresponding Feynman history integral defines a quasi-free
state ωC on the Weyl algebra for the scalar field, i.e. the Weyl algebra over
hc, and ωC is invariant under the time and space automorphisms αt and βa

of the Weyl algebra. The correspondence between the history integral and the
state is given, for t1 ≤ . . . ≤ tn by the formula

ωC

(
eiΦt1 (f1) . . . eiΦtn (fn)

)
=

�C∫
H

eiS(ϕ)e
i

n∑
j=1

∫
ϕ(�x,tj)fj(�x) d�x

dϕ,

if f1, . . . , fn are in D
(
A− 1

2

)
.

Moreover any quasi-free state invariant under space–time translations is
obtained in this way. In particular, for c(	p) = 1 we get the free Fock repre-
sentation1 and for c(	p) = cotgh

(
β
2 ω(	p)

)
, with ω(	p) =

√
	p2 + m2, we get the

free Gibbs state at temperature 1/β.

Proof. That the Fresnel integral relative to 2S(ϕ) normalized with respect
to �C exists, with �C given by (9.9), was proven before. Consider now,

1 In this case �C is the Feynman i.e. the causal propagator. For a discussion of its
role in relativistic local quantum field theory see [55].
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for t1 ≤ t2 ≤ . . . ≤ tn and f1, . . . , fn in D
(
A− 1

2

)
, ωC

(
eiΦt1 (f1) . . . eiΦtn (fn)

)
,

where ωC is the invariant quasi-free state of Theorem 9.1 and eiΦt(f) is defined
by (9.14). We have then, using (9.14) and (9.11):

ωC

(
eiΦt1 (f1) . . . eiΦtn (fn)

)
= ωC

(
α0

t1

(
eiΦ(f1)

)
. . . α0

tn

(
eiΦ(fn)

))

= ωC

(
α0

t1

(
ε
(
(2A)−

1
2 f1

))
. . . α0

tn

(
ε
(
(2A)−

1
2 fn

)))
.

Hence, using (9.12):

ωC

(
eiΦt1 (f1) . . . eiΦtn (fn)

)
= ωC

(
ε
(
eit1A(2A)−

1
2 f1

)
. . . ε

(
eitnA(2A)−

1
2 fn

))
,

and therefore, from the property (8.10) of the multiplication in the Weyl
algebra and the fact that, by Theorem 9.1,

ωC(ε(g)) = e−
1
2 (g,Cg).

we have:

ωC

(
eiΦt1 (f1) . . . eiΦtn (fn)

)
= e

− 1
2

∑
jk

∫
f̂j(�p)ĜC(tj−tk,�p)f̂k(�p) d�p

(9.15)

where

ĜC(t, 	p) =
−1

2
√

	p2 + m2

(
sin |t|

√
	p2 + m2 + ic(	p) cos |t|

√
	p2 + m2

)
. (9.16)

On the other hand we get easily that

F (ϕ) = e
i

n∑
j=1

∫
ϕ(�x,tj)fj(�x) d�x

(9.17)

is in F(D∗) so that we may compute

�C∫
H

eiS(ϕ)e
i

n∑
j=1

∫
ϕ(�x,tj)fj(�x) d�x

dϕ (9.18)

Using now (9.9) for �C and a representation of the form (8.39) for the linear
functional

∫
ϕ(	x, t)f(	x) d	x defined on H, we get, with

(ψt(f), ϕ) ≡
∫

ϕ(	x, t)f(	x) d	x, (9.19)

that ψt(f) is in D, so that F (ϕ) is in F(D∗) and

�C(ψs(f), ψt(g)) =
∫

ĜC(s− t, 	p)f̂(	p)ĝ(	p) d	p. (9.20)
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Hence we obtain from (9.20) and (9.15) the identity in the theorem. That any
space and time invariant quasi free state is obtained in this way, follows from
the previous theorem. That we get the free vacuum or free Fock representation
for c(	p) = 1 is standard and that we get the free Gibbs state at temperature
1/β if c(	p) = cotgh

(
β
2 ω(	p)

)
is proved in [33], 3) Chap. 3 (3.36). This then

proves the theorem. 	


Let now ψ be a smooth non negative function on R
n so that

∫
ψ(	x) d	x = 1

and ψ(	x) = 0 for |	x| ≥ 1, and let ψε(	x) = ε−nψ
(

1
ε	x
)
. Then we define the

ultraviolet cut-off field Φε(	x) by

Φε(	x) =
∫

Φ(	x− 	y)ψε(	y) d	y. (9.21)

Let now V be a real function of a real variable such that V is the Fourier
transform of a bounded measure i.e. V ∈ F(R), we then define the space
cut-off interaction V ε

Λ , where Λ is a finite subset of R
n, by

V ε
Λ =

∫
Λ

V (Φε(	x)) d	x. (9.22)2

Since

V (s) =
∫

eisα dµ(α), (9.23)

(9.22) is defined to be the element associated with the Weyl-algebra given by

V ε
Λ =

∫
Λ

∫
eiαΦε(�x) dµ(α) d	x (9.24)

or, by Definition 9.11,

V ε
Λ =

∫
Λ

∫
ε
(
α(2A)−

1
2 ψ�x

ε

)
dµ(α) d	x, (9.25)

where A =
√
−�+ m2 and ψ�x

ε (	y) = ψε(	y − 	x). The integral (9.25) does not
necessarily converge in the topology of the Weyl algebra or, for that-matter, in
the natural C∗-topology of the Weyl algebra. However, in any representation
induced by a state invariant under space translation, the representative of
ε
(
α(2A)−

1
2 ψ�x

ε

)
is strongly continuous in α and 	x, since ε

(
α(2A)−

1
2 ψ�x

ε

)
=

eiαΦε(�x) is strongly continuous in α, because Φε(	x) is self adjoint and one has

eiαΦε(�x) = U
�x

eiαΦε(�0)
U
−�x

,

2 As mentioned in the introduction, models with these interactions and their limit
when the space cut-off is removed (Λ → R

n) have been studied before, see [30],
[45] and references given therein.
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where U�x is a strongly continuous representation of R
n, the state being in-

variant under space translation. Hence, in any representation induced by a
state which is space translation invariant, (9.25) exists as a strong Riemann
integral and therefore V ε

Λ is represented there. Let now ρ be a state on the
Weyl algebra which is space translation invariant. In the representation given
by ρ we then have V ε

Λ represented, and we shall use the notation V ε
Λ for its

representative. Assume now also that ρ is invariant under the free time iso-
morphism α0

t . Then, in this representation α0
t is induced by a unitary group

e−itH0 , where H0 is the self adjoint infinitesimal generator for this unitary
group. It follows easily from (9.25) that V ε

Λ is bounded, hence

H = H0 + V ε
Λ (9.26)

is a self adjoint operator in the representation space. Let αt be the automor-
phism on the bounded operators of the representation space induced by the
unitary group e−itH . Let now ρ be any of the space–time invariant quasi free
states of Theorem 9.1, we then have the following theorem.

Theorem 9.3. Let ωC be a quasi free state on the Weyl algebra for the free
boson field on R

n, invariant under space and time translations. Let V ∈ F(R)
and define H0 as the self adjoint operator generating α0

t in the representation
given by ωC . Let moreover H be the self adjoint operator in the representation
space given by

H = H0 +
∫
Λ

V (Φε(	x)) d	x,

and let αt be the automorphism induced by H on the algebra of bounded op-
erators in the representation space. If F1, . . . , Fn are in F(R), and f1, . . . , fn

in D
(
A− 1

2

)
and t1 ≤ . . . ≤ tn, then

e
−i

tn∫
t1

∫
Λ

V (ϕε(�x,t) d�x dt n∏
j=1

Fj

(∫
ϕ(	x, tj)fj(	x) d	x

)

is in F(D∗) and

ωC (αt1(F1(Φ(f1)))αt2(F2(Φ(f2))) . . . αtn
(Fn(Φ(fn))))

=

�C∫
H

eiS(ϕ)e
−i

∫ tn
t1

∫
Λ

V (ϕε(�x,t) d�x dt
n∏

j=1

Fj

(∫
ϕ(	x, tj)fj(	x) d	x

)
dϕ,

where

ϕε(	x, t) =
∫

ϕ(	x− 	y, t)ψε(	y) d	y.

Proof. The proof of this theorem follows in the same way as the proof of
Theorem 6.2 by series expansion and use of previous results of this section.
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Notes

This approach was first presented in the first edition of this book. It played a sugges-

tive role in the formulation of the Euclidean fields with trigonometric interactions

[88, 238]. It also directly inspired the treatment of the Chern–Simons model via path

integrals [115, 116], see Sect. 10.5.5.



10

Some Recent Developments

10.1 The Infinite Dimensional Oscillatory Integral

In Chaps. 2 and 4 the “Fresnel integral”, i.e. the oscillatory integral with
quadratic phase function on a real separable (infinite dimensional) Hilbert
space H, is defined as a linear continuous functional on a Banach algebra of
functions. We recall that a Fresnel integrable function is an element of F(H),
the space of Fourier transforms of complex bounded variation measures on H,
and given a function f ∈ F(H), with f(x) =

∫
ei(x,y)dµf (y), the correspond-

ing Fresnel integral is defined by (2.9), i.e.

∼∫
e

i
2 |x|

2
f(x)dx =

∫
e−

i
2 |x|

2
dµ(x).

In the 1980s Elworthy and Truman [223] proposed an alternative definition.
The Fresnel integral is realized as an “infinite dimensional oscillatory integral”,
defined by means of a twofold limiting procedure. More precisely an oscillatory
integral on an infinite dimensional Hilbert space is defined as the limit of a
sequence of finite dimensional approximations, that are defined, according to
an Hörmander proposal [278], as the limit of regularized, hence absolutely
convergent Lebesgue integrals (see also, e.g., [220, 424]).

The study of oscillatory integrals on R
n of the form

∫
Rn

eiΦ(x)f(x)dx, (10.1)

where Φ : R
n → R and f : R

n → C are suitable smooth functions, is a classical
topic, largely developed in connection with various problems in mathematics
and physics. Well known examples of simple integrals of the above form are
the Fresnel integrals of the theory of wave diffraction and Airy’s integrals of
the theory of rainbow. The theory of Fourier integral operators [278, 279, 364]
also grew out of the investigation of oscillatory integrals. It allows the study of
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existence and regularity of a large class of elliptic and pseudoelliptic operators
and provides constructive tools for the solutions of the corresponding (elliptic,
parabolic and hyperbolic) equations.

If the function f is not absolutely integrable, then the integral (10.1) can
be defined in the following way [278]:

Definition 10.1. The oscillatory integral of a Borel function f : R
n → C

with respect to a phase function Φ : R
n → R is well defined if for each test

function ϕ ∈ S(Rn) such that ϕ(0) = 1 the integral

Iε(f, ϕ) :=
∫

Rn

eiΦ(x)f(x)ϕ(εx)dx (10.2)

exists for all ε > 0 and the limit limε→0 Iε(f, ϕ) exists and is independent of
ϕ. In this case the limit is called the oscillatory integral of f with respect to
Φ and denoted by

∫ ◦
Rn eiΦ(x)f(x)dx.

In the particular case in which the phase function Φ is a non-degenerate
quadratic form, in particular if Φ is proportional to the scalar product in
R

n, that is Φ(x) = (x,x)
2�

= |x|2
2�

(� > 0 being a strictly positive constant),
it is convenient to include into the definition of the oscillatory integral the
“normalization factor” (2πi�)n/2, which is fundamental in the extension of
such a definition to the infinite dimensional case.

Definition 10.2. A Borel function f : R
n → C is called (Fresnel-type) inte-

grable if for each ϕ ∈ S(Rn) such that ϕ(0) = 1 the integral

(2πi�)−n/2

∫
Rn

e
i

2�
|x|2f(x)ϕ(εx)dx (10.3)

exists for all ε > 0 and the limit

lim
ε→0

(2πi�)−n/2

∫
Rn

e
i

2�
|x|2f(x)ϕ(εx)dx (10.4)

exists and is independent of ϕ. In this case the limit is called the Fresnel
integral of f and denoted by

∫̃ ◦

Rn

e
i

2�
|x|2f(x)dx (10.5)

Remark 10.1. One can easily verify that
∫̃ ◦

Rne
i

2�
|x|2f(x)dx = 1 if f(x) = 1

∀x ∈ R
n. In this sense the integral is normalized.

Remark 10.2. Definitions 10.1 and 10.2 are a generalization of the definition
of normalized Fresnel integrals of Chap. 2, (2.9), as they allow, at least in
principle, to define the oscillatory integral (10.1) for a more general class of
phase functions Φ and integrands f than the quadratic forms and the Fourier
transforms of measures. In fact this extension has been performed to include,
in finite dimensions, all even degree polynomial phase functions [103] and, in
infinite dimensions, quartic phase functions [105], see Sect. 10.2 below.
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In [223] this definition is generalized to the case where R
n is replaced by a

real separable infinite dimensional Hilbert space (H, ( , )):

Definition 10.3. A Borel measurable function f : H → C is called F� inte-
grable if for each sequence {Pn}n∈N of projectors onto n-dimensional subspaces
of H, such that Pn ≤ Pn+1 and Pn → I strongly as n→∞ (I being the iden-
tity operator in H), the finite dimensional approximations of the oscillatory
integral of f

F�

Pn
(f) =

∫ ◦

PnH
e

i
2�

|Pnx|2f(Pnx)d(Pnx)
(∫ ◦

PnH
e

i
2�

|Pnx|2d(Pnx)
)−1

,

are well defined (in the sense of Definition 10.2) and the limit limn→∞ F�

Pn
(f)

exists and is independent of the sequence {Pn}.
In this case the limit is called the infinite dimensional oscillatory integral of
f and is denoted by

F�(f) =
∫̃ ◦

H
e

i
2�

|x|2f(x)dx.

The “concrete” description of the class of all F� integrable functions is still an
open problem of harmonic analysis, even when dim(H) < ∞. The following
theorem shows that this class includes F(H), the class of Fresnel integrable
functions in the sense of definitions (2.9) and (4.12) of Chaps. 2 and 4.

Theorem 10.1. Let L : H → H be a self-adjoint trace class operator such
that (I − L) is invertible (I being the identity operator in H). Let us assume
that f ∈ F(H). Then the function g : H → C given by

g(x) = e−
i

2�
(x,Lx)f(x), x ∈ H

is F� integrable and the corresponding infinite dimensional oscillatory integral
F�(g) is given by the following Cameron-Martin-Parseval type formula:
∫̃ ◦

H
e

i
2�

(x,(I−L)x)f(x)dx = (det(I−L))−1/2

∫
H

e−
i�
2 (x,(I−L)−1x)dµf (x) (10.6)

where det(I − L) = |det(I − L)|e−πi Ind (I−L) is the Fredholm determinant
of the operator (I − L), |det(I − L)| its absolute value and Ind((I − L)) is
the number of negative eigenvalues of the operator (I −L), counted with their
multiplicity.

Proof. Given a sequence {Pn}n∈N of projectors onto n-dimensional subspaces
of H, such that Pn ≤ Pn+1 and Pn → I strongly as n →∞ (I being the iden-
tity operator in H), the finite dimensional approximations of the oscillatory

integral
∫̃ ◦
H e

i
2�

(x,(I−L)x)f(x)dx are equal to:
∫ ◦

PnH
e

i
2�

|Pnx|2e−
i

2�
(Pnx,LPnx)f(Pnx)d(Pnx)

(∫ ◦

PnH
e

i
2�

|Pnx|2d(Pnx)
)−1

.

(10.7)
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Let Ln : PnH → PnH be the operator on PnH given by Ln := PnLPn. As
(I −L) is invertible, it is easy to see that for n sufficiently large the operator
(I −Ln) on PnH is invertible and by Parseval’s formula the expression (10.7)
is equal to

(det(I − Ln))−1/2

∫
PnH

e−
i�
2 (Pnx,(I−Ln)−1Pnx)dµf (Pnx). (10.8)

By letting n →∞, Ln → L in trace norm and expression (10.8) converges to
the right hand side of (10.6). For more details see [69, 223]. 	


Remark 10.3. We have
∫̃ ◦
H e

i
2�

(x,(I−L)x)f(x)dx = 1 for f(x) = 1 ∀x ∈ H only
when L = 0. In this sense the integral is not normalized.

On the other hand the normalization factor
( ∫ ◦

PnH e
i

2�
|Pnx|2d(Pnx)

)−1

in the
finite dimensional approximations of the infinite dimensional oscillatory inte-
gral is fundamental. In fact it makes the definition of the infinite dimensional
oscillatory integral coherent with the definition of the oscillatory integral on
R

n. Indeed it is possible to generalize Proposition 2.2, in other words it is
possible to prove that if f ∈ F(H) is a finitely based function, i.e. there exists
a finite dimensional orthogonal projection P in H such that f(x) = f(Px) for
all x ∈ H, then

∫̃ ◦

H
e

i
2�

|x|2f(x)dx =
∫̃ ◦

PH
e

i
2�

|x|2f(x)dx,

where the left hand side denotes an infinite dimensional oscillatory integral
(Definition 10.3) and the right hand side the oscillatory integral on the finite
dimensional space PH (Definition 10.2).

Results similar to those obtained in Chap. 4 (the Fresnel integral relative
to a non singular quadratic form) can be obtained by introducing in the finite
dimensional approximations a suitable normalization constant. Indeed given a
self-adjoint invertible operator B on H, it is possible to define the normalized
infinite dimensional oscillatory integral with respect to B.

Definition 10.4. A Borel function f : H → C is called F�

B integrable if for
each sequence {Pn}n∈N of projectors onto n-dimensional subspaces of H, such
that Pn ≤ Pn+1 and Pn → I strongly as n →∞ (I being the identity operator
in H) the finite dimensional approximations∫ ◦

PnH
e

i
2�

(Pnx,BPnx)f(Pnx)d(Pnx),

are well defined and the limit

lim
n→∞

(det PnBPn)
1
2

∫̃ ◦

PnH
e

i
2�

(Pnx,BPnx)f(Pnx)d(Pnx) (10.9)

exists and is independent of the sequence {Pn}.
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In this case the limit is called the normalized oscillatory integral of f with
respect to B and is denoted by

∫̃ B

H
e

i
2�

(x,Bx)f(x)dx

Again, given a function f ∈ F(H), it is possible to prove that f is F�

B inte-
grable and the corresponding normalized infinite dimensional oscillatory inte-
gral can be computed by means of a formula similar to (10.6):

Theorem 10.2. Let us assume that f ∈ F(H). Then f is F�

B integrable
and the corresponding normalized oscillatory integral is given by the following
Cameron–Martin–Parseval type formula:

∫̃ B

H
e

i
2�

(x,Bx)f(x)dx =
∫
H

e−
i�
2 (x,B−1x)dµf (x). (10.10)

Note that if we substitute into the latter the function f = 1, we have∫̃ Be
i

2�
(x,Bx)f(x)dx = 1. For this reason the integral is called “normalized”.

The latter theorem shows that in the infinite dimensional case the normal-
ization constant in the finite dimensional approximations plays a crucial role
and Definitions 10.3 and 10.4 are not equivalent. Indeed Theorem 10.2 makes
sense even if the operator L := I − B is not trace class (in which case the
Fredholm determinant det(I −B) cannot be defined).
In fact it is possible to introduce different normalization constants in the
finite dimensional approximations and the properties of the corresponding in-
finite dimensional oscillatory integrals are related to the trace properties of
the operator associated to the quadratic part of the phase function [70]. More
precisely, for any p ∈ N, let us consider the Schatten class Tp(H) of bounded
linear operators L in H such that

‖L‖p = (Tr(L∗L)p/2)1/p

is finite. (Tp(H), ‖ · ‖p) is a Banach space. For any p ∈ N, p ≥ 2 and L ∈ Tp(H)
one defines the regularized Fredholm determinant det(p) : I + Tp(H) → R:

det
(p)

(I + L) = det
(
(I + L) exp

p−1∑
j=1

(−1)j

j
Lj
)
, L ∈ Tp(H),

where det denotes the usual Fredholm determinant, which is well defined as
it is possible to prove that the operator (I + L) exp

∑p−1
j=1

(−1)j

j Lj − I is trace
class [412]. In particular det(2) is called Carleman determinant.
For p ∈ N, p ≥ 2, L ∈ T1(H), let us define the normalized quadratic form
on H :

Np(L)(x) = (x, Lx)− i�Tr
p−1∑
j=1

Lj

j
, x ∈ H. (10.11)

Again, for p ∈ N, p ≥ 2, let us define the class p normalized oscillatory integral.
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Definition 10.5. Let p ∈ N, p ≥ 2, L a bounded linear operator in H,
f : H → C a Borel measurable function. The class p normalized oscillatory
integral of the function f with respect to the operator L is well defined if for
each sequence {Pn}n∈N of projectors onto n-dimensional subspaces of H, such
that Pn ≤ Pn+1 and Pn → I strongly as n →∞ (I being the identity operator
in H) the finite dimensional approximations

∫̃ ◦

PnH
e

i
2�

|x|2e−
i

2�
Np(PnLPn)(Pnx)f(Pnx)d(Pnx), (10.12)

are well defined and the limit

lim
n→∞

∫̃ ◦

PnH
e

i
2�

|x|2e−
i

2�
Np(PnLPn)(Pnx)f(Pnx)d(Pnx) (10.13)

exists and is independent of the sequence {Pn}.
In this case the limit is denoted by

Ip,L(f) =
∫̃ p

H
e

i
2�

|x|2e−
i

2�
(x,Lx)f(x)dx.

If L is not a trace class operator, then the quadratic form (10.11) is not well
defined. Nevertheless expression (10.12) still makes sense thanks to the fact
that all the functions under the integral are restricted to finite dimensional
subspaces. Moreover the limit (10.13) can make sense, as the following result
shows [70].

Theorem 10.3. Let us assume that f ∈ F(H), L = L∗, L ∈ Tp(H) and
det(p)(I − L) �= 0 . Then the class-p normalized oscillatory integral of the
function f with respect to the operator L exists and is given by the following
Cameron–Martin–Parseval type formula:

∫̃ p

H
e

i
2�

|x|2e−
i

2�
(x,Lx)f(x)dx = [det

(p)
(I − L)]−1/2

∫
H

e−
i�
2 (x,(I−L)−1x)dµf (x).

(10.14)

Similarly to what is done in Chaps. 3 and 5, it is possible to prove
that, under suitable assumptions on the initial datum ϕ, the solution to the
Schrödinger equation for an anharmonic oscillator potential

{
i� ∂

∂tψ = − �
2

2m�ψ + (1
2xA2x + V (x))ψ

ψ(0, x) = ϕ(x), x ∈ R
d (10.15)

(where A2 ≥ 0 is a positive d×d matrix with constant elements) can be repre-
sented by a well defined infinite dimensional oscillatory integral on the Hilbert
space (Ht, ( , )) of real continuous functions γ(τ) from [0, t] to R

d such that



10.1 The Infinite Dimensional Oscillatory Integral 99

dγ
dτ ∈ L2([0, t]; Rd) and γ(t) = 0 with inner product (γ1, γ2) =

t∫
0

dγ1
dτ ·

dγ2
dτ dτ .

From now on we will assume for notational simplicity that m = 1, but the
whole discussion can be generalized to arbitrary m > 0.

By considering the unique self-adjoint operator L on Ht, uniquely deter-
mined by the quadratic form

(γ1, Lγ2) ≡
∫ t

0

γ1(τ)A2γ2(τ)dτ,

and the function v : Ht → C

v(γ) ≡
∫ t

0

V (γ(τ) + x)dτ + 2xA2

∫ t

0

γ(τ)dτ, γ ∈ Ht, x ∈ R
d,

Feynman’s heuristic formula

“ const

∫
{γ|γ(t)=x}

e
i
�

∫ t
0 ( 1

2 γ̇(τ)2− 1
2 γ(τ)A2γ(τ)−V (γ(τ)))dτϕ(γ(0))dγ ”

can be interpreted as the infinite dimensional oscillatory integral on Ht (in
the sense of Definition 10.3).

∫̃ ◦

Ht

e
i

2�
(γ,(I−L)γ)e−

i
�

v(γ)ϕ(γ(0) + x)dγ. (10.16)

One can easily verify that the operator L : Ht → Ht is given on the vectors
γ ∈ Ht by

Lγ(τ) =
∫ t

τ

∫ r

0

A2γ(s)dsdr.

By analyzing the spectrum of L (see [223] for more details) it is easy to see
that L is trace class and I − L is invertible. The following holds:

Theorem 10.4. Let ϕ ∈ F(Rd)∩L2(Rd) and let V ∈ F(Rd). Then the func-
tion fx : Ht → C, x ∈ R

d, given by

fx(γ) = e−
i
�

v(γ)ϕ(γ(0) + x)

is the Fourier transform of a complex bounded variation measure µfx
on

Ht and the infinite dimensional Fresnel integral of the function gx(γ) =
e−

i
2�

(γ,Lγ)fx(γ)
∫̃ ◦

Ht

e
i

2�
(γ,(I−L)γ)e−

i
�

v(γ)ϕ(γ(0) + x)dγ.

is well defined (in the sense of Definition 10.3) and it is equal to

det(I − L)−1/2

∫
Ht

e−
i�
2 (γ,(I−L)−1γ)dµfx

(γ).

Moreover it is a representation of the solution of equation (10.15) evaluated
at x ∈ R

d at time t.
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For a proof see [223].
There is an interesting difference between (4.12), the definition of the

Fresnel integral with respect to a non singular quadratic form, and equa-
tion (10.6), the Parseval type equality for the infinite dimensional oscillatory
integral. In the latter one finds the multiplicative factor det(I − L)−1/2 (the
Fredholm determinant) in front of the absolutely convergent integral on the
right hand side. As a consequence, equation (5.37) for the Fresnel integral
representation of the solution of the Schrödinger equation (10.15),

ψ(x, t) = | cos At|− 1
2

∼∫
γ(t)=x

e
i
2

t∫
0
(γ̇2−γA2γ)dτ

e
−i

t∫
0

V (γ(τ))dτ
ϕ(γ(0))dγ

(where the r.h.s. denotes a Fresnel integral in the sense of Definition 4.12) can
accordingly be replaced by

ψ(x, t) =
∫̃ ◦

γ(t)=x

e
i
2

t∫
0
(γ̇2−γA2γ)dτ

e
−i

t∫
0

V (γ(τ))dτ
ϕ(γ(0))dγ

(where the r.h.s. denotes an infinite dimensional oscillatory integral in the
sense of Definition 10.3). As one can see the latter formula does not contain
the “strange looking” multiplicative factor | cos At|− 1

2 .
It is interesting to note that the sequential approach of Definition 10.3

is not so different from Feynman’s original derivation of his famous heuristic
formula (1.13). In fact let us consider the sequence of partitions πn of the
interval [0, t] into n subintervals of amplitude ε ≡ t/n:

t0 = 0, t1 = ε, . . . , ti = iε, . . . , tn = nε = t.

To each πn let us associate a projector Pn : Ht → Ht onto a finite dimensional
subspace of Ht, consisting of piecewise polygonal paths. In other words each
projector Pn acts on a path γ ∈ Ht in the following way:

Pn(γ)(τ) =
n∑

i=1

χ[ti−1,ti](τ)
(
γ(ti−1) +

(γ(ti)− γ(ti−1)
ti − ti−1

(τ − ti−1)
)
.

By considering the infinite dimensional oscillatory integral on Ht of the func-
tion fx(γ) = e−

i
�

∫ t
0 V (γ(τ)+x)dτϕ(γ(0) + x), one has

∫̃ ◦

Ht

e
i

2�
(γ,γ)fx(γ)dγ

= lim
n→∞

∫̃ ◦

PnHt

e
i

2�
(Pnγ,Pnγ)fx(Pnγ)dPnγ

[∫̃ ◦

PnHt

e
i

2�
(Pnγ,Pnγ)dPnγ

]−1

= lim
n→∞

(2πi�t/n)−
nd
2

∫
Rnk

e−
i
�

St(xk,...,x0)ϕ(γ(0) + x)
n−1∏
i=0

dγ(ti) (10.17)

and one can recognize a formula analogous to (1.10) proposed by Feynman in
his original work. See [449] for the details.
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Remark 10.4. Another reference to the sequential approach is [236] (which
contain in particular a discussion of continuous quantum observations). See
also Sect. 10.4.3 for a sequential approach through “classical paths” instead
of “polygonal paths”.

10.2 Feynman Path Integrals for Polynomially Growing
Potentials

As we have seen in the previous section, the Fresnel integral approach al-
lows to give a rigorous mathematical meaning to the Feynman path integral
representation of the solution of the Schrödinger equation if the potential V
is of the type “quadratic plus bounded perturbation”. Indeed, in order to
define the infinite dimensional Fresnel integral, the perturbation to the har-
monic oscillator potential has to belong to F(Rd), so that in particular it is
bounded. An extension to unbounded potentials which are Laplace transforms
of bounded measures has been developed in [73, 336] by means of the ana-
lytic continuation approach resp. by means of white noise analysis. It includes
some exponentially growing potentials but does not cover the case of poten-
tials which are polynomials of degree larger than 2. In fact the problem for
such polynomial potentials is not simple, as it has been proved [466] that in
one dimension, if the potential is time independent and super-quadratic in the
sense that V (x) ≥ C(1 + |x|)2+ε at infinity, C > 0 and ε > 0, then, as a func-
tion of (t, x, y), the fundamental solution E(t, 0, x, y) of the time dependent
Schrödinger equation is nowhere C1.

As we have seen in the previous section, the Definition 10.3 of the infi-
nite dimensional oscillatory integral is more flexible than definitions (2.9) and
(4.12). In fact it allows, at least in principle, to enlarge the class of “integrable
functions”. This fact is used in [104, 105] for providing a direct rigorous Feyn-
man path integral definition for the solution of the Schrödinger equation for
an anharmonic oscillator potential V (x) = 1

2xA2x + λx4, λ > 0, (written for
d = 1) without using the “indirect” tool of analytic continuation from a repre-
sentation of the heat equation as for instance in [383, 217, 142, 441, 440, 207].
The first step is the definition and the computation of the oscillatory integral∫ ◦

Rn

e
i
�

Φ(x)f(x)dx,

for the case where the phase function Φ(x) = P (x) is an arbitrary even polyno-
mial with positive leading coefficient. In this case a generalization of Theorem
10.1 can be proved. In complete analogy with Fresnel integrals, one uses the
duality introduced by the Parseval type equality. The problem is the compu-
tation and the study of the Fourier transform of the distribution e

i
�

P (x). The
main tool is the following lemma, which can be proved by using the analyticity
of the function z �→ ekz+ i

�
P (z), z ∈ C

n, k ∈ R
n and a change of integration

contour (see [103]).
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Lemma 10.1. Let P : R
n → R be a 2M -degree polynomial with positive

leading coefficient. Then the Fourier transform of the distribution e
i
�

P (x):

F̃ (k) =
∫

Rn

eik·xe
i
�

P (x)dx, � ∈ R \ {0} (10.18)

is an entire bounded function and admits the following representations:

F̃ (k) = einπ/(4M)

∫
Rn

eieiπ/(4M)k·xe
i
�

P (eiπ/(4M)x)dx, for � > 0 (10.19)

or

F̃ (k) = e−inπ/(4M)

∫
Rn

eie−iπ/(4M)k·xe
i
�

P (e−iπ/(4M)x)dx, for � < 0 (10.20)

Remark 10.5. The integrals on the r.h.s. of (10.19) and (10.20) are absolutely
convergent thanks to the fast decreasing behavior of e

i
�

P (eiπ/(4M)x) resp.
e

i
�

P (e−iπ/(4M)x) when |x| → ∞ (for � > 0 resp. � < 0).

Lemma 10.1 allows the following generalization of Theorem 10.1 to the case
where the phase function is equal to an even degree polynomial P on R

n:

Theorem 10.5. Let P : R
n → R be a 2M -degree polynomial with positive

leading coefficient, and let f ∈ F(Rn), f = µ̂f . Then the oscillatory integral
∫ ◦

Rn

e
i
�

P (x)f(x)dx, � ∈ R \ {0}

is well defined and it is given by the formula of Parseval’s type:
∫ ◦

Rn

e
i
�

P (x)f(x)dx =
∫

F̃ (k)dµf (k), (10.21)

where F̃ (k) defined by (10.18) and is given by (10.19) resp. (10.20)
The integral on the r.h.s. of (10.21) is absolutely convergent (hence it can

be understood in Lebesgue sense).

It is particularly interesting to examine the case in which

P (x) =
1
2
x(I − L)x− λB(x, x, x, x),

where � > 0, λ ≤ 0, I, L are n × n matrices, I being the identity, (I − L)
is symmetric and strictly positive and B : R

n × R
n × R

n × R
n → R is a

completely symmetric and positive fourth order covariant tensor on R
n.
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Lemma 10.2. Under the assumptions above the Fourier transform F̃ (k) of

the distribution e
i
�

x·(I−L)x

(2πi�)n/2 e
−iλ

�
B(x,x,x,x), i.e.:

F̃ (k) =
∫

Rn

eik·x e
i

2�
x·(I−L)x

(2πi�)n/2
e

−iλ
�

B(x,x,x,x)dx, (10.22)

is a bounded complex-valued entire function on R
n admitting the following

representation

F̃ (k) =
∫

Rn

eieiπ/4k·x e−
1
2�

x·(I−L)x

(2π�)n/2
e

iλ
�

B(x,x,x,x)dx =

= E[eieiπ/4k·xe
iλ
�

A(x,x,x,x)e
1
2�

x·Bx], (10.23)

where E denotes the expectation value with respect to the centered Gaussian

measure µG on R
n with covariance operator �I (i.e. µG(dx) = e−

1
2�

|x|2

(2π�)n/2 dx).

Theorem 10.6. (“Parseval equality”) Let f ∈ F(Rn), f = µ̂f . Then, under
the assumptions above, the generalized Fresnel integral

∫̃ ◦

Rn

e
i

2�
x·(I−L)xe

−iλ
�

B(x,x,x,x)f(x)dx

is well defined and it is given by:

∫̃ ◦

Rn

e
i

2�
x·(I−L)xe

−iλ
�

B(x,x,x,x)f(x)dx =
∫

Rn

F̃ (k)dµf (k), (10.24)

where F̃ (k) is given by (10.23).
Moreover if µf is such that the integral

∫
e−

√
2

2 kxd|µf |(k) is convergent for all
x ∈ R

n and the positive function g : R
n → R

n, defined by

g(x) = e
1
2�

x·Lx

∫
e−

√
2

2 kxd|µf |(k),

is summable with respect to the centered Gaussian measure on R
n with covari-

ance �I, then f extends to an analytic function on C
n and the corresponding

generalized Fresnel integral is given by:

∫̃ ◦

Rn

e
i

2�
x·(I−L)xe

−iλ
�

B(x,x,x,x)f(x)dx = E[e
iλ
�

B(x,x,x,x)e
1
2�

x·Lxf(eiπ/4x)].

(10.25)

The technique used in the proof of Lemma 10.2 is similar to that in Lemma
10.1: again one uses the analyticity of the integrand and a change of integration
contour. However in (10.23) the convergence of the integral is not given by the
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leading term of the polynomial phase function, as in (10.19) and (10.20), but
is given by the Gaussian density e−

1
2�

x·(I−L)x. This allows the generalization
of the result to the infinite dimensional case. Indeed given a real separable
infinite dimensional Hilbert space H with inner product ( , ) and norm | |, let
ν be the finitely additive cylinder measure on H, defined by its characteristic
functional ν̂(x) = e−

�

2 |x|
2
. Let ‖ ‖ be a “measurable norm” on H (in the

sense of Gross [257]), that is ‖ ‖ is such that for every ε > 0 there exist a
finite-dimensional projection Pε : H → H, such that for all P ⊥ Pε one has
ν({x ∈ H| ‖P (x)‖ > ε}) < ε, where P and Pε are called orthogonal (P ⊥ Pε)
if their ranges are orthogonal in (H, ( , )). One can easily verify that ‖ ‖ is
weaker than | |. Denoting by B the completion of H in the ‖ ‖-norm and by
i the continuous inclusion of H in B, one can prove that µ ≡ ν ◦ i−1 is a
countably additive Gaussian measure on the Borel subsets of B. The triple
(i,H,B) is called an abstract Wiener space [257, 337]. Given y ∈ B∗ one can
easily verify that the restriction of y to H is continuous on H, so that one can
identify B∗ as a subset of H and each element y ∈ B∗ can be regarded as a
random variable n(y) on (B, µ). Given an orthogonal projection P in H, with

P (x) =
n∑

i=1

(ei, x)ei

for some orthonormal e1, . . . , en ∈ H, the stochastic extension P̃ of P on B is
well defined by

P̃ ( · ) =
n∑

i=1

n(ei)( · )ei.

Given a function f : H → B1, where (B1, ‖ ‖B1) is another real separable
Banach space, the stochastic extension f̃ of f to B exists if the functions
f ◦ P̃ : B → B1 converge to f̃ in probability with respect to µ as P converges
strongly to the identity in H.
Let B : H×H×H×H → R be a completely symmetric positive covariant ten-
sor operator onH such that the map V : H → R

+, x �→ V (x) ≡ B(x, x, x, x) is
continuous in the ‖ ‖ norm. As a consequence V is continuous in the | |-norm,
moreover it can be extended by continuity to a random variable V̄ on B, with
V̄ |H = V . Moreover given a self-adjoint trace class operator L : H → H, the
quadratic form on H×H:

x ∈ H �→ (x, Lx)

can be extended to a random variable on B, denoted again by ( · , L · ). In
this setting one can prove the following generalization of Theorem 10.6 [105].

Theorem 10.7. Let L be self-adjoint trace class, (I − L) strictly positive,
λ ≤ 0 and f ∈ F(H), f ≡ µ̂f , and let us assume that the bounded variation
measure µf satisfies the following assumption

∫
H

e
�

4 (x,(I−L)−1x)d|µf |(x) < +∞. (10.26)
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Then the infinite dimensional oscillatory integral
∫̃ ◦

H
e

i
2�

(x,(I−L)x)e−i λ
�

B(x,x,x,x)f(x)dx (10.27)

exists and is given by:∫
H

E[ein(k)(ω)eiπ/4
e

1
2�

(ω,Lω)ei λ
�

V̄ (ω)]dµf (k)

It is also equal to :
E[ei λ

�
V̄ (ω)e

1
2�

(ω,Lω)f(eiπ/4ω)], (10.28)

where E denotes the expectation value with respect to the Gaussian measure µ
on B.

Such a result allows for an extension of the class of potentials for which
an infinite dimensional oscillatory integral representation of the solution of
the corresponding Schrödinger equation can be defined. Let us consider the
Schrödinger equation

i�
∂

∂t
ψ = Hψ (10.29)

on L2(Rd) for an anharmonic oscillator Hamiltonian H of the following form:

H = −�
2

2
�+

1
2
xA2x + λC(x, x, x, x), (10.30)

where C is a completely symmetric positive fourth order covariant tensor on
R

d, A is a positive symmetric d × d matrix, λ ≥ 0 a positive constant. It is
well known, see [395], that H is essentially self-adjoint on C∞

0 (Rd). Theorem
10.7 allows to give a well defined mathematical meaning to the “Feynman
path integral” representation of the solution of (10.29) with initial datum
ϕ ∈ L2(Rd):

ψ(t, x) =

“
∫

γ(t)=x

e
i
�

∫ t
0

γ̇(τ)2

2 dτ− i
�

∫ t
0 [ 12 γ(τ)A2γ(τ)+λC(γ(τ),γ(τ),γ(τ),γ(τ))]dτϕ(γ(0))dγ”,

(10.31)

as the analytic continuation (in the parameter λ, from λ < 0 to λ ≥ 0) of
an infinite dimensional generalized oscillatory integral on a suitable Hilbert
space. For the discussion which follows, it is convenient to modify the heuristic
expression (10.31) by introducing the change of variables γ(τ) �→ γ(t− τ)and
obtaining:

ψ(t, x) =

“
∫

γ(0)=x

e
i
�

∫ t
0

γ̇(τ)2

2 dτ− i
�

∫ t
0 [ 12 γ(τ)A2γ(τ)+λC(γ(τ),γ(τ),γ(τ),γ(τ))]dτϕ(γ(t))dγ”.

(10.32)
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Let us consider the Hilbert space (Ht, ( , )) of absolutely continuous paths
γ : [0, t] → R

d with square integrable weak derivative
∫ t

0
γ̇(τ)2dτ < ∞, fixed

initial point γ(0) = 0 and inner product (γ1, γ2) =
∫ t

0
γ̇1(s)γ̇2(s)ds. The cylin-

drical Gaussian measure on Ht with covariance operator the identity extends
to a σ-additive measure on the Wiener space Ct = {ω ∈ C([0, t]; Rd) | ω(0) =
0}: the Wiener measure P . (i,Ht, Ct) is an abstract Wiener space.
Let us consider moreover the Hilbert space H = R

d × Ht, and the Banach
space B = R

d × Ct endowed with the product measure N(dx) × P (dω), N
being the Gaussian measure on R

d with covariance equal to the d×d identity
matrix. (i,H,B) is an abstract Wiener space.
Let us consider two vectors ϕ1, ϕ2 ∈ L2(Rd)∩F(Rd). Under suitable assump-
tions on ϕ1, ϕ2, the following infinite dimensional oscillatory integral on H:

“
∫̃ ◦

Rd×Ht

ϕ̄1(x)e
i

2�

∫ t
0 γ̇(τ)2dτe−

i
2�

∫ t
0 (γ(τ)+x)A2(γ(τ)+x)dτ

e−
iλ
�

∫ t
0 C(γ(τ)+x,γ(τ)+x,γ(τ)+x,γ(τ)+x)dτϕ2(γ(t) + x)dxdγ” (10.33)

is well defined and can be explicitly computed in terms of an absolutely con-
vergent integral by means of the generalized Parseval type equality (Theo-
rem 10.7).
Let us consider the operator L : H → H given by:

(x, γ) −→ (y, η) = L(x, γ),

y = tA2x + A2

∫ t

0

γ(τ)dτ, η(τ) = A2x(tτ − τ2

2
)−

∫ τ

0

∫ u

t

A2γ(r)drdu

(10.34)
and the fourth order tensor operator B:

B((x1, γ1), (x2, γ2), (x3, γ3), (x4, γ4)) =

=
∫ t

0

C(γ1(τ) + x1, γ2(τ) + x2, γ3(τ) + x3, γ4(τ) + x4)dτ. (10.35)

Let us consider moreover the function f : H → C

f(x, γ) = (2πi�)d/2e−
i

2�
|x|2 ϕ̄1(x)ϕ2(γ(t) + x). (10.36)

With this notation expression (10.33) can be written in the following form:

∫̃ ◦

H
e

i
2�

(|x|2+|γ|2)e−
i

2�
((x,γ),L(x,γ))e−

iλ
�

B((x,γ),(x,γ),(x,γ),(x,γ))f(x, γ)dxdγ.

(10.37)
In the following we shall denote by Ai, i = 1, . . . , d, the eigenvalues of the
matrix A.
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Theorem 10.8. Let us assume that λ ≤ 0, and that for each i = 1, . . . , d the
following inequalities are satisfied

Ait <
π

2
, 1−Ai tan(Ait) > 0. (10.38)

Let ϕ1, ϕ2 ∈ L2(Rd)∩F(Rd). Let µ2 be the complex bounded variation measure
on R

d such that µ̂2 = ϕ2. Let µ1 be the complex bounded variation measure
on R

d such that µ̂1(x) = (2πi�)d/2e−
i

2�
|x|2 ϕ̄1(x). Assume in addition that the

measures µ1, µ2 satisfy the following assumption:

∫
Rd

∫
Rd

e
�

4 xA−1 tan(At)xe(y+cos(At)−1x)(1−A tan(At))−1(y+cos(At)−1x)

d|µ2|(x)d|µ1|(y) < ∞ (10.39)

Then the function f : H → C, given by (10.36) is the Fourier transform of a
bounded variation measure µf on H satisfying

∫
H

e
�

4 ((y,η),(I−L)−1(y,η))d|µf |(y, η) < ∞ (10.40)

(L being given by (10.34)) and the infinite dimensional oscillatory integral
(10.37) is well defined and is given by:

∫
Rd×Ht

(∫
Rd×Ct

eieiπ/4(x·y+
√

�n(γ)(ω))e
1
2�

∫ t
0 (

√
�ω(τ)+x)A2(

√
�ω(τ)+x)dτ

ei λ
�

∫ t
0 C(

√
�ω(τ)+x,

√
�ω(τ)+x,

√
�ω(τ)+x,

√
�ω(τ)+x)dτdP (ω)

e−
|x|2
2�

(2π�)d/2
dx
)
dµf (y, γ).

(10.41)

This is also equal to

(i)d/2

∫
Rd×Ct

ei λ
�

∫ t
0 C(

√
�ω(τ)+x,

√
�ω(τ)+x,

√
�ω(τ)+x,

√
�ω(τ)+x)dτ

e
1
2�

∫ t
0 (

√
�ω(τ)+x)A2(

√
�ω(τ)+x)dτ ϕ̄(eiπ/4x)ψ0(eiπ/4

√
�ω(t) + eiπ/4x)dP (ω)dx.

(10.42)

Moreover the absolutely convergent integrals (10.41) and (10.42) are analytic
functions of the complex variable λ if Im(λ) > 0, and continuous in Im(λ) =
0. In particular when λ ≥ 0 they represent the scalar product between ϕ1 and
the solution of the Schrödinger equation (10.29) with Hamiltonian (10.30) and
initial datum ϕ2.

For detailed proofs of these results see [105], where in addition the asymptotic
expansion of the oscillatory integral (10.37) in powers of the coupling constant
λ is computed and its Borel summability is proved.
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The results in the present section show a strong connection between
two different approaches to the rigorous mathematical definition of Feynman
path integrals: the analytic continuation approach and the infinite dimen-
sional oscillatory integral approach. In fact, under suitable restrictions on the
integrable function f and on the phase function, an infinite dimensional os-
cillatory integral on a Hilbert space H is exactly equal to a Gaussian integral
(Theorem 10.7). As a consequence, under suitable assumptions on the ini-
tial vector ϕ, an infinite dimensional oscillatory integral of a function on the
Hilbert space of absolutely continuous paths γ : [0, t] → R

d with square inte-
grable weak derivative and fixed initial point γ(0) = 0 is exactly equal to a
Wiener integral of the same function after a suitable analytic continuation.

10.3 The Stationary Phase Method
and the Semiclassical Expansion

One of the most fascinating features of Feynman’s heuristic representation
(1.13) for the solution of the Schrödinger equation is the fact that it creates a
connection between the classical Lagrangian description of the physical world
and the quantum one. In fact it provides a quantization method, allowing,
at least heuristically, to associate to each classical Lagrangian a quantum
evolution. Moreover it makes very intuitive the study of the semiclassical limit
of quantum mechanics, i.e. the study of the detailed behavior of the solution of
the Schrödinger equation when the Planck constant � is regarded as a small
parameter converging to 0. In fact when � is small, the integrand e

i
�

St(γ)

in (1.13) is strongly oscillating and the main contribution to the integral
should come (in analogy with the classical stationary phase method for finite
dimensional integrals, see e.g. [123, 226, 173, 231, 230]) from those paths γ that
make stationary the phase functional St. These, by Hamilton’s least action
principle, are exactly the classical orbits of the system.

Fresnel integrals of Chaps. 2–9 and infinite-dimensional oscillatory inte-
grals in the sense of Definition 10.3 provide not only a rigorous mathematical
realization for Feynman’s heuristic path integral formula (1.13), but also allow
the implementation of a rigorous infinite-dimensional version of the stationary
phase method [87, 69] and the corresponding study of the asymptotic semi-
classical expansion of the solution of the Schrödinger equation in the limit
� → 0 [87, 69, 66, 67].

The first results can be found in [87] and were obtained in the framework of
Fresnel integral approach of Chaps. 2–9. The authors consider Fresnel integrals
of the form

I(�) =

∼∫
H

e
i

2�
|x|2e−

i
�

V (x)g(x)dx, (10.43)

where H is a real separable Hilbert space and V and g are in F(H), and prove,
under additional regularity assumptions on V, g, that if the phase function
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1
2 |x|2−V (x) has only non degenerate critical points, then I(�) is a C∞ function
of � and its asymptotic expansion at � = 0 depends only on the derivatives
of V and g at these critical points.

Theorem 10.9 ([87]). Let H be a real separable Hilbert space, and V and g
in F(H), i.e. there are bounded complex measures on H such that

V (x) =
∫
H

eixαdµ(α) g(x) =
∫
H

eixαdν(α).

Let us assume V and g C∞, i.e. all moments of µ and ν exist. Moreover we
assume H = H1 ⊕ H2 where dim H2 < ∞, and if dµ(β, γ), dν(β, γ) are the
measures on H1 ×H2 given by µ and ν, then there is a λ such that ‖µ‖ < λ2

and ∫
H

e
√

2λ|β|d|µ|(β, γ) < ∞,

∫
H

e
√

2λ|β|d|ν|(β, γ) <∞.

Then if the equation dV (x) = x has only a finite number of solutions
x1, . . . , xn on the support of the function g, such that none of the operators
I − d2V (xi), i = 1, . . . , n, has zero as an eigenvalue, then the function

I(�) =

∼∫
H

e
i

2�
|x|2e−

i
�

V (x)g(x)dx

is of the following form

I(�) =
n∑

k=1

e
i

2�
|xk|2−V (xk)I∗k(�),

where I∗k(�) k = 1, . . . , n are C∞ functions of � such that

I∗k(0) = e
iπ
2 nk |det(I − d2V (xk))|− 1

2 g(xk)

where nk is the number of negative eigenvalues of the operator d2V (xk) which
are larger than 1.

Moreover if V (x) is gentle, that is there exists a constant λ̄ > 0 with

‖µ‖ < λ̄2 and
∫
H

e
√

2λ̄|α|d|µ|(α) < ∞, (10.44)

then the solutions of equation dV (x) = x have no limit points.

Proof. If condition (10.44) is satisfied, it is possible to prove that there exists
a decomposition H = H′

1 ⊕ H′
2, with H2 ⊆ H′

2 and H′
2 finite dimensional

such that:

1
λ̄2

∫
H′

1

eλ̄
√

2|β′|d|µ|(β′) ≤ 1
λ̄2

∫
H

eλ̄
√

2|β′|d|µ|(β′, γ′) < 1. (10.45)
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So, if necessary by using the decomposition H = H′
1 ⊕ H′

2 instead of H =
H1 ⊕H2, we may assume that, with the notation of the theorem,

1
λ̄2

∫
H1

eλ̄
√

2|β|d|µ|(β) ≤ 1
λ̄2

∫
H

eλ̄
√

2|β|d|µ|(β, γ) < 1. (10.46)

Condition (10.46) implies that the equation

d1V (y, z) = y

has a unique solution y = b(z) and z �→ b(z) is a smooth mapping of H1 into
H2. By using the Fubini theorem for oscillatory integrals (see Proposition 2.4),
I(�) is equal to

I(�) =

∼∫
H2

e
i

2�
|z|2e

i
2�

b(z)2− i
�

V (b(z),z)I2(�, z)dz, (10.47)

with I2(�, z) = e−
i
�
( b(z)2

2 −V (b(z),z))I1(�, z) and

I1(�, z) =

∼∫
H1

e
i

2�
|y|2e−

i
�

V (y,z)g(y, z)dy. (10.48)

It is now possible to prove that the Fresnel integral I2(�) on the infinite
dimensional Hilbert space H1 is a C∞ function of � on the real line and it is
analytic in Im� < 0. Moreover I2(0) = |1 − d2

1V (b(z), z)|−1/2g(b(z), z). The
integral I(�) on H2 can now be studied by means of the existing theory of
stationary phase for the asymptotic expansions of finite dimensional Fresnel
integrals (see [87] for the more details). 	


In 1985 Rezende, assuming some additional regularity conditions for V and
g and by considering a phase function 1

2 (x,Bx) − V (x) (where B and B−1

are bounded symmetric operators on H), proved the Borel summability of the
asymptotic expansion in powers of the parameter � of the integral

I(�) =

∼∫
H

e
i

2�
(x,Bx)e−

i
�

V (x)g(x)dx.

(For the concept of Borel summability see, e.g. [385, 423, 130, 227]).

Theorem 10.10 ([396]). Let V (x) =
∫
H eixαdµ(α) and g(x) =

∫
H eixαdν(α),

where µ and ν are bounded complex measures on H such that∫
|α|nd|µ|(α) ≤ Ln!/εn, 0 < n,

∫
|α|nd|ν|(α) ≤ Mn!/εn, 0 ≤ n,

for some L,M, ε > 0 verifying 2L‖B−1‖(3 + 2
√

2) < ε2 (‖B−1‖ denoting the
operator norm of B−1).
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Then there is a unique point a ∈ H such that dV (a) = Ba; B−1d2V (a) is of
trace class and its trace-norm ‖ ‖1 satisfies the inequality ‖B−1d2V (a)‖1 < 1.
Let

I(�) =

∼∫
H

e
i

2�
(x,Bx)e−

i
�

V (x)g(x)dx.

Then I(�) is analytic in Im(�) < 0 and the function I∗, given by

I∗(�) = I(�)e
i
�

V (a)− i
2�

(a,Ba), for Im(�) ≤ 0, � �= 0,

is a continuous function of � in Im(�) ≤ 0, with

I∗(0) = det(I −B−1d2V (a))−1/2g(a),

where det(I − B−1d2V (a)) is the Fredholm determinant of the operator
(I − B−1d2V (a)). Moreover one has the following asymptotic expansion and
estimate

∣∣∣I∗(�)−
l−1∑
m=0

�
m
(
− i

2

)m ∞∑
n=0

(−2)−n

n!(m + n)!
∫

. . .

∫ {
B−1/2

( n∑
j=1

αj + β
)}2m+2n

(α,2)

n∏
j=1

ei(a,αj)dµ(αj)ei(a,β)dν(β)
∣∣∣

=
∣∣∣I∗(�)− det(I −B−1d2V (a))−1/2

l−1∑
m=0

�
m
(
− i

2

)m 2m∑
n=0

(−2)−n

n!(m + n)!
∫

. . .

∫ {
(B − d2V (a))−1/2

( n∑
j=1

αj + β
)}2m+2n

(α,3)

n∏
j=1

ei(a,αj)dµ(αj)ei(a,β)dν(β)
∣∣∣

≤ M

(2−
√

2)
√

π

( 2|�|‖B−1‖
ε2(6− 4

√
2)

)l(
1− 2L‖B−1‖(3 + 2

√
2

ε2

)−l−1/2(
l − 1

2

)
!

where

(x1+· · ·+xn+y)s
(x,m) =

s!
(s−mn)!(m− 1)!n

∫ t

0

. . .

∫ t

0

[(1−t1) . . . (1−tn)]m−1

(xm
1 , . . . , xm

n , (t1x1 + · · ·+ tnxn + y)s−mn)dt1 . . . dtn,

and
(x1, . . . , x2n) =

1
(2n)!

∑
σ

(xσ(1), xσ(2)) . . . (xσ(2n−1), xσ(2n)),

the summation being over all permutations σ of {1, . . . , 2n}.
Moreover the asymptotic expansion is Borel summable and determines I∗(�)
uniquely.
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Analogous results have been proven [69] also in the framework of infinite
dimensional oscillatory integrals.

Theorems 10.9 and 10.10 can be applied to the study of the asymptotic be-
havior of the solution of the Schrödinger equation (10.15), by using the Feyn-
man path integral representation. The first rigorous results in this direction
can be found in [87] in the framework of infinite dimensional Fresnel integrals.
Analogous results concerning the Schrödinger equation with a magnetic field
can be found in [69] in the framework of infinite dimensional oscillatory inte-
grals. See also [447] for the discussion of the quasiclassical representation and
a comparison with Maslov’s results [38]. We summarize here the formulation
of [87] (see also [67, 69]). The authors consider a particular but physically
relevant form for the initial wave function ϕ(x) = e

i
�

f(x)χ(x), where f is real
and f, χ are independent of �. This initial data corresponds to an initial par-
ticle distribution ρ0(x) = |χ|2(x) and to a limiting value of the probability
current J�=0 = f ′(x)ρ0(x)/m, giving an initial particle flux associated to the
velocity field f ′(x)/m (f ′ stands for the gradient of f) .

Theorem 10.11. ([87]) Consider the Schrödinger equation

i�
∂

∂t
ψ = − �

2

2m
�ψ + V (x)ψ

where the potential V is the Fourier transform of some complex measure ν
such that

V (x) =
∫

Rd

eixβdν(β),

with ∫
Rd

e|β|εd|ν|(β) <∞

for some ε > 0. Let the initial condition be

ψ(y, 0) = e
i
�

f(y)χ(y)

with χ ∈ C∞
0 (Rd) and f ∈ C∞(Rd) and such that the Lagrange manifold

Lf ≡ (y,−∇f) intersects transversally the subset ΛV of the phase space made
of all points (y, p) such that p is the momentum at y of a classical particle
that starts at time zero from x, moves under the action of V and ends at y at
time t.
Then ψ(t, x), given by the Feynman path integral (defined rigorously as an ∞
dimensional Fresnel integral)
∫̃

γ(t)=x

e
i

2�

∫ t
0 γ̇(τ)2dτe−

i
�

∫ t
0 V (γ(τ))dτψ(γ(0), 0)dγ =

∫̃
γ(t)=x

e
i
�

S(γ)ψ(γ(0), 0)dγ,

has an asymptotic expansion in powers of �, whose leading term is the sum of
the values of the function

∣∣∣ det
((∂γ̄

(j)
k

∂y
(j)
l

(y(j), t)
))∣∣∣−1/2(

e−
i
2 πm(j)

e−
i
�

Se−
i
�

fχ
)
(γ̄(j))
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taken at the points y(j) such that a classical particle starting at y(j) at time
zero with momentum ∇f(y(j)) is in x at time t. S(γ̄(j)) is the classical action
along this classical path γ̄(j) and m(j)(γ̄(j)) is the Maslov index of the path

γ̄(j), i.e. m(j) is the number of zeros of det
((

∂γ̄
(j)
k

∂y
(j)
l

(y(j), τ)
))

as τ varies on

the interval (0, t).

If some critical point of the phase function is degenerate, the study of the
asymptotic behavior of the integral I(�) in (10.43) becomes more complicated.
In fact we know from the case of a finite dimensional Hilbert space H that
in this situation it is possible that the integral I(�), divided by the above
leading term, will not tend to a limit as � → 0. The problem is solved in
some situations by letting the functions V and g depend on an additional
parameter y ∈ R

k, for suitable k. In [87] it is proved that the same technique
can be generalized to the infinite dimensional case.
More detailed results are presented in [69] and [67]. In [69] the authors consider
phase functions which can degenerate and, under suitable assumptions, they
manage to reduce the study of the degeneracy to the one of degeneracy on
a finite dimensional subspace of the Hilbert space H and apply the existing
theory for finite dimensional oscillatory integrals. In fact they assume that the
phase function 1

2 (x,Bx) − V (x) has the point xc = 0 as a unique stationary
point, which is degenerate, i.e. Z := Ker(B − d2V )(0) �= {0}. Under suitable
assumptions on B and V , they prove that Z is finite dimensional. By taking
the subspace Y = B(Z⊥) and applying the Fubini theorem one has

I(�) =
∫̃ ◦

H
e

i
2�

(x,Bx)e−
i
�

V (x)g(x)dx =

= CB

∫̃ ◦

Z

e
i

2�
(z,B2z)

∫̃ ◦

Y

e
i

2�
(y,B1y)e−

i
�

V (y+z)dydz, (10.49)

where B1 and B2 are defined by

B1y = (πY ◦B)(y), y ∈ Y,

B2z = (πZ ◦B)(z), z ∈ Z,

and CB = (det B)−1/2(det B1)1/2(det B2)1/2. By assuming that V, g ∈ F(H),
V = µ̂ and g = ν̂, and under some growth conditions on µ and ν, one has
that the phase function

y �→ 1
2
(y,B1y)− V (y + z)

of the oscillatory integral J(z, �) =
∫̃ ◦

Y
e

i
2�

(y,B1y)e−
i
�

V (y+z)dy has only one
nondegenerate stationary point a(z) ∈ Y . By applying then the theory devel-
oped for the nondegenerate case one has

J(z, �) = e
i

2�
(a(z),B1a(z))e−

i
�

V (a(z)+z)J∗(z, �),

J∗(z, 0) =
[
det

(
B1 −

∂2V

∂2y
(a(z) + z)

)]−1/2

g(a(z) + z).



114 10 Some Recent Developments

As I(�) =
∫̃ ◦

Z
eϕ(z)J∗(z, �)dz, where ϕ(z) = i

2�
(z,B2z) + i

2�
(a(z), B1a(z)) −

i
�
V (a(z)+z), the main contribution to the asymptotic behavior of I(�) comes

from J∗(z, 0). The phase function ϕ has z = 0 as a unique degenerate critical
point and, by applying the theory for the asymptotic behavior for finite dimen-
sional oscillatory integrals [279], one has to investigate the higher derivatives
of ϕ at 0. For example if dim(Z) = 1 and ∂3V

∂3z (0) �= 0 then

I(�) ∼ C�
−1/6, as � → 0.

More generally it is possible to handle other cases, taking into account the
classification of different types of degeneracies (see, e.g., [69]).

A quite different situation is handled in [64], [66] and [67], where the
Feynman path integral representation I(t, �) for the trace of the Schrödinger
group tr e−

i
�

Ht is studied, as well as its asymptotic behavior as � → 0. More
precisely in [67] the oscillatory integral

I(t, �) =
∫̃ ◦

Hp,t

e
i
�

Φ(γ)dγ,

is considered, where Hp,t is the Hilbert space of periodic functions γ ∈
H1(0, t; Rd) such that γ(0) = γ(t), with norm |γ|2 =

∫ t

0
γ̇(τ)2dτ +

∫ t

0
γ(τ)2dτ ,

and Φ(γ) = 1
2

∫ t

0
γ̇(τ)2dτ −

∫ t

0
V1(γ(τ))dτ, V1(x) = 1

2xΩ2x + V0(x) being the
classical potential. If V1 : R

d → R is of class C2, then one proves that the
functional Φ is of class C2 and a path γ ∈ Hp,t is a stationary point for Φ if
and only if γ is a solution of the Newton equation

γ̈(τ) + V ′
1(γ(τ)) = 0 (10.50)

satisfying the periodic conditions

γ(0) = γ(t), γ̇(0) = γ̇(t). (10.51)

V1 is also assumed to satisfy the following conditions:

1. V1 has a finite number critical points c1, . . . , cs, and each of them is non-
degenerate, i.e. det V ′′

1 (cj) �= 0
2. t > 0 is such that the function γcj

, given by γcj
(τ) = cj , τ ∈ [0, t], is a

non-degenerate stationary point for Φ
3. Any non-constant t−periodic solution γ of (10.50) and (10.51) is a “non-

degenerate periodic solution”, in the sense of [222], i.e. dim ker Φ′′(γ) = 1.

Under additional assumptions, the authors prove that the set M of stationary
points of the phase function Φ is a disjoint union of the following form:

M = {xc1 , . . . , xcs
} ∪

r⋃
k=1

Mk,
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where xci
, i = 1, . . . s, are nondegenerate and Mk are manifolds (diffeomorphic

to S1) of degenerate stationary points, on which the phase function is constant.
Under some growth conditions on V they also prove that, as � → 0

I(t, �) =
s∑

j=1

e
i
�

tV1(cj)I∗j (�) + (2πi�)−1/2
[
e

i
�

Φ(bk)|MkI∗∗k (�) + O(�)
]

where cj are the points in condition 1, bk ∈ Mk are all noncongruent t-periodic
solutions of (10.50) and (10.51) as in condition 3, |Mk| is the Riemannian
volume of Mk, I∗j and I∗∗k are C∞ functions of � ∈ R such that, in particular,

I∗j (0) =
(

det
[
2
[
cos

(
t
√

V ′′(cj)
)
− 1

]])−1/2

,

I∗∗k (0) =
( d

dε
det(Rk

ε (t)− I)|ε=1

)−1/2

,

where Rk
ε (t) denotes the fundamental solution of

{
ẍ(τ) = −εV ′′(bk(τ))x(τ), τ > 0, ε > 0,
x(0) = x0, ẋ(0) = y0

written as a first order system of 2d equations for real valued functions.

Remark 10.6. The problem of corresponding asymptotic expansions in powers
of � for the case of the Schrödinger equation with a quartic potential requires
a different treatment. For the corresponding finite dimensional approximation
a detailed presentation, including Borel summability, is given in [103]. The
case of the Schrödinger equation itself is discussed in [76].

10.4 Alternative Approaches to Rigorous Feynman Path
Integrals

10.4.1 Analytic Continuation

One of the first tools used in the rigorous mathematical realization of Feynman
path integrals was analytic continuation of Gaussian Wiener integrals (see
[10, 165, 166, 167, 383] and, e.g., [217, 89, 440, 441, 175, 178, 305, 306, 308]
for more recent developments).

The leading idea is the extension to the complex case of the Wiener integral
representation for the solution of the heat equation

{
− ∂

∂tu = − 1
2m�u + V (x)u

u(0, x) = ϕ(x)
(10.52)

i.e. the Feynman–Kac formula
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u(t, x) =
∫

Wt,x

e−
∫ t
0 V (

√
1/mw(τ))dτϕ(

√
1/m w(t))dPt,x(w), (10.53)

where Wt,x = {w ∈ C(0, t; Rd) : w(0) = x} and Pt,x is the Wiener measure on
Wt,x. Then one introduces in (10.52) a real parameter λi, i = 1, 2, 3, related
to the time t [70]

−λ1�
∂
∂tu = − 1

2m�
2�u + V (x)u

u(t, x) =
∫

Wt,x
e−

1
λ1�

∫ t
0 V (

√
�/(mλ1)w(τ))dτϕ(

√
�/(mλ1)w(t))dPt,x(w),

resp. the Planck constant � [217]

λ2
∂
∂tu = 1

2mλ2
2�u + V (x)u

u(t, x) =
∫

Wt,x
e

1
λ2

∫ t
0 V (

√
λ2/m w(τ))dτϕ(

√
λ2/m w(t))dPt,x(w),

resp. the mass m [383]

∂
∂tu = 1

2λ3
�u− iV (x)u,

u(t, x) =
∫

Wt,x
e−i

∫ t
0 V (

√
1/λ3w(τ))dτϕ(

√
1/λ3w(t))dPt,x(w),

By substituting respectively λ1 = −i, λ2 = i�, or λ3 = −im, one gets, at least
heuristically, the Schrödinger equation (with � = 1 in the latter case) and its
solution. These procedures can be made completely rigorous under suitable
conditions on the potential V and the initial datum ϕ, see [165, 383, 167, 168,
297, 302, 447, 307, 217, 361, 377, 472, 175, 440, 70] for the details.

There are naturally many similarities, but no “automatic translation”,
of properties of infinite dimensional oscillatory integrals with properties of
infinite dimensional probabilistic integrals (of Wiener type) [120, 303, 265], e.g.
the method of stationary phase (discussed in 10.3) corresponds to the Laplace
methods, see, e.g. [102, 213, 234, 163, 202, 203, 304, 326, 327, 328, 329, 230].
Also related is the study of stochastic oscillatory integrals [290, 291, 359, 360,
391, 426, 429, 433, 435, 436, 437, 438, 439, 119, 152, 254].

Note that [441, 442, 58] handle the case of the Schrödinger equation on
manifolds.

10.4.2 White Noise Calculus Approach

An alternative approach to the rigorous mathematical realization of Feynman
path integrals can be found in white noise calculus [275, 427, 277, 336, 348,
206, 59]. The leading idea is not radically different from the one of the Fresnel
integral approach of chapters 2-9. In fact in the case of Fresnel integrals the
expression

(2πi)−d/2

∫
Rd

e
i
2 (x,x)f(x)dx, (10.54)
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which has not a meaning as a traditional Lebesgue integral unless f is sum-
mable, is realized as a distributional pairing between e

i
2 (x,x)/(2πi)d/2 and the

function f ∈ F(Rd), by means of the Parseval type equality:

∼∫
Rd

e
i
2 (x,x)f(x)dx :=

∫
Rd

e−
i
2 (x,x)dµf (x), f(x) =

∫
Rd

ei(x,y)dµf (y).

In white noise calculus the pairing is realized in a different distributional
setting. Indeed by manipulating the integrand in (10.54), one has

(2πi)−d/2

∫
Rd

e
i
2 (x,x)f(x)dx

= (2πi)−d/2

∫
Rd

e
i
2 (x,x)+ 1

2 (x,x)f(x)e−
1
2 (x,x)dx

=
1

id/2

∫
Rd

e
i
2 (x,x)+ 1

2 (x,x)f(x)dµG(x),

where the latter line can be interpreted as the distributional pairing of
i−d/2e

i
2 (x,x)+ 1

2 (x,x) and f not with respect to Lebesgue measure but rather
with respect to the centered Gaussian measure µG on R

d with covariance the
identity.

This idea can be generalized to the infinite dimensional case (following
Hida [275], see also [277]). The first step is the construction of the underlying
measure space, the infinite dimensional analogous of (Rd, µG). The starting
point is a real separable Hilbert space E, with inner product 〈 , 〉, and vector
subspaces E1 ⊃ E2 ⊃ . . . , each Ep being a Hilbert space with inner product
〈 , 〉p such that

1. E := ∩pEp is dense in E and in each Ep,
2. |u|q ≤ |u|p for every q ≥ p and u ∈ Eq,
3. for every p, the Hilbert-Schmidt norm ‖iqp‖HS of the inclusion iqp : Eq →
Ep is finite for some q ≥ p and limq→∞ ‖iqp‖HS = 0.

Identifying E := E0 with its dual E∗0 , there is the chain of spaces

E := ∩pEp ⊂ · · · ⊂ E2 ⊂ E1 ⊂ E0 = E ! E∗0 ⊂ E−1 ⊂ E−2 · · · ⊂ E∗ := ∪pE−p,

where E−p = E∗p , p ∈ Z. In a typical example one has an Hilbert-Schmidt
operator K, with Hilbert-Schmidt norm ‖K‖HS < 1, Ep is taken as the range
Im(Kp) and

〈u, v〉p = 〈K−pu,K−pv〉. (10.55)

According to Milnos’ theorem there is a unique probability measure µ on the
Borel σ−algebra (of the weak topology) on E∗ such that for every x ∈ E the
function

E∗ → R : ϕ �→ (ϕ, x) := ϕ(x)
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is a mean zero Gaussian of variance |x|20. By unitary extension, for every x ∈ E
there is a µ-almost-everywhere defined mean 0, variance |x|0, Gaussian ran-
dom variable ( · , x) on E∗, and this extends by complex linearity to complex
Gaussian random variables corresponding to elements z of the complexifica-
tion EC of E.
In the following (E∗, µ) will be taken as the underlying measure space for the
realization of the (at this level still heuristic) expression∫

E∗
e

i
2 (x,x)+ 1

2 (x,x)f(x)dµ(x). (10.56)

As a second step one has to give a meaning to (10.56) as a suitable dis-
tributional pairing and to construct the space of functionals, or of infinite
dimensional distributions, to which e

i
2 (x,x)+ 1

2 (x,x) belongs. The starting point
is the space L2(E∗, µ). It is unitary equivalent by the Hermite-Ito-Segal iso-
morphism I to the symmetric Fock space Fs(EC) on EC, i.e. the Hilbert space
obtained by completing the symmetric tensor algebra over EC with respect
to the inner product given by 〈〈

∑
n un,

∑
m vm〉〉0 =

∑
n n!〈un, vn〉0, where

un and vn are n−tensors and 〈·, ·〉0 denotes the inner product on n-tensors
induced by the inner product on EC. Analogously the inner products 〈·, ·〉p pro-
duce inner products 〈〈·, ·〉〉p on Fs(EC). The Hermite-Ito-Segal isomorphism
I : L2(E∗, µ) → Fs(EC), specified by

I(e(·,z)−(z,z)0/2) = Exp(z)

for every z ∈ EC, where (·, z) : E∗ → C : ϕ �→ ϕ(z) and Exp(z) = 1+z+ z⊗2

2! +
z⊗3

3! + · · · ∈ Fs(EC), allows to transfer the inner products 〈〈·, ·〉〉p from Fs(EC)
to L2(E∗, µ), denoted again with 〈〈·, ·〉〉p. A white noise distribution over E∗
is defined as an element of the completion [E−p] of L2(E∗, µ) with respect to
the dual norm 〈〈·, ·〉〉−p, for any integer p ≥ 0. One has the chain of Hilbert
spaces

[E ] := ∩p[Ep] ⊂ · · · ⊂ [E2] ⊂ [E1] ⊂ [E0] =

= L2(E∗, µ) ! [E∗0 ] ⊂ [E−1] ⊂ [E−2] · · · ⊂ [E∗] := ∪p[E−p].

The elements of [E ] are taken to be test functions over [E∗], which is the
corresponding space of distributions.
It is important to recall that a distribution ϕ ∈ [E∗] can be characterized by
its S-transform Sϕ (an analogue of the finite dimensional Laplace transform)
which is the function on EC defined by:

Sϕ(z) := (ϕ, e(·,z)−(z,z)0/2), z ∈ EC

(,) is the pairing between ϕ ∈ [E∗] and e(·,z)−(z,z)/2 ∈ [E ], where (·, ·)0 denotes
the complex bilinear form induced on EC by the inner product on E. In fact
it is possible to prove the following characterization theorem [330], which is
a generalization of Potthoff–Streit’s characterization theorem [392] (see also
[259]).
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Theorem 10.12. A function F : E → C is the S-transform of an element
ϕ ∈ [E∗] if and only if satisfies the following conditions:

1. For all z1, z2 ∈ E, the mapping λ �→ F (z1 + λz2), from R into C has an
entire extension to λ ∈ C;

2. For some continuous quadratic form B on E there exists constants C,K >
0 such that for all z ∈ EC, α ∈ C,

|F (αz)| ≤ C exp(K|α|2|B(z)|).

One can also recover a distribution ϕ ∈ [E∗] by means of its T-transform (an
analogue of the finite dimensional Fourier transform), defined by

Tϕ(j) := ϕ(ei(·,j)) = e
1
2 (j,j)0Sϕ(−ij).

In this framework it is possible to realize the Feynman path integral represen-
tation for the fundamental solution K(t, x; 0, y) of the Schrödinger equation
over R

d

K(t, x; 0, y) =
∫

γ(t)=x,γ(0)=y

e
i
�

∫ t
0 (γ̇2(τ)/2)−V (γ(τ)))dτdγ, t > 0, x, y ∈ R

d

in terms of white noise distributions on a suitable “path space” E∗ [427, 277,
206, 336, 348]. We limit ourselves to present here some results given in [336].
Let us consider the Hilbert space E = Ld := L2(R) ⊗ R

d, the nuclear space
E = Sd := S(R)⊗R

d, i.e. the space of d−dimensional Schwartz test functions,
and the corresponding dual space E∗ = S′

d := S′(R) ⊗ R
d. Let µ be the

Gaussian measure on the Borel σ-algebra of S′
d identified by its characteristic

function ∫
S′

d

ei
∫

X(τ)f(τ)dτdµ(X) = e−
1
2

∫
f2(τ)dτ , f ∈ Sd.

Heuristically the “paths” X ∈ S′
d can be interpreted as the “velocities”

(Gaussian white noises) of Brownian paths, as the d-dimensional Brownian
motion is given by B(t) = (

∫ t

0
X1(τ)dτ, . . . ,

∫ t

0
Xd(τ)dτ), Xi being the ith

component of the path X. One then considers the triple

[Sd] ⊂ L2(S′
d) ⊂ [S∗

d ]

and realizes the Feynman integrand as an element of [S∗
d ]. More precisely the

paths are modeled by

γ(τ) = x−
√

�

∫ t

τ

X(σ)dσ := x−
√

�(X, 1(τ,t]),

(where in the sequel we shall put � = 1 for notation simplicity) and the
Feynman integrand for the free particle is realized as the distribution

I0(x, t; y, 0) = Ne
i+1
2

∫ t
0 X(τ)2dτδ(γ(0)− y),
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(where N stands for normalization and δ(γ(0) − y) fixes the initial point of
the path), defined rigorously by its T-transform:

TI0(f) =
1

(2πit)d/2
e−

i
2

∫
R

f(τ)2dτ− 1
(2it) (

∫
R

f(τ)dτ+x−y)2 . (10.57)

It is interesting to note that the values of TI0(f) for f = 0 as well as for a
generic f ∈ Sd have a direct physical meaning, which becomes more clear by
using the following heuristic notation and a formal integration by parts

TI0(f) =
∫

S′
d

ei
∫

R
γ̇(τ)f(τ)dτNe

i+1
2

∫ t
0 γ̇(τ)2dτδ(γ(0)− y)dµ

= e−
i
2

∫
[0,t]cf

2(τ)dτeixf(t)−iyf(0)

∫
Ne

i+1
2

∫ t
0 γ̇(τ)2dτe−i

∫ t
0 γ(τ)ḟ(τ)dτδ(γ(0)− y)dµ.

(10.58)

In fact TI0(f) gives the fundamental solution Kf (t, x; 0, y) of the Schrödinger
equation with time dependent linear potential V (t, x) = ḟ(t)x

(i
∂

∂t
+

1
2
�− ḟ(t)x)Kf (t, x; 0, y) = 0, lim

t→0
Kf (t, x; 0, y) = δ(x− y)

multiplied by the factor e−
i
2

∫
[0,t]c f2(τ)dτeixf(t)−iyf(0), as one can easily verify

by direct computation of expression (10.57). The same technique allows one to
handle more general potentials, such as those which are Laplace transform of
bounded measures (see [336] for a detailed exposition), a corresponding result
has been obtained by different methods in [73] and [92]. The white noise ap-
proach has been also successfully employed in the rigorous construction of the
Chern–Simons functional integral in topological field theory (see Sect. 10.5.5).
For other applications of the white noise approach to Feynman path integrals
see, e.g. [147, 148, 150, 176, 258, 260, 261, 414, 426].

10.4.3 The Sequential Approach

An alternative approach to the rigorous mathematical definition of Feynman
path integrals which is very close to Feynman’s original derivation of (1.13) is
the “sequential approach”. The starting point is the Lie–Kato–Trotter product
formula (which is also discussed in Chap. 1, see equations (1.7)-(1.11)), which
allows to write the unitary evolution operator e−

i
�

tH , whose generator is the
Hamiltonian operator H = H0 + V , H0 = − �

2

2m�, in terms of the following
strong operator limit:

e−
i
�

tH = s− lim
n→∞

(
e−

i
�

t
n V e−

i
�

t
n H0

)n

. (10.59)

By taking an vector ϕ in Schwartz space S (Rn) and by substituting into
(10.59) the Green function of the unitary operator e−

i
�

tH0 :
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e−
i
�

tH0ϕ(x) =
(

2πi
�

m
t

)− d
2
∫

eim (x−y)2

2�t ϕ(y)dy, (10.60)

one gets the following expression

e−
i
�

tHϕ(x)

= s− lim
n→∞

(
2πi

�

m

t

n

)− dn
2
∫

Rnd

e
− i

�

∑n
j=1

[
m
2

(xj−xj−1)
2

( t
n )2 −V (xj)

]
t
n

ϕ(x0)

dx0 . . . dxn−1 (10.61)

where xn = x and the exponent in the integrand can be recognized as the
classical action functional:

St(xn, . . . , x0) =
n∑

j=1

[
m

2
(xj − xj−1)

2

(
t
n

)2 − V (xj)

]
t

n
.

In particular the term (xj−xj−1)

( t
n ) is the (constant) velocity of the path con-

necting the points xj−1 and xj in the time interval t
n .

Equation (10.61) is a special case of the semigroup product formula

s− lim
n→∞

(F (t/n))n = exp(tF ′(0)) (10.62)

where t �→ F (t) is a strongly continuous mapping form the reals (or non-
negative reals) into the space of bounded linear operators on an Hilbert space
H, while F ′(0) has to be interpreted as some operator extension of the strong
limit s− limt→0 t−1(F (t)− I). In particular if A,B are self-adjoint operators
in H and F (t) = eitAeitB , one gets formally the Trotter product formula

s− lim
n→∞

(eitA/neitB/n)n = eit(A+B) (10.63)

(where the sum A + B has to be suitably interpreted). Precursors in this
approach are the works of Yu. Daleckii and others, e.g. [194, 195] (see also
ref. [10]).
Nelson in 1964 [383] proved (10.63) in connection with the rigorous mathe-
matical definition of Feynman path integrals, under the assumption that the
potential V belongs to the class considered by Kato (see [10(6)]). Some time
later, in 1972, C.N. Friedman [11] studied (10.62) in connection with con-
tinuous quantum observation. Feynman himself in [1] considered particular
“ideal” quantum measurements of position, made to determine whether or
not the trajectory of a particle lies in a certain space–time region. By substi-
tuting in (10.62) for F (t) the operator EP (t)E, where P (t) is a contraction
semigroup in the Hilbert space H and E is an orthogonal projection, and
letting P (t) = e−itH0 and E : L2(Rd) → L2(Rd) be the orthogonal projection
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given by multiplication by the characteristic function of a suitable region R
of R

d, the limit
lim

n→∞
‖(Ee−itH0/nE)nϕ‖2

(if it exists) should give the probability that a continual observation during
the time interval [0, t] yields the result that the particle, whose initial state is
the vector ϕ ∈ L2(Rd), lies constantly in the region R.

The leading idea of the “sequential approach” is the definition of the
Feynman path integral by means of a limiting procedure like (10.61), without
using the Trotter product formula. More precisely for any n ∈ N one considers
a partition of the interval [0, t] into n subintervals t0 = 0 < t1 < ... < tj <
... < tn = t and for each j = 0...n a point xj ∈ R

d. The path γ in the heuristic
expression (1.13) is then approximated by a broken line path, passing, for each
j = 0, ..., n, from the point xj at time tj . There are two approaches to this
“time slicing approximation”: one can connect the point xj at time tj with
the point xj+1 at time tj+1 by means of a straight line path [449, 335, 244],
i.e. γ(τ) = xj + xj+1−xj

tj+1−tj
(τ − tj), τ ∈ [tj , tj+1], or by means of a classical path

[239], i.e. the (unique for suitable V and if |tj+1 − tj | is sufficiently small)
solution of the classical equation of motion

⎧⎨
⎩

mγ̈(τ) = −∇V (τ, γ(τ))
γ(tj) = xj ,
γ(tj+1) = xj+1

An heuristic expression like
∫

e
i
�

St(γ)f(γ)dγ

is then realized as the limit of the time slicing approximation for suitable
functional f on the path space. Indeed denoting by γn the broken line path
(straight resp. piecewise classical) associated to the partition t0 = 0 < t1 <
... < tj < ... < tn = t, and by �n the amplitude of each time subinterval, i.e.
�n = |tj+1 − tj |, one defines

F (f) ≡
∫

e
i
�

St(γ)f(γ)dγ := lim
�n→0

n∏
j=1

( 1
2πi�tj

)d/2
∫

Rnd

e
i
�

St(γn)f(γn)
n∏

j=1

dxj ,

(10.64)

whenever the limit exists. The integrals on the r.h.s. do not converge ab-
solutely and are meant as (finite dimensional) oscillatory integrals.
Fujiwara in the case of approximation with piecewise classical paths and
Fujiwara and Kumano-go in the case of broken line paths prove the exis-
tence of the limit (10.64) for a suitable class of functionals f . They assume
that the potential V (t, x) is a real valued function of (t, x) ∈ R× R

d and for
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any multi-index α, ∂α
x V (t, x) is continuous in R× R

d. Moreover they assume
that for any integer k ≥ 2 there exists a positive constant Ak such that

|∂α
x V (t, x)| ≤ Ak, |α| = k,

(this excludes polynomial behaviour at infinity). The so defined functional
F has some important properties. Integration by parts and Taylor expansion
formula with respect to functional differentiation hold. F is invariant un-
der orthogonal transformations and transforms naturally under translations.
Moreover the fundamental theorem of calculus holds for F and a semiclassical
approximation has been developed. Moreover it is possible to interchange the
order of integration with Riemann–Stieltjes integrals and to interchange the
operation of taking the integral and the one of taking a limit [244].
It is interesting to note that in the particular case where f ∈ F(H), F (f) coin-
cides with the infinite dimensional oscillatory integral F�(f) (Definition 10.3).
For other sequential approaches see, e.g., [156, 177, 180, 218, 156, 284, 285,
286, 289, 443, 444, 445, 247].

10.4.4 The Approach via Poisson Processes

An alternative approach to the rigorous mathematical definitions of Feynman
path integrals is based on Poisson measures. It was originally proposed by
Maslov and Chebotarev [365, 368, 369, 370, 367, 332] and further developed by
Blanchard, Combe, Høegh-Krohn, Rodriguez, Sirugue, Sirugue-Collin, [157,
183, 184, 185, 189], and, recently, by Kolokoltsov [324].

The potentials V which can be handled by this method are those belonging
to the Fresnel class F(H). The approach is based on the fact that given a
function V : R

d → C which is the Fourier transform of a finite complex Borel
measure µv on R

d,

V (x) =
∫

Rd

eikxdµv(k), x ∈ R
k,

under suitable assumptions it is possible to construct a probabilistic represen-
tation of the solution of the Schrödinger equation in momentum representation:

{
∂
∂t ψ̃(p) = − i

2p2ψ̃(p)− iV (−i∇p)ψ̃(p)

ψ̃(0, p) = ϕ̃(p)
(10.65)

In fact for any µv ∈ F(Rd) there exist a positive finite measure ν and a
complex-valued measurable function f such that µv(dk) = f(k)ν(dk). With-
out loss of generality it is possible to assume that ν({0}) = 0, so that ν is a
finite Lévy measure. Let us consider a Poisson process having Lévy measure
ν (see, e.g. [393, 121, 122] for these concepts). This process has almost surely
piecewise constant paths. More precisely a typical path P on the time inter-
val [0, t] is defined by a finite number of independent random jumps δ1, ..., δn,
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distributed according to the probability measure ν/λν , with λν = ν(Rd), oc-
curring at random times τ1, ...τn, distributed according to a Poisson measure
with intensity λν . Under the assumption that ϕ̃(p) is a bounded continu-
ous function, it is possible to prove that the solution of the Cauchy problem
(10.65) can be represented by the following path integral:

ψ̃(t, p) = etλν E
[0,t]
p [e−

i
2

∑n
j=0(Pj ,Pj)(τj+1−τj)

∏n
j=1(−if(δj))ϕ̃(P (t))],

where the expectation E
[0,t]
p is taken with respect to the measure associated

to the Poisson process and the sample path P (·) is given by

P (τ) =

⎧⎪⎪⎨
⎪⎪⎩

P0 = p, 0 ≤ τ < τ1

P1 = p + δ1, τ1 ≤ τ < τ2

...
Pn = p + δ1 + δ2 + ... + δn, τn ≤ τ ≤ t

(10.66)

The present approach has also been successfully applied to the study of the
Klein–Gordon equation [183, 185], to Fermi systems [184], and to the solution
of the Dirac equation [332]. We refer to the above cited bibliography for a
more detailed discussion.

10.5 Recent Applications

The examples we are going to describe show that infinite dimensional os-
cillatory integrals are a flexible tool and can provide rigorous mathematical
realizations for a large class of Feynman path integral representations.

10.5.1 The Schrödinger Equation with Magnetic Fields

In [69, 70] the Feynman path integral representation for a Schrödinger equa-
tion with magnetic field is studied:

{
i� ∂

∂tψ = 1
2 (−i�∇+ a(x))2ψ + V0(x)ψ

ψ(0, x) = ϕ(x), x ∈ R
d, t > 0

(10.67)

where a(x) and V0(x) are a vector and a scalar potential respectively. Let us
assume that a(x) = Cx, where C is an anti-self-adjoint linear operator in R

d

and V0, ϕ ∈ F(Rd). Equation (10.67) describes the time evolution of a charged
quantum particle (with unitary charge and mass) in a constant magnetic field
	B = rot (Cx) and in a scalar potential V0.
Let us consider the Hilbert space Ht of absolutely continuous functions γ :
[0, t] → R

d, such that γ(0) = 0 and
∫ t

0
γ̇(τ)2dτ < ∞, with scalar product

(γ1, γ2) =
∫ t

0
γ̇1(τ)γ̇2(τ)dτ . Let L : Ht → Ht be the operator on Ht defined by
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(Lγ1, γ2) =
∫ t

0

(Cγ1(τ)γ̇2(τ) + Cγ2(τ)γ̇1(τ))dτ.

It is possible to prove (see [70] for details) that L is symmetric and belongs to
the Hilbert-Schmidt class T2(Ht). The Feynman path integral representation
for the solution of the Schrödinger equation (10.67)

ψ(t, x) =
∫̃

γ(t)=x

e
i

2�

∫ t
0 γ̇(τ)2dτ− i

�

∫ t
0 C(γ(τ)+x)γ̇(τ)dτ− i

�

∫ t
0 V0(γ(τ)+x)dτϕ(γ(0)+x)dγ

can be rigorously mathematically realized as a class-2 normalized integral
over the Hilbert space Ht (for the definition of class-p normalized integrals
see Sect. 10.1). More precisely the following holds:

Theorem 10.13. Under the above assumptions and if sin(t
√

C∗C) �= 0, the
solution of the Schrödinger equation (10.67) is given by the following class 2
normalized integral:

ψ(t, x) =
∫̃ 2

Ht

e
i

2�

∫ t
0 γ̇(τ)2dτ+ i

2�
(Lγ,γ)e−

i
�

∫ t
0 V0(γ(τ)+x)dτϕ(γ(t) + x)dγ

For the proof see [70].

10.5.2 The Schrödinger Equation with Time Dependent Potentials

The aim of the present section is to provide a rigorous mathematical re-
alization for the Feynman path integral representation for the solution of
Schrödinger equation where the potential is explicitly time dependent:

{
i� ∂

∂tψ = (− �
2

2m�+ V (t, x))ψ
ψ(0, x) = ϕ(x)

(10.68)

First of all we consider a linearly forced harmonic oscillator, i.e. let us assume
that the potential V is of the type “quadratic plus linear” and that the linear
part depends explicitly on time:

V (t, x) =
1
2
xΩ2x + f(t) · x, x ∈ R

d (10.69)

where Ω is a positive symmetric constant d × d matrix with eigenvalues Ωj ,
j = 1 . . . d, and f : I ⊂ R → R

d is a continuous function. This potential is
particularly interesting from a physical point of view as it is used in simple
models for a large class of processes, as the vibration-relaxation of a diatomic
molecule in gas kinetics and the interaction of a particle with the field oscilla-
tors in quantum electrodynamics. Feynman calculated heuristically the Green
function for (10.69) in his famous paper on the path integral formulation of
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quantum mechanics [232]. Under suitable assumptions on the initial datum ϕ
it is possible to prove that Feynman’s heuristic formula

ψ(t, x) =
∫

γ(t)=x

e
i

2�

∫ t
0 |γ̇(τ)|2dτ− i

2�

∫ t
0 γ(τ)Ω2γ(τ)dτ− i

�

∫ t
0 f(τ)·γ(τ)dτψ0(γ(0))dγ

(10.70)
can be realized as an infinite dimensional oscillatory integral on the Hilbert
space Ht of absolutely continuous paths γ : [0, t] → R

d, such that γ(t) = 0,
and square integrable weak derivative

∫ t

0
|γ̇(τ)|2dτ < ∞, endowed with the

inner product (γ1, γ2) =
∫ t

0
γ̇1(τ) ·γ2(τ)dτ . Let L : Ht → Ht be the trace class

symmetric operator on Ht given by:

(Lγ)(τ) =
∫ t

τ

∫ τ ′

0

(Ω2γ)(τ ′′)dτ ′′dτ ′, γ ∈ Ht.

One can easily verify that if t �= (n + 1/2)π/Ωj , n ∈ Z and Ωj any eigenvalue
of Ω, then (I − L) is invertible and

det(I − L) = det(cos(Ωt)).

Let moreover w, v ∈ Ht be defined by

w(τ) ≡ Ω2x

2�
(τ2 − t2), v(τ) ≡ 1

�

∫ τ

t

∫ τ ′

0

f(τ ′′)dτ ′′dτ ′. (10.71)

Then the heuristic Feynman path integral representation (10.70) can be real-
ized as the following infinite dimensional oscillatory integral on Ht:

ψ(t, x) =
∫

γ(t)=0

e
i
2�

∫ t
0 |γ̇(s)|2ds− i

2�

∫ t
0 (γ(s)+x)Ω2(γ(s)+x)ds

e−
i
�

∫ t
0 f(s)·(γ(s)+x)dsϕ(γ(0) + x)dγ = e−i t

2�
xΩ2xe−i x

2�
·
∫ t
0 f(s)ds

∫̃ ◦

Ht

e
i
2�

〈γ,(I−L)γ〉ei〈v,γ〉ei〈w,γ〉ϕ(γ(0) + x)dγ (10.72)

(where
∫̃ ◦
Ht

is a rigorous functional in the sense of Definition 10.3). In-
deed let ϕ ∈ F(Rd), then one can easily see that the functional γ �→
ei〈v,γ〉ei〈w,γ〉ψ0(γ(0) + x) belongs to F(Ht) and the infinite dimensional os-
cillatory integral (10.72) on Ht can be explicitly computed by means of the
Parseval-type equality (10.6). If moreover ϕ ∈ S(Rd), one can proceed further
and compute explicitly the Green function G(0, t, x, y):

ψ(t, x) =
∫

Rd

G(0, t, x, y)ϕ(y)dy,
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where

G(0, t, x, y) = (2πi�)−d/2

√
det

( Ω

sin(Ωt)

)
e

iΩ sin(Ωt)−1

2�
(x cos(Ωt)x+y cos(Ωt)y−2xy)

e−
i
�

x sin(Ωt)−1 ∫ t
0 sin(Ωs)f(s)ds− i

�
y(
∫ t
0 cos(Ωs)f(s)ds−cos(Ωt) sin(Ωt)−1 ∫ t

0 sin(Ωs)f(s)ds)

e
i
�

Ω−1( 1
2 cos(Ωt) sin(Ωt)−1(

∫ t
0 sin(Ωs)f(s)ds)2−

∫ t
0 sin(Ωs)f(s)ds

∫ t
0 cos(Ωs)f(s)ds)

e
i
�

Ω−1 ∫ t
0 cos(Ωs)f(s)

∫ t
s

sin(Ωs′)f(s′)ds′ds (10.73)

where t �= (n + 1/2)π/Ωj (see [107] for more details).

An analogous result can be obtained for the Schrödinger equation with an
harmonic-oscillator potential with a time-dependent frequency:

V (t, x) =
1
2
xΩ2(t)x, x ∈ R

d (10.74)

where Ω : [0, t] → L(Rd, Rd) is a continuous map from the time interval [0, t]
to the space of symmetric positive d×d matrices. This problem has been ana-
lyzed by several authors (see for instance [390, 314] and references therein) as
an approximate description for the vibration of complex physical systems, as
well as an exact model for some physical phenomena, as the motion of an ion
in a Paul trap, the quantum mechanical description of highly cooled ions, the
emergence of non classical optical states of light owing to a time-dependent
dielectric constant, or even in cosmology for the study of a three-dimensional
isotropic harmonic oscillator in a spatially flat universe, with metric given by
gij = R(t)δij , with R(t) being the scale factor at time t.
If d = 1, it is possible to solve the Schrödinger equation with potential (10.74)
(and also the corresponding classical equation of motion) by adopting a suit-
able transformation of the time and space variables which allows to map the
solution of the time-independent harmonic oscillator to the solution of the
time-dependent one (see [397, 398, 399] and references therein). Indeed by
considering the classical equation of motion for the time-dependent harmonic
oscillator (10.74)

ü(s) + Ω2(s)u(s) = 0, (10.75)

given two independent solutions u1 and u2 of (10.75) such that u1(0) =
u̇2(0) = 0 and u2(0) = u̇1(0) = 1, it is easy to prove that the function
ξ := u2

1 + u2
2 is strictly positive ξ(s) > 0 ∀s and it satisfies the following

differential equation:
2ξξ̈ − ξ̇2 + 4ξ2 − 4 = 0.

Moreover the function η : [0,∞] → R

η(s) =
∫ s

0

ξ(τ)−1dτ

is well defined and strictly increasing. One verifies that
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u(s) = ξ(s)1/2(A cos(η(s)) + B sin(η(s))) (10.76)

is the general solution of the classical equation of motion (10.75). In other
words by rescaling the time variable s �→ η(s) and the space variable x �→
ξ−1/2x it is possible to map the solution of the equation of motion for the
time-independent harmonic oscillator ü(s) + u(s) = 0 into the solution of
(10.75). In fact it is possible to find (see, for instance, [309] for more details)
a general canonical transformation (x, p, t) �→ (X,P, τ), given by

⎧⎨
⎩

X = ξ(t)−1/2x
dτ(t)

dt = ξ(t)−1

P = dX
dτ = (ξ1/2ẋ− 1

2ξ−1/2ξ̇x)
(10.77)

and the Hamiltonian is given by H(X,P, τ) = 1
2 (P 2 + X2), while the

generating function of the transformation (x, p, t) �→ (X,P, τ) is given by
F (x, P, t) = ξ(t)−1/2xP + ξ(t)−1ξ̇

4 x2 and the transformation is given more ex-
plicitly as ⎧⎨

⎩
p = ∂

∂xF (x, P, t)
X = ∂

∂P F (x, P, t)
H(X,P ; τ)τ̇ = H(x, p; t) + ∂

∂tF (x, P, t)
(10.78)

A similar result holds also in the quantum case. In fact by considering the
Schrödinger equations for the time-independent and time-dependent harmonic
oscillator respectively,

(i�
∂

∂t
+

�
2

2
�− 1

2
x2)ψTI(t, x) = 0, (10.79)

(i�
∂

∂t
+

�
2

2
�− 1

2
Ω2(t)x2)ψTD(t, x) = 0, (10.80)

it is possible to prove [397] the following relation between the two solutions
ψTD and ψTI

ψTI = ξ(t)−1/4 exp[iξ̇(t)x2/4�ξ(t)]ψTD(η(t), ξ(t)−1/2x). (10.81)

In an analogous way it is possible to prove that, denoting by KTI(t, 0;x, y)
and KTD(t, 0;x, y) the Green functions for the Schrödinger equations (10.79)
and (10.80) respectively, the following holds:

KTD(t, 0;x, y) = ξ(t)−1/4 exp[iξ̇(t)x2/4�ξ(t)]KTI(η(t), 0; ξ(t)−1/2x, y).
(10.82)

It is interesting to note that the “correction term” ξ(t)−1/4 exp[iξ̇(t)x2/4�ξ(t)]
in equations (10.81) and (10.82) can be interpreted in terms of the classical
canonical transformation (10.78) (see [309] for more details).

Infinite dimensional oscillatory integrals provide a tool for the derivation
of (10.81) and (10.82). Indeed let us consider the following linear operator
L : Ht → Ht:
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(Lγ)(τ) = −
∫ τ

t

∫ r

0

Ω2(u)γ(u)dudr, γ ∈ Ht.

One can easily verify that L is self-adjoint, trace class and positive, moreover,
by using (10.76), it is possible to prove that, if t �= η−1(π/2 + nπ), n ∈ N,
the operator I −L is invertible, its inverse can be explicitly computed and its
Fredholm determinant is given by det(I −L) = ξ(t)1/2 cos(η(t)) (see [107] for
more details). Let us consider the vectors G0, u ∈ Ht given by

G0(τ) = t− τ, u(τ) =
x

�

∫ τ

t

∫ u

0

Ω2(r)drdu, x ∈ R.

With the notations introduced so far and by assuming that the initial vector
ϕ belongs to F(R), so that ϕ = µ̂0, the heuristic Feynman path integral
representation for the solution of the Schrödinger equation with the time-
dependent potential (10.74)

ψ(t, x) = “
∫
{γ|γ(t)=0}

e
i

2�

∫ t
0 γ̇2(τ)dτ− i

2�

∫ t
0 Ω2(τ)(γ(τ)+x)2dτϕ(γ(0)+x)dγ ′′

can be rigorously realized as the infinite dimensional oscillatory integral asso-
ciated with the Cameron-Martin space Ht:

ψ(t, x) = e
ix2
2�

∫ t
0 Ω2(τ)dτ

∫̃ ◦

Ht

e
i

2�
(γ,(I−L)γ)ei(u,γ)ϕ(γ(0) + x)dγ,

that can be computed by means of Parseval-type equality (see Theorem 10.1).
Moreover if ϕ ∈ S(R), one can proceed further and compute the Green func-
tion KTD(t, 0;x, y):

KTD(t, 0;x, y) = ξ(t)−1/4e
ix2
4�

ξ(t)−1ξ̇(t) e
i

2�
( cos(η(t))
sin(η(t)) )(ξ(t)−1x2+y2)− 2ξ(t)−1/2xy

sin(η(t))

(2πi� sin(η(t)))1/2
.

By recalling the well known formula for the Green function KTI(t, 0;x, y) of
the Schrödinger equation with a time-independent harmonic oscillator Hamil-
tonian (see, e.g., [413]):

KTI(t, 0;x, y) =
e

i
2�

( cos(t)
sin(t) (x2+y2)− 2xy

sin(t) )

(2πi� sin(t))1/2

one can then verify directly the validity (10.82).

Remark 10.7. The case where d > 1 is more complicated. In fact neither a
transformation formula analogous to (10.77) exists in general, nor a formula
analogous to (10.82) relating the Green function of the Schrödinger equation
with a time-dependent resp. time-independent harmonic oscillator potential
(see for instance [398, 399] for some partial results in this direction).
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The above results can be generalized to more general time dependent poten-
tials of the following form

V (t, x) = V0(t, x) + V1(t, x), (10.83)

where V0 is of the type (10.69) or (10.74) and V1 : [0, t]×R
d → R satisfies the

following assumptions:

1. For each τ ∈ [0, t], the application V1(τ, · ) : R
d → R belongs to F(Rd),

i.e. V1(τ, x) =
∫

Rd eikxστ (dk), στ ∈M(Rd)
2. The application τ ∈ [0, t] �→ στ ∈ M(Rd) is continuous in the norm ‖ · ‖

of the Banach space M(Rd)

Under the assumptions above it is possible to prove that the application

γ ∈ Ht �→ e−
i
�

∫ s
r

V (u,γ(u)+x)du, r, s ∈ [0, t]

belongs to F(Ht). Moreover by assuming that the initial datum ϕ belongs to
L2(Rd)∩F(Rd), the Feynman path integral representation for the solution of
the Schrödinger equation with time dependent potential (10.83)

∫
γ(t)=0

e
i

2�

∫ t
0 |γ̇(τ)|2dτ− i

2�

∫ t
0 (γ(τ)+x)Ω2(τ)(γ(τ)+x)dτ

e−
i
�

∫ t
0 f(τ)·(γ(τ)+x)dτe−

i
�

∫ t
0 V (τ,γ(τ)+x)dτϕ(γ(0) + x)dγ

(with Ω2(τ) = Ω2 independent of τ if f �= 0) can be rigorously mathemat-
ically realized as an infinite dimensional oscillatory integral. More precisely
the following holds.

Theorem 10.14. Under the assumptions above, the following infinite dimen-
sional oscillatory integral on the Cameron-Martin space Ht

∫̃ ◦

Ht

e
i

2�

∫ t
0 |γ̇(τ)|2dτ− i

2�

∫ t
0 (γ(τ)+x)Ω2(τ)(γ(τ)+x)dτ

e−
i
�

∫ t
0 f(τ)·(γ(τ)+x)dτe−

i
�

∫ t
0 V (τ,γ(τ)+x)dτϕ(γ(0) + x)dγ (10.84)

is a representation of the solution of Schrödinger equation with time dependent
potential V given by (10.83) and initial datum ϕ.

For a proof see [107].

10.5.3 Phase Space Feynman Path Integrals

Let us recall that Feynman’s original aim was to give a Lagrangian formulation
of quantum mechanics. On the other hand an Hamiltonian formulation could
be preferable from many points of view. For instance the discussion of the
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semiclassical limit of quantum mechanics is more natural in an Hamiltonian
setting (see, e.g., [69, 196, 216, 364] for a discussion of this behavior): in
fact the “phase space” rather than the “configuration space” is the natural
framework of classical mechanics.
In the physical literature one can often find a “phase space Feynman path
integral” representation for the solution of the Schrödinger equation, that is
an heuristic formula of the following type:

“ψ(t, x) = const
∫

q(t)=x

e
i
�

St(q,p)ϕ(q(0))dqdp”. (10.85)

The integral is meant on the space of paths (q(τ), p(τ)), τ ∈ [0, t] in the
phase space of the system (q(τ))τ∈[0,t] is the path in configuration space and
p(τ)τ∈[0,t] is the path in momentum space) and St is the action functional in
the Hamiltonian formulation:

St(q, p) =
∫ t

0

(q̇(τ)p(τ)−H(q(τ), p(τ)))dτ,

(H being the classical Hamiltonian of the system). Different approaches have
been proposed for giving a well defined mathematical meaning to the heuristic
formula (10.85), for instance via analytic continuation of probabilistic inte-
grals and by considering coherent states [196], or as an “infinite dimensional
distribution” (see [169, 170, 171, 172] and references therein). In particular
in [80] the phase space Feynman path integral (10.85) has been realized as
a well defined infinite dimensional oscillatory integral on a suitable Hilbert
space of paths. This approach is particularly advantageous if one is interested
in the study of the semiclassical limit by means of a rigorous application of
the stationary phase method (adapting the method in [87, 69] as recalled in
Sect. 10.3).

Let us introduce the Hilbert spaceHt×Lt, namely the space of paths in the
d−dimensional phase space (q(τ), p(τ))τ∈[0,t], such that the path (q(τ))τ∈[0,t]

belongs to the space of the absolutely continuous functions q from [0, t] to
R

d such that q(t) = 0 and q̇ ∈ L2([0, t], Rd), while the path in the momen-
tum space (p(τ))τ∈[0,t] belongs to Lt = L2([0, t], Rd), endowed with the inner
product

(q1, p1; q2, p2) =
∫ t

0

q̇1(τ)q̇2(τ)dτ +
∫ t

0

p1(τ)p2(τ)dτ.

Let us consider the following bilinear form:

[q1, p1; q2, p2] =∫ t

0

q̇1(τ)p2(τ)dτ +
∫ t

0

p1(τ)q̇1(τ)dτ−
∫ t

0

p1(τ)p2(τ)dτ = (q1, p1;B(q2, p2)),

(10.86)
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where B is the following operator in Ht × Lt,:

B(q, p)(τ) = (
∫ τ

t

p(u)du, q̇(τ)− p(τ)). (10.87)

B is densely defined, e.g. on C1([0, t]; Rd)×C1([0, t]; Rd), it is invertible with
inverse given by

B−1(q, p)(τ) = (
∫ τ

t

p(u)du + q(τ), q̇(τ)) (10.88)

(on the range of B). The quadratic form on Ht × Lt given by (q, p) �→
((q, p), B(q, p)) = 2

∫ t

0
q̇(τ)p(τ)dτ−

∫ t

0
p(τ)2dτ can be recognized as the classi-

cal Hamiltonian action of the system S(q, p) (multiplied by 2) along the path
(q, p) for the free particle, i.e. H(q, p) = p2/2. The phase space Feynman path
integral representation, or in other words the integration with respect to the
phase space variables, becomes particularly interesting when the potential de-
pends explicitly both on position and on velocity, i.e. H(q, p) = p2/2+V (q, p).
Under suitable assumptions on the function V and the initial datum ϕ it is
possible to realize the heuristic expression (10.85) as an infinite dimensional
oscillatory integral (in the sense of Definition 10.4):

Theorem 10.15. Let us consider the following Hamiltonian1

H(Q;P ) =
P 2

2
+ V1(Q) + V2(P )

in L2(Rd) and the corresponding Schrödinger equation
{

ψ̇ = − i
�
Hψ

ψ(0, x) = ϕ(x), x ∈ R
d (10.89)

Let us assume that V1, ϕ ∈ F(Rd) and
∫ t

0
V2(p(τ))dτ ∈ F(Lt). Then the

functional
f(q, p) = ϕ(x + q(0))e−

i
�

∫ t
0 V (q(s)+x,p(s))ds

belongs to F(Ht × Lt) and the well defined normalized Fresnel integral with
respect to the operator B in (10.87)

∫̃ B

Ht×Lt

e
i

2�
(q,p;B(q,p))e−

i
�

∫ t
0 (V1(q(τ)+x)+V2(p(τ)))dτϕ(q(0) + x)dqdp

is a representation of the solution of the Cauchy problem (10.89).

For a proof of these results see [80]. For a different application of phase space
Feynman path integral see [452] and for a different approach [287].
1 The general case presents problems due to the non commutativity of the quantized

expression of Q and P , for a different approach with more general Hamiltonians
see [420].
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10.5.4 The Stochastic Schrödinger Equation

A recent and particularly interesting application of Feynman path integrals
can be found in the quantum theory of measurement. Let us recall that the
continuous time evolution of a quantum system described by the traditional
Schrödinger equation (1.3) is valid if the quantum system is “undisturbed”,
but if it is submitted to the measurement of one of its observables the influ-
ence on the measuring apparatus on it cannot be neglected. In fact the state
of the system after the measurement is the result of a random and discon-
tinuous change, the so-called “collapse of the wave function”, which cannot
be described by the ordinary Schrödinger equation. There are several efforts
to include the process of measurement into the traditional quantum theory
and to deduce from its laws, instead of postulating, the collapse of the wave
function. In particular the aim of the quantum theory of measurement is a
description of the process of measurement taking into account the properties
of the measuring apparatus, which is handled as a quantum system, and its
interaction with the system submitted to the measurement [201].

An alternative Feynman path integral approach was proposed by Mensky
[373]. In fact he proposed an heuristic formula for the selective dynamics of
a particle whose position is continuously observed. According to Mensky the
state of the particle at time t if the observed trajectory is the path ω(s)s∈[0,t]

is given by the “restricted path integral”

ψ(t, x, ω) = “
∫
{γ(t)=x}

e
i
�

St(γ)e−λ
∫ t
0 (γ(s)−ω(s))2dsϕ(γ(0))Dγ ”, (10.90)

where ϕ ∈ L2(Rd) is the initial state of the system, St is the action functional
and λ > 0 a real positive parameter. One can see that, as an effect of the
correction term e−λ

∫ t
0 (γ(s)−ω(s))2ds due to the measurement, the paths γ giving

the main contribution to the integral (10.90) are, heuristically, those closer to
the observed trajectory ω.

Another alternative phenomenological description for the process of “un-
sharp” continuous quantum measurement can be given by means of a class
of stochastic Schrödinger equations, see for instance [144, 131, 132, 212, 373,
248, 134, 135, 136, 322, 57, 159]. A particular example is Belavkin’s equa-
tion, a stochastic Schrödinger equation describing the selective dynamics of a
d−dimensional particle submitted to the measurement of one of its (possible
M−dimensional vector) observables, described by the self-adjoint operator R
on L2(Rd)⎧⎨
⎩

dψ(t, x) = − i
�
Hψ(t, x)dt− λ

2 R2ψ(t, x)dt +
√

λRψ(t, x)dW (t)

ψ(0, x) = ϕ(x) (t, x) ∈ [0, T ]× R
d

(10.91)

where H is the quantum mechanical Hamiltonian, W is an M−dimensional
Brownian motion on a probability space (Ω,F , P), dW (t) is the Ito differen-
tial and λ > 0 is a coupling constant, which is proportional to the accuracy
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of the measurement. In the particular case of the description of the continu-
ous measurement of position one has R = x (the multiplication operator in
L2(Rd), so that equation (10.91) assumes the following form:

⎧⎨
⎩

dψ(t, x) = − i
�
Hψ(t, x)dt− λ

2 x2ψ(t, x)dt +
√

λxψ(t, x)dW (t)

ψ(0, x) = ϕ(x) (t, x) ∈ [0, T ]× R
d,

(10.92)

while in the case of momentum measurement, (R = −i�∇), one has:
⎧⎨
⎩

dψ(t, x) = − i
�
Hψ(t, x)dt + λ�

2

2 �ψ(t, x)dt− i
√

λ�∇ψ(t, x)dW (t)

ψ(0, x) = ψ0(x) (t, x) ∈ [0, T ]× R
d.

(10.93)

Belavkin derives (10.91) by modeling the measuring apparatus (but it would
be better to say “the informational environment”) by means of a one-
dimensional bosonic field and by assuming a particular form for the inter-
action Hamiltonian between the field and the system on which the measure-
ment is performed. The solution ψ of the Belavkin equation is a stochastic
process, whose expectation values have an interesting physical meaning. Let
ω(s), s ∈ [0, t] be a continuous path (from [0, t] into R

M ), I a Borel set in
the Banach space C([0, t], RM ) endowed with the sup norm, and let P be the
Wiener measure on C([0, t], RM ). The probability that the observed trajec-
tory up to time t, i.e. the values of the observable R(s)s∈[0,t], belongs to the
set of paths I is given by the following Wiener integral:

P(R(s) = ω(s)s∈[0,t] ∈ I) =
∫

I

|ψ(t, ω)|2dP (ω).

Moreover if we measure at time t another observable of the system, denoted
with Z, then its expected value, conditioned to the information that the ob-
served trajectory of R up to time t belongs to the Borel set I, is given by:

E(Z(t)|R(s) = ω(s)s∈[0,t] ∈ I) =
∫

I

〈ψ(t, ω), Zψ(t, ω)〉
|ψ(t, ω)|2 dP (ω).

(where ψ(t, ω) �= 0 is assumed).
Infinite dimensional oscillatory (Fresnel) integrals provide a Feynman path
integral representation of the solution of the stochastic Schrödinger equations
(10.92) and (10.93) and, as a consequence, also a rigorous mathematical real-
ization of the heuristic formula (10.90) [96, 97, 450, 451, 81, 82]. The present
result is a generalization of Theorem 10.1 to complex valued phase functions.

Theorem 10.16 ([81]). Let H be a real separable Hilbert space, let y ∈ H be
a vector in H and let L1 and L2 be two self-adjoint, trace class commuting
operators on H such that I + L1 is invertible and L2 is non negative. Let
moreover f : H → C be the Fourier transform of a complex bounded variation
measure µf on H:
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f(x) = µ̂f (x), f(x) =
∫
H

ei(x,k)dµf (k), x ∈ H.

Then the function g : H → C given by

g(x) = e
i

2�
(x,Lx)e(y,x)f(x)

(L being the operator on the complexification HC of the real Hilbert space H
given by L = L1 + iL2) is integrable (in the sense of Definition 10.3) and its
infinite dimensional oscillatory integral∫̃

H
e

i
2�

(x,(I+L)x)e(y,x)f(x)dx

can be explicitly computed by means of the following Parseval type equality:
∫̃
H

e
i

2�
(x,(I+L)x)e(y,x)f(x)dx = det(I+L)−1/2

∫
H

e
−i�
2 (k−iy,(I+L)−1(k−iy))dµf (k)

(10.94)

The following theorem gives an application of Theorem 10.16 to the solution
of the stochastic Schrödinger equation:

Theorem 10.17 ([81]). Let V and ϕ be Fourier transform of finite com-
plex measures on R

d. Then there exists a (strong) solution of the stochas-
tic Schrödinger equation (10.92) and it can be represented by the following
infinite dimensional oscillatory integral with complex phase on the Hilbert
space (Ht, ( , )) of absolutely continuous function γ : [0, t] → R

d such that∫ t

0
|γ̇(s)|2ds <∞, with inner product (γ1, γ2) =

∫ t

0
γ̇1(s)γ̇2(s)ds:

ψ(t, x) =
∫̃

e
i
�

St(γ)−λ
∫ t
0 (γ(s)+x)2dse

∫ t
0

√
λ(γ(s)+x)dW (s)dsϕ(γ(0) + x)dγ

= e−λ|x|2t+
√

λx·ω(t)

∫̃
Ht

e
i

2�
(γ,(I+L)γ)e(l,γ)e−2λ�

∫ t
0 x·γ(s)ds

· e−i
∫ t
0 V (x+γ(s))dsϕ(γ(0) + x)dγ

where l ∈ Ht , l(s) =
√

λ
∫ t

s
ω(τ)dτ and

L : HC

t → HC

t , (γ1, Lγ2) = −2iλ�

∫ t

0

γ1(s)γ2(s)ds

The existence and uniqueness of a strong solution of (10.92) is proved in [248].
For a detailed proof of the Feynman path integral representation (Theorem
10.17) see [81, 371]).

A corresponding result can be obtained for the Belavkin equation (10.93)
describing a continuous momentum measurement [82, 450, 451].
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10.5.5 The Chern–Simons Functional Integral

A particularly interesting application of heuristic Feynman path integrals can
be found in a paper by Witten [465], who conjectured that there should be
a connection between quantum field theories based on the so-called Chern–
Simons action and the Jones polynomial, a link invariant (see also [127, 160,
262, 362, 237]). (Witten’s work was preceded, in the abelian case, by work
of Schwarz [407, 408]). Witten’s heuristic calculations are based on a heuris-
tic Feynman path integral formulation of Chern–Simons theory, where the
integration is performed on a space of geometric objects, i.e. on a space of
connections. Chern–Simons theory is a quantum gauge field theory in 3 di-
mensions (Euclidean 3-dimensional space-time). More precisely let M be a
smooth 3-dimensional oriented manifold without boundary, let G be a com-
pact Lie group (the “gauge group”), and let g be its Lie algebra with a fixed
Ad-invariant inner product 〈·, ·〉. Let A be a g−valued connection 1-form and
let

SCS(A) ≡ k

4π

∫
M

(
〈A ∧ dA〉+

1
3
〈A ∧ [A ∧A]〉

)
,

be the Chern–Simons action, where k is a non-zero real constant, [A,A] is the
2-form whose value on a pair of vectors (X,Y ) is 2[A(X), A(Y )] and 〈A∧B〉,
for a g−valued 1-form A and a g−valued 2-form B is the 3-form whose value
on (X,Y,Z) is given by the skew-symmetrized form of 〈A(X), B(Y,Z)〉.

According to Witten–Schwarz’s conjecture, the heuristic Feynman path
measure of the form

dµF (A) ≡ 1
Z

eiSCS(A)DA, (10.95)

(where DA is a heuristic flat measure on the space AM of smooth g−valued
connection 1-forms on M with compact support and Z is a normalization
constant) should allow for the computation of topological invariants of the
manifold M . Indeed let L be a link in M , i.e. a n-tuple (l1, ..., ln), n ∈ N, of
loops in M whose arcs are pairwise disjoint and let WLF (L) be the Wilson
loop function associated to L, that is the map:

WLF (L) : AM # A �→
n∏

i=1

Tr(Hol(A, li)) ∈ C,

where Hol(A, l) denotes the holonomy of A around l. The heuristic integral

WLO(L) :=
∫

WLF (L)dµF (10.96)

is called Wilson loop observable associated to the link L. According to Witten
the function mapping every sufficiently regular link L to the associated Wilson
loop observable WLO(L) should be a link invariant.
A rigorous formulation of expression (10.96) and a justification of Witten–
Schwarz’s conjecture were obtained in the case G is abelian by Albeverio and
Schäfer [405, 115] in terms of Fresnel integrals, and in terms of white noise
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analysis by Leukert and Schäfer [353]. This result was generalized to the non
abelian case for M = R

3 in [116] by means of white noise analysis (see also
[83] for a detailed exposition of this topic). Recently rigorous results on an
asymptotic expansion of (a regularization of) (10.96) in powers of k have been
obtained in [112].

We present here the result of [116], where a suitable choice of gauge leads
to a quadratic expression for the transformed SCS . In fact every connection
on R

3 can be gauge transformed into the form

A = a0dx0 + a1dx1,

where a0 and a1 are functions over R
3 taking values in the Lie algebra g, and

a1|(R2×{0}) = 0, a0|(R×{(0,0)}) = 0. (10.97)

In this gauge the Chern–Simons action SCS loses the cubic term and, after
integration by parts, becomes

SCS(a0, a1) =
k

2π
〈a0,−∂2a1〉L2(R3,g)

and the Chern–Simons integrals take the form
∫
A′

f(a0, a1)eiSCS(a0,a1)da0da1, (10.98)

where the integral is meant on the space A′ of connections (a0, a1) satisfying
(10.97). Instead of (a0, a1) we shall use (a0, f1), with f1 = ∂2a1. With this
convention the Chern–Simons action assumes the simple form SCS(a0, f1) =
k
2π 〈a0, f1〉L2(R3,g). Expression (10.98) can be rigorously mathematically real-
ized by means of white noise analysis (see Sect. 10.4.2), by considering the
Hilbert space E := L2

real(R
3; g ⊕ g) ! (L2

real(R
3) ⊗ g) ⊕ (L2

real(R
3) ⊗ g).

L2
real(R

3) denotes the space of real-valued functions which are square in-
tegrable with respect to the Lebesgue measure on R

3. The operator K
in (10.55) is taken to be the identity on g ⊕ g and is given by K⊗3

1 on
L2

real(R)⊗3 ! L2
real(R

3), where K1 is the operator 1
4 (− d2

dx2 +x2

4 )−1 on L2
real(R).

Ep is the space

{(Kpa0,K
pf1) : a0, f1 ∈ L2

real(R
3)⊗ g}

and the 〈·, ·〉p inner product is specified by the norm

‖(a0, f1)‖2p = ‖K−pa0‖2L2(R3,g) + ‖K−pf1‖2L2(R3,g).

The Chern–Simons integrator is defined as the distribution ΦCS on E∗ =
S′

g⊕g(R
3) whose S-transform (an infinite dimensional analogue of the finite

dimensional Laplace transform, relative to Gaussian measure rather than
Lebesgue measure, see Sect. 10.4.2) is
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SΦCS(j0, j1) = e
2π
k i(j0,j1)L2(R3,g)−((j0,j1),(j0,j1))0/2.

The construction of observables is rather involved. Indeed for general elements
A in the domain of ΦCS the expression Hol(A, l) as well as the function
WLF (L) make no sense. The problem can be solved considering a “smeared”
version WLF (L, ε) of WLF (L), defined by replacing all expressions l(t), t ∈
S1, with functions lε(t) concentrated in a ε-neighborhood of l, given by lε(t) :=
ψε((·) − l(t)), where ψε := 1

ε3 ψ( (·)
ε ) and ψ is a element of C∞(R3) such that

ψ ≥ 0, supp(ψ) ∈ B1(0) and
∫

R3 ψ(x)dx = 1. The function WLF (L, ε) so
constructed is measurable on E∗ and belongs to [E ], so that ΦCS(WLF (L, ε))
is well defined. Unfortunately for the definition of ΦCS(WLF (L)) it is not
sufficient to take limε→0 ΦCS(WLF (L, ε)), as this does not exist for all L
belonging to a sufficiently large set of links in R

3 and the mapping

L �→ lim
ε→0

ΦCS(WLF (L, ε)) ∈ C

is not, in general, a link invariant. One has to introduce an additional reg-
ularization: the so called “framing procedure”. This is done by choosing a
suitable family (ϕs)s>0 of diffeomorphisms of R

3 such that (ϕs ◦ lk)s>0 ap-
proximates the loop lk for every k ≤ n and compute WLO(L, ε;ϕs) :=
ΦCS(WLF (L, ε;ϕs)). It is possible to prove (see [266, 267, 268] for details)
that if the framing (ϕs)s>0 and the link L = (l1, ..., ln) satisfy suitable as-
sumptions, the limit

WLO(L,ϕs) := lim
s→0

lim
ε→0

WLO(L, ε;ϕs)

exists and represents a topological invariant (see [83, 268, 269] for a detailed
exposition). However the values of the WLOs obtained by means of this pro-
cedure do not coincide with the values presented in various publications in the
physical literature, even if they are quite similar. In [269] Hahn conjectured
that the main reason for this non coincidence is the non compactness of the
manifold M = R

3. In a recent paper [270] the same author studies the case
of a compact product manifolds M of the form M = Σ × S1, where Σ is an
oriented surface, by applying special gauge fixing procedures, called “quasi-
axial gauge” resp “torus gauge”. By using suitable regularization procedures
as “loop smearing” and “framing”, the values of the WLOs can be rigorously
computed, both for abelian and non-abelian groups G (see [270, 271, 272] for
a detailed exposition).

Notes

Section 10.1 An other alternative approach to the rigorous mathematical definition
of Feynman path integrals makes use of nonstandard analysis [78]. The starting point
is the finite dimensional approximation of the Feynman path integral by means of
piecewise linear paths, as explained in Chap. 1, (1.10):
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e−
i
�

tHϕ(x) = s − lim
k→∞

(
2πi

�

m

t

k

)− kn
2
∫

Rnk

e−
i
�

St(xk,...,x0)ϕ(x0)dx0 . . . dxk−1

The leading idea is the extension of the expression

(
2πi

�

m

t

k

)− kn
2
∫

Rnk

e−
i
�

St(xk,...,x0)ϕ(x0)dx0 . . . dxk−1

from k ∈ N to a nonstandard hyperfinite infinite k ∈ ∗
N. The result is just an

internal quantity. For a suitable class of potentials its standard part can be shown
to exist and to solve the Schrödinger equation.
In an analogous way the semiclassical approximation of the solution of the Schrödinger
equation can be obtained by taking the parameter � as an infinitesimal quantity.
Even if this approach provides a very suggestive realization of the Feynman path
integrals, it has not been systematically developed yet. For a more detailed description
of non standard methods in mathematical physics see [78] and references therein. For
a newer development see [380, 379, 381, 356, 357, 358].

Section 10.2 The problem of defining rigorously Feynman path integrals for
Schrödinger operators which are polynomial (or have polynomial growth) of order
greater than 3 has been open since the very introduction of Feynman path integrals.
A “time slicing” or “sequential approach” is possible in the form of a Lie–Trotter–
Kato formula (see Sect. 10.4.3 and, e.g., [395, 383]), however a rigorous study of the
semiclassical limit seems to be absent. The approach by Fujiwara and Kumano-Go of
piecewise classical paths does not extend beyond potentials with at most quadratic
growth at infinity [239, 240, 241, 242, 243, 246, 244, 335]. The approach by Laplace-
transform does allow special potentials of exponential growth, but also does not
cover polynomial potentials [73, 92, 336]. Rather indirect approaches to polynomial
potentials, involving approximations and analytic continuations, which seems to
make difficult any semiclassical expansion are in [411, 421, 137, 138, 139, 140].
For semiclassical expansions for eigenvalues and time independent eigenfunctions
based on the corresponding equations with polynomial potentials see e.g. [413, 205].
The approach developed in this section is based on [69, 223, 105].

Section 10.3 Semiclassical expansions constitute a basic chapter in quantum
theory, related as they are with the correspondence principle [338, 155, 363], ap-
proximate calculations [355, 474], quantization procedures [382], see also, e.g.,
[77, 181, 182, 215, 224, 225, 245, 375, 415, 448, 452, 454, 455, 456, 457]. They
are also used as heuristic tools in low dimensional topology and differential geom-
etry [127, 268, 269, 112, 124]. They are also related to ray optics and certain high
frequency approximations in electromagnetism [124, 220, 153, 154], as well as high
Reynolds numbers expansions in hydrodynamics [62, 334, 79, 453]. There exists re-
sults in quantum mechanics and in the above related areas based on a rigorous
version of the WKB method and the Fourier integral operators [220, 141, 162, 273,
158, 189, 400]. Rigorous results based on Feynman path integrals were first obtained
by Albeverio and Høegh-Krohn during the writing of the first edition of the present
book, but were not included in it but rather published separately [87]. Further re-
sults on this line are connected with the trace formula for Schrödinger operators
[64, 65, 66, 67], which unfortunately seem to have escaped attention, despite the
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strong resonance obtained by the related heuristic Gutzwiller trace formula, also
developed at about the same time [263, 406].
Asymptotics of eigenvalues and time independent eigenfunctions can be obtained
for the corresponding heat equation, see [413, 204, 205, 215, 216, 221]. The trace
formula has interesting relations with certain problems of number theory, which
deserve further attention, see [91, 66, 67, 110]. See also the comment at the end of
section 10.4.1, concerning asymptotic expansions of infinite dimensional probabilistic
integrals.

Section 10.4 In this section we only described to a certain extent a few alternative
approaches. There are other ones. One has been presented in [420], we already
mentioned it in the notes of Sect. 10.2. A combinatorial resp. discrete approach
has been presented in [191] resp [156]. An approach by Daubechies and Klauder
[196, 197, 198, 199, 200] concerns phase space integrals in quantum theory. The
semiclassical limit has not been discussed in it. There are approaches based on “exact
formulae” for special potentials. They are described extensively in several books [255,
256, 319, 406] (the reader should be aware that in these references not all formulae
are proven rigorously, some are only suggested on the basis of heuristic arguments
resp. on analogies with formulae in a corresponding probabilistic setting). Heuristic
formulae inspired by Feynman path integrals have also been widely used in quantum
theory in general [319, 406, 464] and especially in quantum field theory [164, 174,
296, 317, 389, 394, 462, 463, 475]. In particular those connected with instanton
expansions and of saddle point methods are of this type (and heuristically related
to the heat equation and associated probabilistic integrals). In addition there are
formulae related to critical point expansions. In the last two decades such formulae
have also given a lot of inspiration to other areas of mathematics, through work by
Atiyah and Witten, as well as work by e.g. Duistermaat, Donaldson, Kontsevich,
Polyakov.
There has often been, on the other side, an unfortunate tendency of completely
ignoring rigorization of path integrals, for the sake of “quick insight” or progress.
Even though this might be understandable for a time, it would certainly be negative
to mathematics in the long run, if it would develop into a systematic attitude. It is
in any case obvious that this is not the attitude of the present book, which insists on
the need of rigorous approaches. Let us finally mention that there are mathematical
approaches to supersymmetric Feynman path integrals, see, e.g., [349, 350, 352, 292,
419, 402].

Section 10.5 Here we only describe a few applications of Feynman path inte-
grals. There are other ones, as e.g. the application to the solution of Dirac equa-
tion [283, 288, 380, 381, 410, 468, 469, 470, 471, 157]. A non exhaustive list of
further applications and topics includes Feynman path integrals with singular po-
tentials [133, 235, 249, 252], relations to fractals [339, 340, 341, 342, 343, 431]
path integrals on manifolds [293, 294, 349, 350, 351, 352, 434, 441] resp. on
other non commutative structures [417], wave equations and related path integrals
[181, 182, 344, 345, 346, 347], hyperbolic systems [437, 438], quantum statistical
systems [430].

The approach to rigorous Chern–Simons integrals which we present here has been

developed in [115, 116, 117]. Sketches for an axiomatic approach have been given in

[310], see also [311, 312, 313].
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8) J. Tarski, Definitions and selected applications of Feynman-type integrals,

Presented at the Conference on functional integration at Cumberland
Lodge near London, 2–4 April, 1974, Hamburg Universität, Preprint, May
1974.

7. 1) C. Morette, On the definition and approximation of Feynman’s path inte-
grals, Phys. Rev. 81, 848–852 (1951).
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279. L. Hörmander, The Analysis of Linear Partial Differential Operators, I. Distri-

bution Theory and Fourier Analysis, Springer-Verlag, Berlin/Heidelberg/New
York/Tokyo, (1983).

280. Y.Z. Hu, Calculation of Feynman path integral for certain central forces. Sto-
chastic analysis and related topics (Oslo, 1992), 161–171, Stochastics Monogr.
8, Gordon and Breach, Montreux, (1993).

281. Y.Z. Hu, P.A. Meyer, Chaos de Wiener et intégrale de Feynman. (French)
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Vol. 1836: C. Nǎstǎsescu, F. Van Oystaeyen, Methods of
Graded Rings. XIII, 304 p, 2004.
Vol. 1837: S. Tavaré, O. Zeitouni, Lectures on Probabil-
ity Theory and Statistics. Ecole d’Eté de Probabilités de
Saint-Flour XXXI-2001. Editor: J. Picard (2004)
Vol. 1838: A.J. Ganesh, N.W. O’Connell, D.J. Wischik,
Big Queues. XII, 254 p, 2004.
Vol. 1839: R. Gohm, Noncommutative Stationary
Processes. VIII, 170 p, 2004.
Vol. 1840: B. Tsirelson, W. Werner, Lectures on Probabil-
ity Theory and Statistics. Ecole d’Eté de Probabilités de
Saint-Flour XXXII-2002. Editor: J. Picard (2004)
Vol. 1841: W. Reichel, Uniqueness Theorems for Vari-
ational Problems by the Method of Transformation
Groups (2004)
Vol. 1842: T. Johnsen, A. L. Knutsen, K3 Projective Mod-
els in Scrolls (2004)
Vol. 1843: B. Jefferies, Spectral Properties of Noncom-
muting Operators (2004)
Vol. 1844: K.F. Siburg, The Principle of Least Action in
Geometry and Dynamics (2004)
Vol. 1845: Min Ho Lee, Mixed Automorphic Forms, Torus
Bundles, and Jacobi Forms (2004)
Vol. 1846: H. Ammari, H. Kang, Reconstruction of Small
Inhomogeneities from Boundary Measurements (2004)
Vol. 1847: T.R. Bielecki, T. Björk, M. Jeanblanc, M.
Rutkowski, J.A. Scheinkman, W. Xiong, Paris-Princeton
Lectures on Mathematical Finance 2003 (2004)
Vol. 1848: M. Abate, J. E. Fornaess, X. Huang, J. P. Rosay,
A. Tumanov, Real Methods in Complex and CR Geom-
etry, Martina Franca, Italy 2002. Editors: D. Zaitsev, G.
Zampieri (2004)
Vol. 1849: Martin L. Brown, Heegner Modules and Ellip-
tic Curves (2004)
Vol. 1850: V. D. Milman, G. Schechtman (Eds.), Geomet-
ric Aspects of Functional Analysis. Israel Seminar 2002-
2003 (2004)
Vol. 1851: O. Catoni, Statistical Learning Theory and
Stochastic Optimization (2004)
Vol. 1852: A.S. Kechris, B.D. Miller, Topics in Orbit
Equivalence (2004)
Vol. 1853: Ch. Favre, M. Jonsson, The Valuative Tree
(2004)



Vol. 1854: O. Saeki, Topology of Singular Fibers of Dif-
ferential Maps (2004)
Vol. 1855: G. Da Prato, P.C. Kunstmann, I. Lasiecka,
A. Lunardi, R. Schnaubelt, L. Weis, Functional Analytic
Methods for Evolution Equations. Editors: M. Iannelli,
R. Nagel, S. Piazzera (2004)
Vol. 1856: K. Back, T.R. Bielecki, C. Hipp, S. Peng,
W. Schachermayer, Stochastic Methods in Finance, Bres-
sanone/Brixen, Italy, 2003. Editors: M. Fritelli, W. Rung-
galdier (2004)
Vol. 1857: M. Émery, M. Ledoux, M. Yor (Eds.), Sémi-
naire de Probabilités XXXVIII (2005)
Vol. 1858: A.S. Cherny, H.-J. Engelbert, Singular Stochas-
tic Differential Equations (2005)
Vol. 1859: E. Letellier, Fourier Transforms of Invariant
Functions on Finite Reductive Lie Algebras (2005)
Vol. 1860: A. Borisyuk, G.B. Ermentrout, A. Friedman,
D. Terman, Tutorials in Mathematical Biosciences I.
Mathematical Neurosciences (2005)
Vol. 1861: G. Benettin, J. Henrard, S. Kuksin, Hamil-
tonian Dynamics – Theory and Applications, Cetraro,
Italy, 1999. Editor: A. Giorgilli (2005)
Vol. 1862: B. Helffer, F. Nier, Hypoelliptic Estimates and
Spectral Theory for Fokker-Planck Operators and Witten
Laplacians (2005)
Vol. 1863: H. Führ, Abstract Harmonic Analysis of Con-
tinuous Wavelet Transforms (2005)
Vol. 1864: K. Efstathiou, Metamorphoses of Hamiltonian
Systems with Symmetries (2005)
Vol. 1865: D. Applebaum, B.V. R. Bhat, J. Kustermans,
J. M. Lindsay, Quantum Independent Increment Processes
I. From Classical Probability to Quantum Stochastic Cal-
culus. Editors: M. Schürmann, U. Franz (2005)
Vol. 1866: O.E. Barndorff-Nielsen, U. Franz, R. Gohm,
B. Kümmerer, S. Thorbjønsen, Quantum Independent
Increment Processes II. Structure of Quantum Lévy
Processes, Classical Probability, and Physics. Editors: M.
Schürmann, U. Franz, (2005)
Vol. 1867: J. Sneyd (Ed.), Tutorials in Mathematical Bio-
sciences II. Mathematical Modeling of Calcium Dynamics
and Signal Transduction. (2005)
Vol. 1868: J. Jorgenson, S. Lang, Posn(R) and Eisenstein
Series. (2005)
Vol. 1869: A. Dembo, T. Funaki, Lectures on Probabil-
ity Theory and Statistics. Ecole d’Eté de Probabilités de
Saint-Flour XXXIII-2003. Editor: J. Picard (2005)
Vol. 1870: V.I. Gurariy, W. Lusky, Geometry of Müntz
Spaces and Related Questions. (2005)
Vol. 1871: P. Constantin, G. Gallavotti, A.V. Kazhikhov,
Y. Meyer, S. Ukai, Mathematical Foundation of Turbu-
lent Viscous Flows, Martina Franca, Italy, 2003. Editors:
M. Cannone, T. Miyakawa (2006)
Vol. 1872: A. Friedman (Ed.), Tutorials in Mathemati-
cal Biosciences III. Cell Cycle, Proliferation, and Cancer
(2006)
Vol. 1873: R. Mansuy, M. Yor, Random Times and En-
largements of Filtrations in a Brownian Setting (2006)
Vol. 1874: M. Yor, M. Émery (Eds.), In Memoriam Paul-
André Meyer - Séminaire de Probabilités XXXIX (2006)
Vol. 1875: J. Pitman, Combinatorial Stochastic Processes.
Ecole d’Eté de Probabilités de Saint-Flour XXXII-2002.
Editor: J. Picard (2006)
Vol. 1876: H. Herrlich, Axiom of Choice (2006)
Vol. 1877: J. Steuding, Value Distributions of L-Functions
(2007)

Vol. 1878: R. Cerf, The Wulff Crystal in Ising and Percol-
ation Models, Ecole d’Eté de Probabilités de Saint-Flour
XXXIV-2004. Editor: Jean Picard (2006)
Vol. 1879: G. Slade, The Lace Expansion and its Applica-
tions, Ecole d’Eté de Probabilités de Saint-Flour XXXIV-
2004. Editor: Jean Picard (2006)
Vol. 1880: S. Attal, A. Joye, C.-A. Pillet, Open Quantum
Systems I, The Hamiltonian Approach (2006)
Vol. 1881: S. Attal, A. Joye, C.-A. Pillet, Open Quantum
Systems II, The Markovian Approach (2006)
Vol. 1882: S. Attal, A. Joye, C.-A. Pillet, Open Quantum
Systems III, Recent Developments (2006)
Vol. 1883: W. Van Assche, F. Marcellàn (Eds.), Orthogo-
nal Polynomials and Special Functions, Computation and
Application (2006)
Vol. 1884: N. Hayashi, E.I. Kaikina, P.I. Naumkin,
I.A. Shishmarev, Asymptotics for Dissipative Nonlinear
Equations (2006)
Vol. 1885: A. Telcs, The Art of Random Walks (2006)
Vol. 1886: S. Takamura, Splitting Deformations of Dege-
nerations of Complex Curves (2006)
Vol. 1887: K. Habermann, L. Habermann, Introduction to
Symplectic Dirac Operators (2006)
Vol. 1888: J. van der Hoeven, Transseries and Real Differ-
ential Algebra (2006)
Vol. 1889: G. Osipenko, Dynamical Systems, Graphs, and
Algorithms (2006)
Vol. 1890: M. Bunge, J. Funk, Singular Coverings of
Toposes (2006)
Vol. 1891: J.B. Friedlander, D.R. Heath-Brown,
H. Iwaniec, J. Kaczorowski, Analytic Number Theory,
Cetraro, Italy, 2002. Editors: A. Perelli, C. Viola (2006)
Vol. 1892: A. Baddeley, I. Bárány, R. Schneider, W. Weil,
Stochastic Geometry, Martina Franca, Italy, 2004. Editor:
W. Weil (2007)
Vol. 1893: H. Hanßmann, Local and Semi-Local Bifur-
cations in Hamiltonian Dynamical Systems, Results and
Examples (2007)
Vol. 1894: C.W. Groetsch, Stable Approximate Evaluation
of Unbounded Operators (2007)
Vol. 1895: L. Molnár, Selected Preserver Problems on
Algebraic Structures of Linear Operators and on Function
Spaces (2007)
Vol. 1896: P. Massart, Concentration Inequalities and
Model Selection, Ecole d’Été de Probabilités de Saint-
Flour XXXIII-2003. Editor: J. Picard (2007)
Vol. 1897: R. Doney, Fluctuation Theory for Lévy
Processes, Ecole d’Été de Probabilités de Saint-Flour
XXXV-2005. Editor: J. Picard (2007)
Vol. 1898: H.R. Beyer, Beyond Partial Differential Equa-
tions, On linear and Quasi-Linear Abstract Hyperbolic
Evolution Equations (2007)
Vol. 1899: Séminaire de Probabilités XL. Editors:
C. Donati-Martin, M. Émery, A. Rouault, C. Stricker
(2007)
Vol. 1900: E. Bolthausen, A. Bovier (Eds.), Spin Glasses
(2007)
Vol. 1901: O. Wittenberg, Intersections de deux
quadriques et pinceaux de courbes de genre 1, Inter-
sections of Two Quadrics and Pencils of Curves of Genus
1 (2007)
Vol. 1902: A. Isaev, Lectures on the Automorphism
Groups of Kobayashi-Hyperbolic Manifolds (2007)
Vol. 1903: G. Kresin, V. Maz’ya, Sharp Real-Part Theo-
rems (2007)
Vol. 1904: P. Giesl, Construction of Global Lyapunov
Functions Using Radial Basis Functions (2007)



Vol. 1905: C. Prévôt, M. Röckner, A Concise Course on
Stochastic Partial Differential Equations (2007)
Vol. 1906: T. Schuster, The Method of Approximate
Inverse: Theory and Applications (2007)
Vol. 1907: M. Rasmussen, Attractivity and Bifurcation for
Nonautonomous Dynamical Systems (2007)
Vol. 1908: T.J. Lyons, M. Caruana, T. Lévy, Differential
Equations Driven by Rough Paths, Ecole d’Été de Proba-
bilités de Saint-Flour XXXIV-2004 (2007)
Vol. 1909: H. Akiyoshi, M. Sakuma, M. Wada,
Y. Yamashita, Punctured Torus Groups and 2-Bridge Knot
Groups (I) (2007)
Vol. 1910: V.D. Milman, G. Schechtman (Eds.), Geo-
metric Aspects of Functional Analysis. Israel Seminar
2004-2005 (2007)
Vol. 1911: A. Bressan, D. Serre, M. Williams,
K. Zumbrun, Hyperbolic Systems of Balance Laws.
Cetraro, Italy 2003. Editor: P. Marcati (2007)
Vol. 1912: V. Berinde, Iterative Approximation of Fixed
Points (2007)
Vol. 1913: J.E. Marsden, G. Misiołek, J.-P. Ortega,
M. Perlmutter, T.S. Ratiu, Hamiltonian Reduction by
Stages (2007)
Vol. 1914: G. Kutyniok, Affine Density in Wavelet
Analysis (2007)
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