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Preface

The articles contained in this volume are related to presentations at the interna-
tional “Conference on Optimal Control of Coupled Systems of Partial Differential
Equations”, held at the “Mathematisches Forschungsinstitut Oberwolfach” from
March, 2 to 8, 2008. The contributions by internationally well-known scientists in
the field of Applied Mathematics cover various topics as controllability, feedback-
control, optimality systems, model-reduction techniques, analysis and optimal con-
trol of flow problems and fluid-structure interactions, as well as problems of shape
and topology optimization. The applications considered range from the optimiza-
tion and control of quantum mechanical systems, the optimal design of airfoils,
optimal control of crystal growth, the optimization of shape and topology in engi-
neering to switching or hybrid systems. The applications are thus across all time
and length scales, and range from smooth to non-smooth models.

The field of optimization and control of systems governed by partial dif-
ferential equations and variational inequalities is a very active area of research
in Applied Mathematics and in particular in numerical analysis, scientific com-
puting and optimization with a growing impact on engineering applications. In
return, the field benefits from fascinating and challenging applications in that new
mathematical often multiscale-modeling and new numerical tools as well as novel
optimization results and corresponding iterative strategies are required in order to
handle these problems. In particular, it becomes amply clear that constraints have
to be taken into account, both on the control- and design-variables as well as on
the state variables and the domains of their governing models. Moreover, structure
exploiting discretizations, adaptive and multilevel methods become predominant
in large-scale applications.

The aim of the conference and hence the aim of this book was to bring
together mathematicians and engineers working on challenging problems in order
to mark the state-of-the-art and point to future developments. Consequently, the
book addresses researchers in the area of optimization and control of infinite-
dimensional systems, typically represented by partial differential equations, who
are interested in both theory and numerical simulation of such systems.

The editors express their gratitude to the contributors of this volume, the
Oberwolfach Institute, and the Birkhauser Verlag for publishing this volume. They
also thank F. Hante for support in the editing procedure.

K. Kunisch, G. Leugering, J. Sprekels and F. Tréltzsch
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Beyond Lack of Compactness and Lack of
Stability of a Coupled Parabolic-hyperbolic
Fluid-structure System

George Avalos, Irena Lasiecka and Roberto Triggiani

Abstract. In this paper we shall derive certain qualitative properties for a par-
tial differential equation (PDE) system which comprises (parabolic) Stokes
fluid flow and a (hyperbolic) elastic structure equation. The appearance of
such coupled PDE models in the literature is well established, inasmuch as
they mathematically govern many physical phenomena; e.g., the immersion of
an elastic structure within a fluid. The coupling between the distinct hyper-
bolic and parabolic dynamics occurs at the boundary interface between the
media. In [A-T.1] semigroup well-posedness on the associated space of finite
energy was established for solution variables {w, wy, u}, say, where, [w, w;] are
the respective displacement and velocity of the structure, and w the velocity of
the fluid (there is also an associated pressure term, p, say). One problem with
this fluid-structure semigroup setup is that, due to the definition of the do-
main D(A) of the generator A, there is no immediate implication of smoothing
in the w-variable (i.e., its resolvent R(\,.A) is not compact on this component
space). Thus, one is presented with the basic question of whether smooth ini-
tial data (I.C.) will give rise to higher regularity of the solutions. Accordingly,
one main result described here states that said mechanical displacement, fluid
velocity, and pressure term do in fact enjoy a greater regularity if, in addition
to the 1.C. {wo,w1,uo} € D(A), one also has wo in (H?*(Qs))%. A second
problem of the model is the inherent lack of long time stability. In this con-
nection, a second result described here provides for uniform stabilization of
the fluid-structure dynamics, by means of the insertion of a damping term at
the interface between the two media.

Mathematics Subject Classification (2000). Primary 35Q30; Secondary 73C02;
73K12; 76D07; 93.

Keywords. Fluid-structure interaction, higher regularity.

First author: Research partially supported by the National Science Foundation under grant
DMS-0606776. Second and third author: Research partially supported by the National Science
Foundation under Grant DMS-0104305, and by the Army Research Office under Grant DAAD19-
02-1-0179.
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1. The coupled PDE model and its abstract version. A review
from [A-T.1] of well-posedness and basic regularity theory

Physical model. Throughout, £ will be an open bounded domain in R%, d = 2, 3,
with sufficiently smooth boundary 9f). The present paper is focused on a fluid-
structure interaction problem defined on {2, as it has arisen in the applied science
and mathematical literature. See the 1969 monograph [Li.1, p. 120], which, in turn,
states: “Problems of the type here considered occur in Biology [C-R.1].” Further
literature will be given below. The model consists of a fluid-like equation (the
Navier-Stokes equation in the velocity field and the pressure) defined on a bounded
doughnut-like, exterior sub-domain €1y of €1, which is suitably coupled with an
elastic structure equation defined on an interior sub-domain €25 of 2. A boundary
interaction occurs between the two distinct dynamics at the common boundary
I's = 0Qs, of Qs and Q. In short we have Q = Q, U, and Q. ﬂﬁf =00, =T,.
The exterior boundary of 2 will be denoted by I'¢; see Figure 1.

F1GURE 1. The Physical Model

Mathematical PDE model. In this paper, we make two simplifications:

(i) in the structure domain 5 we consider the pure d-dimensional wave equation
(instead of the more cumbersome and physically more appropriate d-elastic
equation: this is not mathematically crucial);

(ii) in the fluid domain Qf we take a linear version of the Navier-Stokes problem.

This is done mostly for reasons of clarity. In a subsequent paper, we intend to
cover the technically more demanding elastic wave equation on 25, as well as
the full (nonlinear) Navier-Stokes model in Q. Hereafter, u = [u1, -, uq] is a d-
dimensional velocity field; the scalar-valued p denotes pressure; w = [w1, -, wq]
is a d-dimensional displacement field. Moreover, v denotes throughout the unit
normal vector which is outward with respect to 0 (hence inward with respect to
Qs on I'y): see Figure 1.
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The fluid-structure interaction problem to be studied in the present paper is
the following linear problem:

w—Au+Vp = 0 in(0,7]xQr=Qy (1.1a)

dive = 0 inQy (1.1b)

Wit — Aw +w = 0 in (O7T] X Qs = Qs (11C)

ulp, = 0 on (0,T]xTy=3%; (1.1d)

B.C. U = w¢ On (O,T] X Fs = Es (116)
@ _ a_w = prv onx

5" = pv on X (1.1f)

1.C. U(O, ) = ug, w(o’ ) = wo, ’LUt(O7 ) = w1, ONn Q. (11g)

Abstract model of Problem (1.1). The Navier-Stokes (linear) part (1.1a) con-
tains two unknowns; namely, the velocity field and the pressure. In the present
coupled case of problem (1.1), because of the (non-homogeneous) boundary cou-
pling (1.1e-f), it is not possible to use the classical, standard idea of N-S prob-
lems with no-slip boundary conditions to eliminate the pressure: that is, by ap-
plying the Leray projector on the equation from (L3(£2))? onto the classical space
{f € (La()4 div f=0inQ; f-v=0o0n 90} (see [C-F.1, p. 7]). Instead, the
paper [A-T.1] (as well as paper [A-T.4], where the d-dimensional wave equation
(1.1c) is replaced by the system of dynamic elasticity) eliminated the pressure by a
completely different strategy. Following the idea of [Tr.1], papers [A-T.1], [A-T.4]
identify a “suitable” elliptic problem for the pressure p, to be solved for p in terms
of u and w.

The elimination of p, by its explicit expression in terms of u and w. A key
idea of [A-T.1], [A-T.4] germinates from the observation that the pressure p(t,x)
solves the following elliptic problem on Q¢ in z, for each t:

Ap = 0 in (0,T] x Qf = Qy; (1.2a)
ou ow _
p = E.Vfaoy on (O’T]XFSZES, (12b)
? = Au-v on (O,T]XFfEEf. (1-2(3)
v

In fact, (1.2a) is obtained by taking the divergence div across Eqn. (1.1a), and
using div u; = 0 in Q5 by (1.1b), as well as div Au = A div u = 0 in Q. Next,
the B.C. (1.2b) on Ty is obtained by taking the inner product of Eqn. (1.1f) with v.
Finally, the B.C. (1.2¢) on T'; is obtained by taking the inner product of Eqn. (1.1a)
restricted on I'y, with v, using u|r, = 0 by (1.1d), so that on 'y, Vp-v = Au-v|r,.
This then results in (1.2¢).
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Ezxplicit solution of problem (1.2) for p. We set

p=p1+ po in Qy, (1.2d)
where p; and py solve the following problems:
Apy =0 in Qy; Apy = 0 in Qy; (1.3a)
ou ow
= .. . pa =0 on Yg;
p1 5 V5, Y on Y (1.3b)
91 =0 on s Ops = Au-v on Xy. (1.3c)
I ov 5,

ov 5,

Accordingly, we define the following “Dirichlet” and “Neumann” maps Dy
and Ny:

Ah = 0 in Qy; Ay = 0 in Qy; (1.4a)
h=D,g <= h =g onls Y= Npp = ¥ =0 onTy; (1.4b)

oh o

9 = 0 on I'y; 5 = poon I'y. (1.4c)

Elliptic theory gives that D, and Ny are well defined and possess the following
regularity:

D, : continuous H?(T'y) — HPT2(Qy), peR; (1.5a)
Ny : continuous H?([';) — HPT3 (), peER (1.5b)

[L-M.1]. Accordingly, in view of the respective problems (1.4), we write the solu-
tions p1, pa in (1.3), and subsequently p in (1.2d), as

ou ow ]
neb <5'”‘%'”)2J; pe=Nyl(Au-v)g, ] mnQp (16)
pP=pn1 +p2 = le + HQU (17&)

o (e, e,
ov ov 5.

+ Nyl(Au-v)g,]  inQp (1.7b)
ow ou
. [(% ). (57,
hence via (1.7a-b):

Vp = —Giw — Gau = VIIyw + VIlu (1.9a)

ou Jw
V<Ds [<$'V%'V)ES

; Ilou = Dy + N¢[(Au-v)s,] in Qy;

(1.8)

> + V(Ny[(Au-v)s,])  inQyp; (1.9b)
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levnlwv{Ds Ka_w.y> H in Qy; (1.10)
ov 5,

%.V
ov 5.

The linear maps G; and Gz in (1.9)—(1.11) are introduced mostly for nota-
tional convenience. Eqns. (1.7), (1.9) have managed to eliminate the pressure p,
and, more pertinently, its gradient Vp, by expressing them in terms of the two key
variables: the velocity field u and the wave solution w. Using (1.9a), we accordingly
rewrite the original model (1.1a—g) as

GQU = _VHQU =-V {Ds

+Nf[(Au~1/)zf]} in Q. (1.11)

u = Au+ Giw+ Gau in Qy (1.12a)
dive = 0 in Q (1.12b)
Wit Aw —w in Qs (112C)
ulp, = 0 on Xy (1.12d)
B.C.
U = wy on X (1.12e)
LC. u(0, -) = uo; w(0, -) = wo, wi(0,-) =w i, (1.126)

only in terms of u and w, where the pressure p has been eliminated, as desired.

Abstract model of system (1.12). The abstract model of system (1.12) is given

by
w 0 I 0 w
d
E Wt = A—-T1 0 0 Wy
u Gy 0 A+Gsy u
w
=A| w |; (1.13a)
U
[w(0), w:(0),u(0)] = [wo, w1, ug] € H, (1.13b)

where H will be the finite energy space, to be specified below, which will associated
with the fluid-structure model (1.12) (see Theorem 1.2 below).



6 G. Avalos, I. Lasiecka and R. Triggiani

The operator A. Recalling (1.10), (1.11) prompts the introduction of the
operator

0 I 0
A = A—-T 0 0 (1.14&)
| G100 A+Gy
i 0 I 0
A—1T 0 0
= ; (1.14b)
V<D 8_ 0
s\ 5 . as3
9.
ass AV{DS <a_'”) +Nf[<(A~)-u)rf]};
1% T,
H D D(A) — H. (1.14¢)

The finite energy space H of well-posedness for problem (1.1a—g), or its abstract
version (1.13)—(1.14) is defined by [A-T.1], [A-T.4]:

H = (H ()% x (La(Q))? x Hy; (1.15a)
(ot = [ (V5T + fy- T (1.15b)
Hp={f € (L2(Q))?: div f=0in Qp; f-v=0o0nTy}, (1.16)

Hy endowed with the L?(€) inner product.
The domain D(A) of A will be identified below. To this end, we find it

convenient to introduce a function 7w, whose indicated regularity was ascertained

in [A-T.1], [A-T.4].

The scalar harmonic function 7. Henceforth, with reference to (1.14b), for
[v1,v2, f] € D(A), we introduce the harmonic function = = 7 (vy, f):

_ of
= [(%"’)FS

(compare with (1.7b) for the dynamic problem). According to the definition of the
Dirichlet map D, and Neumann map Ny given in (1.4a—c), 7 = w(v1, f) in (1.17)
can be equivalently given as the solution of the following elliptic problem (compare

+ Ny[(Af-v)r,] = Ds

(%.V)J € Ly(Qy) (L.17)
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with (1.2a-b-c) for the dynamic problem):

Ar = 0 in Qy; (1.18a)
d v 1 1

S a_i.yfa—yl.yeH 5(T,) onTy; vs | € D(A).  (1.18D)
or _s3 f

5, = AfveHET) on T'y; (1.18¢)

It then follows from A in (1.14b) via the function 7 defined in (1.17) that

U1 Vg vy V1
Al vo | =| Avy—v; | = | v5 | €H, vy | € D(A). (1.19)
f Af-Vr I* f

The domain D(A). The domain D(A) of A is inferred from Theorem 2.1 of
[A-T.1], which considers the existence and regularity issues of solutions to the cou-
pled problems arising from imposing identity (1.19), along with the corresponding
(coupled) boundary conditions dictated by the dynamics (1.12a—f).

Proposition 1.1. (a) The domain D(A) of the operator H O D(A) — H in (1.19) is
characterized as follows: {vi,ve, f} € D(A) if and only if the following properties
hold true:

(ar) v1 € (H'(92))% with Avy € (L2(€2))%,
so that % . e (H 2(L,)% (1.20)
(az) va € (H'(Q4))% (1.21)
(a3) feHY Q) N Hy, with Af — V7 € Hy,
where w(v1, f) € La(82y) is the harmonic
function defined by (1.17) or (1.18a—c); (1.22)
af _1 d _1
(aq) —| e(H 2(Ts)* and w|r, € H™2(Ts); (1.23)
ov|p.
of|  _ [ T
(as) 3 Lo [81/ +7r1/} . e (H 2(Ts))% (1.24)

(as)  flr, =0; v r. € (HE@))Y  [Af-vlr, € HT3(Ty).  (1.25)

r.=f
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We can now, finally, state the basic well-posedness result for model (1.1a—g),
or its abstract version (1.13)—(1.14).

Main well-posedness results on the energy space H. Reference [A-T.1] (as
well as [A-T.4] for the system of dynamic elasticity) establishes the following basic
well-posedness result on the energy space H.

Theorem 1.2. [A-T.1] With reference to model (1.1a~g) or its abstract version
(1.13)—(1.14), the following results hold true.

(1) The map {wo,w1,up} — {w(t),w(t),u(t)} defines a strongly continuous con-
traction semigroup et on the energy space H defined in (1.15), where the domain
D(A) of the mazimal dissipative generator A is identified in Proposition 1.1. The
dissipativity relation of A is, more specifically,

U1 U1
RelAl v || v :-/ VfPdQ; <0, [on, v, f] € D(A). (1.26)
rllrl),

Thus, for initial data yo = {wo,w1,uo} € H as in (1.1g), there is a unique solution
of the abstract Cauchy problem (1.13)—(1.14), which satisfies the regularity

{w( : ;yO)awt( : 7y0)7u( : 7y0)}

€ C([0, T H = (H ()% x (L)) x Hy),  yo = {wo,wi,uo} € H; (1.27)

and, moreover, still with yo = {wo, w1,uo} € H, and 0 < s <t < T, the following
dissipativity identity obtains:

||e“4tyo||i + Q/t | Vu(r; y0)||?2fd7' = HeAsyon{, 0<s<t. (1.28)
In particular, with yo = {wo, w1, up} € H,
u(+,y0) € La(0, T (H'(2))?) (1.29)
[as it follows from (1.28) by Poincaré inequality via (1.1d)], hence
u(-390)le. = we(-5y0)lr, € La(0, T3 (H2(T',))"). (1.30)

(2) Next, let yo = {wo,wi,uo} € D(A), characterized in Proposition 1.1. This
identifies p € Lo(Q2y) via (1.17) or (1.18). Then

e yo = {w(-;90), we(-390),u(-590)} € C([0,T); D(A)); (1.31a)

and thus, via Proposition 1.1,
{w,w, u} € C([0,T]; (H Q)% x (H'(€2:))* > (H'(924))%); (1.31b)
{p(-590),p(-390)lr.} € C([0,T]; La(Qy) x H™2(L,)), (1.32a)

Vp € C([0,T]; (H™H(24))7), (1.32b)
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where the harmonic pressure p is given by the following expression (see (1.17) or
equivalently the boundary value problem (1.2)):

pzps{[(%_g_w.VL}+NJC{[M.V]W}, (1.33)

and, moreover, with 9o = Ay € H:

wy( -5 Y0) w( ;7o)
wi(-3y0) | = e Ayo = | wi(590) | € C([0,T);H); (1.34)
ue( - 5%0) u( -5 90)

t
e Ayo |2, + 2/ IVur(r:g0)lle, dr = ||e**Ayo|[5,, 0<s<t  (135)

In particular,
w(-390) € L2(0, T (H' (2y))%). (1.36)
(3) The Hilbert space adjoint A* : H D D(A*) — H, with D(A*) = D(A), is

likewise mazimal dissipative. Analogous reqularity properties hold for the adjoint
problem, where the adjoint operator A* is given explicitly in [A-T.1].

Remark 1.3. In view of the characterization of the domain D(A) of A in Proposi-
tion 1.1, the regularity result (1.34) for [we, wy, us) is much stronger than that in
[D-G-H-L.1, Thm. 3.2, p. 647], that requires

yo = {wo, w1, uo} € (H*(Q))* > (H?(Q4))? x (H*(Qf))". H

Remark 1.4. Here we point out the relevance and the implications of the problem
considered in this paper, whose main result is Theorem 2.1 below. By Proposition
1.1, a point {v1,v2, f} € D(A) carries a smoothing of one unit (as measured in
the scale of Sobolev spaces) of the second and third components: vo € (H!(£2;))¢
and f € (H'(2f))4, over the basic regularity of the second and third component
spaces (L2(25))% x Hy of the energy space H in (1.15a). However, for {v1,va, f} €
D(A), the first component carries no additional smoothing over the corresponding
first component space (H'(£2,))? of H. [The resolvent R(),.A) of the generator
A is not compact in the first component space [A-T.1].] This raises the following
question: how can one generate smoother solutions, if starting with I.C. in D(A)
is not enough for the first component w, the structure displacement. This issue
is important in the application of energy methods, which involve computations
requiring higher regularity of the solutions over that of the basic finite energy
space H, starting from I.C. which are still dense in H. One such case occurs when
studying the uniform stabilization problem [A-T.2], [A-T.3]. The present paper
addresses this issue: it provides a class of 1.C., still dense in H, which guarantees
a higher regularity of the solution {w,w;,u} across the board. O
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2. The main result of higher regularity

Because of Theorem 1.2, we know that fluid-structure solution

[w, we,u, p] € ([0, T]; (H' () x (H' ()" x (H'(2f))? % L2(2y));

u € La(0, T (H'(24))%), (2.0)

for initial [wq,w1,up] € D(A), continuously. We will ultimately show that the
mechanical displacement, fluid velocity and pressure term enjoy greater regularity,
if we assume a regularity of one unit more in wg. In fact, the main result of the
first part of this paper is as follows:

Theorem 2.1. Let the initial data {wo, w1,uo} € D(A) in (1.1a—g) further satisfy
wo € (H?(%))L. Then the solution [w,wy,u,p] of problem (1.1a-g) satisfies the
following extra spatial reqularity, with continuous dependence on the data:

(a) w € Loo(0,T; (H*())%); (2.1)
(b) u € Ly(0,T; (H*(25))%); (2.2)
(c) p € Lo(0,T; H (). (2.3)

For the most part, we shall only sketch the proofs of the main and supporting
results; the full details may be found in [A-L-T.1].

3. High-level initial conditions.
Regularity in the tangential direction

Broadly, the proof of Theorem 2.1 is based on two main steps. Step 1, the most
demanding, consists of obtaining the regularity of the solution {w,w;,w,p} in the
tangential direction; that is, when acted upon by a smooth first-order differential
operator which is tangential on the boundary I'y U I'y. This is done in Theorem
3.1.1 below. Its proof is indicated in the present Section 3. Step 2 — and carried out
in Section 4 — deduces then the regularity of the relevant quantities in the normal
direction, by use of the equations (1.1a-b).

3.1. Slashing the variables u and w by a first-order
operator 5 on (2, tangential to the boundary I'f U T,

We now initiate a space regularity analysis. It consists of two steps: In this section
we analyze regularity in the tangential direction, while an analysis of regularity in
the normal direction will be carried out in the next Section 4. Here we follow the
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pattern of, e.g., [L-L-T.1, p. 162, p. 166]. To this end, for £ =1,...,d — 1, let
B=DB= Z?Zl bgi(f)% = by(€) - V = first-order, scalar differential
operator with smooth coefficients by () = {bsi(-)} on Qf U Q;,
assumed to be tangential to I's U T'f; that is, satisfying (3.1.1)
by -v= 25:1 beivi =00nTsUTy; v =[11,...,14] being the unit
normal vector on I'y UT',, outward with respect to Qy (Fig. 1).

(For £ =1,...,d—1, such an operator B = By, say on I';, may be thought of as the
pre-image, under diffeomorphism via partition of unity from ) into the half-space
R% = {(z,y) : x> 0, y € R¥"!} of the tangential derivative D,,, ¢ =1,...,d — 1,
on the boundary x = 0 of R? [L-L-T.1, footnote, p. 162].) Of course, when d = 2,

then Dy, = D,.
We next convert the scalar operator B into a vector form, as usual, by setting
Bu = Bluy,...,uq)" = [Buy,...,Bug)",
Bw = Blw, ..., wq]" = [Bwy, ..., Bwy"".
Thus, the vector operator [By,...,Bq_1] corresponds to the tangential gradient
Vy = aiyl, e ﬁ in R™. Finally, we apply the (vectorial) operator B across
problem (1.1a—g), and define new variables
w=Bu; p=DBp;, w=DBw, (3.1.2)
In these new variables, we will then obtain the following problem:
u—Au+Vp = Kyg(u,p) in Qy (3.1.3a)
diva = [div,B] u in Qy (3.1.3b)
Wy — A+ = Kg(w) in Qs (3.1.3¢)
B.C. o= in (3.1.3¢)
ou  ow di _ 5 i %
w o pv+ (div v)(w — @) + pr in Xy (3.1.3)
I1.C. 71]0 = B’wo; ’lj}l = Bwl; ﬂo = B’U,O in Q, (3.1.3g)

where Ky(u,p), Ks(w), [div, B] are the following commutators
Kp(up) = [B.Alu— [B.Vpon Qp Ku(w) = [B.Alwon Qi (3.1.4a)
[div, B]-w = [[0z,, 8], . .., [Oay, Bl]-u = [0z, Blui+- - -+ [0z, Bluqg on Q¢. (3.1.4b)

Justification of (3.1.3) is given in Appendix A. The main result of Section 3 is the
following regularity theorem for the problem (3.1.3a—g) in the slashed variables

{IZ), wta aaﬁ}
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Theorem 3.1.1. Let initial data {wo,w1,uo} € D(A) in (1.1a—g) further satisfy
wo € (H?(%))Y. Then, with reference to (3.1.1) we have the following: With
B=DBy, {=1,...,d—1, the solution [w,ws,q,p] = [Bw, Bw, Bu,Bp] of problem
(3.1.3a-g) satisfies

1@l o, @)1y T 1@l Lo 0,73 L2(20))0)
+ Nl 0,50 2,)2) T 1Pl L0502 00
< Cr (”[wo’wl’“o]”D(A) + ||w0||(H’~’(szs))d) : (3.1.5a)
In other words, if V denotes the tangential gradient, then
IVywllz_ 0.1 (m ()= xayy + I Vywell L (0,7:((L2(02,) @-1xay)
+ IVyull Ly 0,11 @) @-vxayy + 1VyPll Lo, 752225 )a-1))

< Cr ([lwo, wr, uo]llpeay + [lwoll (a2 (0. - (3.1.5b)

The following subsections are devoted to showing the main intermediary steps
in the proof of Theorem 3.1.1.

A preliminary identity and estimate of slashed problem (3.1.3a—g). We in-
troduce the following notation for {w(t),w;(t),u(t)} € H in (3.1.2):

Ea(t) = [ (t), @ (O Er (0))ax (1 (2.))4

= [ 80P +19a0P + @] do.. (3.10)
Moreover, notation such as || f||q will refer to the Ly(Q2)-norm of f. The following
identity on problem (3.1.3a—g) is obtained by standard energy methods.

Proposition 3.1.2. With {wo, w1,uo} € H, let {wo, w1, U} be as defined in (3.1.2)
(or (3.1.3g)). Then, for all't, 0 < t < T, the following identity holds true for
problem (3.1.3a-f), in the notation of (3.1.6):

t
Ew(t)+||ﬂ(t)||?zf+2// Val2d0, dt
0 Joy
t
= B0 + ol +2 [ [ Kylup)-adoyds
o Ja,

¢ ¢
+2/ / Ks(w)~ﬁ)td§lsdt+2/ / pldiv, B] - wdQ¢ds
0 Ja, o Joy

t t
+ 2/ / (div ) [ — @] - Gdlyds + 2/ p - @dlyds. (3.1.7)
0 JI'g 0
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Identity (3.1.7) is still not the ultimate form we are secking. To obtain the
latter, we shall employ the following moment-type boundary inequality [B-S.1,
p. 39], or [Th.1, p. 26]: Let © be a general bounded domain in R?, d > 2, with
sufficiently smooth boundary 0€2. Then, there is a constant C* > 0 such that

1 1
Ihlaallon < VORI [Ih]If g, for any h € H' (), (3.1.8)
with C* independent of h, where | - ||1,o denotes the H!(-)-norm. Incorporating

this estimate in a majorization of (3.1.7) we then obtain

Theorem 3.1.3. With {wo,wi,uo} € H, let {Wo,W1,U0} be as defined in (3.1.2)
(or (3.1.3g)). Then, for 0 <t <T, the following inequality holds true for problem
(3.1.3a~f), for given € > 0 arbitrary:

t
Eﬂﬂ+HMﬂWMmmd+@—2dALéIVMQPMU%
f

< Eg(0) + [ltollr, ) +2

t
/ / Ks(w) - wy dQsds
o Ja,
t t
/ / p[div, B] - udQsds / / pr - @ dlgds
0 Joy o Jr,

t t
- C - -
e [ s+ C [ (19, + 1k, as (319)

t
// Ky(u,p)-tudQysds
0Joy

+ 2

+ 2 +2

Corollary 3.1.4. Let {wo, w1, uo} € D(A) as given in Proposition 1.1. Then recall-
ing B in (3.1.1), (3.1.2), and Ez(-) in (3.1.6), we obtain:

(a)
= Bw € C([0,T]; (La(2))?); @y = Bwy € C([0,T]; (La(2))%);  (3.1.10a)

@ = Bu e C([0,T]; (L2(Q4))%); (3.1.10b)

T
A (1313, + 13, | ds = O {lIfwo, wr, uollla) | - (3.1.11)
(b) Assume further that wo € (H?(2))¢. Then:

{wo, w1, uo} € D(A), wo € (H*(2s))* =

wo € (H ()% 101 € (La(Qs))%; o € (La(Q2y))% (3.1.12)
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Ea(0) + [|aoll?,

/ [[Bwo|* + [V (Bwo)[* + [Bw:|*] d2s + || Buolly,  (3.1.13)

s

O { o, wr, uolllay + lwoll3 o, } - (3.1.14)

(c) Accordingly, with {wo,w1,ue} € D(A), wo € (H?())¢, and with refer-
ence to estimate (3.1.9), for 0 <t < T':

t
100) s 0,y 10 sy VO o+ 2= 20) [ [ (9P angas
f

¢
< 2‘/ Ky(u,p)-udQyds
o Joy

t
+2‘// Ky (w) - @y dQsds
0 Ja,

t
e / 15(5) 1241 . 0

t
+ 2‘// P [div, B] - udQsds
0 Jay

t
//pﬁ~ﬂdl"sds
0 JI'g

Orientation. In estimate (3.1.15), there are three more terms we shall esti-
mate in the original Q; by using the a priori regularity of Theorem 1.2(2) for
[wo, w1, up] € D(A). These are: (i) the penultimate and ultimate integrals on the
RHS of (3.1.15), one in the interior of Q involving the integrand p [div, 5] - v and
one on the boundary of 'y involving pv - u; and (ii) the integral involving the
component [B, V]p of the commutator Kf(u,p) (see (3.1.4a)) in the first integral
on the RHS of (3.1.15).

In our next step, we estimate the penultimate integral on the RHS of (3.1.15)
involving p [div, B] - u.

+ 2 + O (Illwo, w1, wollfba) + lwoll3g, ) 0S¢ <T.

(3.1.15)

Proposition 3.1.5. Let {wp,w1,up} € D(A). Then, with reference to the third
integral on the RHS of (3.1.15), we have

t t
2‘// 5 [div, B] - wdQds gec/ IV a2, ds + Corllfwo, wr, uolll
o Ja, 0

(3.1.16)

Next, we estimate the two integrals on the RHS of (3.1.15) involving the
terms [B, V]p and pv - @, the former being part of the commutator Ky(u,p) in
(3.1.4a).
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Proposition 3.1.6. Let [wg, w1, ug] € D(A). Then, with reference to the first integral
on the RHS of (3.1.15) involving K (u,p) = [B,Alu—[B,V]p on Q, see (3.1.4a),

we have for all € > 0:
t t
2‘/ / [B,VIp-adQyds / / pU -4 dlgds
0o Jay o Jr,

t
< <€ [ IVl a0 + Callwownwllby. (117

+2

Using now estimate (3.1.16) of Proposition 3.1.5 and estimate (3.1.17) of
Proposition 3.1.6 on the RHS of inequality (3.1.31), with Ky(u,p) = [B, Alu —
[B, V]p, and recalling K,(w) = [B, Alw, we finally obtain:

Theorem 3.1.7. Let [wo, w1, uo) € D(A), wo € (H%(Qs))?. Then, with reference to
estimate (3.1.15), we obtain for 0 <t < T':

[0 )7 a1 (0, yye + 1D, 0,00 + 1O, 0,

b (2-00 /Ot /Qf Va(t)2d0, ds

¢ ¢
< 2‘// (B, Alu- @4 dQpds +2‘// (B, Alw - wydQsds
0 Qf 0JQg

t
+ e [ lalpes + Cre (I wnuollbiy + ol
(3.1.18)

3.2. Analysis of the commutator terms [B, Alu and [, AJw in the half-space

Orientation. The commutator [B,A], which appears on the RHS of estimate
(3.1.18) of Theorem 3.1.7, as acting on « or on w, is of order 1+2—1 = 2. When act-
ing as ([B, Alu,@)q,, we can give a gross analysis as follows. A priori, we have u €
Lo(0,T, (HY(Qy))?) via (1.29), for [wo,w:,ue] € H (or u € C([0,T]; (H(2))?)
via (1.31b) for [wo, w1, uo] € D(A)). Thus () : [B, Alu € L2(0,T; (H~1(Qy))?) for
the second-order operator [B, A]. But this regularity (x) of [B, A]u is not enough
to handle in ([B, Alu, @), the regularity of & € Lo (0,T; (H*(€25))%), which would
be required to have the term efOT fﬂf |Va|?dQ¢dt — which would arise in esti-

mating the RHS of (3.1.18) — absorbed by the term (2 — Ce) foT fo |Va|2dQydt,
which is present on the LHS of (3.1.18). This gross analysis is even more in-
adequate while considering the term (K (w),w:)q, = ([B, Alw,w)q,. A priori,
w € C([0,T); (H*(Qs))?), hence [B, Ajw € C([0, T]; (H~1(£2,))?), while the veloc-
ity term 1w, is required to be in C([0,T]; (L2(£2))%), in order to have the term
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e||171t||20([0’T];(L2(QS))U,) which would arise in estimating the RHS of (3.1.18) ab-
sorbed by the term 1{[w0||c((0,17;(L.(2,)) Which comes from the LHS of (3.1.18).
Accordingly, a more refined analysis of the commutator terms is needed. This will
be carried out in the half-space, where it will be more transparent and precise. In
particular, this more refined analysis will permit us to see that the counterpart
of the commutator [B, A] in the half-space is, yes, a second-order operator, but
only in the tangential direction: this latter feature will then be instrumental in
obtaining the sought-after energy estimate for {w, s, @} from estimate (3.1.18).

Reduction to Melrose-Sjostrand coordinates over a collar domain. As A =
g—; +-+ 50_523 in problem (1.1) or (3.1.3) over the original domain Q = Q,U; is a
second-order differential operator on  with real (principal) symbol —(¢Z+- - -+(3)
and with non-characteristic boundary, then near any point & € I', respectively,
¢ € Ty, we may choose [M-S.1, pp. 597-598] local coordinates (z,y), z € R}, y =
[Y1,...,9a_1] € R9™1 centered at &, such that €, is locally given by —1 < x < 0,
lyl <1, and Qy is locally given by 0 < z < 1, |y| <1 in the first case { € I's; while
Qy is given locally by 0 <z <1, |y| <1 in the second case £ € I'y. Moreover, the
Laplacian A is replaced by

A =D+ p(x,y)- ij + (L.0.t. in D) = D? + Z po(T,y)Dy + Lot., (3.2.1a)

|a]=2

where our notation is as follows:

D, = Dy:— 7Oé:(041,...,0éd_1)7

oy 0Yd—1
(3.2.1b)

with p(z,y) a vector real and smooth. Also, the term “f.0.t.” denotes here a dif-
ferential operator of at most first order in y.

3' _ i a ' o 8041 aad—l
oz’ Y oy Oya—1

M-S

coordinates

A

~— M5

coordinates
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* * f
Q QF

-1

We also recall that passage, under the aforementioned diffeomorphism, from
Q to R; preserves the norms and the inner products [L-M.1, p. 35]. Thus, hence-
forth, we may consider problem (3.1.3a—g) as defined in the collar domain

Q=000 Q={(r,y): -1 <z <0yl <1},

QO ={(z,y): 0 <z < Lily| <1}, (3.2.2)

where A is replaced by A as given in Q* by (3.2.1a) and the vector p(z,y) is
real and smooth on the closure c£(Q2*) of *. Such a new problem over Q* may be
viewed as corresponding to the original problem (3.1.3), defined, however, only over
a boundary (collar) subdomain M of €2 and acting on the solution {w,u} having
compact support on M in the case { € I'y, and on the internal part OM N Q¢ of
0N in the case { € T'y, after the change of coordinates { = (&1,...,8q) € M —
(z,y) — Q"

Consequently, the new problem over Q* with A given here by (3.2.1a) may
be considered for solution {w,u} vanishing as follows:

for the case £ € T : w has compact support for x = —1 and for |y| = 1,

u has compact support for x = 1 and for |y| =1; (3.2.3)
for the case £ € I'y : w has compact support for z =1 and for |y| =1. (3.2.4)

As finitely many subdomains such as M will cover the full collar of I' =
I'yUT's, estimates obtained for the new problem over 2* will provide corresponding
estimates of the original problem, in part by the invocation of a partition of unity.

After applying said partition of unity, it will suffice to consider a boundary
layer of ). Indeed, a partition corresponding to the interior of 2 will be mapped
onto a compactly supported set, in which case, both wave and fluid are decoupled
— as the boundary conditions imposed on both wave and fluid are zero (Dirichlet
B.C.). For these, standard regularity theory for both wave and fluid then applies.

The commutator [5, A] on the half-space. In both cases, £ € 'y and £ € Ty,
the first-order operator B of (3.1.1), tangential on the boundaries I'y UT' ¢, may be
thought of as the pre-image — under the diffeomorphism via partition of unity from
Qy, resp.,Q, into the half-space Ri ={(z,y) : x € Ry, y € R} (resp., RY =
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{(z,y) : € R_, y € R¥71}) — of the tangential derivative D,,, £ =1,...,d — 1,
on the boundary z = 0 on R? [L-L-T.1, footnote, p. 162]. Thus,

the commutator [B, A] on 2 goes into

the commutator [D,,, A] on Q*. (3.2:5)
We can then compute explicitly such commutator: from (3.2.1), with
0
L=1,...,d-1 d D, = —
) ) al Ye ayza
we obtain
Dy, A = Dy,[D?+p(z,y)- D2+ Lot]
= Dy, |:D§ + Z pa(x,y)D;‘ + E'O't} (3.2.6a)
|a]=2
- [D§+ > pa(x,y)Dz‘}Dyz
|a]=2
Ipa(z, a
+ 3 %Dy + Dy, [ot] (3.2.6b)
|a]=2
= [D:Qc + p(QT, y) . D;] Dye + Py (37, y) : D; + Dye M'O't'] (3'2'66)
8,0& T y
= ADy, + ) +[Dy,,L.0.t] (3.2.6d)
lo]=2
= ADy, +py,(2,y) - Di + Lot (3.2.6¢)
Thus
B,Ain @ = [D,,, A] = py(a.)- D2+ Lot on @ (3:2.7a)
Ipa(z,
= Z M Dy +L.o.t. on QF, (3.2.7b)

e Oye

where £.0.t. denotes a differential operator of at most first order.

Thus, in Q* the commutator in question is, yes, of second order, but only in
the tangential direction y, a big advantage — as we shall see in the analysis below —
over the gross assessment in the Orientation that [5, A] is of order 1+2—1=21in
all variables! Thus, estimate (3.1.18) of Theorem 3.1.7 is rewritten in the half-space
via (3.2.7) as
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Theorem 3.2.1. Let [wo, w1, uo] € D(A), wo € (H2(Q))4. Then, with @ = Bu =
Bou and @ = Bw = Bew as in (3.1.2),

t
wum&m+n@uﬂQ+wmw%;+m—coé/:wmeawm
f

t
< 2’// (Dy,p) - (DZu) - i dQ}ds
0 Ja
f

t
+2‘// (Dy,p) - (Dw) - by dSds
0Ja;

t
4*%Hﬁﬂﬁm%+@ﬂmmmwmaﬂ+Wﬂ%Q- (3.2:8)

Proceeding with the analysis, we see that on the half-space, we have u =
Dy,u, hence for £ =1,...,d -1,

[Vi|* = |Da(Dy,u)|* + |Dy(Dy,u) . (3.2.9)

For the first integral over fotfﬂ* on the RHS of (3.2.8), we estimate, since p
¥

is smooth:

2

/Ot /g (Dy,p) - (Dyu) - (Dy,u)dds

t t
C
< 6// |D§u|2d§2’}ds+—// | Dy ul?dds (3.2.10)
0 /3 € Jo Jor

t
< e// |D§u|2dQ}d8+(’){||{wo7w1,uo}||2@(A)}7 (3.2.11)
o Jor

where in going from (3.2.10) to (3.2.11), we have invoked once more the a priori
regularity for v in (1.31). Similarly, as to the second integral this time over fot Jou
on the RHS of (3.2.8), we likewise estimate

2

/Ot /S (Dup) - (D) - (Dyw)dds

IN

t t
C
e// |D§w|2d§2:ds+—// | Dy, w; [2dQds (3.2.12)
0 Jaz € Jo Jax

t
e// D2wPdds + O {| o, wr uo) o} (3:2.18)
0 Ja

IN
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recalling, in the last step, the regularity result D,,w, € C([0,T]; (L2(22))%) from
(1.31b). Invoking both (3.2.11) and (3.2.13) on the RHS of (3.2.8) yields via (3.2.9)

1Dy w(®)1F q: + [1Dywe ()G + 1Dy ul)]E

(2 - Ce// (|Dy(Dy,u)|* + [ Da(Dy,u)[*|dQ}ds

/ / | D} ul? dedere/ / | D2 w|dSY; dere/ Dy, w(s)|? - ds

+ Cr (”[wOawlauO]”'D(A +||U}0||29 ) {=1,... —1.
(3.2.14a)

This estimate is valid for all ¢ = 1, ..., d—1. Summing up these d—1 estimates
we thereby obtain for all 0 <t < T,

IDyw(®)IIF ; + I1Dywe ()G + 1 Dyu(®)a:

b (2-Ce) // (D2l + | Do (Dyu) 21 ds

< (d—1)e // |D2ul?dVds + (d — 1)e // |D2w|*dQ}ds
o

+@d=1) /an IR azds + Cr (1lbeo, s, wol by + ol ) -

(3.2.14b)
But the first term (d— e [ [, |D?u|2dQ%ds on the RHS of (3.2.14b) is absorbed
0Ja Yy f
¥

by the corresponding term on the LHS of (3.2.14b) with factor (2 — Ce); moreover,
the second term in w on the RHS of (3.2.14b) is absorbed by the stronger third
term. Thus, (3.2.14) yields (after possibly rescaling ¢ > 0):

IDyw ()13 s + [1Dywe ()8 + [Dyu(t) g

t
+ (2—06)// (ID;ul® + | Do (Dyu)|?]d;ds
0 Q;

t
< 2 [ IDyul} asds+ Cr (lfwn,wn,uallba + unl e ) - (3:215)
0
Next, setting
o) = 1Dy ®)3 5 Kr = Cr (lwo, wr, wolllba) + lwol3e;) . (3:2.16)

we obtain from (3.2.15) dropping three positive terms

¢
v(t) < Kp + 26/ v(s)ds, 0<t<T. (3.2.17)
0
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Then, Gronwall’s inequality implies

o(t) < Kpe*', orfor0<t<T,

IN

IDw®I30; < Cr (llwo,ws, uollBbia + lwolfa; ) . (3.2.18)
Using (3.2.18) on the RHS of estimate (3.2.15), then yields for 0 < ¢ < T
| Dy o

t
+ 1D Ol + 100l + 2= Co) [ [ [9(D,u)Pa; is
f

< Cr (Jlwo,wr, wollp ) + ol ) - (3.2.19)

The counterpart of estimate (3.2.19), this time on the original domain Q =
Qs U Qy via the diffeomorphism into R%, in terms of the variables W = Bw, W; =
Bw:, & = Buin (3.1.2), where B= By, £ =1,...,d—1, is then, still for 0 <t < T"
For¢=1,...,d—1,

t
l@)12q, + l@ @3, + [a®I3, + 2 - Ce) / / Vs, ds
f
< Or (Jllwo, wr, uolfbea) + lwoll3q, ) - (3:220)

Then, (3.2.20) proves estimate (3.1.5a—b) of Theorem 3.1.1, save for the pres-
sure term. To handle also p = Bp, see (3.1.2): In part by a classic result in Stokes
theory (e.g., [C-F.1], Prop. 1.7(ii), p. 7) and appropriate usage of the slashed fluid
equation (3.1.3a), we can eventually obtain as in [A-L-T.1], the chain

1PN 2y 0, 752500, ))

IN

C1 (195 Lo z:(aatyys) + o, w1, o]l

IN

Ca [Vl 0.2:zatpexny + w0, wrsuolllpea] - (32:21)

This estimate, combined with that in (3.2.20) will now provide the full statement
of Theorem 3.1.1, upon summing up in the index £.

4. Sketch of proof of Theorem 2.1

4.1. Boosting the regularity for the structural component w:
Proof of Theorem 2.1(a)

Having established Theorem 3.1, we could then return to the original domain 2

and carry out on g the arguments of the present subsection. However, alterna-
tively, it may still be more transparent to continue to work on Q. The analysis of
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Section 3 has established that for [wg, w1, u0] € D(A), wo € (H2(Q))?, then
Vyw(t,e,y) € Loo (0,75 (H' (@) 051, (4.1.1a)
with continuous dependence on the I.C.; that is

IVywllT _o,mye @y a-vxar < Cr (”[wOawlv“O]”QD(A) + ||w0||?H2(ﬂ:)>d) :

(4.1.1b)
Hence, by trace theory on I';:
V,w(t,0,y) € Loo(0,T; (H? (T%))%*%), (4.1.2)
that is, K
w(t,0,y) € Loo(0,T; (H? (T%))%), (4.1.3a)
lwlezll, oz ayyey < CT (||[wo,w1,u0]||%(,4) + ||w0||%H2(Q;))d) . (4.1.3b)

In terms of the original domain g, (4.1.3) says

[w

o omt o < Or (w0, wnuolliy + lwolfsg, ) - (414)

a result that could be shown directly on g, using w = Bw, B=By, {=1,...,d—
1, B a tangential operator on I';. Moreover, the a priori regularity (1.34) gives:
[wo, w1, u0] € D(A) = wy € C([0,T]; (L2(2))?). This, combined with (4.1.4) and
a-fortiori (1.27) for w, yields then

[w

I's

el ot oy T+ wloqomagay

< Cr (||fwo, w1, uo] |l pay + llwol|2,0.) - (4.1.5)

Thus, we have that, pointwise in time, w(t) is the solution of the elliptic
BVP

Aw = wy(t) +wt) € C(0,T]; (La(2:))%); (4.1.6a)
w = w(t)r, € Leo(0, T (HF(T,))%), (4.1.6b)

from which
w € Loo(0,T; (H*(2))9) (4.1.7)

now follows from classical elliptic theory. Thus, Theorem 2.1(a), Eqn. (2.1) is
established.

4.2. Boosting the regularity for fluid components {u, p}:

Proof of Theorem 2.1(b)—(c)
In this subsection we shall present two approaches; one obtained in Q} and one
obtained in Q.

An approach in Q’} Under the diffeomorphism, via partition of unity, from the
original fluid equation mapped into 2}, the original differential operators A and
V (in the original variables (1,...,&4)), occurring in the original fluid equation
(1.1a), are mapped respectively into the M-S form A given by (3.2.1a) and into
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the operator V. = [Dg, p(x,y)Vy]; see Appendix B of [A-L-T.1]. This way, the
original pressure term Vp (in the original variables &;,...,&;) is mapped into
Vp = [Dup, plz, y)Vypl, where p(z,y) is a smooth coefficient of « and y. Thus, in
Q} = (0,T) x Q}, the counterpart of Eqn. (1.1a), originally defined in @, is now:

uthu+@p:O,
or

Dqp
uy — Du — Z pal®,y)Dyu +

|| =2

Flot(u)=0.  (42.1)

p(x,y)Vyp

Step 1. We shall first obtain the desired estimates for the terms DZus, ...,
D2ug, where u = [u1,...,uq]. To this end, we put on one side all the quantities
which have already been estimated in (3.2.19) on %, ultimately in (3.1.5) of
Theorem 3.1.1 in Q. We then re-write (4.2.1) as

Dzp
Diul ] = u— Z pal®,y)Dyu+

lot(u) = F (4.2.2)
0 |a]=2

p(x,y)Vyp

Next, for initial conditions [wo,w;,ue] € D(A) with wo € (H?(s))¢, the
regularity of the forcing term F on the RHS of (4.2.2) is F' € Lo(0, T} (LQ(Q’}))d),
continuously in the initial conditions:

1Pl Lyorzacaye) < O (Ilwo,wn, wollpey + lwolg,) - (423)

Indeed, to establish (4.2.3), we recall that: u; € L2(0,T; (H'(Q2£))?) by (1.36); and
moreover from Theorem 3.1.1 (or estimates (3.2.19) and (3.2.21)),

||Vyu||L2(07T;(H1(Q;))(dfl)xd) =+ ||vyp”LZ(o,T;(LZ(Q;))d)

<Cr (lHWOawlauO]HD(A) + ||wo||2795) :

These estimates collectively give (4.2.3). We now return to equation (4.2.2), where
D2u = [D2uy, ..., D?ug)'". Then, via (4.2.3) on F', we obtain the following regu-
larity results:

(a) | DZus — szHLQ(O,T;LQ(Q}i))
< Cr (Ilwo, w1, wolllpay + lwoll 0, ) ; (1.2.4)
(b) HDiu?HLQ(o,T;LQ(Q;)) ot HDgudHLQ(O,T;LQ(Q;))

< Cr (Jlwo, wr, ol [y + lwolls, ) - (4.2.5)
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Step 2. Here, to obtain a similar regularity for component D2u;, we use the
fact that u is solenoidal in €s; see (1.1b):

0 0

Under the diffeomorphism via partition of unity, the original term div(u) (in the
(&1,...,&q) variables) is mapped into the term

—~ 0 0
div(u) = z-u1 + T o
2 —1

ugq + Lot(u) in QF,

where £.0.t(u) is of zero order; see Appendix B of [A-L-T.1]. Since &R/(u) =0, we
then obtain

0 0 0
Ty = (——uy 4+ C.0.t(u) in Q. 427
pre! <8y1 ug+ -+ 3yd_1ud> + L.o.t(u) in QF ( )
Differentiating both sides of (4.2.7) in x thus yields
0
D2uy = —D, [ — D,[l.o.t in Q%. 428
i =D, (vt o) + Diltot(] 9. (129

So, for [wg,w1,ue] € D(A), wo € (H?(s))%, we have, upon combining (4.2.5)
with the estimates (3.2.19) on Q% (or Theorem 3.1.1 on €2f) and (1.29),

| DZus HLQ(O,T;LQ(Q}))

d
S CT Z ||Dyuj||L2(O7T;H1(Q})) + ||vu||L2(O,T;(L2(Q}))dXd) (429)
=2
< Cr (Illwo, wi, wolll ey + ol ) - (4.2.10)

Finally, returning to (4.2.4), and applying (4.2.10) thereto, we arrive at

||sz||L2(o,T;L2(Q;)) <Cr (||[w07w17uo]||73(,4) + ||w0||2,szs) : (4.2.11)

Now, (4.2.10) along with (4.2.5) provide the desired result for the term DZu:

102l 0 75 gz < (o, wi, wollloeay + lwollog, ) - (42.12)

Then (4.2.12) for the normal regularity and (3.1.5) for the tangential reg-
ularity of component u establish (2.2) of Theorem 2.1 for w. Finally, combining
(4.2.11) for the normal derivative of p, and (3.1.5) for the tangential derivative of
p, establishes (2.3) of Theorem 2.1 for the pressure term of system (1.1). Theorem
2.1 is proved.

An alternative approach of Step 2 above in (a collar of the boundary of Qf
may be given [A-L-T.1].
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5. Uniform stability of the fluid-structure dynamics

5.1. The fluid-structure PDE model (1.1a)—(1.1g) under
boundary feedback dissipation

Given the seemingly strong dissipation coming from the gradient fluid component
of the PDE system (1.1a)—(1.1g) — viz., see the relation in (1.28) — one might be
tempted to conjecture that solutions of this fluid-structure model surely decay to
the zero state in longtime. However, for any given boundary interface I'; there will
be at least one eigenvalue of A : H — H on the imaginary axis, thereby precluding
the possibility of asymptotic decay. In particular, the point A = 0 will always be an
eigenvalue, with readily identifiable one-dimensional eigenspace (see [A-T.1], also
[A-T.4], where the spectral analysis is undertaken for the more physically relevant
Stokes-Lamé system). For some structural geometries — e.g., when €, is a circle in
R? or a sphere in R? — there are actually countably infinite eigenvalues on iR.

In the best possible geometrical situation (from the point of view of stability);
i.e., when A = 0 is the only eigenvalue of A on iR, a nonstandard argument is
invoked in [A-T.1], which ultimately invokes the spectral criterion of [Ar-Ba] and
[Ly-Ph], so as to infer strong stability for solutions of the fluid-dynamics PDE
(1.1a)—(1.1g), for initial data {wo,ws,up} € [Null(A)]*. (Recall from Proposition
1.1 that the resolvent of A is not a compact operator; so classic invariance principles
cannot be appealed to in order to quickly infer strong decay of fluid-structure
solutions.)

Here instead, we are concerned with a notion much stronger than that of
asymptotic decay; namely, we are seeking a result of uniform stability on all of H,
for solutions of the fluid-structure dynamics under appropriate dissipative feed-
back. From our remarks above, it is clear that an additional feedback mechanism
will be necessary for such decay on all of the energy space H.

In view of this necessity, we consider the following fluid structure PDE under
additional Neumann boundary dissipation in one of the transmission conditions
on I';:
u—Au+Vp=0 in (0,T) x Qy

PDEs { divu=0 in (0,T)x (5.1.1)

wttherw:O iH(O,T)XQS

ou Ow
= o +pv on (0,T) x T's
B.C. { ulp, =0 on(0,T)xTIy (5.1.2)
ow
[wt — %} . =ulp, on (0,7) x Ty

I.C. [w(0),w:(0),u(0)] = [wo,w1,u0] € H (5.1.3)
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In short, the boundary condition w¢|p = ulp of (1.1a)—(1.1g) is replaced by
[wt - a_l;}]rs
shall see, induces an additional structural dissipation.

Let now (feedback) operator Ap : H — H model the dynamics of (5.1.1)-
(5.1.3). Then from our preceding remarks, we likewise infer that Ap generates

a Cp-semigroup {eAFf }t>0 C H (as did the original fluid-structure model A; see

[A-T.1], [A-T.2]). Thus, analogous to the regularity result in Theorem 1.2, we have
the following continuous map for solutions of the PDE (5.1.1)—(5.1.3) (see [A-T.2]):

[wo,whuo] € H (514)

= 3 s wul u, 2
W, Wt, U, U, v

= ulp_, which is consistent with [S.1]. This latter expression, as we

) } € C([0,T);H) x L*(0,T; [H (Q4)]* x L*(T)).

In particular, to justify the asserted L-in time regularity in (5.1.4), we can invoke
a simple energy method, as was employed for relation (1.26), so as to have the
dissipative relation for all 0 < s <t < oo,

2

2
wo wo t t

eArt | = [le’r* | wy 72/ ||Vu||522fd772/
S S

Uo Uo

2
dr (5.1.5)

FS

ow

14

cf., (1.28). Moreover, as was shown outright in [A-T.2], o(Ar) N iR = (), and
so by an appeal to said spectral criterion in [Ar-Ba], the semigroup {eAF } >0
is strongly stable. Subsequently, we can turn our attention to the question of
whether the Neumann dissipative term in (5.1.5) gives rise to exponential decay
for the semigroup {eAF‘}t>O, or what is the same, solutions of the boundary
damped fluid-structure PDE model (5.1.1)-(5.1.3). In particular, the property of
exponential decay being satisfied means there exist positive constants C' and p,
say, such that for all ¢ > 0,

€4 £ 3¢y < Ce™?". (5.1.6)

Given the dissipative relation (5.1.5), to establish the uniform decay estimate

(5.1.6) for the fluid-structure model, it suffices from a classic argument (see [Bal])

to show the following upper bound for the energy, for some positive constant Cr:
2

wo T T
eAFT w1 < Cr / ||Vu||?lf dtJr/
0 0

H

Uo

dw]f dt). (5.1.7)

VFS

By means of establishing the a priori inequality (5.1.7) we have the following:

Theorem 5.1.1. (see [A-T.2]) For given initial data [wo, w1, ug] € H, the solution
of the fluid-structure PDE (5.1.1)—(5.1.3) decays exponentially in time. That is
to say, there exist positive constants C' and p such that the solution [w,w,u] of
(5.1.1)~(5.1.3) exhibits the decay rate

[[w(t), we(t), u(t)]|l4, < Ce P ||[wo, w1, uol|l, for all0 <t <T. (5.1.8)
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The proof of this result in [A-T.2] involves, in part, a “multiplier method”
which to some extent is a vector-valued version of that carried out for boundary-
controlled (and scalar-valued) wave equations; see, e.g., [Tr.2], which follows the
Lyapunov method-based papers [Ch],[Lag]. Note that a key feature of Theorem
5.1.1 is the validity of the decay rate (5.1.8) with no geometrical assumptions
being imposed upon the boundary interface I's. The “big gun” which allows for
this generality is the following microlocal result, which provides for the treatment
of (historically troublesome) boundary integrals involving the tangential derivative
Ow/OT, these occurring in the course of establishing (5.1.7), via said multiplier
method:

Lemma 5.1.2. (See [L-T.2]) Let € > 0 be arbitrarily small. Let z solve an arbitrary
second-order hyperbolic equation with smooth space-dependent coefficients on Qr =
(0,T) x Q, where Q C R™ is a smooth bounded domain. Then if Ty is a smooth
connected segment of boundary 0S), we have the estimate

T—e¢ 2
0z
— | dtdoS 1.
/5 / * ( aT) 9 (5.1.9)
T T 2
<C / / sztdaQ+/ / 0z dtdoS + || 2|)% 1
=7 o Jro.”t o Joo \OV HZT0Qr) |’

where parameters €,eg > 0 are arbitrarily small.

Applying this trace result to the vector-valued function ‘(99—7;”’ at the tail end
of our multiplier method, we eventually arrive at the preliminary estimate

T T
B
E(T) < Cy </ ||Vu||?2fdt+/ -
0 0

v
where £.0.t.(w,w;) denote “lower-order terms,” or measurements of {w,w;} in a
(spatial) topology lower than that of the finite energy H. Subsequently, a compact-
ness-uniqueness argument (by contradiction), which uses the classic Holmgren’s
result for the uniqueness of the continuation, removes these polluting lower-order
terms, so as to establish (5.1.7), and so then the estimate (5.1.8).

2

dt) + Lot (w,wy), (5.1.10)
rs

5.2. Boundary feedback stabilization of a related Stokes-Lamé
fluid-structure PDE system

We further note here that one has the exact analogue of the exponential sta-
bility result Theorem 5.1.1 for the Stokes-Lamé version of the canonical model
(5.1.1)—(5.1.3). This more physically relevant PDE model appears in the afore-
said monograph [Li.1], and subsequently in [D-G-H-L.1]. See also [A-T.4], where a
well-posedness and strong stability analysis, akin to that of [A-T.1] undertaken for
(1.1a)—(1.1g), is carried out for the Stokes-Lamé system. As for the PDE (5.1.1)—
(5.1.3), the geometry on which the fluid-structure interaction evolves will be the
union Qf U Q,, where again 2 denotes the fluid domain, and € the structure
domain (see Figure 1).
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In presenting this Stokes-Lamé fluid-structure model, it would behoove us
to first recall the classical tensor operators which are invoked to mathematically
describe the linear (Hookean) system of elasticity on the structural domain
(see, e.g., [Ke]):

1. For w = [w1,...,wy], the strain tensor {e;;} is given by
1 8wj 8wi
(W) = = L 1<i,j<n. 5.2.1
a) =3 (G2 +52) 1<ig<n (5:2.)

2. Subsequently, the stress tensor is described by means of Hooke’s Law:

oij(w) = A (Z ekk(w)> 8ij +2pe5(w), 1<4,j<mn, (5.2.2)
k=1

where A > 0 and p > 0 are the so-called Lamé’s coefficients of the system.

Moreover, d;; denotes as usual the Kronecker delta; i.e., d;; = 1if i = j and

di; = 0 otherwise.

With the geometry {Q, s} as described above (and again with unit normal
v exterior to 5), and the stress-strain relations defined in (5.2.1)-(5.2.2), we are
now in a position to describe the fluid-structure interactive PDE which appears
in [D-G-H-L.1] and which, as in the canonical model (5.1.1)—(5.1.3), manifests
a boundary feedback dissipative term in one of the transmission conditions on
[s. In this case, the variables (fluid) u(t,x) = [u1,usg,...,uq] and (structure)
w(t,x) = [wy, wa,. .., wq] satisfy

uy— V- (Vu+Vul) +Vp=0 in (0,T) x

PDEs divu=0 1in (0,T) x Qy (5.2.3)
wy — div(o(w)) +w =0 1in (0,7) x

(Vu+vVul) - v=0(w)-v+pv on (0,T) x T,

B.C. { ulp, =0 on(0,T)xTy (5.2.4)

[wy —o(w) V]p, = ulp_ on (0,T) x T

LC. [w(0),w:(0),u(0)] = [wo, w1, uo] € H. (5.2.5)
In particular, the original boundary transmission condition [w;]p = u|p_of [A-T 4]
is replaced by [w; — o(w) - v]p = ulp_. It is shown in [A-T.4] that in the absence
of Neumann feedback damping, a spectral pathology occurs, wholly analogous to
that of the canonical model (1.1a)—(1.1g): namely, A = 0 is always an eigenvalue of
the associated Stokes-Lamé generator, with the possibility of other (at most count-
ably infinite) eigenvalues on iR. That is to say, the inherent damping emanating
from the symmetric fluid gradient is not enough to insure strong stabilization of
both fluid and structure PDE components. However, the presence of the additional
boundary term [o(w) - v, on I's removes the possibility of point spectrum on the
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imaginary axis; consequently, as for the canonical model, one can quickly appeal to
[Ar-Ba] so as to infer strong decay. But one should think the more striking result
can be had; just as we showed for the canonical model (5.1.1)—(5.1.3), the corre-
sponding solutions of the Stokes-Lamé PDE, with said extra Neumann dissipative
feedback, should decay exponentially in time. Indeed, we have the following;:

Theorem 5.2.1. (see [A-T.3]) For given initial data [wo, w1, ug] € H, the solution
of the fluid-structure PDE (5.2.3)—(5.2.5) decays exponentially in time. That is
to say, there exist positive constants C' and p such that the solution [w,w,u] of
(5.2.3)~(5.2.5) exhibits the decay rate

[[w(t), we(t), u(t)]|l4, < Ce P ||[wo, wi,uolll,, for all0 <t <T. (5.2.6)

Our modus operandi in the paper [A-T.3] is very much as we detailed for the
canonical (5.1.1)—(5.1.3): In [A-T.3] we invoke a multiplier method to establish
the energy inequality needed for exponential stability, and which is wholly analo-
gous to (5.1.7). Namely, if [w, ws, u] solves the aforesaid Stokes-Lamé system with
Neumann boundary dissipation, we must establish the following estimate to infer
exponential decay:

[[w(T), w(T), u(T)]|3, < Cr (/0 [Vu+ VuTH?Zf dt +/O ||U(w)y||1%s dt) :

(5.2.7)
In the work [A-T.3], the known energy identities for the Lamé system of elasticity
are put to good use (see, e.g., [Al-Ko],[Be-La],[Ho]). At some point in the course
of this method, there is the need to estimate |Drw| ;2o p,p2(r,)), similar to the
situation we outlined above for (5.1.1)—(5.1.3). By way of dealing with this tan-
gential gradient, we invoke the trace estimate in [Ho.2| for solutions of the system
of elasticity, this estimate being the natural descendant of the wave equation es-
timate (5.1.10). Eventually, by the means we have sketched out, we reach a point
in [A-T.3] at which we derive the following estimate:

[w(T), we(T), w(T)]|3,

T T
< Cr (/ ||Vu+VuTH?Zf dt+/ ||J(w)y||1%s dt) + Lot (w,w),
0 0

where again, £.0.t(w,w;) denotes polluting lower-order terms. As we did for the
proof of Theorem 5.1.1, we wish to complete the derivation of estimate (5.2.7)
by invoking a compactness-uniqueness argument. To make the uniqueness part of
this argument (by contradiction) work, we invoke the unique continuation result in
[E-I-N-T] for systems of elasticity. (Note that compared to the classic Holmgren’s
theorem, the result in [E-I-N-T] is relatively “state of the art”.)

We close here with a brief announcement concerning nonlinear boundary
stabilization of the Stokes-Lamé system, wherein the Neumann dissipative term is
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subjected to specified nonlinearities. This work is currently in progress. To describe
this problem, we let g;(-), ¢ = 1,...,d, be functions on the real line which satisfy
the following criteria:

(H1) Each g;(s) is continuous and monotone increasing;

(H2) gi(s)s > 0 for s # 0;

(H3) For each i, ¢ =1,...,d, there exist positive constants m; and M; such
that the following inequality obtains for |s| > 1:

m;s® < gi(s)s < M;s.
With these nonlinearities, we now define the map G([o(w) - v|r,), by

G(lo(w) - vlr,) = g1 (lo(w) - vh), .-, gallo(w) - V]a)] (5.2.8)

where [o(w) - v]; is the i*" component of the boundary term [o(w) - v]r.
Subsequently, we consider the following nonlinear PDE

u — V- (Vu+Vul)+Vp=0 in (0,T) x

PDEs { div(u) =0 in (0,T)x (5.2.9)
wy — div(o(w)) +w =0 in (0,T) x Q,

(Vu+Vul) - v=0(w) -v+pr on (0,T) x 'y

B.C. { ulp, =0 on(0,T)xT; (5.2.10)

[we = G(lo(w) - vr)lr, = ulp, on (0,T) x T,

L.C. [w(0),w:(0),u(0)] = [wo, w1, uo] € H. (5.2.11)
In short, the boundary feedback of PDE (5.2.3)—(5.2.5) is now allowed to
vary in a nonlinear fashion. In this connection, our main result is as follows:

Theorem 5.2.2. (see [A-L-T.2]). If the assumptions (H1)-(H3) are in place, then
there exists a Ty such the solution [w,wy,u] of (5.2.9)—(5.2.11) satisfies the follow-
ing rate of decay for time:

o)) el < 8 (1) for e T,

where lim; o S (t) = 0. Here, S (t) is the solution of a first-order differential equa-
tion with initial data S (0) = ||[w(0),w:(0),u(0)]||,,. The (explicitly computable)
coefficients of the ODE will depend upon the nonlinearities g;, i = 1,...,d.

The proof of this result in [A-L-T.2] is an adaptation of the well-known
algorithm in [La-Ta], wherein it is shown how one can derive explicit rates of
decay for semilinear wave equations under nonlinear boundary damping. The key
feature here is that for many typical and nonlinearities g;, one can actually compute
outright the solution S (¢) of the given ODE, thereby yielding explicit rates of decay
for the nonlinear fluid-structure dynamics (5.2.9)—(5.2.11).
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Optimization for Navier Stokes Flow
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Abstract. In this paper we present an approach to shape optimization which
is based on continuous adjoint computations. If the exact discrete adjoint
equation is used, the resulting formula yields the exact discrete reduced gra-
dient. We first introduce the adjoint-based shape derivative computation in a
Banach space setting. This method is then applied to the instationary Navier-
Stokes equations. Finally, we give some numerical results.
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1. Introduction

In this paper, we consider the optimization of the shape of a body that is exposed
to incompressible instationary Navier-Stokes flow in a channel. The developed
techniques are quite general and can, without conceptual difficulties, be used to
address a wide class of shape optimization problems with Navier-Stokes flow. The
goal is to find the optimal shape of the body B, which is exposed to instationary
incompressible fluid, with respect to some quantity of interest, e.g., drag, under
constraints on the shape of B.

In a general setting, the shape optimization problem can be stated in the
following way: Minimize an objective functional .J, depending on a domain Q and
astate g = () € Y(2). The domain  is contained in a set of admissible domains
O.q. Furthermore, § and  are coupled by the state equation E(j,Q) = 0. Thus,
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the abstract shape optimization problem reads

min  J(g, Q)

st. B@Q) =0, Q¢ Ou.

The constraint E(f,Q) = 0 is a partial differential equation defined on €,
which in our case is given by the instationary incompressible Navier-Stokes equa-
tions.

Shape optimization is an important and active field of research with many
engineering applications, especially in the areas of fluid dynamics and aerodynam-
ics. Detailed accounts of the theory and applications of shape optimization can
be found in, e.g., [1, 2, 3, 9, 15, 18]. We use the approach of transformation to a
reference domain, as originally introduced by Murat and Simon [17], see also [8].
The domain is then fixed and the design is described by a transformation from a
fixed domain to the domain € corresponding to the current design. This makes
optimal control techniques readily applicable. Furthermore, as observed by Guil-
laume and Masmoudi [8] in the context of linear elliptic equations, discretization
and optimization can be made commutable. This means that, if certain guidelines
are followed, then the discrete analogue of the continuous adjoint representation
of the derivative of the reduced objective function is the exact derivative of the
discrete reduced objective function. This allows to circumvent the tedious differ-
entiation of finite element code with respect to the position of the vertices of the
mesh. We apply this approach to shape optimization problems governed by the in-
stationary Navier-Stokes equations. On one hand we characterize the appropriate
function space for domain transformation in this framework. On the other hand,
we focus on the practical implementation of shape optimization methods based on
shape derivatives. We show that existing solvers for the state and adjoint equation
on the current computational domain ) can be used to compute exact shape
gradients conveniently for the continuous as well as for the discretized problem.
Hence, although shape derivatives are defined through transformation to a ref-
erence domain, standard solvers on the transformed domain can be used for its
computation.

The outline of this paper is as follows: In Section 2, we will present our ap-
proach for the derivative computation in shape optimization in a general setting.
These general results will be applied to the instationary incompressible Navier-
Stokes equations in Section 3. In Section 4 we present the discretization and stabi-
lization techniques we use to solve the Navier-Stokes equations numerically, which
are based on the ¢G(1)dG(0) variant of the G2-finite-element discretization by
Eriksson, Estep, Hansbo, Johnson and others [4, 5]. Moreover, we explain how
we apply the adjoint calculus to obtain conveniently exact shape gradients on the
discrete level. We will then present numerical results obtained for a model problem
in Section 5, where we also briefly discuss the choice of shape transformations and
parameterizations. Finally, in Section 6, we will give conclusions and an outlook
to future work.
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2. The shape optimization problem

In this section, we present the framework that we will use for shape derivative
computation in a functional analytical setting. We first transform the general shape
optimization problem, which is defined on varying domains, into a problem that
is defined on a fixed reference domain €).¢. Then, after introducing the reduced
optimization problem on a space T of transformations of €, we state optimality
conditions and an adjoint based representation for the reduced gradient of the
objective function.

2.1. Problem formulation on a reference domain
We consider the abstract shape optimization problem given by
min  J(g, )

st. E§,9Q) =0, Q€ Ou.

Here, O.q denotes the set of admissible domains Q ¢ R%, d = 2,3, J is a real-
valued objective function defined on a Banach space Y (2) of functions defined on
Q c R?, )
J:{(7,9): g eY(Q), Q€ Oaa} =R,
and E is an operator between function spaces Y (Q) and Z(£2) defined over €,
E:A{#,9):9€Y(Q),2€ 00} = {2:2€ 2(0),Q € O.q}
with E(g,Q) € Z(Q) for all § € Y(Q) and all Q € O,q.

We now transform the shape optimization problem into a more convenient
form. To this end, we consider a reference domain Qe € Onq and interpret ad-
missible domains 2 € O,q as images of €,.f under suitable transformations. This
is done by introducing a Banach space T'(Qyef) C {7 : Qrer — R4} of bicontinuous
transformations of ;. We select a suitable subset Tog C T'(Qyef) of admissible
transformations. The set 0,4 of admissible domains is then

Oad = {T(Qref) LT E Tad}~
We assume that
Y (Qref) = {707 :9 € Y (7(er)) }

V7 €Taa. (A
JEY(T(et)) —m y:=7oT € Y (Qer) is a homeomorphism} 7 €T (A)

Then, we can define the following equivalent optimization problem, which is en-
tirely defined on the reference domain:

min J(y, T
(¥, 7) 2.1)
st. E(y,7)=0, 7€ T,q.

Here, the operator E : Y (Qer) X T (Qret) — Z(Qref) is defined such that for
all 7 € Thq and § € Y (7(Qyet)) it holds that

E(y,7) =0 <= E(§,7(Qet)) =0,

where y = g o 7. The objective function J is defined in the same fashion.
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In the following, we will consequently denote by g the functions on the phys-
ical domain 7(Qyef) and by y the corresponding function on the reference domain
Qrer, Where

Yy=19yorT.
Remark 2.1. Let €' O Qe be open and bounded with Lipschitz boundary. If,
which is the typical case for elliptic partial differential equations,

Y(Q) = Hy(r(er)),  Z(2) = HH(7(Qrer)
with 7 € Thq, then (A) holds if we choose T'(Qef) = W1°°(€2')? and if we require
that all 7 € Thq C WH(Q) are such that 7 : Qe — 7(Qef) is a bi-Lipschitzian
mapping.
For other spaces Y (2) and Z(2), it can be necessary to impose further re-
quirements on Tyq.

If E is given in variational form then the operator E can be obtained by using
the transformation rule for integrals. This will be carried out for the instationary
Navier-Stokes equations in section 3.

2.2. Reduced problem and optimality conditions

In the following, we will consider the optimization problem on the reference domain
(2.1), which has the form

min  J(y,7)

2.1
st. E(y,7) =0, 7€ Tuq. (2.1)

We denote by E, and E; the partial derivatives of F with respect to y and 7.
In order to derive first-order optimality conditions, we make the following
assumptions:

(A1) Toq C T(et) is nonempty, closed, convex and assumption (A) holds.

(A2) J Y (Qet) X T(Qref) — R and E : Y (Qref) X T (Qet) — Z (o) are continu-
ously Fréchet-differentiable.

(A3) There exists an open neighborhood T77; C T'(£ef) of Taq and a unique solution
operator S : T,; — Y (Qyf), assigning to each 7 € T.; a unique y(7) €
Y (Qref), such that E(y(r),7) = 0.

(A4) The derivative Ey,(y(7),7) € LY (Qref); Z(Qrer)) is continuously invertible
for all T € T,.

Under these assumptions y(7) is continuously differentiable on 7 € T/ D Taq
by the implicit function theorem. Thus, it is reasonable to define the following
reduced problem on the space of transformations T (Qycf):

min  j(7) := J(y(7),7)
st. T €E€Tu ’

where y(7) is given as the solution of E(y(7),7) = 0.
In the following we will use the abbreviations

Tref = T(Qref)7 Yvref = Y(Qref)7 Zref = Z(Qref)-
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In order to derive optimality conditions and to compute the reduced gradient
J'(7), we introduce the Lagrangian function £ : Yiet X Trer X Z ¢ — R,

E(ya T, /\) = J(va) + <>‘a E(va»Z yZref

ref?

with Lagrange multiplier A € Z*

ref*

Under assumptions (A1)—(A4) a local solution (y,T) € Yier X Tag of (2.1) sat-
isfies with an appropriate adjoint state A € Z}; the following first-order necessary
optimality conditions.

Li(y,7,A) =E(y,7)=0 (state equation)

Ly(y, 7, A) = Jy(y, 7) + EZ(y, TIA=0 (adjoint equation)
(Lr(y, T A T = )1, Tooe = (7 (y, ) + EX(y, TN T = T)12, 1oy >0 VT € Thaa.
2.2.1. Adjoint-based shape derivative computation on the reference domain. By
using the adjoint equation the reduced gradient j'(7) can be determined as follows:

1. For given 7, find y(7) € Yier by solving the state equation

<E(y7T)7 ()0>Zref1Z: =0 V@ € ref
2. Find the corresponding Lagrange multiplier A € Z; by solving the adjoint

equation
N Ey(Y 7)) 25 Zeee = —(Jy (U, T), 0) v Veer VP € Yiet (2.2)
3. The reduced gradient with respect to 7 is now given by
GT) )T e = N Er (Y 7)) 22 Zuo + (T (U5 7)o )T T (2.3)

ref’ ref? ref’

2.2.2. Adjoint-based shape derivative computation on the physical domain. For
the application of optimization algorithms it is convenient to solve, for a given
iterate 7, € T'(Qef), an equivalent representation of the optlmlzatlon problem on
the domain Qy, := 7 (Qyer). To this end, we introduce operators E J and 7, which
differ from F, J and j only in that the function spaces Y, Z and T are defined on
Q. instead of Qf, i.€.,

E(j,7)=0 <= E(y,7om) =0, wherey =jo (7o)
Then we have the relation
j(7) =j(Fork) = j(r) and therefore 7o, =7, ie, T=ToT .
We are thus led to the following procedure for computing the reduced gradient:
1. For id : Qr — Q, id(7x(z)) = 7k(x), © € Qrer, find g € Y (Q) by solving
the state equation
(EGr,1d), ) z(0).2() =0 Vo € Z()*,

where §x(75(2)) = yr(x), 2 € Qper. This corresponds to solving the standard
state equation in variational form on the domain €, which in the abstract
setting was denoted by E(fx, ) = 0.
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2. Find the corresponding Lagrange multiplier A\, € Z (Q)* by solving the
adjoint equation

Moy B (G, 1)9) (0,01, 200) = — (I3 (0, 1), @)y ()= v(n) ¥ € Y (),

where A (7(2)) = A (@), 2 € Quer. This corresponds to the solution of the
standard adjoint equation on 2.
3. The reduced gradient applied to V' € T({yef) is now given by

G (), Vire, 1 = (G (0), V(o) - 1)
= </~\k,E7"-(gk,id)f/>Z(Qk)*,Z(Qk)
+ (T2 (G, 1), V)= ()
for Ve T(Q), Vor,=V,ie,V=Vo 7‘];1. If we define the linear operator
By, € L(T(Qet), T(W)), BV =Vor ! (2.4)
then we have by our previous calculation
§'(m) = Bij'(id) = Bii(Ex (G, id)" Ak + J7 (G, id)).
This procedure yields the exact gradient of the reduced objective function and has

the advantage that we are able to use standard PDE-solvers for the state equation
and adjoint equation on the domain ), since we evaluate at 7 = id.

2.3. Derivatives with respect to shape parameters

In practice, the shape of a domain is defined by design parameters v € U with
a finite- or infinite-dimensional design space U. Thus, we have a map 7 : U —
T(Qer), v +— 7(u) and a reference control ug € U with 7(ug) = id. Derivatives
of the reduced objective function j(7(u)) at uy are obtained using the chain rule.
With 7, = 7(ux) and By, in (2.4) we have

d

(God(r(r)) o v = G (7(r)s u (k) )10, T 00er)

= (7' (i), (7u(ur) -) © 7(ur) ™) r(n) @)

= (5’ (i), Bemu(uk) - )r(0,) mp) = (Tu(ur)* Biij' (id), - yu= v
Overall, this approach provides a flexible framework that can be used for arbitrary
types of transformations (e.g., boundary displacements, free form deformation).

The idea of using transformations to describe varying domains can be found, e.g.,
in Murat and Simon [17] and Guillaume and Masmoudi [§].

3. Shape optimization for the Navier-Stokes equations

We now apply this approach to shape optimization problems governed by the insta-
tionary Navier-Stokes equations for a viscous, incompressible fluid on a bounded
domain Q = 7(Qyef) with Lipschitz boundary. According to our convention, we
will denote all quantities on the physical domain by ~.
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For Q c R¢ with spatial dimension d = 2 or 3, let I'p C 0 be a nonempty
Dirichlet boundary and T'y = 9Q \ T'p. We consider the problem

U, —VAD+ (0-V)0+Vp=f on Qx I
divo =0 on Q2 x 1
V=170p onl'p x 1T
s o0v
pn—v—=20 on 'y x I
on
o(-,0) =g on

where @ : 2 x I — R? denotes the velocity ©(x,t) and p : © x I — R the pressure
p(x,t) of the fluid at a point = at time ¢, 7 : 9Q — RY is the outer unit normal.
Here I = (0,7),T > 0 is the time interval and v > 0 is the kinematic viscosity;
if the equations are written in dimensionless form, v can be interpreted as 1/Re
where Re is the Reynolds number.

We introduce the spaces

HLH(Q):={pc H'()?: &|r, =0}, V:={vec HHQ)?*: divs =0},
H:=clp2(V), L§(Q):={peL*(Q): / p=0},
Q
the corresponding Gelfand triple V — H — V* and define
Woo(;V):={D € LA(LV): & € LYI; V*)).
Now let
op € HY(Q), divép =0, felL?(I;V*), o€ H.

Under these assumptions the following results are known.

o If I'p =90, ie., 'y =0, then for d = 2 there exists a unique weak solution
(0,p) with © —op € Wao(I; V) and p(-,t) € LE(Q), t € I. For d = 3 there
exists a weak solution (¥,p) with © — vp € Wy y/3(I; V) N L>(I; H) and
p(-,t) € Lg(Q), t € I, which is not necessarily unique. For the case vp = 0
the proofs can be found for example in [19, Ch. III]. These proofs can be
extended to ©p # 0 under the above assumptions on v p.

o If Ty # () and T'p satisfies some geometric properties (for example, all z € Q
can be connected in all coordinate directions by a line segment in €2 to a
point in I'p) and if a sequence of Galerkin approximations exists that does
not exhibit inflow on I' ;v then the same can be shown as for the Dirichlet case:
For d = 2 there exists a unique weak solution (9, p) with & —vp € Wao(I; V)
and p(-,t) € LE(Q), t € 1. For d = 3 there exists a weak solution (v, p) with
©—0p € Waus(1;V)NL>(I;H) and p(-,t) € L§(Q), t € I, which is not
necessarily unique. In fact, in the case without inflow on I'y all additional
boundary terms have the correct sign such that the proofs in [19, Ch. II] for
the Dirichlet case can be adapted.

In the case of possible inflow an existence and uniqueness result local in
time and for small data global in time can be found in [10].
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3.1. Weak formulation

In the following we consider the case d = 2 and I'y = () to have a general global
existence and uniqueness result at hand. Moreover, to avoid technicalities in for-
mulating the equations, we consider homogeneous boundary data vp = 0. Then
we have H}(Q) = H}(2)? with the above notations.

The classical weak formulation is now: Find © € Wy 2(I; V') such that

(De(-, 1), ~)v*v—i-/ o(z, )T Vo (x, t)ﬁ;(x)dx—&—/QVVﬁ(a?,t):Vﬁ)(x)dx

/fa:t x)de VweVforaa. tel (3.1)

As mentioned above, for f € L*(I;V*) and 99 € H there exists a unique weak
solution © € Wao(I;V). The pressure p(-,t) € L3(), t € I, is now uniquely
determined, see [19, Ch. III].

The weak formulation (3.1) is equivalent to the following velocity-pressure
formulation: Find © € Wao(I; H3 (2)%) and p(-,t) € L2(Q2), t € I, such that

(@1 1), D) -1 g +/*(x Vo (x, t)wb(x )dx+/ vVo(x,t) : Vib(z) do

Q

—/ﬁ(m,t) div w(z dm—/ x)dr V€ Hy(Q) for a.a. t € 1
Q
/q( ) div o(x,t) =0 Vge L3(Q) foraa. tel
Q

’f]( ) = ’Uo.

To obtain a weak velocity-pressure formulation in space-time, which is convenient
for adjoint calculations, we have to ensure that p € L?(I; L3(€2)). To this end we

assume that the data f and ¢ are sufficiently regular, for example, see [19, Ch.
ITI, Thm. 3.5],

F.fie LAV, £(,0) € H,Bo € VN HY Q)™ (32)
Define the spaces

Y (Q) = W(I; Hy()") x L*(I; L§(%), (3-3)
LA(I; H Y ()Y x L2(I; L3 (Q)).

N
B4
li

Then
Z5(Q) = L*(I; Hy ()%) x L*(I; L§(2))
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and the weak formulation (3.1) is equivalent to: Find (9,p) € Y (), where
Q = 7(et) such that

((w,q), E((9,D), Q) z+(02),2(2)

:/Qi}(aj,())TﬁJ(a:,O) dm—/iion’:(-,O) dx

Q
—l—//i}Td}dmdt—i—//uVﬁ:Vd’;dxdt
1o 1Jo (3.4)

+//6TVﬁzbdxdt7//ﬁdivu~;dxdt
I1JQ I1JQ

—/ fTﬁdedt+//zjdivﬁdxdt:0 Y (w,q) € Z*(Q).
1Jo 1Jo
This formulation defines now the state equation operator

E: A5, :9€Y(Q),2€ 0} —{2:2€ 2(0),Q€ Ouq}.

3.2. Transformation to the reference domain

In the following we assume that

(T) Qef is a bounded Lipschitz domain and ' O Q¢ is open and bounded with
Lipschitz boundary. Moreover T,q C W%°°(Q')¢ is bounded such that for
all 7 € T,q the mappings 7 : Qe — 7(Qef) are bi-Lipschitzian and satisfy
det(7’) > & > 0, with a constant § > 0. Here, /() = V7(x)T denotes the
Jacobian of 7.

Moreover, the data v, f are given such that
feCHL;V(Q), 5o e VIQ) NH2(Q)? VQ € Oug = {7(Qret) : 7€ Taa},

i.e., the data vy, fo are used on all 2 € O,4.

Then assumption (T) ensures in particular (3.2) and assumption (A) holds in the
following obvious version for time dependent problems, where the transformation
acts only in space.

Lemma 3.1. Let Toq satisfy assumption (T). Then the state space Y () defined in
(3.3) satisfies assumption (A), more precisely,

Y (rer) = {(0,9)(7(), )  (8,9) € Y(7(€hrer)) } VreT
(%,5) € Y (r(Quet) — (v,9) := (8,5)(7(),-) € Y (Quet) is a homeom. o
A proof of this result is beyond the scope of this paper and will be given
elsewhere.
Given the weak formulation of the Navier-Stokes equations on a domain
T(Qrer) we can apply the transformation rule for integrals to obtain a variational
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formulation based on the domain Q..¢. Using our convention to write ~ for a func-
tion that is defined on 7(Qef) we use the identifications

v(x,t) :=0(r(x),t), plz,t):=p(r(x),t),
etc. and the identity

Vii(r(2)) = 7 (2) T Vaez(x), =€ Qer.
Using this formalism we get for example

d
// vVo : Vo dx dt = /Z/ Z/VviTTlflT’fTVwi det 7’ dz dt.
I J7(Qrer) 1,3 J9

ref

In this way and by using Lemma 3.1 we arrive at the following equivalent form
of the weak formulation (3.4) on 7(Qyef), which is only based on the domain 2,
Find (v,p) € Y (Qyef) such that for all (w,q) € Z*(Qyer)

(w,q), E(v,0),7)) 2+ (Qrer), Z(Qrer)

= / v(z,0)Tw(z,0)det 7/ d — / Bo(7(x))Tw(z,0)det 7' dx
Qref Qref

d
+ / / v} wdet 7’ dx dt + / / vVol 771~V w; det 7' da dt
1o ; /o (3.5)

ref

+ // v~ TV wdet 7’ do dt — // p tr(r"~TVw) det 7/ dx dt
I Qref I Qref

),

For 7 = id we recover directly the weak formulation (3.4) on the domain 2 = Q,.f,
for general 7 € Toq we obtain an equivalent form of (3.4) on the domain 2 =

T(Qpet)-

f(r(z),t)Twdet 7' dz dt + //Q q tr(7'"T'Vw) det 7' dz dt = 0.
I

ref ref

3.3. Objective function

We consider an objective functional .J defined on the domain 7(§,f) of the type

T((®,5), 7(Quet)) = / / o D12 0,500,500 ded
7 et (3.6)
o(x,v(z,T))dx

+ o e T)
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with fi : UTGTa,d T(Qef) X RZx R%2 x R and f5 : UTGTa,d 7(Qrer) X R? — R. Again
we transform the objective function to the reference domain ef.

T(®,5) 7(Qer) // Fu(r (@), v £), 7 (2) TV (e, £), p(z, £)) det 7 da dt
/ falr z,T))det 7’ dx

=: JP((v,p),7) + I (v, 7) = J((v,p), 7).

3.4. Adjoint equation

We apply now the adjoint procedure of Subsection 2.2.1 to compute the shape gra-
dient. To this end, we have to compute the Lagrange multipliers (X, p) € Z*(Qyer)
by solving the adjoint system (2.2), which reads in this case

<()‘v ,LL), E(’U,p)((”vP)? T)(’U), q)>Z*(Qrcf)7Z(QrCf)
= _<J(v,p)((vvp)’ T)7 (w7 Q)>Y*(Qref),y(ﬂref) V(wv q) € Y(Qref)

with the given weak solution (v,p) € Y (Qet) of the state equation. In detail we
seek (X, 1) € Z*(Qyer) with

// w! A\ det 7/ dt dsr:+/ w(z, T)" Xz, T) det 7/ dx
Qret Q

ref

/ / vWw! 7177 TV(N); det 7 dw dt
I‘Lf

3.7
// TV + v 7' TVw) Adet 7' da dt 3.7)
rLf

// q tr(r"TV) det 7/ dmdt+// w tr(7 T Vw) det 7/ dx dt
Qref Qref

Jwp) (0,0),7), (W, )y + () ¥ () T(W,0) €Y (Qrer).

For 7 = id this is the weak formulation of the usual adjoint system of the Navier-
Stokes equations on €)¢f, which reads in strong form
At — vVAX — (VA v + (V)X = Vi = —JP((v,p),id)  on Queg x T
—div A= —J((v,p),id)  on Quer x I
A=0 on OQer X I
A, T) = —JF (v,id) on Qe
For general 7 € T,q the adjoint system (3.7) is equivalent to the usual adjoint

system of the Navier-Stokes equations on 7(€¢f). A detailed analysis of the adjoint
equation of the Navier-Stokes equations can be found in [11, 21].
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3.5. Calculation of the shape gradient
The derivative of the reduced objective j(7) := J((v(7),p(7)), T) is now given by
(2.3), which reads in our case

G(T) )T (Qat) T ()

= <(>‘7 H)a E‘F((vap)7 T) ! >Z* (o), Z (Qrer) =+ <J7-((’U7p), T)a ! >T*(me),T(Qrcf)-
To state this in detail, we have to compute the derivatives of E and J with respect
to 7. Let (v,p) and (A, i) be the solution of the Navier-Stokes equations (3.5) and

the corresponding adjoint equation (3.7) for given 7 € T,q. Using the formulation
(3.5) of E on the reference domain Q¢ the first term can be expressed as

(1), E-((0,0), T)V) 25 (0,00), 2 (Qrer)

= /Q (v(z,0) — Bo(7(2))) T X(x,0) tr(7' V') det 7 da

(3.8)

/ VIV (7(z))A(x,0) det 7/ dm+// vl X tr(7' 7V ) det 7 da dt
rLf !‘Lf
+Z// vVl T (7 VT = VP =TTV TN det 77 dae dt
rLf
/ / 7V — TV =TV oA det 7 da dt
rLf
+ //Q P ( tr(7 TV T =TON) — tr(77TVA) tr(T”lV')) det 7’ dx dt
ref

// HT tr(r V) + VTVf(T(a:),t)) Adet 7' dz dt

// r(7 TV TTV) — (7T V) tr(7 V) det 7 da dt.
rLf

If © solves the state equation then the first term vanishes.
The part with the objective functional is given by

(Jr((v,p), 7), V)T*(szref) T(Quer)
// G 7 (2)"TVo(z,t),p) tr(r'~'V') det ' dx dt
ruf

o // V" N1 (T(I)’ v, T/(I)iTvv(Ia t)7p) =Ty T =Ty det 7' dz dt
Qrer U
// a~f1 7'(x)"TVv(z,t),p)V det 1’ da dt
!‘Lf
+ fo(m(x),v(x,T)) tr(r'~ V') det 7' dx
Qrer

" /Qref aij( ( ) 'U(IE,T))Vdet 7 de.
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If 7 = id, i.e., 7(Qret) = Qe we obtain the following formula for the reduced
gradient, where we omit the first term, since v(-,0) = Do(7(+)).

<j,(id) ) V>T* (Qrer) s T(Qret)

=— VIVBo(x)A\(z,0) dz
Qrer

!
I J et

d
—Z// Vol (V4 V'T)VN; de dt
i=1/179

vtT)\didemdt—i—// vV : VA div V dzx dt
1JQ

ref

ref

7// v VTV dx dt+// v Vo divV dz dt
IJ et 1JQ

ref

+// p tr(V'TVA) da dt — // p div X div V dx dt
I JQes 1JQ

ref
k.,

FAdivVode dt — // VIVFA dz dt (3.9)
1JQ
— // ptr(V'TV) dx dt + // pdivo divV de dt
TJ Qe 1Jo

ref
ref
+/ filz,v,Vu,p) div V dx dt
I JQer

0 T
) dx dt
/I/Qref 3(vﬁ>f1(x,v,Vv,p) VTV da

+// iﬁ(m,v,VU,p)de dt
I1JQ é)SU

ref

+ folz,v(x,T)) div V dzx
Qrer

+ /Qrcf %fg(x,v(x,T))V dz.
Remark 3.2. As already mentioned in Subsection 2.2.2, for computational pur-
poses it is convenient for a given iterate 7, to calculate the reduced gradient
on the domain Q. As described in detail in 2.2.2 we have to solve the Navier-
Stokes equations and the adjoint system on .. Using (§'(7x), V) 1+ (), T(her) =
<3/(id)7‘7>T*(Qk)7T(Qk) we can take the formula above replacing Q,er by Q and
using the corresponding functions defined on 2.

Finally, if we assume more regularity for the state and adjoint, we can in-
tegrate by parts in the above formula and can represent the shape gradient as a
functional on the boundary.

However, we prefer to work with the distributed version (3.8), since it is
also appropriate for FE-Galerkin approximations, while the integration by parts
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to obtain the boundary representation is not justified for FE-discretizations with
H'-elements. In addition, (3.8) can also easily be transferred to a boundary repre-
sentation by using the procedure of Subsection 2.3 with a boundary displacement-
to-domain transformation mapping u +— 7(u) € T,aq. For Galerkin discretization
the continuous adjoint calculus can then easily be applied on the discrete level.

4. Discretization

To discretize the instationary Navier-Stokes equations, we use the ¢G(1)dG(0)
space-time finite element method, which uses piecewise constant finite elements in
time and piecewise linear finite elements in space. The ¢G(1)dG(0) method is a
variant of the General Galerkin G2-method developed by Eriksson, Estep, Hansbo,
and Johnson [4, 5].

Let T = {I; = (tj—1,t;] : 1 < j < N} be a partition of the time interval (0, 7]
with a sequence of discrete time steps 0 = tg < t; < -+ < ty = T and length of
the respective time intervals k; = |I;| = ¢; — tj_1.

With each time step ¢;, we associate a partition 7; of the spatial domain
and the finite element subspaces V,f , P,Z of continuous piecewise linear functions
in space.

The ¢G(1)dG(0) space-time finite element discretization with stabilization
can be written as an implicit Euler scheme: v = vo and for j = 1,..., N, find
(v],p)) € Vi x P/ such that

(E7 (vn, pn), (wn, qn))
ol — i1 _ _ _ _
= %,wh + WV, , Vwy,) + (v, - Vo, ,wp) — (p), div wy,)
+ ( div U#Qh) + SD&(”%aP#“’MQh) - (fawh) =0 V(’whth) € V}f X P}]l
with stabilization
SDs(v}, 7} whsan) = (910, - Vol + Vi), = 1), v} - Ve + Van)
+ (02 div v;l, div wp,) .
The stabilization parameters

1/7.—2 127 —2\— . j . j
5, = §(kj + |v§l|2hj ) 2 ity < vy, | 5y = kohj if v < |v]|h;

K1 h? otherwise Ko h? otherwise
act as a subgrid model in the convection-dominated case v < |v;l|hj, where h;
denotes the local (spatial) mesh size at time j and x; and k5 are constants of unit
size.
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As discrete objective functional, we consider

N
Jh(’uhvph)zzkj / fl(mavngv;pp%)dx—"_/ fQ(xaviLV)dx
j=1 Q Q
=: JP"(wn, pr) + T (0f)).

This is exactly J(vp,pr), since vy, pp, are piecewise constant in time.

In order to obtain gradients which are exact on the discrete level, we consider
the discrete Lagrangian functional based on the ¢G(1)dG(0) finite element method,
which is given by

N
L (n, ph An, tin) = T (On,pn) + Y ki (B (vn, pn), (N, 17,))-

j=1

Note again that this is exactly L(vp, pn, An, ftn), Since Uy, Ph, Ap, ty, are piecewise
constant in time.

Now we take the derivatives of the discrete Lagrangian w.r.t. the state vari-
ables to obtain the discrete adjoint equation and w.r.t. the shape variables to
obtain the reduced gradient.

The discrete adjoint system can be cast in the form of an implicit time-
stepping scheme backward in time:

For j =N —1,...,0, find (Ai,u{t) € th X Pg such that

M w j T v M
% + (VN Vwy) + (uh,, div wy) — (gn, div A7)
+ (0], Veon, M)+ (i Vo, X)) o+ SD3 (00, M 115015 00)
)\J'Jrl,,w 1 1
= M - _<JDj,h(,Uhaph)7wh> - —<J€’h(1]h7ph)7qh>
kj kj vy, kj Py,

for all (wpn,qn) € fo X Pg, where the discrete initial adjoint (Af, u) solves the
system

A
thwh + (WYY, Vwn) + (), div wy) + (0] - Vwn, Af)
—+ (wh . V’UhN7 AhN) — (Qf“ div AhN) + SDE(UhN7th7 Ailvﬂ :u’hN7 wh7(Zh)
1 D’h 1 T,h N 1 D1h
— 7E<Jv}]hV (Vn,pr), wn) — EU”Q’ (v ), wn) — EUP}T (vn, Pn), qn)

for all (wp,qn) € V;N x PN.
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The adjoint stabilization term SDj is given by
SD} (v}, v} X, 1 Wy qn)
=51 (wy, - Vv, vl - VAL + 61 (v], - Vwy, v), - VL)
+ 81 (v, - Vi ,wp - VA)) + 61 (Van, Vi) + d2( div wp, div A))
+ 61 (wy, - Vv, Vi) + 61 (v, - Vwy, Vi)
+61(Van, vl - VAL) + 61 (Vpl,wy, - VAL .

For simplicity, we have neglected the terms containing the right-hand side f and
the dependence of §; on v?.

To compute shape derivatives on the discrete level we use a transformation
space T" () of piecewise linear continuous functions. Then a discrete version of
assumption (A) holds, i.e., the finite element space remains after transformation
the space of continuous piecewise linear functions in space. The same holds for
higher-order finite elements. Therefore, an analogue of (3.9) holds also on the
discrete level if a Galerkin method is used and we obtain easily the exact shape
derivative, if the adjoint state is computed by the exact discrete adjoint equation
stated above. In this way we have obtained the exact shape derivative on the
discrete level by using a continuous adjoint approach without the tedious task of

computing mesh sensitivities.

5. Numerical results

In this section we demonstrate the adjoint shape derivative calculus on a numerical
model problem. In particular, we consider an incompressible instationary flow
around an object B for which the drag shall be minimized.

5.1. Problem description

The model problem is based on the DFG benchmark of a 2D instationary flow
around a cylinder [20], see Figure 1. We prescribe a fixed parabolic inflow profile

(0,0.41) noslip (2.2,0.41)

Fin O Fout

I'p

(0,0) noslip (2.2,0)

FiGURE 1. DFG-Benchmark flow around a cylinder; sketch of the geometry

on the left boundary Ty, with vmax = 1.5m/s, noslip boundary conditions on
the top and bottom boundaries, as well as on the object boundary I'p, and a
free outflow condition on the right boundary T'oy;. The flow is modeled by the
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instationary incompressible Navier-Stokes equations, with viscosity v = 107%. The
Navier-Stokes equations are discretized with the ¢G(1)dG(0) finite element method
presented above, with a fixed time step size k = 1072 and a triangular spatial mesh
with about 4100 vertices and 7900 elements.

The object boundary I'p is parameterized using a cubic B-Spline curve with
7 control points for the upper half of I'g, which is reflected at the y = 0.2-axis
to obtain a y-symmetric closed curve. This parameterization allows for apices at
the front and rear of the object, while the remaining boundary is C2. We impose
constraints on the volume of the object B as well as bound constraints on the
control points. Using the coordinates of the control points as design parameters,
we arrive at an optimization problem with 14 design variables, 12 of which are free
(2 design parameters are fixed as we have to ensure that the y-coordinates of the
first and last B-spline curve points equal 0.2 in order for the curve to be closed).

We compute the mean value of the drag on the object boundary I'g over the
time interval [0, 7] by using the formula

I .
J((5,5),Q) = T/ / ((ﬁt L@ V)5 — )T® - pdiv®+ vV V(I)) dz dt.
0 Jo
(5.1)
Here, ® is a smooth function such that with a unit vector ¢ pointing in the mean
flow direction holds

Plr, =0, Plooar, =0 YVQ € Ouq.

This formula is an alternative formula for the mean value of the drag on I'p,

1 T
cd::f/ / n-o(0,p)- ¢ dS,
0 JTp

with normal vector n and stress tensor o(9,p) = vi(Vo + (Vo)T) — pI, and
can be obtained through integration by parts. For a detailed derivation, see [12].
Integration by parts in the time derivative shows that (5.1) can also be written as

T
J((9,p),2) = %/O /Q (((ny)ﬁff)T(I)—ﬁ diV(I>+I/V17:V(I>) dx dt o)
. .

+ = [ ®(2,T) — to(x))T ®(2) d.
T Jo
Thus the drag functional (5.1) has the form (3.6). Moreover, using the well-known
embedding Y (Q) — C(I; L3(2)%) x L3(9) it is easy to see that (¥,p) € Y () —
J((9,p), Q) is continuously differentiable if ® € W1 (R?)2.

Computation of the state, adjoint and shape derivative equations is done
using Dolfin [14], which is part of the FEniCS project [7]. The optimization is
carried out using the interior point solver IPOPT [22], with a BFGS-approximation
for the reduced Hessian.
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5.2. Choice of shape parameters and shape deformation techniques

One aspect to consider in the implementation of shape optimization algorithms is
the choice of the shape parameters and the shape deformation technique. Gener-
ally speaking, shape parameterizations and deformations fall into two classes. In
the first case, a parameterization directly defines the whole domain, which can be
accomplished by using, e.g., free form deformation. In the second case, the pa-
rameterization determines the shape of the surface I'g of the object B. Examples
for this kind of parameterizations can be B-splines, NURBS, but also the set of
boundary points I'p itself, if considered in an appropriate function space. Changes
in the shape of the boundary I'p then have to be transferred to changes of the
domain Qyes. This can be done in various ways, see, e.g., [2].

In our model problem, we have chosen a parameterization of the object
boundary I' 5 based on closed cubic B-spline curves [16], where the B-spline control
points act as design parameters u. The transformation of boundary displacements
to displacements of the domain is done by solving an elasticity equation, where
we prescribe the displacement of the object boundary as inhomogeneous Dirichlet
boundary data [2]. The computational domains Qi := Q(7(ux)) are obtained as
transformations of a triangulation of the domain shown in Figure 1. As described
at the end of section 4 we use piecewise linear transformations to ensure a dis-
crete analogue of assumption (A). Then by an analogue of (3.9) together with the
discrete adjoint equation we obtained conveniently by a continuous adjoint calcu-
lus the exact shape derivative on the discrete level — which we have also checked
numerically.

5.3. Results

The IPOPT-algorithm needs 15 interior-point iterations for converging to a tol-
erance of 1073, altogether needing 17 state equation solves and 16 adjoint solves.
The drag value in the optimal shape is reduced by nearly one third in comparison
to the initial shape. In the optimal solution, bound constraints for 8 of the design
parameters are active, while 6 are inactive. The results of the optimization process
are summarized in Table 1.

Figure 2 shows the velocity fields for the initial and optimal shape, with
snapshots taken at end time, while Figure 3 shows the computational mesh both for
the initial and the optimal shape. Both meshes are obtained by a transformation of
the same reference mesh with a circular object, cf. Figure 1, by solving an elasticity
equation with fixed displacement of the object boundary.

6. Conclusions and outlook

In this paper, we have presented a continuous adjoint approach that can easily be
transferred in an exact way to the discrete level, if a Galerkin method in space
is used. We use a domain representation of the shape gradient, since a boundary
representation requires integration by parts, which is usually not justified on the
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iteration objective dual infeasibility | linesarch-steps
0 1.2157690e-1 1.69e+0 0
1 1.0209697e-1 1.53e+0 2
2 9.7036722e-2 3.60e-1 1
3 8.7039312e-2 6.44e-1 1
4 8.4563185e-2 5.08e-1 1
5 8.3512670e-2 1.01e-1 1
6 8.2813890e-2 1.22e-1 1
7 8.2516118e-2 8.96e-2 1
8 8.2069666e-2 1.42e-1 1
9 8.2062288e-2 1.39%-1 1
10 8.1995990e-2 1.80e-2 1
11 8.1994727e-2 6.55e-3 1
12 8.1995485e-2 2.76e-3 1
13 8.1995822¢-2 2.72e-3 1
14 8.1995966e-2 1.32e-3 1
15 8.1995811e-2 2.66e-5 1

TABLE 1. Optimization Results

discrete level. Nevertheless, adjoint based gradient representations can easily be
derived from our gradient representation, e.g., for the boundary shape gradient in
function space, but also for shape parameterizations, for example free form defor-
mation or parameterized boundary displacement. The proposed approach allows
the solution of the state equation and adjoint equation on the physical domain.
Therefore existing solvers of the partial differential equation and its adjoint can
be used.

We have applied our approach to the instationary incompressible Navier-
Stokes equations. In the context of the stabilized ¢G(1)dG(0) method — but also
for other Galerkin schemes and other types of partial differential equations — we
were able to derive conveniently the exact discrete shape derivative, since our
calculus is exact on the discrete level, if some simple rules are followed.

The combination with error estimators and multilevel techniques is subject of
current research. Our results indicate that these techniques can reduce the number
of optimization iterations on the fine grids and the necessary degrees of freedom
significantly. We leave these results to a future paper.
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F1cURE 2. Comparison of the velocity fields for the initial and optimal shape
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Abstract. Pointwise state-constrained control problems associated with semi-
linear elliptic equations are studied. Theoretical results are derived, which
are necessary to carry out the numerical analysis of the control problem. In
particular, sufficient second-order optimality conditions, some new regularity
results on optimal controls and a sufficient condition for the uniqueness of the
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1. Introduction

In this paper, we consider several aspects of state-constrained optimal control
problems for semilinear elliptic equations, which seem to be important for a re-
lated numerical analysis. For instance, due to the non-convex character of such
problems, a reasonable error analysis should be based on second-order sufficient
optimality conditions at locally optimal controls. It is known that such conditions
are fairly delicate under the presence of state constraints. In [2], second-order suf-
ficient conditions were established, which are, in some sense, closest to associated
necessary ones and admit a form similar to the theory of nonlinear programming
in finite-dimensional spaces. Here, we briefly discuss this result and show its equiv-
alence to an earlier form stated in [5] that was quite difficult to explain.

Another important pre-requisite for the numerical analysis of control prob-
lems is the smoothness that can be expected of optimal controls. We show that

The first author was partially supported by the Spanish Ministry of Education and Science under
projects MTM2005-06817 and “Ingenio Mathematica (i-MATH)” CSD2006-00032 (Consolider
Ingenio 2010).
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the optimal control is Lipschitz, if the state constraints are only active at finitely
many points. We also present a counterexample that this result is not true for in-
finitely many active points. On the other hand, we prove the somehow surprising
result that optimal controls belong to H' () no matter how large the active set
is. Moreover, we also discuss the uniqueness of the Lagrange multiplier associated
with the state-constraints.

2. The control problem

Let €2 be an open, connected and bounded domain in R, n = 2, 3, with a Lipschitz
boundary I'. In this domain we consider the state equation

{Ay+a0(y) = wu+e inQ,

y = 0 on I, (1)

where ag and e are fixed functions specified below. In (1), the function « denotes
the control and we will denote by ¥, the solution associated with u. We will state
later the conditions leading to the existence and uniqueness of a solution of (1) in
C(Q) N HLQ).

The optimal control problem is formulated as follows

min J(u) = %/ﬂ(yu(x) —ya(z))? do + g ; u(z)? dz

(P){ subject to (yu,u) € (C(Q) N H(Q)) x L>=(Q),
a<u(x) <P forae x€Q,
a<yu(r) <b Ve K.

We impose the following assumptions on the data of the control problem:
(A1) In the whole paper, fixed functions yg4, e € L?(£2), and real numbers N > 0,
a, B,a,b are given with o < § and a < b. The fixed function ag : R — R is
monotone non-decreasing and locally of class C?1.

We introduce the sets of admissible controls U, g and the feasible set Uaq of
the problem by

Uap={ue L>®(Q):a<u(z) <fae in Q}
Usa = {u €Unp:a<y,(z) <bVze K}.
(A2) K is a compact subset of Q. We also assume that either K NT' = § or
a < 0 < b. Moreover, we define the set
Vb ={2€C(K):a<z(x) <bVx e K}.

By the formal setting a = —oo (b = +00) we can include the case, where only
upper (or lower) bounds on the state are given.

We are able to deal with more general problems, for instance with a more
general elliptic differential operator, a nonlinearity ag of the form ag(z,y), a non-
quadratic objective functional of integral type, bounds depending on x etc. These



Analysis of State-constrained Elliptic Optimal Control Problems 59

generalizations will be included in a forthcoming paper. Here, to keep the presen-
tation simple, we consider the setting introduced above.

Let us state first the existence and uniqueness of the solution corresponding
to the state equation (1).

Theorem 2.1. Under assumption (Al), the equation (1) has a unique solution
yu € Hi(Q) NC(Q) for every u € L*(Q). Moreover, y, € H?(Q) if Q is convex
and y,, € W2P(Q) if T is of class C*' and u,e € LP(Q), with p > n.

It is well known that equation (1) has a unique solution y, € Hg(Q) N C(Q)
for every u € LP(Q). A proof of this result can be obtained by the usual cut off
process applied to ag, then applying a Schauder’s fix point theorem combined with
the monotonicity of ag and L estimates for the state; cf. Stampacchia [11]. The
continuity of y,, is proven in [6]. The WP (Q) and H?({)) estimates can be found
in Grisvard [7].

Now the existence of an optimal control can be proved by using standard
arguments.

Theorem 2.2. Assume that the set of controls Uaq is not empty. Then the control
problem (P) has at least one solution.

In the rest of the paper, @ denotes a local minimum of (P) in the sense of the
L (Q)-topology and § will be its associated state. At such a local minimizer, we
will assume the linearized Slater condition.
(A3) There exists ug € U,z such that

a<g(x)+z(x) <b VrekK, (2)
where zg € HE(Q) N C(R) is the unique solution of

~Az+al(y)z = wy—1u inQ
{ (3)

z = 0 onlI.

Since K is compact and §,z9 € C(K), we deduce that (2) is equivalent to
the existence of real 71,7 € R such that

a<7 <y(x)+z20(x) <2 <b V2 €K. (4)

3. First- and second-order optimality conditions

Before deriving the first-order optimality conditions satisfied by the local minimizer
u, we recall some results about the differentiability of the mappings involved in
the control problem. For the proofs, the reader is referred to Casas and Mateos
[3], where a Neumann boundary condition was considered instead of the Dirichlet
condition posed in this paper. The method of proof is very similar and the necessary
changes are obvious.
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Theorem 3.1. If (A1) holds, then the mapping G : L*(2) — C(Q) N HL(),
defined by G(u) = y., is of class C%. Moreover, for all u,v € L*(Q), z, = G'(u)v
1s defined as the solution of

Az, +ay(yu)ze = v inQ O
1
ze = 0 onT.
Finally, for every vi,va € L*(), 2p,0, = G"(u)v1v2 is the solution of
—ADzpyw, + ag(Yu) 2010, + a5 (Yu) 20,20, = 0 inQ
(2)
Rvivg = 0 on F7

where zy, = G'(u)v;, i = 1,2.

Remark 3.1. Let us remark that the assumption n < 3 is required to apply the
second-order optimality conditions because the differentiability of G from L?() to
C () is needed for the proof. This result holds true only for n < 3.

Theorem 3.2. Suppose that (A1) holds. Then J : L*(Q) — R is a functional of
class C?. Moreover, for every u,v,vi,ve € L%(Q)

T = [ (oot Nujuds (3)
Q
and
T (worvy = / [y 7y + N01v2 — Qou 0l () s 2] (4)
Q

where y,, = G(u) and o, € Wy*(), for all s < n/(n —1), is the unique solution
of the adjoint problem
—Ap+ag(yu)p = Yu—ya inQ )
p =0 on T,

and z,, = G'(u)v;, i = 1,2.

The previous theorem and the next one follow easily from Theorem 3.1 and
the chain rule.

Theorem 3.3. If (A1) is satisfied, then the mapping F : L?(Q) — C(K), defined
by F(u) = yu(*)|k, is of class C2. Moreover, for every u, v, v1, vy € L?(£2)
Fl(u)v = z() (6)
and
Fl/(u)Uﬂ}Q = Zvlv2(')v (7)
where z,, = G' (W, 1 = 1,2, and zy,4, = G" (u)v1vs.
Before stating the first-order optimality conditions, let us fix some notation.
We denote by M (K) the Banach space of all real and regular Borel measures in

K, which is identified with the dual space of C'(K). The following result is well
known.
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Theorem 3.4. Let @ be a local solution of (P) and suppose that the assumptions
(A1)—(A2) are satisfied. Then there exist a measure i € M(K) and a function
@€ WyS(Q), for all 1 < s < n/(n—1), such that

—Ap+ag(y(x)p = G—yat+i in €, -
p =0 on T,
/K (2(2) = §@))di(r) <O V2 € Y, (9)
/(@+Nﬂ)(u—ﬁ)dm20 Yu € Uy 8. (10)
Q

Remark 3.2. It is well known that, in view of a < g(x) < b, inequality (9) implies
that the support of fi is in the set Ky = K, U Ky with

K,={zeK:g(z)=a} and K ={z € K : j(x) = b}.

Moreover the Lebesque decomposition of i = py — p— implies that supp p C Kp
and supp p— C K,. Because of this property and by assumption (A2) we have that
supp i N T' = (). Notice that that K, and Ky are closed subsets.

Remark 3.3. From (10), it follows

a(z) = Proj[aﬁ](—%@(x)) = max{a, min{@(z), 5}} for a.e. x € Q. (11)

Let us formulate the Lagrangian version of the optimality conditions (8)—
(10). We define the Lagrange function £ : L?(Q) x M(K) — R associated with
the problem (P) by

Llasi) = Iw) + [ ala) dua),
K
Using (3) and (6) we find that

oL
O o,y = /S (ou(@) + Nu(@)) v(z) de, (12)

where ¢, with ¢, € Wy*(Q), for all 1 < s < n/(n — 1), is the solution of the
Dirichlet problem

—Ap +a)(yy)p = yu + in Q
{ P+ ag(yu) = yu +p (13)
p=0 on I
Now the inequality (10) along with (12) lead to
oL
— (U, 1) (u— 1) >0 Yu € Uyg. (14)

ou
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Before stating the sufficient second-order optimality conditions, we provide
the expression of the second derivative of the Lagrangian with respect to the
control. From (7), we get

0L "
el (u, p)vrvg = J"(u)v1ve + | 2y, (2) du(z).
U K
By (2) and (4), this is equivalent to
0L = N " d 1
w(uv H’)Uva - 0 [Z'Ul Zyy + NV1V2 — Py ag (yu)zm sz] €L, ( 5)

where ¢, is the solution of (13).
Associated with u, we define the cone of critical directions by

Cy = {v € L*(Q) : v satisfies (16), (17) and (18)},

>0 if a(z) =«

v(z)=<¢ <0 if a(z) =7, (16)
=0 if @(z)+ Nu(x) #0,

_ >0 if x€e K,

@@ =3 2 i z € Ky,

/ sl dfi(z) = 0, (18)
K
where z, € HE () N C(Q) satisfies

—Azy+ay(y)ze =v in D
2z, =0 onlT.

The relation (17) expresses the natural sign conditions, which must be fulfilled
for feasible directions at active points z € K, or Kj, respectively. On the other
hand, (18) states that the derivative z, must be zero whenever the corresponding
Lagrange multiplier is non-vanishing. This restriction is needed for second-order
sufficient conditions. Compared with the finite-dimensional case, this is exactly
what we can expect. Therefore the relations (17)—(18) provide a convenient exten-
sion of the usual conditions of the finite-dimensional case.

We should mention that (18) is new in the context of infinite-dimensional
optimization problems. In earlier papers on this subject, other extensions to the
infinite-dimensional case were suggested. For instance, Maurer and Zowe [10] used
first-order sufficient conditions to account for the strict positivity of Lagrange
multipliers. Inspired by their approach, in [5] an application to state-constrained
elliptic boundary control was suggested by the authors. In terms of our problem,
equation (18) was relaxed by

/K 2ol(@) dji(2) > —e / [o(a)] da

{z:|p(@)+Nu(z)|<7}
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for some ¢ > 0 and 7 > 0, cf. [5, (5.15)]. In the next theorem, which was proven
in [2, Theorem 4.3], we will see that this relaxation is not necessary. We obtain a
smaller cone of critical directions that seems to be optimal. However, the reader
is referred to Theorem 3.6 below, where we consider the possibility of relaxing the
conditions defining the cone Cjy.

Theorem 3.5. Let us assume that (A1) holds. Let 4 be a feasible control of problem
(P), § the associated state and (@, i) € Wy *(Q)x M(K), for all1 < s < n/(n—1),
satisfying (8)—(10). Assume further that

0L
u2
Then there exist € > 0 and § > 0 such that it holds

(@, @)v? >0 Yve Cy\ {0} (19)

J(u) + —||U— W72y < J(u) i u—allL2e) <& and u € Upa. (20)

The condition (19) seems to be natural. In fact, under some regularity as-
sumption, we can expect the inequality
32
ou?
as a necessary condition for local optimality. At least, this is the case when the
state constraints are of integral type, see [3], or when K is a finite set of points,
see [1]. In the general case, the necessary second-order optimality conditions for
problem (P) remain open for us.
We finish this section by establishing an equivalent condition to (19) that
is more convenient for the numerical analysis of problem (P). Let us introduce a
cone C7 of critical directions that is bigger than Cy. Given 7 > 0, we denote by
CT the set of elements v € L?(£) satisfying

(@, f)v* >0 Yov € Cq

>0 if u(z) =a,

v(iz) =<¢ <0 if a(z) =4, (21)
=0 if |@(z) + Na(z)| >,
. > _THUHLZ(Q) if z€ Ka
ZU(I) B { S +T||U||L2(Q) if xr e Kb7 (22)

/K (@) da(z) > —1]v] 2@ (23)

Theorem 3.6. Under the assumption (Al), (19) holds if and only if there exist
7 >0 and p > 0 such that
9?L
u2
Proof. Since C; C C7, it is clear that (24) implies (19). Let us prove by contra-
diction that (24) follows from (19). Assume that (19) holds but not (24). Then for

(@ m)v* > pllol 2y Vv € CF. (24)
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any positive integer k there exists an element vy € Cé/ " such that
oL, 1
%(uw)vﬁ < E||Uk||2L2(Q)~ (25)

Redefining vy, as vi/||vk||12(q) and taking, if necessary, a subsequence denoted in
the same way, we can assume that

. oLC, 1
lvkllr2@) =1, ve — v weakly in L*(€2) and %(u,u)vi <o (26)
and from (21)-(23)
>0 if a(z) =aq,
v(z) =< <0 if a(z) =0, (27)
=0 if |p(x) + Nu(z)| > 1/k,
[ >-1/kif zEK,
2 (@) = { < +1/k if x € Ky, (28)

[ st dnte) = -1/ (29)

Since z,, — 2, strongly in HZ (Q2)NC(Q), we can pass to the limit in (26)—(29)

and get that v € Cz and
L 30
O 1, e < 0. (30)
This is only possible if v = 0; see (19). Let us note that the only delicate point
to prove that v € Cy is to establish (18). Indeed, (16) and (17) follow easily from

(27) and (28). Passing to the limit in (29) we obtain

/ 2y () dip(x) > 0.
K

This inequality, along with (17) and the structure of fi, implies (18).

Therefore we have that vy — 0 weakly in L?(Q) and z,, — 0 strongly in
H}(2) N C(Q). Hence, using the expression (15) of the second derivative of the
Lagrangian we deduce

N = liminf N|vg % < lim inf %(ﬂ v =0
k—oo 2(@) = k—oo Ou k ’
which is a contradiction. g

4. Regularity of the optimal control

In this section, the existence of the second derivative aj is not needed. We start
with the following regularity result for the optimal control, which is well known.
We recall that K denotes the set of points, where the state constraints are active.

Theorem 4.1. If (3,4, @) € (HE () N C(Q)) x L=(Q) x W, *(Q) satisfies the op-

timality system (8)-(10), (y,u) being a feasible pair for problem (P), then u €
Whs(Q) for all s <n/(n—1) and u € C(Q\ Kp).
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The regularity & € W1#(Q) follows immediately from (11) and the continuity
u € C(Q\ Kp) is deduced in the same way. This regularity result on the control @
can be improved if there is a finite number of points, where the state constraints
are active. More precisely, assume that Ko = {z;}72; C . Then Remark 3.2
implies that

s oy >0 ify(x;)=0
= E Aidg., with \; =< = . J ’ 1
H st e J { <0 ify(z;) =aq, (1)
where d,; denotes the Dirac measure concentrated at z;. If we denote by ¢,

1 < j <m, and @y the solutions of

—Ag; +ag(§(z))@; = 6z, inQ,
_ (2)
p; = 0 on I,
and
—Ago +ag(§(2))po = §—ya inQ,
_ (3)
po = 0 onT,
then the adjoint state associated to u is given by
=00+ > @ (4)

j=1

Theorem 4.2. Assume that T is of class CYY, yg,e € LP(), p > n, and let
(7,7, @) € (HH(Q)NC(Q)) x L=(Q) x Wy *(Q), for all 1 < s <n/(n—1), satisfy
the optimality system (8)—(10). If the active set consists of finitely many points in
Q, i.e., Ko ={z;}7., CQ, then @ belongs to C*'(Q) and g to WP(1).

Since p > n, it holds that W2P(Q2) C C1(€) and therefore g, € C*(Q2). On
the other hand, @;(x) — +oo when & — z;, hence @ has singularities at the points
x; where \; # 0. Consequently @ cannot be Lipschitz.

Surprisingly, this does not lower the regularity of 4: Notice that (11) implies
that @ is identically equal to o or § in a neighborhood of z;, depending on the
sign of ;. This implies the desired result; see Casas [1] for the details.

Now the question arises if this Lipschitz property remains also valid for an
infinite number of points where the pointwise state constraints are active. Unfor-
tunately, the answer is negative. In fact, the optimal control can even fail to be
continuous if Ky is an infinite and numerable set. Let us present an associated

Counterexample. We set

_ 1 if ||z <1

_ 2, _

Q—{.%‘ER ||33|| <\/§}a y(l‘)—{ 17(”1:”271)4 if1<||x|| S\/Z
koo 0o k 1 [e's) = S 1

K = {z"}72, U{z*>}, where " = (E’O) and > = (0,0), & = F(Smk.

k=1
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Now we define ¢ € Wy '*(Q) for all 1 < s < n/(n — 1) as the solution of the
equation

—Ap = y+p inf
_ (5)
p = 0 on I
The function @ can be decomposed in the form
+Zk2 (@) + oz — b)),
where ¢(x) = —(1/27)log||z| is the fundamental solution of —A and ¢,y €
C?(Q) satisfy
~Ap(zr) = g(x) inf, —AYp(z) = 0 in Q,
P(xr) = 0 on I Yp(x) = —¢(x—2F) onT.
Finally, we set
1 : i
| )+ Z k()] + 3 ) + 1, () = Proii_y e (~3(2) (6)
k=1

and e = f(u(x) + Ag(x)) and ap = 0. Then @ is the unique global solution of the
control problem

min J(w) = 5 [ (e + (@) da

Q) subject to (yu,u) € (C(Q) N HE(Q)) x L=(€),
—M <ux) <+M forae. zx€f,
-1 <y,(zr) <+1 Vz €K,

where g, is the solution of

{Ay = wu-+e in,

y = 0 on I (7)

As a first step to prove that @ is a solution of problem, let us check that M
is a real number. Since {¢(z — %)} | is bounded in C?(T), we get that {5},
is also bounded in C2%(Q2). Therefore, the convergence of the first series of (6) is
obvious. The convergence of the second series follows immediately from

=1 1 1
Z Fq’)(xk) = — k2 log k < oc.
k=1

Problem (Q) is strictly convex and @ is a feasible control with associated state g
satisfying the state constraints. Therefore, there exists a unique solution charac-
terized by the optimality system. More precisely, the first-order optimality con-
ditions are necessary and sufficient for a global minimum. Let us check that
(7,7, ¢,11) € HLQ) N CQ) x L®(Q) x W, *(Q) x M(K) satisfies the optimal-

oo
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ity system (8)—(10). First, it is clear that § is the state associated with 4 because
of the definition of e. On the other hand, @ is the solution of (5), which is the
same as (8) for our example. Relation (10) follows directly from the definition of
@ given in (6). Finally, because of the definition of i and K, (9) can be written in
the form

— 1 — 1
E 727 E = Vz € C(K) such that —1 < z(z) < +1Vz € K,
k=1 k=1

which obviously is satisfied.

Now we prove that @ is not continuous at z = 0. Notice that @(z¥) = +o0
for every k € N, because ¢(0) = +o0o. Therefore, (6) implies that @(x*) = —M for
every k. Since ¥ — 0, the continuity of % at x = 0 requires that u(z) — —M as
x — 0. However, we have for &/ = (27 + 2771)/2 that

]*)OO

lim @(&) = (0) + Z =¥ (0 B ki —M. (8)
k=1

Nevertheless, we are able to improve the regularity result of Theorem 4.1.

Theorem 4.3. Suppose that @ is a strict local minimum of (P) in the sense of the
L?(Q) topology. We also assume that Assumptions (A1)—(A3) hold. Then i belongs
to HA(Q).

Let us remark that any global solution of (P) is a local solution of (P) in the
sense of L?(Q), but we can expect to have more local or global solutions in the
sense of L?(€2). Theorem 3.5 implies that @ is at least a strict local minimum in the
sense of L2(), if the sufficient second-order optimality conditions are satisfied at
. This guarantees that 4 is the unique global solution in an L?(Q2)-neighborhood,
but it does not exclude the case that @ is an accumulation point of different local
minima.

Proof of Theorem 4.3. Let €5 > 0 be chosen such that @ is a strict global minimum
of (P) in the closed ball B, () C L?(Q). This implies that % is the unique global
solution of the problem

min J(u)
subject to (yu,u) € (C(2) N H(2)) x L>=(£),
a<u(r)<p forae x€Q, [u—1ilro <ca

a<y,(z) <b VreK,

where y,, is the solution of (1).
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Now we take a sequence {z}72, that is dense in K and consider the family
of control problems

min J(u)

subject to (yu,u) € (C(Q) N H(Q)) x L>=(%),
a<u(r)<p forae x€Q, [u—1ilro <ca
a<yu(z;) <b, 1<j<k

It is obvious that @ is a feasible control for every problem (Py), hence the
existence of a global minimum uy, of (Py) follows easily by a standard argumenta-
tion. The proof is split into three steps: First, we prove that the sequence {ux}32
converges to 4 strongly in L?(); in a second step we will check that the linearized
Slater condition corresponding to problem (Pg) holds for all sufficiently large k.
Finally, we deduce the boundedness of {uy}7, in HJ ().

Step 1 — Convergence of {ur}72 . By taking a subsequence, if necessary, we
can suppose that uy — @ weakly in L?(Q2). This implies that yx = yu, — ¥ = ¥a
strongly in HJ(Q2) N C(Q). In view of the density of {z;}3°, in K and using the
fact that

a<y(z;) = lim yp(z;) <b v j=>1,

we get a < y(x) < b for every x € K. Clearly, @ is a feasible control for problem
(Py). Since @ is the solution of (Py), ux is a solution of (Py) and @ is a feasible
control for every problem (P;). Therefore, J(uy) < J(@) and we get

J(a) < J(a) < likminf J(ug) < limsup J(ug) < likminf J(u) = J(a),

k—oo

which implies that @ = @ and lim J(uy) = J(@). Hence the strong convergence
ur — @ in L?(Q) follows from the last equality.

Step 2 — The linearized Slater condition for (Py) is satisfied at uy. This follows
from a standard idea: With some € > 0, one takes the control ug . = e(ug — @) + @,
where g is taken from the Slater condition (A3). Then it is not difficult to show
that the linearized Slater condition for (Py) is satisfied for all sufficiently large k.

Step 3 — {ux}2, is bounded in H{(S2). The strong convergence uy — @ in
L?(2) implies that [Jug — @l|12(q) < €g holds for all sufficiently large k. Therefore,
uy is a local minimum of the problem

min J(u)

subject to (yu,u) € (C() N HL()) x L=(£),
a<u(z) <P forae. x€l,

a<yu(z;) <b 1<j<k

Next, we apply Theorem 3.4 and deduce

ug(z) = Proji, g (—%cpk(m)) = min{max{a, —%gok(x)},ﬁ} (9)
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with
k

Ok =0k0+ D AkjPrij- (10)

j=1

Above, {\g ; }?:1 are the Lagrange multipliers, more precisely

k
B . >0 ifyg(z;) =0,
M = Z/\k,jéxj, with )\k,j = { S 0 if yk(xj) —a (11)
j=1
Finally, ¢r,0 and {¢x;}5_, are given by
—Apro +ag(ye(x)pro = yr—ya inQ,
(12)
vro = 0 onT,
—Apyj + agyk(z)pr; = 0z inQ 13)
¢r; = 0 onl.

It is known that the linearized Slater condition implies the boundedness of
the Lagrange multipliers

k
3C >0 such that ||ukllar) = D Akl < C VE. (14)
j=1
We suppress the associated proof. Now (10), (12) and (13) lead to
—App +ag(ye(2)) ok = Yk —ya+pe in L
(15)
o = 0 onT.

Define
. 1
Cap =lol + 18 +1 and vy(z) = Proji_c, 5,104, (ﬁ%(x)> '
From the last relation and (9) it follows that

ug(z) = Proji,, g(vk(z)).

The goal is to prove that {vj}32, is bounded in H}(2), which implies the bounded-
ness of {ur}72, in the same space. The last claim is an immediate consequence of

[Vug(z)| < |Vor(x)|] for a.e. z € Q.
If {ug}3°, is bounded in H{(£2), then obviously @ belongs to Hj ().

Let us prove the boundedness of {vg}$2, in H{(£2). Notice that the solution
of the Dirichlet problem for —A and a Lipschitz boundary I" belongs to WO1 ()
if the right-hand side belongs to W=17(Q) for any n < r < n + &, with g, > 0
depending on n and n = 2 or 3; see Jerison and Kenig [8] and Mateos [9]. Since
L2(Q) € W=15(Q) for n < 3, we have that ¢r o € W, (Q) holds for all 7 < 6 in the
range indicated above. From this, it follows ¢ € W,y *(Q)NW17(Q\ Sy), where S},
is the set of points x; such that Ay ; # 0. Taking into account that vy is constant
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in a neighborhood of every point x; € Si, we obtain vy € W,"(Q) C C(Q).
Multiplying equation (15) by —vy and integrating by parts, we get

k
*/ (Vuk - Veor + ag(yr)vrpr) do = — / (g — ya)vr dw — > i jor(z;). (16)
Q Q

j=1
The definition of vy implies for almost all x €

1 . 1
_NVQOk(Q?) it —Cop < —N@k(w) < 4+Cap

Vg (z) = (17)

0 otherwise.

Invoking this property in (16) along with the boundedness of {yx}$2, in C(Q),
the estimate ||vg[| L (q) < Ca,p and assumptions (A3), (A2) we deduce

k
AAN/ IVor|? d < [[$arll o lorll 2 @) + C D Iwjlllvel ooy <
Q

j=1

which implies that {vs}3° ; is bounded in H}(f2) as required.

5. On the uniqueness of the Lagrange multiplier i

Finally, we provide a sufficient condition for the uniqueness of the Lagrange mul-
tiplier associated to the state constraints. We also analyze some situations under
which the condition is satisfied.

Theorem 5.1. Assume (A1)—(A3) and the existence of some € > 0 such that
T:L*Q.) — C(Ky), v 2, has a dense range (1)
where
Q={rxeQ:at+e<ulz) <f-ec},
2, € HYH Q) N C(Q) satisfies

—Azy+ay(y)ze = v inQ
Zzy = 0 onT,

(2)

and v is extended by zero to the whole domain ). Then there exists a unique

Lagrange multiplier p € M (K) such that (8)—(10) holds.

Proof. Assume to the contrary that f;, ¢ = 1,2, are two Lagrange multipliers
associated with the state constraints corresponding to the optimal control «. Then
(14) holds for i = fi;, i = 1,2. Take an arbitrary v € L>(Q.) \ {0}. Then we have

a <uy(x) =u(z)+pv(x) <G forae zeQ, V|| < —-,
[l Lo ()
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where v is extended by zero to the whole domain 2. Taking v = u,, in (14), with p
positive and negative respectively, and remembering that supp ji; C Ky (Remark
3.2), we deduce

J' (@) —l—/ zo(@) dpi(x) = — (4, fi))v =0, i=1,2,
Ko u
which leads to
(i1, Tv)y = =J (W)v = {fia, Tv) Yv € L=(£.).

Since L>(Q.) is dense in L?(Q.) and T(L*(Q.)) is dense in C(Kj), this identity
implies ,L_Ll = ﬂQ. O

Remark 5.1. For a finite set K = {x;}7_,, assumption (1) is equivalent to the
independence of the gradients {G'(4)}jer, in L*(Q), where the functions Gj :
L2(Q) — R are defined by G;(u) = g(zj,yu(z;)) and Iy is the set of indezes
J corresponding to active constraints. It is a reqularity assumption on the control
problem at . This type of assumption was introduced by the authors in [4] to ana-
lyze control constrained problems with finitely many state constraints. The first au-
thor proved in [1] that, under very general hypotheses, this assumption is equivalent
to the Slater condition in the case of a finite number of pointwise state constraints.

Remark 5.2. We are able to show that (1) holds under some assumptions on 4

and the set of points Ko where the state constraint is active. For instance, assume
in addition to (A1)—(A3) that also

1. the Lebesgue measure of Ky is zero and that
2. there exists € > 0 such that, for every open connected component A of Q\ Ko,
the set AN Q. has a nonempty interior.

Then the regularity assumption (1) is satisfied, as it will be proven in a forthcoming
paper. We are also able to show that the regularity hypothesis (1) is stronger than
the linearized Slater assumption (A3).

Remark 5.3. We know u € C(Q\ Ko) from Theorem 4.1, hence the assumption 2
of the theorem holds if @ is not identically equal to o or B in any open connected
component A C Q\ Ko. Indeed, since u € C(A) and & £ « and @ Z § in A,
there exists xog € A such that o < u(xo) < B. Then the continuity of @ implies the
existence of € > 0 such that AN Q. contains a ball B,(xo).
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Fast and Strongly Localized Observation
for a Perturbed Plate Equation

Nicolae Cindea and Marius Tucsnak

Abstract. The aim of this work is to study the exact observability of a per-
turbed plate equation. A fast and strongly localized observation result was
proven using a perturbation argument of an Euler-Bernoulli plate equation
and a unique continuation result for bi-Laplacian.
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1. Introduction

Various observability and controllability properties for the system of partial dif-
ferential equations modeling the vibrations of an Euler-Bernoulli plate have been
investigated in the literature. In most of the existing references it assumed that the
observation region satisfies the geometric optics condition of Bardos, Lebeau and
Rauch [1], which is known to be necessary and sufficient for the exact observabil-
ity of the wave equation (see, for instance, Lasiecka and Triggiani [9], Lebeau [10],
Burq and Zworski [2] and references therein). In the case of internal control, the
first result asserting that exact observability for the Schrédinger equation holds
for an arbitrarily small control region has been given by Jaffard [7], who shows, in
particular, that for systems governed by the Schrédinger equation in a rectangle
we have exact internal observability with an arbitrary observation region and in
arbitrarily small time. Jaffard’s method has been adapted by Komornik [8] to an
n-dimensional context. The similar results for boundary observation have been
given in Ramdani, Takahashi, Tenenbaum and Tucsnak [13] and Tenenbaum and
Tucsnak [14]. The aim of this work is to extend some of these results, namely
those in [7], for the case of an Euler-Bernoulli plate perturbed by a zero-order
term. Note that the above-mentioned papers tackling arbitrarily small observation
regions use the explicit knowledge of the eigenvalues and of the eigenvectors of
the Laplace operator in rectangular domains. Such an information is not available
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for the plate equations perturbed by lower-order terms. On the other hand, as far
as we know, the method based on Carleman estimates, which is generally used to
tackle lower-order terms, does not yield exact observability with arbitrarily small
observation region. This is why we consider a different method, in which our prob-
lem is tackled as a perturbation of the case considered in [7] and [8], using recent
results from Hadd [4] and Tucsnak and Weiss [15].

Let us now give the precise statement of the problem and of the main results.
In the remaining part of this work n € N and 2 is a rectangular domain in R",
say

Q=10,a1] x [0,az2] X -+ x [0, an],

with aq,a9,...,a, > 0.
We consider the initial and boundary value problem

% 2 .

w—&—A n+an=0, inQ x (0,00) (1.1)
n=An=0, onI x(0,00) (1.2)
n(0)=f, 70)=g nQ, (1.3)

where a € L®(Q), f € H*(Q) N Hi(Q) and g € L*(Q). For n = 2 the above
equations model the vibrations of an Euler-Bernoulli plate with a hinged boundary.
The output of this system is

y(t) = (- t)lo, (1.4)

where O is an open subset of (2. Here, and in the remaining part of this paper we
denote

. On
=

Our main result is:

Theorem 1.1. For any subset O C Q) the system (1.1)~(1.4) is exactly observable
in time any time T > 0, i.e., there exists a constant kr > 0 such that

/0 10320y 2 k2 (1 Wz + 91320 ) VF € HA(Q) N H(Q), g € LA(Q).

The above theorem has two consequences concerning exact controllability
and uniform stabilizability for the plate equations. The first one follows from a
standard duality argument, see for instance, Lions [11].

Corollary 1.2. For any open subset O C §2 the following problem

82
S/ A +an+uxo =0, in Q x (0,00) (1.5)

ot?
n=An=0, onT x(0,00) (1.6)
n0) =1 10)=g n,
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is exactly controllable in any time T > 0, i.e., for any [L{;] , Mg] € (H2(Q) N

H}()) x L?(Q) there exists a control u € L*(O) such that

O] =81 ena [20] =151,

where by xo(x) we denote the function that is 1 for x € O and 0 otherwise.

Moreover, from Theorem 1.1 and the general result in Haraux [5] it follows
that the system (1.5)—(1.7) can be exponentially stabilized by using a simple feed-
back. More precisely, the following result holds.

Corollary 1.3. Let O be an open subset of Q and let a,b € L*>(,[0,00)) with
b(x) > by > 0 for almost every x € O. Then the system determined by initial and
boundary value problem (1.5)—(1.7) with u(xz,t) = —b(x)n(x,t), is exponentially
stable, i.e., there exist M,w > 0 such that

1@z + InOll 2 @) < Me™ (| fllz2@) + llgllza@)  (E=0).

The plan of this work is as follows. In Section 2 we fix some notation and
we recall some basic results. Section 3 contains the proofs of the main results. In
section 4 we prove a Carleman estimate for the bi-Laplacian, which has been used
for the proof of the main result.

2. Notation and preliminaries
In the remaining part of the paper we denote H = L2(£2) and
Hy ={p¢c H*(Q)|p =Ap =0on r}.
Let Ag : Hy — H be the operator defined by Agp = A2p, Vo € Hy. Let H
H(Q) N HY(Q), X = Hy x H, X; = Hy x Hj and

1
2

A: X, — X, A{O I}

—Ag O
It is well known that A is skew-adjoint so that, according to Stone’s theorem, it
generates a strongly continuous group of isometries T on X. By || - || without any

index we design the standard norm in L?(Q2). We denote Y = L?(0), with O C Q
an open set. The operator C' € L(X1,Y) corresponding to the observation (1.4) is

v ()

Let Py € L (H) be the linear operator defined by Pyf = —af for all f € H, and

P € L(X) given by
o o /1 Jo
p=ln o -]
We define Ap : D(Ap) — X by
D(Ap)=D(A), Ap=A+P. (2.2)
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We note that
I1Pllecxy =sup {||P [J]]| <} = sup llaf] < llallze.
IFlI<1

We know from Pazy [12] (Theorem 1.1 p. 76) that Ap is the generator of a
strongly continuous semigroup T¥ satisfying

TSI < Me™, ¢ >0, (2.3)

where o = w + M||P||, and w and M are such that || T;|| < Me“* for all ¢ > 0.
In this context the problem (1.1)—(1.3) can be written as a first-order equation

z(t) = Apz(t), t>0 (2.4)
z(0) = 2o, (255)

where z(t) = [ﬁ?t)] and z = []].

The proof of Theorem 1.1 is based on two abstract results, which are stated
below. The first one concerns the robustness of the exact observability with respect
to bounded small norm perturbations of the generator and it can be proved by a

simple duality argument from Theorem 3.3 in [4].

Proposition 2.1. Suppose that C € L(X1,Y) is an admissible observation operator
for T. Assume that (A,C) is exactly observable in time T > 0, i.e., there exists
k: > 0 such that

(/ 1C Ty 202 dt) > k|20l V2o € D(A).
0

Let P € L(X) and let TT be the strongly continuous semigroup generated by A+ P.
If there exists a constant K > 0 such that

1Pl <K, (2.6)
then (A+ P,C) is exactly observable in time T, i.e., there exists kI > 0 such that

([ reTrl? at) " 2 w8l w20 € D),
0

The second result says, roughly speaking, that for systems with diagonalis-
able generators that in order to prove the exact observability it is is sufficient to
check the exact observability of the high frequency part and the observability of
eigenvectors. More precisely, we have the following result, borrowed from [15].

Proposition 2.2. Assume that there exists an orthonormal basis (¢r)ren formed of
eigenvectors of A and the corresponding eigenvalues (A;)ken satisfy im Ay, = oo.
Let C € L(X1,Y) be an admissible observation operator for T. For some bounded
set J C C denote
V =span {¢ | My € J}"

and let Ay be the part of A in V. Let Cy be the restriction of C to D(Ay).
Assume that (Ay,Cy) is exactly observable in time 79 > 0 and that Cp # 0 for
every eigenvector ¢ of A. Then (A,C) is exactly observable in any time 7 > 19.
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3. Main results

The proof of Theorem 1.1 follows the same idea like in [15] (Theorem 6.3.2), where
a similar result is proved for the waves equation. Also, we will use an appropriate
decomposition of X as a direct sum of invariant subspaces. To obtain this decom-

position, we need the following characterization of the eigenvalues and eigenvectors
of Ap .

Proposition 3.1. With the above notation, ¢ = [Zﬂ € D(Ap) is an eigenvector of
Ap, associated to the eigenvalue i, if and only if ¢ is an eigenvector of Ay — Py,
associated to the eigenvalue p?, and v = iup.

Proof. Suppose that 1 € C and [7] € X \ {[}]}. According to the definition of
Ap this is equivalent to

{ P = ipp
(—Ao + Po)p = ipp.
The above conditions hold iff
(=40 + Po)p = —p*p and ¢ = ipp.
O

Clearly, Ay — P, is self-adjoint and it has compact resolvent. Then Ay —
P, is diagonalisable with an orthonormal basis (¢ )ren~ of eigenvectors and the
corresponding family of real eigenvalues (Ag)gen+ satisfies limg_, o | Ax| = co. Since
Ao — Po + || Po|lI > 0, it follows that all the eigenvalues A of Ay — Py satisfy
A > —||Py||. Hence, limy_.o Ay = oo. Without loss of generality we may assume
that the sequence (\g)gen+ is non-decreasing. We extend the sequence (¢) to a
sequence indexed by Z* by setting ¢ = —p_j for every k € Z_. We introduce
the real sequence (pg)rez= by

ur =/ || if k>0 and pp=—p_y if kE<O.

1
Wy = span { {’Sig“(k) (pk} keZ* pup= 0} .
Pk

If Ker(Ag — Py) = {0} then of course Wy is the zero subspace of X. Let N € N*
be such that Ay > 0. We denote

1
Wy = span { [“‘k (pk}
Pk
and define Yy = Wy + Wyx. We also introduce the space
'L@k
Vv = clos span { [W; } |k| > N} . (3.1)
k

Lemma 3.2. We have X =Yn ® Vi and Yy, Vi are invariant under TT .

We denote

keZ, |kl <N, Mk#0}7

By X =Yy @& Vy we mean that X =Yy + Vy and Yy NVy = {0}
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Proof. Let Ay : D(Ag) — H be defined by
Arf =Y (foewden + D Il(fonders ¥ f € D(Ao).

Ar=0 Ak #0

Since the family (¢x)ren+ is an orthonormal basis in H and each ¢ is an eigen-
vector of Aj, it follows that A; is diagonalisable. Moreover, since the eigenvalues
of A; are strictly positive, it follows that A; > 0. Is easy to see that the inner
product on X defined by

<Ej , Ej>1 = <A1%f1,A1%f2> +(g1,92), V¥ Ej ; Ej €X,

is equivalent to the original one (meaning that it induces a norm equivalent to the
original norm). Let A; be the operator on X defined by

I
D(Ay) = Hy x Hy, A1=[?41 0}-

We can verify that A; is skew-adjoint on X (if endowed with the inner product
(-,)1). Consequently we obtain that Y = Vi (with respect to this inner product
(+,y1)- It follows that X =Yy & V.

We still have to show that Vi and Yy are invariant subspaces under TF.
Since Vi is the closed span of a set of eigenvectors of Ap, its invariance under the
action of T¥ is clear. If uz = 0, then

1 1 1
Ap |:—isign(k)'<pk:| _ {@k} _ 1 (|:—isign(k) ‘Pk} + [_isign(—k)wk:|> e W,
Pk 0 2 Pk Ok

so that Wy is invariant under TY. If |k| < N and A, < 0 then

(Ao — Po)or = — iz on,
so that

1 1 1

ine Pk Pk . TPk . - P—k

ap o] = [0 ] i [22] <  [772 ew
Pk "Z—.’ka a — Pk a Y-k

If |k| < N and A; > 0, then
1 1
Ap [i“k (pk:| =ik {W"‘ wk:| € Wy.
Pk Pk
Thus Wy, and hence also Yy = Wy + Wy, are invariant for T. O

Lemma 3.3. With the previous notation and (3.1), let N € N* be such that Ay >
lla||zos. Let us denote by Py, € L(Vn,X) the restriction of P to V. Then

lallz~

VAN —lafl=

[Pyl < (3.2)
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Proof. Take a finite linear combination of the vectors ¢y with & > N:
M
= arer, (3.3)
k=N
so that || f]|2 = S0y ok /?. Then

IAFI? + (af, f) = /Q AfAT da + /Q a(@) T do

/ A2fT 1 afF da = / (Ay — Po)fT da
Q Q
M

M
> adi (Ao — Po)ens 1) = ) lal* e = Awl| 1%

k=N k=N
From here we see that
IAFI? = (AN = [lallze) [1F]1*.

Now take z to be a finite linear combination of the eigenvectors of Ap in Vi:

1
S span{ [W’v (pk}
Pk

so that in particular z € Vy and z = [5}, with f as in (3.3). Therefore
[Pvyzllx = [[Pzllx = llaf] < llallz=]lfl]

lal| L llal| L
< ——Af| £ ——=l%lx.
VAN = lalls VAN = llalls
Since all the vectors like our z are dense in Vi, it follows that the above estimate
holds for all z € Vi, and this implies the estimate in the lemma. O

IklzN},

Lemma 3.4. Let a € L>°(Q) and let u be a function such that

A%u+ au = pPu in Q (3.4)
u=Au=0 on 0 (3.5)

and
u=0 1inO. (3.6)

Then v =0 in all Q.

Proof. The proof of this lemma is an direct consequence of the Theorem 4.3 given
in the next section. Let denote g = (u? — a)u € L?(Q2). Now we apply Theorem
4.3 for (3.4)—(3.5) and using (3.6) we obtain

sA2 [ |V (Au)|2e??dx + sTAC [ |Vu|?e?%dx + s\ / lu|?p?e?*?dx
Q Q Q

2
<C ﬂer‘Pdac.
Q ¥
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After some small calculations we can prove the estimate

2
%emdx <G\ / (1® + llalZoo) u*@*e**?dz + Ca(N),
Q Q

where C7, C5 depend only of A\. Coupling the last two equations and taking s — oo
we obtain that u = 0 in Q. g

Proof of Theorem 1.1. Let N € N* be such that Ay > 0 and let Ay and Cn be the
parts of Ap, respectively of C, in Viy, where Vy has been defined in (3.1). (Thus,
Ay = (A+ P)ly, and Cy = Cly,.) We claim that for N € N* large enough the
pair (Ay,Cyn) (with state space Vi) is exactly observable in time 7.

For a given constant K > 0, from the estimation (3.2), there exists a N € N*|
big enough, such that

[Pyl < K.
Because (A, C) is exactly observable in any time 7 > 0, using Proposition 2.1 we
obtain that (Ax,Cy) is exactly observable in time 7 in V.
On the other hand, if ¢ = [if,] € D(Ap) is an eigenvector of Ap, associated

to the eigenvalue iu, such that C'¢p = 0 then, according to Proposition 3.1, ¢ € Hy
is an eigenvector of Ay — Py, associated to the eigenvalue ;2, i.e., ¢ € H; satisfies

Ao+ ap = pPo. (3.7)
Moreover, the condition C'¢ = 0 is equivalent to
w=0 in O.

As shown in Lemma 3.4, the only function ¢ € H;j satisfying above conditions is
¢ = 0. Now, from Proposition 2.2 we can conclude that (A4, C) is exactly observable
in any time 7 > 0. O

4. A global Carleman estimate for bi-Laplacian

In this section we will prove a global Carleman estimate for bi-Laplacian, applying
two times a particular case of the global Carleman estimate proved in [6].

Let Q be a nonempty open set of class C2. Let y € H2(Q2) N H}(Q) be the
solution of the problem

Ay=f, inQ (4.1)
y =0, on 09, (4.2)

where f € L?(2). We use the following classic lemma stated in [6], and proved
in [3].
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Lemma 4.1. Let O be an nonempty open set O C Q. Then there exists a function
Y € C%(Q) such that

P =0, on 0f) (4.3)
P(xz) >0, Veel (4.4)
[Vip(x)| > 0, YeeQ\O (4.5
We consider a weight function
pla) = M, (4.6)

where A € R, A\ > 1 will be chosen later. The following theorem is a particular case
of the Carleman estimate proved by Imanuvilov-Puel in [6] for the general elliptic
operators.

Theorem 4.2. Assume that the hypotheses (4.3)—(4.6) are verified and let y €
H?(Q)N H () be the solution of (4.1) (4 2). Then there exists a constant C >0

independent of s and A\, and parameters X>1and 3> 1 such that for all X > P\
and for all s > 5 we have

/|Vy|2625"’dx+32)\2/ ly[2p2e?*?da
Q

2
<C (5/\2 |f| QScpdx_;’_/ (|vy|2 + 82)\2<P2|y|2) 6234'0(137) . (47)
(@]

Let w € Hy be the solution of the problem

A’u=g, inQ (4.8)
u=Au=0, on 0f, (4.9)

where g € L?(9).

Theorem 4.3. Let ) € C?(Q) be a function such that (4.3)~(4.5) are verified, let
 given by (4.6), and let uw € Hy be the solution of (4.8)—(4.9). Then there exist
s> 1, A> 1 and a constant C > 0 independent of s > S such that

2
5/\2/ (|V(Au)|2625"’ + 53)\4|Vu|2625‘/’ + 55/\6|u|2g02628“") <C </ MeQde
Q Q ¥
+s)\2/ (IV(Au)]? + s2X2p? | Aul? + s> A Vul? + 85)\6<p2|u|2)62wda:> . (4.10)
(@]

Proof. We denote y = Au. Then (4.8) and the last part of (4.9) can be written as

Ay=g, in{ (4.11)
y=0, ondQ (4.12)
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Applying the Theorem 4.2 there exist s; > 1, Ay > 1 and C; > 0 independent of
s and A such that for all s > s1, A > Ay the following estimate is satisfied

S)\Q/ |Vy|2625godm + 83)\4/ |y|2@2€28¢d$
Q Q
<o ([ laPetesant [ (RIVIR + SRR o).
Q o

Replacing y with Aw in the previous estimate we obtain

5/\2/ |V(Au)|?e***dx + 53)\4/ |Aul?p?e*Pda

Q Q
< (/ lg|?p te*¥da +/ (5A2|V(Au)|2 + 53/\4<p2|Au|2) eQSSOdI) . (4.13)
Q o

Now consider the problem

Au=y, inQ (4.14)
u=0, on0Q, (4.15)

and apply the Theorem 4.2. Then there exist Cy > 0, so > 1, Ao > 1 such that for
s > s9 and A > Ay we have

S)\Q/ |V’u,|2628¢d$ + 83)\4/ |u|2§02628¢d$
Q Q
<G < |Aul?p~ e dz + / (sA?[Vul? + s2 A% |ul?) eQSSPd:L')
Q @)
< 03 (/ |Au|2(p2623¢dx+/ (S)\2|V’U,|2 + 83)\4ap2|u|2) ngg;dm) . (416)
Q [}

We denote A = max{A1, A2} and § = max{sy, s2}. For s > &, combining (4.13)
and (4.16) we have

3)\4
s\2 |V(Au)|2625‘ﬁdm + SA (S}\Q |Vu|2625<pdaj + 83)\4/ |u|2cp2625‘”da:>
Q 03 Q Q

—s\1 (/ (sA?|Vul® + s2Atp?|ul?) er‘de>
@]
<y (/ lgl2ote*?dx +/ (s\|V(Au)]* + s* X' ? | Aul?) eQSSOdI) . (4.1
Q @]

How A is fixed in 4.17, we affirm that exists a constant C' > 0 such that (4.10) is
verified. So, the proof of the theorem is completed. O
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Representations, Composition, and
Decomposition of C''!-hypersurfaces

Michel C. Delfour

Abstract. We revisit and expand the intrinsic and parametric representations
of hypersurfaces with application to the theory of thin and asymptotic shells.
A central issue is the minimal smoothness of the midsurface to still make sense
of asymptotic membrane shell and bending equations without ad hoc mechan-
ical or mathematical assumptions. This is possible for a C'*'-midsurface with
or without boundary and without local maps, local bases, and Christoffel
symbols via the purely intrinsic methods developed by Delfour and Zolésio
starting with [14] in 1992. Anicic, Le Dret, and Raoult [1] introduced in 2004
a family of surfaces w that are the image of a connected bounded open Lips-
chitzian domain in R? by a bi-Lipschitzian mapping with the assumption that
the normal field is globally Lipschitzian. From this, they construct a tubular
neighborhood of thickness 2h around the surface and show that for sufficiently
small h the associated tubular neighborhood mapping is bi-Lipschitzian. We
prove that such surfaces are C'**!'-surfaces with a bounded measurable second
fundamental form. We show that the tubular neighborhood can be completely
described by the algebraic distance function to w and that it is generally not
a Lipschitzian domain in R® by providing the example of a plate around a flat
surface w verifying all their assumptions. Therefore, the G1-join of K-regular
patches in the sense of Le Dret [20] generates a new K-regular patch that is
a C*'-surface and the join is C*'. Finally, we generalize everything to hy-
persurfaces generated by a bi-Lipschitzian mapping defined on a domain with
facets (e.g., for sphere, torus). We also give conditions for the decomposition
of a C!-hypersurface into C''!-patches.
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1. Introduction

How to represent hypersurfaces in the Euclidean space R, N > 1 an integer, and
construct a differential calculus is a central topic of Differential Geometry with a
broad spectrum of applications to partial differential equations, optimization, and
control on hypersurfaces (heat, wave, elasticity, fluids). Among the many funda-
mental issues is the minimum smoothness of the underlying hypersurface (e.g., we
can make sense of asymptotic membrane shell and bending equations in the the-
ory of shells on a C*!'-midsurface), the G1-join of C1:1-hypersurfaces or patches,
and the domain decomposition of C!-hypersurfaces into C'-patches to generate
meshings for finite element approximation. From the analysis point of view, it is
always preferable to choose an intrinsic representation and avoid local bases and
Christoffel symbols. From a numerical point of view, local bases are unavoidable
and are influenced by the preferred description of the surface often dictated by
1mage processing considerations.

In this paper we revisit and expand the intrinsic and parametric represen-
tations of hypersurfaces. The first approach goes back to E. De Giorgi [5] to
solve the Plateau [21] problem of minimal surfaces. The hypersurface w in RY
is viewed as the boundary or a subset of the boundary I' of an open subset € of
RY whose characteristic function is of bounded variation. This was sufficient to
make sense of the surface measure. In the context of the theory of shells, Delfour
and Zolésio developed a purely intrinsic approach without local maps, local bases,
and Christoffel symbols starting in 1992 with [14] and in a number of subsequent
papers [15, 16, 17, 6, 7, 8, 10, 12, 2]. The key ingredient was to use the oriented
distance function bg to the underlying set €2 instead of the characteristic function.
This function completely describes the surface w: its (outward) normal is the gra-
dient Vbg, its first, second, third,. .., and Nth fundamental forms are Vbg ® Vbq,
its Hessian D?bq, (D?bg)?,... and (D?bq)™ ! restricted to the boundary ' ([13],
[18, Chapter 8, §5]). In addition, a fairly complete intrinsic theory of Sobolev
spaces on Cl1-surfaces is available in [9].

In the theory of thin shells, the asymptotic model, when it exists, only de-
pends on the choice of the constitutive law, the midsurface, and the space of so-
lutions that properly handles the loading applied to the shell and the boundary
conditions. A central issue is how rough this midsurface can be to still make sense
of asymptotic membrane shell and bending equations without ad hoc mechanical
or mathematical assumptions. This is possible for a general C'"!'-midsurface with
or without boundary such as a sphere, a torus, or a closed reservoir. Moreover,
it can be done without local maps, local bases, and Christoffel symbols. A brief
review and sharpened results are given in Section 2.

In the parametric approach (cf. for instance [4]), the surface w is defined as the
image of a flat smooth bounded connected domain U in R? via a C?-immersion ¢ :
U — R3. Anicic, Le Dret, and Raoult [1] relaxed the C? assumption by introducing
in 2004 a family of surfaces w that are the image of a connected bounded open
Lipschitzian domain U in R? by a bi-Lipschitzian mapping ¢ with the assumption
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that the normal field defined almost everywhere is globally Lipschitzian. Such
surfaces are called K -regular patches by Le Dret [20]. From this, they construct a
tubular neighborhood Sp,(w) of thickness 2h around the surface and show that for
sufficiently small A the tubular neighborhood mapping is bi-Lipschitzian.

In Section 3, we prove that the surfaces of [1] (or K-regular patches) are
CY1-surfaces with a bounded measurable second fundamental form. It was already
known that C1!-surfaces have a globally Lipschitzian normal field, but it was not,
a priori, clear whether midsurfaces generated in the parametrized set-up of [1]
would be strictly rougher than C'! or not. Moreover, since a K-regular patch
does not see the singularities of the underlying bi-Lipschitzian parametrization,
the G1-join of K-regular patches along a join developed in [20] generates a new K-
regular patch that is a C1'!-surface and the join is in fact C1'!. We first generalize
everything to hypersurfaces in RY, N > 2, since the proofs are independent of the
dimension. Secondly, we show that such tubular neighborhoods can be completely
specified by the algebraic distance to w and that they are generally not Lipschitzian
domains in R? since their tangential smoothness is not effectively controlled by the
assumptions of [1] as illustrated by our example in [11]. Therefore, C! is still the
currently available minimum smoothness to make sense of asymptotic membrane
shell and bending equations.

In Section 4 we extend the results of Section 3 to hypersurfaces defined on
a connected domain with facets. This makes it possible to parametrize surfaces
such as a sphere or a torus. We show that under the same assumptions as in
Section 3 the resulting hypersurface is C''! and that the tubular neighborhood
mapping theorem still holds. In Section 5, we generalize the work of [20] on G-
joins of K-regular patches to the Gi-joins of C'''-patches defined on a domain
with facets. Finally, in Section 6, we introduce natural assumptions to decompose
a CM1-hypersurface into C':!'-patches by constructing a domain with facets. This
construction is of special interest in finite element methods for thin shells.

1.1. Notation

For an integer N > 1 the inner product and the norm in RN will be written x - y
and |z|. The transpose of a matrix A will be denoted A* and its image Im A. The
complement {x € RN : z ¢ Q} and the boundary Q N CQ of a subset 2 of RN
will be respectively denoted by CQ or RN\Q and by dQ or T'. The distance and
the oriented distance function from a point z to a subset Q of R are defined as

do(x) < inf [y — |, ba(x) < da(z) ~ dgo () (L1)

In particular dg = |bo|. The set of projections of a point z onto Q will be denoted
IIo(z). When IIg(z) is a singleton, the projection will be denoted po(x). The

h-neighborhood of € is defined as Uy, () < {z € RN : do(z) < h}.
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2. Intrinsic representation via the oriented distance function

The basic idea goes back to E. De Giorgi [5] in the fifties to solve the celebrated
Plateau [21] problem of minimal surfaces. An (N — 1)-dimensional hypersurface w
is viewed as a subset of the boundary T of a set  in the Euclidean space RY for
which the gradient of the set parametrized characteristic function xq is a bounded
measure. Such sets are called Caccioppoli [3] sets and the norm of the gradient of
xq in the space of bounded measures coincides with the surface measure of I'.

3-D domain (2
boundary I' = 92

!

FIGURE 1. Domain w with boundary ~

In the context of shells we use as set parametrized function the oriented
distance function bg whose first and second derivatives are directly related to the
normal and curvatures. More precisely, for a subset Q C RN of class C*! with a

non-empty boundary I’ def 00, T is a CY'-submanifold of codimension one, the
normal coincides with Vbg and the first, second, third,. .., and Nth fundamental
forms are Vbg ® Vbg, the Hessian D2?bg, (D?bg)?,... and (D?bo)N ! restricted to
the boundary I' ([13], [18, Chapter 8, § 5]). In addition, a fairly complete tangential
differential calculus and an intrinsic theory of Sobolev spaces on C!-surfaces is
available in [9]. We quote the following theorem from [9] that is used to work in
curvilinear coordinates in the neighborhood of I'. It is the intrinsic version of the
tubular neighborhood theorem that we shall see in § 3.

Theorem 2.1. Let Q C RN be a set of class V' such that its boundary T 1) %
& be bounded. Then there exists h > 0 such that b € C11 (U, (T)),

X,z T(X,2) & X 4+ 2Vbo(X) : Tx ] — h, h[— Un(T) (2.1)
s a bi-Lipschitzian bijection, and

T~} (z) = (pr(z), ba()). (2.2)
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pr(z) =z — ba(x)Vba(x) 1 X +zn(X)

~ T

1 l
' I
I
I
|

FIGURE 2. Bijective bi-Lipschitzian mapping T

Assume for the moment that the assumptions of Theorem 2.1 are verified
and let h > 0 be such that bg € C11(U,(T)). Given a relatively open subset w of
I', define the tubular neighborhood of thickness k, 0 < k < h, around w

Sk(w) e {z € RN : |bo(z)| < k and pr(z) € w}. (2.3)
By definition, Si(T') = Uk(T'). But when w C T', Ug(w) is larger than or equal to
Sk(w).

Corollary 2.2. Let Q C RN be a set of class C™1 such that its boundary T # @& be
bounded. Let w be a relatively open subset of I'. Then there exists h > 0 such that

X,z T(X,2) & X 4+ 2Vbo(X) : wx | — h, h[— Sp(w) (2.4)

s a bi-Lipschitzian bijection and
T7}(z) = (pr(2), ba(x)). (2.5)

Let v be the relative boundary of w in I'. In view of Corollary 2.2, the
boundary 95k (w) of Si(w) is made up of three parts: the bottom and top boundaries

T(w, —k) and T'(w, k) (2.6)
and the lateral boundary
Si(y) & {z € RN ¢ |bo(z)| < k and pr(z) € 7}. (2.7)

The top and bottom boundaries T'(w, k) and T(w,—k) are Ct1 surfaces with
respective normal Vbg and —Vbg since the sets {z € RY : bo(z) < k} and
{z € RY : bo(z) < —k} are still sets of class V1. i (v) is normal to T, T'(w, k),
and T(w, —k).
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() = 2 — by () Vb () 1 X +2zn(X)
2
|

: n(X)
|

FIGURE 3. Mapping T with bg € CL1(S, (w))

The global smoothness assumptions on I' can be relaxed to a local one in a
neighborhood of @.

Theorem 2.3. Given Q C RN with boundary T # @ and a bounded (relatively)
open subset w of I', assume that there exists a neighborhood N(w) of w such that
bo € CY1(N(w)). Then there exists h > 0 such that bo € CVH (U (w)) and, for all
h, 0 < h < h, the mapping
X,z T(X,2) ¥ X + 2Vbo(X) : wx ] — h, h[— Sp(w) (2.8)
18 a bi-Lipschitzian bijection and its inverse is given by
z— T Nz) = (pr(z),ba(x)) : Sp(w) — wx ] — h,h[. (2.9)

Under the hypotheses of Theorem 2.3, it is possible to define the signed
distance function to the hypersurface @ in the region Sj(w)

b () 4 { do(z),  ifbo(z) >0

do(z), i ba(z) < 0. (2.10)

When the projection of a point  onto @ is a singleton, we denote it by p,,(z) and
necessarily p, = pr on Sp(w). Note the difference between the oriented distance
function bg that is always defined everywhere in RN and the signed distance
function that is defined only in a region where it is possible to distinguish what is
above from what is below w. Here b, = bg € C11(S,(w)) and T and T~ can be
rewritten as

(X,2) = T(X,z) =X 4+ 2Vby(X) : wx | — h, h[— Sp(w)
= T Hz) = (po(2), by (7)) 2 Sp(w) — wx ] — h,h[.

(2.11)
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It is natural to characterize its smoothness in the tangent plane to I' by
specifying the smoothness of 3 (7) near ~.

Definition 2.4 ([9, §4.5]). Let w be a bounded relatively open subset of I' which
satisfies the assumptions of Theorem 2.1.

(i) Given an integer k > 1 and areal 0 < A <1, v is Ok if there exist h > 0
and 0 < b’ < h such that the piece ¥/ () of the lateral boundary of Sy (w)
is OFA.

(ii) ~ is Lipschitzian if there exist A, 0 < h’ < h, such that X/ () is Lipschitzian.

(iii) w is connected if there exists h’/, 0 < h' < h, such that Sp(w) is connected.

The definitions correspond to the usual ones in RN. For instance condition
(i) is equivalent to say that the oriented distance function bg, () associated with
the set Sp(w) has the required smoothness in a neighborhood of Xy (7).

Under the assumptions of Theorem 2.1, S;,(T') is C1! since I' has no bound-
ary; for a bounded relatively open subset w of I' with Lipschitzian relative bound-
ary 7, Sp(w) is Lipschitzian. In both cases, two versions of Korn’s inequality are
given in [9, Thms 5.1 and 5.2] and the theory of linear elasticity over a Lipschitzian

domain is readily available.
/r ) c RN

/ %1{61\[?-

FIGURE 4. Parametric representation in R”.

3. Parametric hypersurfaces

Let {e; : 1 <i < N} be an orthonormal basis in RN and A an affine subspace
of RN of dimension N — 1. Generalizing [1] from N = 3 to an arbitrary N > 1, let
U be a bounded open domain in an affine subspace A of R of dimension N — 1
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and let ¢ : U — RN be a mapping with the following properties: there exist ¢ > 0
and C > 0 such that

Assumption (Hy): V€, (€U, cl¢—¢& <|p(C) =9 <Cl¢—¢,  (3.1)

where ¢ = infeecv [9(C) —p(€))/|¢ —£|. By using a translation followed by a rota-
tion, it is always possible to redefine the mapping ¢ on a subset of the hyperplane
RN=1 = {en} orthogonal to ey.

In view of assumption (H;)!, w def ©(U) is a (non self-intersecting) parametric

hypersurface in RY of dimension N — 1. For almost all £ € U, Dp(€), Dp(€);; def
0;pi(£), exists and

YV e RVl e[V < [Dp(V] < OV (3.2)

Therefore, Dp(€) : RN-1 — RY is injective and the (N — 1) column vectors
010(8), O2p(£), . .., On—_10(€) are linearly independent in RN. The surface measure

associated with w is
/ dHN1 = / Jo dE,
w U

where Jy is the square root of the sum of the squares of the (N — 1) x (N —1)
subdeterminants of Dy

N
Z |:a 901;“-7801 17%01+1a"'a90N):|2

N
2 NIy
Choose a unit vector n(§) orthogonal to the vectors {9;p(€)},
Dp(§)*n(§) =0 and |[n(¢)] = 1. (3.3)

Then the square matrix [Dp(€):n(£)] is invertible and

det[Dp(€)n(€)] = b(€) - n(€) # 0 where (3.4)

b(€)i = M([Dp(€):0])in, 1<i<N, (3.5)

and M(A) denotes the matriz of cofactors of a square matrix A. In dimension
N =3, b(§) coincides with the wedge product d1¢p(&) A d2p(§).

We summarize the main properties using the classical definitions of tangent
cone and dual cone. Given Q ¢ RN and z € Q, denote by T,Q the Bouligand’s
contingent cone to ) in z,

0% {veRN:3{z,} C Qande, \,0such that (z,, — x)/e, — v}, (3.6)

def

and by (T,Q)* its dual cone (T,Q)* = {y e RN : Yo € T,Q, y-v=>0}.

In contrast with the notation in the theory of shells, the Greek lower case letters w and « are
used for the hypersurface and its boundary. The associated flat reference domain in RVN—1 is
denoted U.
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Theorem 3.1 ([11]). Assume that ¢ : U — RN werifies assumption (Hy) and let
={¢ €U : ¢ is differentiable at £}. Then, at each point £ € U,

n(€) = £b(©)/Ib(E)],  det [Dw@; b(&)

b(S)]
forallVe RN=1 and VN € R

AP+ VNP < || Doteriger ]| [

] —ble >0, Jp(e) = (o), (3.7)

2
SCAHVE+ VNP, (3.8)

and
Typeyw = Im Dp(€) = {n()}* and (Tyeyw)* = Rn(&). (3.9)
The normal field to w in ¢(€) is specified by n(§) = £b(£)/|b(£)| in each point

of the subset U of U where ¢ is differentiable. We now choose
def
a(€) = b(€)/[b(&)]

in order to have the determinant of [Dapfa] positive and equal to Jep.
Following [1], it is now assumed that the resulting normal mapping a(§) is
uniformly Lipschitz on U:

Assumption (Hy): Ja > 0 such that V¢,¢ € U, [a(¢) —a(€)| < a|¢ —€|. (3.10)
Since _5 = U, a extends to a unique uniformly Lipschitz function, still denoted
a, on U: a verifies assumption (Hs) on U. This very strong assumption “orients”
the hypersurface w that no longer “see” the singularities of its bi-Lipschitzian

representation. It is a generalization of the classical set-up for C?-surfaces used by
[4] for shells.

Theorem 3.2 ([11]). Assume that ¢ and a verify assumptions (Hy) and (Hz). Then
VEeU, Tyew=1{a( YL and (T, weow) =Ra(f). (3.11)

and the parametric hypersurface w has a unique tangent hyperplane in each point
with Lipschitzian normal a o @~ 1.

As in [1], consider for an arbitrary k& > 0 the Lipschitz continuous mapping

EL(6EM) = 0(€) E p(€) + €V a(€) : U x [k, k] — RN (3.12)
and the associated “sandwich” of thickness 2h around w
Se(w) & U] - &, k[). (3.13)

Under assumptions (H;) and (Hs), ® is Lipschitzian on U x [k, k],

[(&2,8)) — (&1,&Y)| < (C+ka)lé — &+ 16 — €] and
Sh (@) = (T x [k, k).
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n(X) = Vba(X)

X

(a) w with boundary ~ (b) Sandwich Sp,(w)
FIGURE 5. Sandwich or tubular neighborhood Sy, (w)

Associate with ® the intrinsic Lipschitzian mapping

(X,2) = B(X,2) W d(p 1 (X),2) = X+zale (X)) : wx[—k, k] — RV . (3.14)

Define the signed distance function to the hypersurface @ in the region Sj(w)

def { dw((I)(Ca CN))a if CN Z O,

N
bu(2(¢,¢)) = —d,(®(¢, M), it ¢V <o. (3.15)

When the set projections I, (y) of y onto @ is a singleton, we denote it by p,(y).

We now give a constructive proof of Theorem 3.9 in [1], the expression of the
inverse of ® in terms of p, and b,. To do that we need the following additional
assumption on the bounded open subset U of RN ~1:

U is connected and

(Hs) 3c U
v such that V€, ¢ € U, dy(&,¢) < Cy |€ —¢|,

(3.16)

where dyy denotes the geodesic distance in U. This is a weaker assumption than
the one used in [1]

(Hsz) U is connected and Lipschitzian (3.17)

where they make use of the following lemma:

Lemma 3.3. [1, Proposition A.1] Assume that U is a bounded, open, connected,
and Lipschitzian domain in RN~1. Then U verifies assumption (H3).

We shall see later on that this relaxation will allow us to go from a flat domain
U to a domain with facets and enable us to parametrize all C':!-hypersurfaces such
as the sphere and the torus in dimension N = 3.

Recalling that Sy, (w) = ®(U x [~h, h]), we get the following results.
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Theorem 3.4 ([11]). Assume that (Hy), (H2), and (Hs) are verified and let h,
0<h<h® c?/(2C4Ca). The mapping ® : U x [—h, h] — Sy (w) is bijective and
bi-Lipschitzian, and

y =@ (y) = (7 (Pu(¥)): bu(y)) : Sh(w) — T x [~h, h]. (3.18)

Remark 3.5. Assumption (Hz) on the normal field a effectively controls the
smoothness of the hypersurface w in the normal direction. There is a unique tan-
gent plane and a unique one-dimensional normal field at every point without the
additional assumption (Hs). In other words, w ignores the singularities of the
mapping ¢ in the normal direction. Yet, in the tangential direction, the choice
of a bi-Lipschitzian parametrization ¢ of w and the assumptions (Hszy) that U
be Lipschitzian and connected are not sufficient to make the lateral boundary of
Sh(w) a Lipschitzian hypersurface even in the case of a plate in R? as illustrated
for the plate of thickness 2h of the example given in [11]. Results from the theory
of linear elasticity assuming a Lipschitzian elastic body cannot be directly used.
This contradicts the following statement from [1, Remark on page 1290]: “Note
that this result shows that the boundary of the three-dimensional shell is Lipschitz,
hence the three-dimensional linearized elasticity problem is well posed”.

We now complete the characterization of the hypersurface w and make the
connection between ® and ® and the intrinsic mapping T defined by (2.8) in The-
orem 2.3 and between the sets Sy (w) and Im T. We also show that the parametric
hypersurface is in fact not rougher than C1! for which the previous intrinsic theory
already applies. No gain is achieved through this parametrization (cf. Theorem 2.3
with the mapping (2.8) replaced by the mapping (2.11)). As a result the construc-
tions and results of the intrinsic theory of thin and asymptotic shells described in
§ 7 readily applies with Q replaced by w. It is not necessary to do it again even in
the parametric case.

Theorem 3.6 ([11]). Assume that assumptions (H1), (H2), and (Hs) are verified
and let h, 0 < h < h. Denote by Q the open domain ®(Ux | — h,0[) and by T its
boundary. The hypersurface w is locally C*', that is, for each x € w, there exists
r(z) > 0 such that bg € Cl’l(Br(x)(x)) and, hence, w N By () (x) is of class cobt
in By(z)(x). Moreover, its normal and second fundamental form are given by

Vbo|w = a0t =Vb,|, € COL @)V (3.19)
D?bq., = {Da [(Dp)* D] (Dp)*} oo™t = Db, |, € L®(w)V*N. (3.20)

Moreover, ® =T on wx | —h,h[ and Im T =Im ® =Im & = Sy (w).

4. Hypersurfaces defined from a domain with facets

It is not possible to represent a sphere or a torus by a bi-Lipschitzian mapping ¢
from some domain U in the hyperplane RV 1. Yet, we can do so under assumptions
(H1) to (Hs) by replacing the “flat” domain U by a domain with facets. Each
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facet will lie in an (N — 1)-dimensional affine subspace A of R™ allowing different
angles between facets. The good news is that all the results in § 3 remain true. We
summarize the definitions and main results from [11].

FIGURE 6. Example of a domain U with facets

Definition 4.1. (i) A facet U in RY is a bounded, open, connected subset of an
(N — 1)-dimensional affine subspace of RY such that its geodesic distance
satisfies the condition

HCU7VC,§€U, dU(Cag) SCU|<_£|7

where di; denotes the geodesic distance in U.
(ii) Given n facets U;, 1 <i < mn, in R such that
a) Vi#£g5, U;NU; =2,
b) for all pairs i # j such that U; N U; # @, Hy_1(U; N U;) = 0, where
Hy_1 is the (N — 1)-dimensional Hausdorff measure in RV,
¢) UL, = UL, T,
we say that the set

U Y rel int U, T; (4.1)
is a domain with n facets.

From the above definition

U?:lUi =U = Ui:17i and Hy_1 (Ui,j—l,...,nﬁiﬂ 7]) =0. (4.2)
i#j
The definition is a little technical since it includes domains with holes of various
shapes: all the facets are not necessarily of the polygonal type.
Let U be a bounded domain in R with facets and ¢ : U — RN be a mapping
with the following properties: there exist ¢ > 0 and C > 0 such that

Assumption (Hy): VE,CeU, cl¢—¢ <[o(Q) =9 <CIC—¢&,  (4.3)
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where ¢ = infezecv |9(C) — ¢(€))/|¢ — €|. Let ¢; be the restriction of ¢ to U;. For
almost all £ € U;, we can construct a normal a and a surface density in U and we
get a generalization of Theorem 3.1.

Theorem 4.2. Let U be a bounded domain in RYN with facets. Assume that ¢ : U —
RN wverifies assumption (Hy) and let U = {& € UP_ U, : ¢ is differentiable at £}.

Then, at each point £ € U,

n(€) = £6()/ ()], det [Dw@)%%]b(sbm To() = b)), (4.4)

for alli, V € {d;}*, and VN € R

vE VP <[ Doteige| [

2
<CAHVE+ VNP, (45)

and
Tyeyw =1Im Dp(§) = {n(€)}* and (Toew)* = Rn(f). (4.6)

Now assume that the resulting normal mapping a(§) = b(£)/|b(€)| is uni-
formly Lipschitz on U:

Assumption (Hy): 3a > 0 such that V&, ¢ € U, [a(¢) —a(é)| < a|¢ — €] (4.7)

From assumptions b) and c), U =T and a extends to a (unique) uniformly Lip-
schitz function, still denoted a, on U that verifies assumption (Hs) on U.

Theorem 4.3. Let U be a bounded domain in RN with facets. Assume that o and
a verify assumptions (Hy) and (Hz). Then

VEeU, Tyew={al@)}" and (T,w)" = Ra(é). (4.8)

and the parametric surface w has a unique tangent hyperplane in each point with

Lipschitzian normal ao @~ t.

Now define the Lipschitzian mapping ®, the intrinsic Lipschitzian mapping
(3.14), and the signed distance function to the hypersurface @ in the region Sp,(w)
as in § 3. Finally, introduce the following assumption on the underlying domain U
with facets:

U is connected and
ElCVU such that Vé.v g € ﬁ7 dU(ga C) S CU |§ - C|7

where dy denotes the geodesic distance in U. We get the generalization of Theo-
rems 3.4 and 3.6 using essentially the same proofs.

(Hs3) (4.9)

Theorem 4.4. Let U be a bounded domain in R™ with facets. Assume that (Hn),
(Hs), and (H3) are verified and let h, 0 < h < h def ?/(2CECa). The mapping
® : U x [~h,h] — Sp(w) is bijective and bi-Lipschitzian, and

y = 27N y) = (¢ (P (¥)), b (y)) = Su(w) — U x [~h, h]. (4.10)
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Theorem 4.5. Let U be a bounded domain in RN with facets. Assume that assump-
tions (Hi), (Hz), and (H3) are verified and let h, 0 < h < h. Denote by § the
open domain ®(Ux]—h,0[) and by T its boundary. The hypersurface w is locally
CY1, that is, for each x € w, there exists r(x) > 0 such that bo € CV (B, (y(x))
and, hence, w N By (x) is of class CcbHl in Bi.(z)(x). Moreover, its normal and
second fundamental form are given by

Vbol, =aop ' =Vb,|, € ™' @) (4.11)
D?bgl,, = {Da[(Dp)*Dg] ' (Dg)*} 0 o™! = D?b, |, € L®(w)V* N, (4.12)

Moreover, ® =T on wx | —h,h[ and Im T =Im ® =Im ® = Sy (w).

5. G1-joins of K-regular and C'"!-patches
For completeness we first recall and introduce some definitions.

Definition 5.1. Given an open subset U of RN-! and a mapping ¢ : U — RY, we
say that the set p(U) is not self-intersecting if ¢ is injective.

Following the terminology of [20, Definition 2.4] in dimension three, a K-
reqular patch W is an hypersurface specified by the two mappings ¢ and a from
U c RN~! — R that verify assumptions (H,), (Hz), and (Hsz,) with constants c,
C, and «. From assumption (H7), such surfaces are not self-intersecting and, from
assumptions (Hy), (Hs), and (Hsz), they are C1'1-hypersurfaces by Theorem 3.6.
So, we suggest to use the more descriptive and general terminology C''!-patch that
emphasizes the purely geometric property which is not only specific of the theory
of shells.

Definition 5.2. A C'!-patch is a parametric hypersurface specified by the two
mappings ¢ and a from U ¢ RN~' — R that verify assumptions (H;) to (Hs)
with constants ¢, C', and a.

By definition, a K-regular patch is a Cll-patch since assumption (Hsz)
implies assumption (Hs).

One important contribution in the paper of Le Dret is an accurate definition
of a G1-join [20, Definition 2.6] and the proof that for two contiguous K-regular
patches &) = ¢1(U;) and Wy = ¢2(Us) such that @y U, is not self-intersecting
with a Gi-join along U; N Us, rel int@; U @y satisfies assumptions (H;), (Hz),
and (Hsz) [20, Lemma 3.2], that is it is a CY'1-hypersurface and the G1-join along
U,NUs is in fact a C™1-join.

To complete this section we extend this last result to a finite number of
C!patches in R defined on a domain with facets.

Theorem 5.3. Let U be a bounded connected domain in RN with facets. Assume
that the facets w; = @;(U;) specified by (U;, i, a;) are C*'-patches such that for
all i # j such that W; NW; # @
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Y Us
Uy a Us

FIGURE 7. From C'l-patches {w;} to a globally Ctl-patch w

a) there exists Cyj such that for all ¢ and ¢ in U;UU, Ay, T, (&,Q) < Cyj 1€,

)
b) ¢i(§) = ¢;(§), for all £ € W, N;,
) a;(€ )fa](f) for all £ € w; Nwj,
)
)

o
e

d) w; Nw; C o(U;NT;),

e) given any sequences {Cin} C U; and {(jn} C U; that converge to some point
ceU; ﬂU and a corresponding sequence {&,} C U; ﬂU such that &, lie on
the geodesic between Cpn; and Cnj;, the angle between any limit vectors T; and T;

of the sequences (pi(Cin) = @i(€n))/|Gin—&nl and (05(Cin) =9 (§n))/1Cin —&nl

1S NONZEro.
Then

(i) U satisfies assumption (Hs),
(i) the maps ¢ and a: U — RN,

(€)= ¢i(Q), ifCeUs al()=ai((), (e,
are well defined and Lipschitz continuous on U,
(iii) @ is not self-intersecting (p is injective),
(iv) ¢ satisfies assumption (Hy) and a satisfies assumption (Haz).
In particular, w = ©(U) satisfies assumptions (H1), (Hz), and (Hg3), that is w is
a CY'-patch.

Remark 5.4. Tt is readily checked that [20, Lemma 3.2] is a special case of this
Theorem for k£ = 1.

6. Decomposition of a C''''-hypersurface into C'! -patches over a
domain with facets

Of course, it is also possible to decompose a C'*!-hypersurface w into C'+!-patches
defined over a domain with facets when the size of each facet is sufficiently small.
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FI1GURE 8. Points on the sphere and associated domain with facets for
N=3

The construction follows the following scheme.
(A-1) Assumptions of Theorem 2.3 or assumptions (H1) to (Hs).
Under assumption (A-1), there exists h > 0 such that the mapping

X, 2= T(X,2) =X+ 2Vby(X) : 0 X [—h,h] = Sp(w)
is bi-Lipschitzian.

If w has no boundary, then we proceed as in [19] but the convex polytopes
(triangles in dimension N = 3) have to be chosen sufficiently small in view of the
curvature of the surface.

(A-2) Choose N neighboring points &1, &a, . . ., {n on the surface w
such that the vectors {&; —&n;i =1,..., N — 1} be linearly inde-
pendent and such that the convex polytope A = co{&1,&2,...,&N}
with vertices &1, &a, ..., &N lies in Sp(w). Denote by v the normal
to the affine subspace A = {{: (£ — &n) - v = 0} generated by A.

This defines the patch wa def P (A). Since A C Sp(w) the mapping
E-po(€): A —Ta CR?

&

.I &

FIGURE 9. Triangle A and C*!-patch p,(A) for N =3
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is Lipschitzian. To make p,, bi-Lipschitzian on A, we need to further reduce the
size of A.

(A-3) Assume that the convex polytope A is sufficiently small so
that

m min |n - Vb, (§)| > 0. (6.1)
gen

Under assumption (A-2), for each £ € A, & = p,(§) + b (§) Vb, (pw(§)) and
under assumption (A-3), for each £ € A,

_n- (Pw(§) — &3)
n - Vb, (pu(§)))

and there exists a constant ¢’ such that

VG, e, €= < pu(€) = pu(Q)]
and p,, : A — p,(A) is bi-Lipschitzian.

bo(§) =

As a result, for a C!-surface without boundary, p,,(A) is a C11-patch since
assumption (Hy) is verified with U = A and ¢ = pq|a, assumption (Hs) is ver-
ified with a = Vb, o p,, and assumption (Hs) is verified for the triangle A. We
summarize the above discussion in the following theorem.

Theorem 6.1. Let  be a bounded set of class CY1 in RY and set w =T'. Around
each point £ € w there exist (N — 1) points {& € w: 1 < i < N — 1} such that
{& —€:1<i< N —1} be linearly independent and assumptions (A-1) to (A-3)
be verified for the convex polytope

def

A= coléy, ... En1, &}
with unit normal v. The mapping
§pu(€) A —waCR’
1s bi-Lipschitzian and

v (X -9

When w has a relative boundary «, then it is necessary to use the assumptions
of Theorem 2.3 in order to cover the boundary v with triangles since some of
the vertices may lie outside of w. In that case the patch p,(A) and the triangle

A should be replaced by the smaller patch p,(A) Nw and the smaller domain

Uy & p5 (pu(A) Nw) in A on which assumption (Hz) must now be imposed in

the absence of a specific assumption on the boundary ~.
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7. Intrinsic theory of thin and asymptotic shells

In order to complete the references in [1] on the theory of shells and to provide a
broader perspective to the reader, we briefly recall a few results starting with the
key paper [6] on the use of intrinsic methods in the asymptotic analysis of three
models of thin shells for an arbitrary linear 3D constitutive law. They all converge
to asymptotic shell models that consist of a coupled system of two variational
equations. They only differ in their resulting effective constitutive laws. The first
equation yields the generally accepted classical membrane shell equation and the
Love-Kirchhoff terms. The second is a generalized bending equation. It explains
that convergence results for the 3D models were only established for plates and in
the bending dominated case for shells. From the analysis of the three models, the
richer P(2,1)-model turns out to be the most pertinent since it converges to the
right asymptotic model with the right effective constitutive law. We also show in [7]
that models of the Naghdi’s type can be obtained directly from the P(2,1)-model
by a simple elimination of variables without introducing the a priori assumption on
the stress tensor o33 = 0. Bridges are thrown with classical models using local bases
or representations. Those results are completed in [7] with the characterization of
the space of solution for the P(2,1) thin shell model and the space of solutions
of the asymptotic membrane shell equation in [8]. This characterization was only
known in the case of the plate and uniformly elliptic shells.

In [10], a new choice of the projection leads to the disappearance of the
coupling term in the second asymptotic equation. After reduction of the number
of variables, this new choice changes the form of the second equation to achieve the
complete decoupling of the membrane and bending equations without the classical
plate or bending dominated assumptions. In the second part of [10] we present a
dynamical thin shell model for small vibrations and investigate the corresponding
dynamical asymptotic model. Those papers complete [6] and make the connection
with most existing results in the literature thus confirming the pertinence and the
interest of the methods we have developed. Extensions of the P(2,1)-model have
also been developed for piezoelectric shells [12, 2] where a complete decoupling of
the membrane and bending equations is also obtained.

8. Conclusions

To conclude we summarize the main points of the paper.

1) Tt is sufficient to replace Q by w and use the already available theory of thin
and asymptotic shells in both parametric and intrinsic cases.

2) In general the tubular neighborhood is not a Lipschitzian domain and an
assumption has to be made on the lateral boundary to use the available
Linear Elasticity Theory in Lipschitzian domains.

3) The (minimal) smoothness of the midsurface obtained in [1] is in fact C1:!
and the G1-joins of K-regular contiguous patches in [20] are indeed C':1.
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4) By relaxing the Lipschitzian assumption (Hsz,) to the natural condition (Hz)
on the geodesic distance, it is possible to extend the parametric set up to
capture surfaces such as the sphere and the torus by using domains with
facets.

5) Similarly, the G1-join of C*!-patches generated from a domain with facets
yields a C':!'-hypersurface. Conversely, we gave a procedure to decompose a
Cll-hypersurface into C*1-patches with potential application to the meshing
of surfaces to solve partial differential equations defined on a surface,
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On Some Nonlinear Optimal Control Problems
with Vector-valued Affine Control Constraints

Juan Carlos De Los Reyes and Karl Kunisch

Abstract. We investigate a class of nonlinear optimal control problems with
pointwise affine control constraints. Necessary optimality conditions of first
order and sufficient second-order conditions are obtained. For the numerical
solution of the optimal control problems a semismooth Newton method is
proposed. Local superlinear convergence of the infinite-dimensional method
is proved. Finally, the properties of the method are tested numerically by
controlling the Navier-Stokes equations with affine constraints.
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1. Introduction

The presence of pointwise control constraints in optimal control problems is of
importance if limited control action is allowed to take place. When only one con-
trol function is involved, a usual choice consists in imposing pointwise bounds on
the control, the so-called box constraints. When multidimensional control func-
tions are involved, however, the box constrained case is just one of the possible
practical choices that may be considered. If more complicated or different type of
restrictions, such as technological, financial, etc., come into play, then a system of
linear pointwise constraints may arise instead of the usual box constraints.

The investigation of optimal control problems with affine constraints for
vector-valued control has not been thoroughly carried out yet. Although first-order
necessary conditions can be obtained in a straightforward manner, the existence of
appropriate Lagrange multipliers has not being studied in depth. With respect to
second-order sufficient conditions, results previously obtained for general convex
problems can be applied to this case (cf. [1, 7, 12]). However, since the special
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structure of the affine constraints is not exploited in such cases, the results may
be improved.

For the numerical solution of optimal control problems with affine constraints
only few references are available. While box constrained problems are fairly well
understood, relatively little research was directed towards devising and analyz-
ing efficient second-order type methods for more general constraints. In [11] the
authors consider diagonally dominant systems and prove global convergence of
the primal-dual active set strategy applied to this type of problems. Semi-smooth
Newton methods for problems with affine constraints have been considered in [6],
where optimality conditions were derived and the convergence of the method in-
vestigated.

The outline of this paper is as follows. In Section 2 the optimal control prob-
lem and its main hypotheses are stated. In Section 3 existence of Lagrange multi-
pliers is proved and a first-order optimality system derived. Second-order sufficient
conditions are studied in Section 4. The result avoids the so-called two-norm dis-
crepancy by using a contradiction argument. In Section 5 the superlinear conver-
gence of semi-smooth Newton methods applied to this kind of problems is proved
and a semi-smooth Newton algorithm stated. Finally, in Section 6 an optimal con-
trol problem of the stationary Navier-Stokes equations with affine constraints is
numerically solved and the main properties of the method modified.

2. Optimal control problem

Let © be a bounded domain of R™. We consider the following optimal control
problem:

: a 2 o 2
min () + $ [Cul2agn + 5 |1 Pull

subject to (2.1)
e(y,u) =0
Cu <y ae,

where a > 0, C € R*™ ¢ ¢ L2(Q,R!) and P : R™ — R™ is the orthogonal
projection onto ker(C). The operator e : Y x U — Y, with Y, U Hilbert spaces,
is assumed to be of the form:

e(y,u) = e1(y) + eau, (2.2)

with es a compact linear operator from U to Y’ and e; : Y — Y’ satisfying the
conditions in Assumption 2.1 below.

Hereafter we assume that for every u € U, there exists a locally unique
y = y(u) € Y such that e(y,u) = 0. Moreover, we assume that the corresponding
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optimal control problem
. 2 2
min J(y) + 3 10Ul g 00, + S | Pull?
subject to
e1(y) +eu=0
Cu <y ae,

(2.3)

has a locally unique solution (y*,u*) € Y x U.
Assumption 2.1. There exists a neighborhood V (y*) of the optimal state y* such
that:

a) ey : Y =Y’ is twice Fréchet differentiable in V (y*).

b) ey(y) is continuously invertible for each y € V(y*).

C) eyy is Lipschitz continuous in V(y*), i.e., there exists a constant L > 0 such

that
leyy (@) — eyy (W) lceyxvyny S LIG=y"lly, for € V(7). (2.4)

These regularity requirements are needed for the first and second-order op-
timality conditions as well as for the convergence analysis of the semi-smooth
Newton method.

The Hilbert spaces are R"-valued function spaces over a bounded domain
Q C R", such as Y = H'(Q,R"). Throughout the space of controls is

U=L*Q,R™), QcQcR™
Further, we choose J as
1
J(y) = 5(4: Qu)y + (@ 9)v,
where Q € L(Y,Y), @ >0and g €Y.

Ezxample 1. Let Q C R™, m < 3, be a bounded domain. Consider the stationary
Navier-Stokes equations

—vAy+(y-V)y+Vp=u in Q
divy=0 in
y=20 on 0,

with (y-V)y =Y 1" vidiy, Y = {H5(Q,R™) : div y = 0}, U = L*(2,R™), where
v stands for the viscosity coefficient of the fluid, y for the velocity vector field,
p for the scalar pressure and u for a distributed body force. The operator e; is
given by
er1:Y =Y’ (2.5)
y = v(Vy, Voo = ((y- Vy, v, (2.6)
It can be easily verified that the operator ey is twice Fréchet differentiable with
its first and second derivatives given by

ey(y)w = v(Vw, V)u + (- V)y+(y-Vw,Ju and ey (y)lw]* = 2w V)w, v,
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respectively. Condition (2.4) follows immediately from the expression for the sec-
ond derivative. To verify the surjectivity of e,(y) let us consider the linearized
equation

ey(y)w = V(vw7 V)U + ((’LU : V)y + (y : V)w7 ')U = <g7 ')Y',Y7 (27)
with g € Y’'. We assume that v is sufficiently large so that

v > M(y*) i= sup |(U : Vy*), U)LQ(Q) |
vey v]l5

It can be argued that there exists a neighborhood V(y*) C V of y* such that
this inequality remains correct with y* replaced by y € V(y*). Then there ex-
ists a unique solution w, to the linearized equation (2.7) associated with g for
each y € V(y*). From the bijectivity of e,(y) the continuous invertibility follows.
Summarizing, Assumption 2.1 holds for this problem.

Throughout the paper we will use the following assumption with respect to
the restriction matrix C"

Assumption 2.2. The rows {C;}ica(v,e) are linearly independent in R™, where
A(v,z) == {i: (Cv); = i(x)}, for any v € R™ satisfying Cv < (x) and for a.e.
z e .

Ezample 2. For U = L%(Q,R?), the constraints u; < 1)1, uy < b result in C' =
I, P =0, which was considered in previous work (see [4, 5]).

Ezample 3. The case U = L*(Q,R™), u; <0, =1 < 37" w; results in | = m + 1,
C = < —[e ), where e = (1,...,1) € R™, I is the m x m identity matrix, ¢ =

(0,...,0,1) and P = 0. Here Assumption 2.2 is satisfied.

3. First-order necessary conditions

In this section, existence of Lagrange multipliers for (2.1) is verified and a first-
order optimality system is derived. Note that the differentiability of the control to
state mapping in a neighborhood of the optimal solution follows from Assumption
2.1 and the implicit function theorem. From hypothesis b) in Assumption 2.1 the
surjectivity of e, (y) follows.

Let us set

with
A ={z e Q: Ciu(z) = i(a)},
and define the inactive set Z := Q\ A.
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Theorem 3.1. Let Assumptions 2.1 and 2.2 hold. If (y*,u*) € Y x U is a locally
unique solution to (2.1), then there exist multipliers p € Y and A € L?(2,RY) such
that

e(y*,u*) =0 (3.1)
(ey(y™)'p=—=JT"(y") (3.2)
aCTCu* + aPu*+ CT A\ +efp=0 (3.3)
Cu* <1, A>0, \[(Cu* =) =0 a.e. in Q. (3.4)

Proof. The first-order necessary and sufficient optimality condition satisfied by u*
is given by

(aCTCu* + aPu+ elp,u — u) p2(qy) = 0, for all Cu <9, (3.5)

{ ey’ w) =0 (3.6)

where

(ey(y™))'p = —J"(y").

We define a partitioning of the active set next. Note that by Assumption 2.2 at
most m constraints can be active simultaneously at a.e. x € Q. Let P be the set
of all subsets of {1,...,1} of cardinality < m and set for I € P

Qr = {z € Q: Cu*(x) = j(x), for all j € I}.
Then Q = | Q;WZ and we have

IcP
A; ={x € Qr : Ciu(z) = ¢;(z) for some I € P}.

We consider the auxiliary problem

min,, 26, zm) J4) + 1Cull L2 gy + § 1Pully
subject to:

e(y,u) =0

Ciu <; on Qp fori € I and all I € P.

(Paux)

Note that the inequality constraints in (P,uy) can equivalently be expressed
as Cju < 9, on A;, for i = 1,...,1. Clearly (Paux) admits a local unique solution
@ € U, since, by hypothesis, (2.1) also does. Associated to (Paux) we introduce the
Lagrangian £:Y x U x Y x Z — R, where Z = @ ;cp L*(Q, R*D), with #(I)
the cardinality of I,

~ «
Ly, u,p,X) = J(y) + [ Cull a0z + 5 |1 Pulll

+ <p7 6(y7u)>Y,Y’ + Z Z()\Zla C’L U — ¢i)L2(QI,R)'

IeP i€l
By Assumptions 2.1 and 2.2 the linearized constraints

(ey(y*) +e2,{(Cilicr : L €P}): Y xU =Y xZ
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are surjective. Here we identify U with @ ;. L?(€27,R") x L?(Z,R"). Hence there
exists (p, {\ }rep) € Y x Z which is a Lagrange multiplier for (Paux), i.e.:

e(g,4) =0
(ey(y"))p=—J'(9)
ozC’TC’ﬁ+ozPﬁ+6;p+ZIep dier CI\xq, =0 (3.7)
Ca <1, in Q
M >0, \i(Cia— ;) =0,iel, I€P.
Defining A\ € LQ(Q, R!) by setting
Ni=Mforiel, and \; =0fori ¢l forany I € P, x € Qy;
Ai=0onZ,
(3.7) can equivalently expressed as
e(g,a) =0
(ey(y™))p=—J"()
aCTCu+ aPi+eip+CTA=0
A>0, Cu <, (A\Cu— z/J)LQ(Q’RL) =0.
From (3.8) we obtain for Cu < 9,
(@CTCt + aPi+ eip,u — 1) = (\,Ct — Cu) = (\, ) — Cu) > 0.
Hence @ satisfies the first-order condition (3.5) and therefore 4 = wu*. System

(3.1)—(3.4) follows from (3.8). O

Remark 3.2. Note that from equation (3.3) we have aPu* + Pelp = 0.

4. Second-order sufficient optimality condition

In this section we derive a second-order sufficient optimality condition for (2.1).
The result makes use of the following cone of critical directions

L o =0 if \j(z) #£0
K(U)—{UEU-(CJU)(x){SO if (Cu®); =1; and)‘j(x)o}’

which does not involve strongly active constraints. Moreover, sufficient optimality
is obtained without the use of a two-norm discrepancy argument. Rather a tech-
nique based solely on the second-order optimality condition (SSC) below is used.
The technique was previously applied in [2] to the optimal control of the Navier-
Stokes equations with box constraints and in [3] to semilinear state constrained
optimal control problems.

For some work concerning second-order conditions for control problems with
special kinds of control constraints we refer to [1, 7]. In the cited papers, constraints
of the type u(x) € U, with U independent of z and polygonal, are considered.



Nonlinear Control Problems with Affine Control Constraints 111

In [12] second-order sufficient conditions for control problems with more general
convex control constraints are studied. The critical cone used in those cases is,
however, not the smallest one. Additionally, the result involves the classical two-
norm discrepancy.

Theorem 4.1. Suppose that Assumptions 2.1-2.2 holds and that C is surjective.
Further let (y*,u*,p*) be a solution of the necessary condition (3.5)—(3.6) and
suppose that

a/ |Ch|2+a/ PR+ (0,Qv) + (0" ey ()W) >0 (SSC)
Q Q

holds for every pair (v, h) € Y x K(u*), (vn, h) # (0,0) that solves the linearized
equation

ey (Y )up + e,h = 0. (4.1)
Then there exist € > 0 and § > 0 such that
* * 5 *
T w) + Sllu—wlE < J(y,w),
for every feasible pair (y,u) such that |Ju — u*||y < e.

Proof. Let us suppose that u* does not satisfy the quadratic growth condition.
Then there exists a feasible sequence {uy}7°, C U such that

” 1
Jue — u|lu < 2 (4.2)
and
1
J(y*ur) + E”uk —u* ||} > Ty, ur) = L(yr, ug,p*) for all k, (4.3)

where yj, denotes the unique solution of (3.1) associated with uy. By defining
1
ok = |lug —u*|ly and hg = o (ug — u™).

it follows that ||hk||z = 1 and, therefore, we may extract a subsequence, denoted
also by {h}, such that hy, — h weakly in U. The proof is now given in four steps.

Step 1: (25(y*,u*,p*)h = 0). From the mean value theorem it follows that
LYk, uk, p") + a—y(zmuk,p )W = yr) = L(Y", uk, p*)

oL
= Ly"u"p") + preg (07w D)y
where wy and z; are points between u* and wy and y* and y, respectively. By
(4.3) it follows that

oL 1 1 0L
= * * _ _ * = * * _ X 44
M (y", we, p* )i < k”“k u* |y + o Dy (2, ur, 0°) (Y™ — yi) (4.4)
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Working on the last term we obtain

g—j(%%p)(y — ) = T () (0 — ) + B ey (1) (" — )y
7

J'(z) (" —ye) + 0% ey (W) (" — ) v,y
+ (p*, ey (¥ ) (2 — Y)W — yr)) vy
+ (0", (eyy(Ck) — eyy (V") (2 — ¥*) (" — ur)) vy,

with ¢ = y* + (2 — y*), for some & € [0,1]. From the optimality system and
Assumption 2.1 we get that

oL * * * *
a—y(zmuk,p ) (W = )| < 1 () = T WOy ly™ = welly

" Iy leyy (W) e xviyn lze =y v lly™ —elly +Lllp* Iy 2k =y I3 1" —yxlly-

Due to the quadratic nature of J and since hy — h weakly in U, wy — u* in U
and yr — y* in Y, we obtain from (4.4) that

oL, ., . oL
%(y ,ut,p*)h = lim a—(y , wi, p*)hi < 0. (4.5)

k—oo

On the other hand, we know that Cug(z) < ¢ (z) a.e. in Q, which implies that

O (w0 e = i 2yt ) s — ) 2 0, (1.6
and consequently
g—i(y*,U*,p Jh = lim g—ﬁ(y s W, p* )y = 0.
Altogether we obtain that
oL
—(y*,u*,p")h = 0. 4.
5y Y5 =0 (4.7)

Step 2: (h € K(u*)). The set
{velU: (Cju)(x) <0, if (Cju*)=1;, \j(x)=0, j=1,...,1}

is closed and convex and, therefore, it is weakly sequentially closed. Since each hy
belongs to this set, then h also does. From the optimality condition, it follows that
—Xj(2)C;h(z) > 0 for all j, a.e. in , which implies that

0= 25(y*,u*,p*)h = (aC*Cu* + €}p*, h)y

== foNi(@) Cih(a)dz = 30, [y X (z) Cjh(z)]| da.
Consequently, C;h(z) = 0 if A;j(z) # 0 and, therefore, h € K (u*).
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Step 3: (h = 0). From condition (SSC) it suffices to show that

oL . oL . ., .
w(y s ut,pt)h+ W(y ,ut,pt)u

—a [1CHE+a [ IPHE+(0.Q0) + 0 e (r)P) 0. (49

Using a Taylor expansion of the Lagrangian we get that

E(ymuk,p):C(y,u,p)erka (¥, u™,p*)hy
p3 0L 2 19°L . 2
+ 5 g WU kg + 282(% )k -y, (49)

with zx an intermediate point between y* and yi. We therefore get that

oL PROL o e PEOPL, (=
prg (W7 P+ TS (Y p )b + 282(y7u,p) o
:E(yk7uk7p )7‘C(y*7u)k7p*)

P a2£ * ok %k 62£ * yk*y* ?
+ f [a—yg(y ,ut,pt) — a—yg(zmu ,p") o) (4.10)
Additionally by (4.3),
2
ﬁ(yk7Uk,p*) 7£(y*7U‘*ap*) S % (411)

Since up — v* in U and ||hg||y = 1, we obtain from (2.4) that

a2£ * * % 62£ * % Yk — y* 2
a—yg(yvuvp)fa—yg(zlmuJ)) T
.12
’yk —y
Pk
For the latter we used the fact that, due to the differentiability of the control to

state mapping, y’“_ky* ’ is bounded.
- ly
Consequently by (4.10),

<P Iy lleyy (™) — eyy (i)l vz, v — 0 when k—oo. (4.12)

0°L 0L -3\’
khm inf W(y*7u*7p*)hi + klim inf — (y*,u", p*) <u>

dy Pk
<2 lim sup — (L(yx, ur,p*) — L(y",u",p*)) — 2 lim mf——(y ,u, p*)hy.
k—oo P k—o0 Pk ou

which implies, since 82—§ y*,u*,p*) is w.l.s.c. and thanks to (4.6), (4.11), that
ou

%L 9L e —yt\ > 1
—(y*,u*,p*)h* + lim inf —(y*,u*,p* < 2lim— = 0.
Gz W u TR+ lim in ayQ(y,u,p)< o ) < 2lim
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Additionally,

82£ * ok ok Yk — y* 2 82£ * %k Yk — y* 2
a—yz(ywap) o :a—yg(y7uvp) o — Uhy,

0’L ye — Y~ 0%L 2
+2—(y*,u",p* — UhysVhy | + 55 @5 u",0") (V)"
ayg (y p ) ( P hi s Vhg 8y2 (y p ) ( hk)
where vy, is the solution to (4.1) associated to hj, which also corresponds to
the derivative of the control-to-state mapping at u* in direction hi. Due to the

differentiability of this mapping, the continuity of the bilinear form gjﬁ (y*,u*, p*),

and since vy, — vy, strongly in Y (by the compactness of e3), we obtain that
a2£ * * * 2 a2£ * * * 2 . 1
w(y , U ,p )h’ + a—yg(y ,u ,p )Uh S 2hmE = 0.
Since h € K (u*), it follows by (SSC) that (vn, h) = (0,0).
Step 4: (h. — 0 strongly in U.) From the properties of C' and the structure of the
cost functional, there exists a constant K > 0 such that
%L
ou?
Since hy — 0 weakly in U, it follows that v,, — 0 strongly in Y and by
(4.10), (4.6), (4.11) and (4.12)

(y*,u*,p*)w? > aK|w|?%, for all w € U.

_ 0L 1
aK klln;@ sup || hr]|F < klln;@ sup W(y*,uﬁp*)h% < 2lim 7= 0.

Thus hj, converges to 0 strongly. Since ||hx || = 1, a contradiction is obtained. O

5. Semismooth Newton method

In this section we turn to the analysis of semismooth Newton methods applied to
(3.1)—(3.4). We begin by reformulating the complementarity condition (3.4) as the
following operator equation

A =max(0, A + ¢(Cu — v)), (5.1)

for any ¢ > 0, where max is interpreted componentwise and (5.1) must be inter-
preted in the a.e. in ) sense.
Let us hereafter assume that C' is surjective and introduce the Lagrangian

L(y,u,p) = T (y,u) + (p, ey, w)) v,y
Then C7T is injective and (3.3) can equivalently be expressed as
aCu* + A+ D7 1CPelp =0
aPu* + Peip =0,

where

D =ccT e R,
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We therefore obtain that
Az) = — (aCu* + D™ 'Cep) ().
Choosing ¢ = « in (5.1) results in
—aCu — D™ *CPelp = max(0, -D 'CPelp — av). (5.3)

Considering p as a function of u given by equations in (3.1)—(3.2), the optimality
system can equivalently be expressed as

F(u) =0, (5.4)
where F : L2(Q; R™) — L2((;RY) x L2(€;R™) is defined by

Plu) = (ozC'u + D71Ce’p(u) + max(0, —D~1Ce’p(u) — om,/})) .

aPu + Pelp(u) (5.5)

Next, we recall the definition of Newton differentiability and a superlinear
convergence result for semi-smooth Newton methods [9].

Definition 5.1. Let X and Z be Banach spaces and D C X an open subset. The
mapping F' : D — Z is called Newton differentiable on the open subset U C D if
there exists a generalized derivative G : U — L(X, Z) such that

1
lim —

T |F(x 4+ h)— F(z) — G(z + h)h|| =0,

for every x € U.

Proposition 5.1. If x* is a solution of F(x) =0, F is Newton differentiable in an
open neighborhood U containing x* and {||G(y)~t|| : y € U} is bounded, then the
Newton iterations

Thy1 = xy — Gag) T F(a)
converge superlinearly to x*, provided that ||zg — x*||x is sufficiently small.

To apply Proposition 5.1 we consider X = L2(2,R™) and Z = L2(Q, R!) x
L2(Q, ker C). In order to define a generalized derivative of F in the sense of Defini-
tion 5.1 we first introduce a generalized derivative for max : L2(Q, R!) — L2(, RY)
by setting

1 if ap(m)i >0
(Gmp(x)); = , (5.6)
0 if p(x); <0.
From [9] it is known that max : Lq(fl,]Rl) — LQ(Q,RI) is Newton differentiable
with generalized derivative given by (5.6) if ¢ > 2.
As generalized derivative of F at u we choose Gr € L(L?(€;R™), L2(Q; RY) x
L?(Q;R™)) with
Gr(u)h= aCh+D~1Cexp' (u;h) — G (—D~1Celp(u) —ap) D=1Cekp’ (ush)
FAUR= aPh+ Petp' (u;h) ’
(5.7)
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where p’(u; h) is solution of

{ey(y)y’+euh:0 (5.8)

ey (u;h) = =T (') = (e5)y(p(w), ).
For the subsequent analysis the following additional hypotheses are used:

u — eXp(u) is Fréchet differentiable from

L2(Q; R™) to LI(Q;R™), for some ¢ > 2. (H1)

ey(y)* is uniformly continuously invertible in V(y*). (H2)

any solution (v, h) € Y x U of the linearized equation
ey (y)v + e2h = 0 satisfies, for y € V(y*), the estimate (H3)
lvly < VK|h|y, with K independent of .

Hypothesis (H1) guarantees the Newton differentiability of the operator (5.5).

The following stronger second-order condition is also assumed to hold: there
exists a constant x > 0 such that

a /2 CH? +a /2 PR+ (0, Qu) + (p(u*), ey (w*)I?) = wlBIZ  (SSCY)
¢ ¢
holds for every pair (v,h) € Y x U that solves the linearized equation (4.1).

Theorem 5.2. Let C : R™ — R! be surjective and let Assumptions 2.1-2.2, (H1),
(H2), (H3) and (SSC’) hold. Then the semi-smooth Newton method applied to
F(u) = 0, with F' given in (5.5) and generalized derivative Gp(u) as in (5.7)
converges locally superlinearly.

Proof. We need to verify the hypotheses of Proposition 5.1. Newton differentiabil-

ity of F' follows from (H1), the Newton differentiability of the max-function from

L9(Q) to L2(€2) and the chain rule for Newton-differentiable functions, see [10]. Tt

remains to argue uniform boundedness of the inverse of the generalized derivative.
We define for ¢ =1,...,1

Ai={zeQ: (=D 'Celp(u) — ay)i(x) > 0} and Z; = QO — A;.
and the diagonal matrix-valued function x ; € LQ(Q, R™*™) with
(X4)ii = x g fori=1,...,1, and (x 1)i,; =0, for i # j,
and analogously for yz. We have to analyze the equation
Gr(u)h = (f1, f2),
for (f1,f2) € L2(4;RY) x L2(Q;ker C) and h € L2(Q;R™), which can also be

written as
axiCh=xxh
axz Ch+xzD7'Celp'(u;h) = x5 f1 (5.9)
a Ph+ Pelp'(h) = fo,
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Let us now consider the following auxiliary problem:

min T, (0,h) = 30, Qu)y + 21xz(Ch — g0) oy
+§|Ph = galty + 3(ps €4y (W) [0]*) vy
subject to: (5.10)
ey(y, u)v+e,h =0
X iCh =x4101

with (g1,92) = (% f1,2f2). To verify that (5.9) is the optimality condition for
(5.10), let us introduce the Lagrangian

L= Ja(v,h) +(q,ey(y, u)v + euh)yy + (1, x 1(Ch = 91)). (5.11)
Taking the derivative with respect to v yields
ex(y)g+ey,(y)pv=—Qu. (5.12)

We define £:Y xU — Y' x @, L?(A4;,R) by
h
sty = (ot
(v, h) (XA(Ch )
with ker(£') = {(v,h) €Y x U : x ;Ch =0, ey(y)v+ exh = 0}.
The Hessian of 7, is given by
T2 (6u,8h)* = (50, Q) + alxzC 8h[2, 7 iy + Al P 3hIE + (b ey (W) 0] vy

For (dv,0h) € ker(€’) we therefore obtain that
T 60,00 = a [ €O +a [ 1POHE +(50.Q00) + (b 0) 50}y
Q 9)

which by (SSC’) and the Lipschitz continuity of e,, implies the existence of a

constant K > 0, independent of u, such that
TV (0v,0h)?* > aK|6h|? for all (6v,6h) € ker (£) (5.13)
in a neighborhood of w*. Additionally, due to (H2) we obtain that

K
T (6v,6h)2 > ;—K|(5v, Sh)[2 . for all (dv,8h) € ker (7). (5.14)

The auxiliary problem is therefore a linear quadratic optimization problem with
convex objective function and, consequently, there exists a unique solution to (5.9).

Moreover, since £’ (y) is surjective, there exist multipliers (g, ¢) such that the
Lagrangian is stationary at (v, h, g, ), i.e.,

ey (Y)v + e,h =0,

xi(Ch* —g1) =0,
aCTXi(C’h —g1) +a(Ph* — go) +eip* + C’TXA p=0



118 J.C. De Los Reyes and K. Kunisch

Projecting the last equation with respect to P and I — P = CT(C CT)~1C, we get

ey(y, u)v + e, h =0,

ey(y,u)g = —Qu—e;, (y,u) pov
Xi(Ch*—g1) =0,

ax; Ch* + x5 D~ Cel q= axz g1
X 4P+ XADflCe;q =0

a Ph+ Pelq = aga.

(5.16)

For the bounded invertibility analysis we consider the equivalent system:
T2 (0. 1) + (€)*(0,0) = (0,0CT Xz 91+ @ g2)T, 12y
&' (v,h) = (0,x491)"
Since &'(y)(v, h) is surjective, the following decomposition holds:
(v,h) = (vg, hi) + (v, hy) € ker(E') @ range(E')*

From the third equation in (5.17) we obtain that x 4Ch, = x.4g1, which implies
that |hy|r2 < Kslg1] (since x4C is invertible on range(E)*). Also since (v, hy)
satisfies equation e, (y)v, + e2h, = 0, we obtain from (H3) that |v.|y < Klh,|y.
Therefore we obtain the bound

|(Urahr)|Y><U S K1|91|L2(Q,Rl) (518)

From the first equation in (5.17) we obtain, since (£'(y))* is continuously
invertible on its range, that

(g,0) = (€' () *[=Ti (v,h) + (0,aCT x791 + aga)"]. (5.19)

Moreover, by assumption (H2) there exists C' > 0, independent of y, such that
1(E"(y))~*|| < C, for all y € V(y*). Therefore,

(5.17)

|(117S0)|YXL2(A) < C(|(v,ah)|y xv + 0‘|(91792)|L2(Q,Rz)xL2(Q,ker (c)))-
Using (5.14) and (5.17) we find

K
Wk hio) 3 s < (T2 (ks ), (0, o))

2K
= (T3 (v, h), (v, h)) — 2(T5 (v, hie), (v he)) = (TG (Ve ), (0, Br))
= a(Xz 91, Xz Oh) 2 pry + (92, hr) 2 poy + (92, X2 hk) 2 1y
— (o, » XA 91)L2(A7Rl) - 2<\7(:/(vk7 hk)v (vr, hr)> - <\7¢:I(Uh hr)7 (UTa hr))
< axz 91, Xz Ch) 12 rey + (92, he) 26 ey + @92, X3 k) 20 )
— (o, XAgl)LZ(A,]Rm) — 2(T (vk, hie), (vry b)) — <62y(?/) P Uy Ur)yY
From (5.18) and (5.19) we obtain the existence of constants K3 and K4 such that

1 aK
2 2 2 2
(X2 91) p2(A ) < Bsallgr” + 192" + —5101[") + o= [hal
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and

21 o o)) < Ko (I + gl + Sl
These estimates imply that

aK
2K

8K

57 s ) Yo < allClllgal(1hiel + |hel) + algzllhn] + (v, Quy)

+MmMH+M&+K@QmF+MI+—MW>+ o

From (5.18) and (SSC’) there exists a constant K5 > 0 such that

1
(s hie) 3w < Ks (g1l + g2l + §|91|2)7

and consequently

1
(v, h)ly xu < Ke (|f1|L2(§z,Rl) + E|f1|L2(§2,]Rl) + |f2|L2(Q,kerC)> :
This estimate implies the a priori bound on the inverse of G (u) uniformly. O

A complete semi-smooth Newton step for problem (2.3) is then given by the
following algorithm.

Algorithm 5.3 (Semi-smooth Newton method (SSN)).
1. Initialize, ug,k =0

Solve G (uy)duy, = —F(ug).

Set w1 = ug + Suy.

Solve e(y, ur+1) = f for yry1-

Solve (ey(yk))*p = =T (yr+1) for prs1 = p(uk+1).
5. Stop or set k =k + 1, goto 2.

- w LN

Note that the equation in Step 3 may be solved by using Newton’s method.

6. Numerical experiment

In this section we test the efficiency of Algorithm 5.3 for solving an optimal control
problem governed by the stationary Navier-Stokes equations in presence of affine
control constraints. For the numerical experiment a forward facing step channel
of length 1 and height 0.5 was considered. The fluid enters the channel on the
left with Dirichlet boundary condition of parabolic type and leaves the channel
on the right with stress free boundary condition. The domain is discretized using
a homogeneous staggered grid with step h. A first-order upwind finite differences
scheme is used to approximate the flow equations.

The target of the control problem is to drive the fluid to an almost linear
behavior given by the Navier-Stokes flow with Reynolds number equal to 1 and, in
this manner, reduce recirculations before and after the step. The 8 = 1 flow was
therefore chosen as desired state zg4.
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For the solution of the discretized systems appearing in each semi-smooth
Newton step a penalty method was applied (cf. [8, p. 125]). The resulting linear
systems in each SSN iteration were solved using MATLAB exact solver. All algo-
rithms were implemented in MATLAB 7.6 and run in an Intel Xeon Quart Core
machine with a precision of eps = 2.2204e — 16.

The semi-smooth Newton algorithm stops if the L?-residuum of the dis-
cretized control is lower than a given tolerance, typically set as 10~%. The method
is initialized with the solution of the unconstrained optimal control problem.

To verify the main properties of the method we introduce the quantities

[l — wk—1lLz

ok = |lur — Uk—1||L’21 ) I =

luk—1 — ur—2llpz
whose purpose is to evaluate the difference of two consecutive controls and the
convergence rate, respectively. The L2?-norms are evaluated by using a rectangle
formula.

For the numerical experiment we consider the optimal control problem (2.1)

with
10 0.8
¢= (1 1) and ¢ = <o.4>

as constraint matrix and vector respectively. The correspondent projection matrix
is given by P = 0. The remaining parameter values are a = 0.01 and Re = 800. In
further numerical tests which will be reported elsewhere the significance of using
the controls weighted by C as in (2.1) will be demonstrated.

With a mesh step size h = 1/160, the algorithm stops after 4 iterations.
The size of the resulting active sets are 968 and 680 for the first and the second
constraints, respectively. The constraints and the correspondent multipliers for the
optimal solution are depicted in Figure 1. From the graphics the complementarity
condition can be verified by inspection.

In Table 1 the convergence history is documented. From the data, superlin-
ear rate of convergence can be inferred. Also a monotonic behavior of the cost
functional value can be observed.

Iteration | | AL | | | A2 || J(y,u) Ok I
0 0 0 0.00141942 - -
1 864 592 | 0.00146985 | 0.007206 -
2 966 683 | 0.00146987 | 1.3343e-5 | 0.001851
3 968 680 | 0.00146987 | 1.5717e-10 | 1.1779e-5
4 968 680 | 0.00146987 | 1.5807e-24 | 1.005e-14

TABLE 1. Example 1, ® =800, o = 0.01, h = 1/160.
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FIGURE 1. Affine constraints (left) and their multipliers (right); h = 1/80
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Weak Solutions to a Model for Crystal Growth
from the Melt in Changing Magnetic Fields
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Abstract. We present a model for crystal growth from the melt that accounts
for the interaction between melt flow, heating process, and additional applied
alternating or travelling magnetic fields. Functional setting and variational
formulation are derived for the quasi-stationary approximation of the model.
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1. Introduction

In the last years, applied mathematics has discovered in industrial crystal growth
a field rich of interesting problems. Due to the high-temperatures and the high
costs of experiments that characterize crystal growth, specific knowledge has often
to be obtained via mathematical modeling and numerical simulations (see [Phi03],
[KPS04], [Voi01]). In the search for means to systematically improve the produc-
tion, the tools developed in the mathematical theory of optimal control have to be
mobilized (see [Mey06], [MPT06], [GMO06], [HZ07]). The problems posed in crystal
growth are very challenging, since their mathematical modeling leads to strongly
coupled systems of nonlinear PDEs for which few results have been stated.

In this paper, we want to introduce a model that aims at describing the heat-
transfer mechanisms, the melt flow, and their interaction with applied magnetic
fields, in crystal growth from the melt. In the first section, we briefly describe the
main physical phenomena. We then introduce in the second section the mathemat-
ical model, successively for hydrodynamics, heat-transfer and electromagnetics. In
the last section, we propose a natural mathematical setting and a concept of weak
solution to the system.
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2. Czochralski’s method in crystal growth. The melt instability

Czochralski’s method for the growth of single crystals basically consists in inducing
recrystallization of a melted polycrystalline material around a single crystal seed.
This idea is nowadays realized at very large scales by the semiconductor industry.

Pull rod

L Crystal

Coils =[__|

™ Crucible

FIGURE 1. Schematic cross-sectional representation of a growth ar-
rangement of the Institute of Crystal Growth (IKZ) Berlin.

Figure 1 represents a typical high-temperatures furnace for the growth of
single crystals. The polycrystalline semiconducting material is filled in the crucible.
Once the material has been melted, the pull rod at the top of the furnace is used
to dip a single crystal seed into the melt. The art of crystal growth consists in
adjusting the growth parameters to create a thermodynamical equilibrium near
the seed, so that it is able to support a meniscus of liquid. The seed is then lifted
slowly and recrystallization can occur through cooling at the contact of the colder
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gas phase. The rotation of the pull rod ensures the circular shape of the crystal,
the so-called ingot form.

For the production of reliable electronic devices, crystals of high quality are
required. Determining for this quality are chiefly the thermodynamical parameters
at the crystallization interface, such as for instance the shape of the free phase
boundary. The melt motion in the crucible is also a factor of decisive influence.

The flow in the melt is principally due to thermal convection, originating from
the temperature difference between the surface of the melt and the warmer bottom
of the crucible. A liquid subject to a temperature gradient is thermally unstable,
and this is assumed to be responsible for the formation of inhomogeneities in
the crystal lattice. The large melt dimensions used in industry are also a factor
diminishing the influence of viscous forces, that is of stabilization, on the flow.

Applied magnetic fields are known to provide the possibility to influence
unstable flows in melted metals'. It has been confirmed in numerous examples that
the effect of the magnetic field in such cases amounts to increasing the viscosity
of the fluid. A basic explanation of the damping effect exerted by magnetic fields
on thermally instable fluids is that the resistivity of the fluid acts as a second
viscosity. The Joule effect increases the quantity of heat produced in the fluid?, so
that thermal instability can only set in at higher temperature gradients.

Magnetic fields in crystal growth. The project KristMAG. In the particular area
of crystal growth, detailed investigations of different types of magnetic fields and
their specific effect are at the center of intense research.

The theoretical practicability of the melt stabilization by magnetic fields is
not yet equivalent to technical feasibility, let alone to a rentable use in industry. A
field sufficiently strong to show a positive influence on the melt is to realize only
at the cost of a hight additional electrical input power.

Some of the open questions related have been recently investigated in the
project KristMAG (see http://www.kristmag.com). In this project, a technological
innovation was proposed to make travelling magnetic fields for Czochralski crystal
growth attractive for the industry (see [Rud07]): the induction coils that usually
surround the furnace are replaced by a resistance heater in the furnace, specifically
designed to at the same time generate a travelling magnetic field (see Figure 1).
In this way of doing, the power used to heat the furnace is cleverly redirected to
give control possibilities on the melt.

IThe reference [Cap72], volume ITI, pages 128135, describes how a steady state magnetic field
is used to increase the stability region of the convective flow in a Bénard cell. A more detailed
analysis of the same problem can be found in [Cha81], Chapter I-VI, in particular Chapter III.
2[CapT2], or [Cha81], page 160
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3. Describing the melt flow and the global heat transfer
in a crystal growth furnace

In the modeling of crystal growth, one usually distinguishes between global and
local considerations, according to whether the entire furnace is considered (see
for instance [Voi0Ol], [KPS04]), or a part of it, typically the system crystal-melt,
is decoupled and treated separately ([HZ07], [GMO06]). A decoupling the system
crystal-melt from the rest of the apparatus is very desirable from the point of
view of numerical analysis, since the domain of computation is then substantially
smaller, but in the present paper, we take the global point of view and focus on
the interaction between heat transfer, melt flow and electromagnetic fields. From
this viewpoint, the free boundaries (interface crystal-melt and melt-gas) do not
play the most important role and can in first approximation be treated as fixed
and flat.

In order to formulate the mathematical problem, we at first need to introduce
a description of the geometry that fits realistic situations such as represented
on Figure 1. Note that in most situations, it is not realistic to assume that the
applied magnetic field is confined to the region of interest for the computation
of temperature, the furnace. The geometry considered through this paper thus
contains the following ingredients:

1. A simply connected, bounded domain Q C R? that represent the region of
extension of the electromagnetic fields. This domain has the representation
Q= U, Q;. where the domains Q; (i = 0,...,m) are disjoint, and repre-
sent the different materials filling this region.

2. We denote by Q C Q the bounded domain that represent the region of interest
for the computation of the temperature (furnace). Setting Q; := QN Q for

i=0,...,m, we obviously have Q = [JI", Q;.

3. One of the material in the furnace €2, say g, is transparent and fills a con-
nected cavity. The remaining materials are opaque. We set Qqp 1= Q2 \ Q.
The transparent cavity is enclosed in €, that means, the set R3 \ Q, is
disconnected.

4. The crucible, containing the melted semiconducting material, is denoted
by Ql.

5. The set of electrical conductors that are located respectively in  and in ©
are respectively denoted by Q. and Q..

6. We denote by QCO C Q. the conductors in which current is applied. They
correspond in Picture 1 to the coils inside of the furnace. Throughout the
paper, we also allow for the usual case that induction coils are located outside
the furnace, but we restrict for simplicity to the practically relevant case that
Q., consists of closed current loops.

7. Nonlocal radiation interaction take place at the boundary 92y of the trans-
parent cavity. We use the usual notation ¥ := 0y and T := 9 for the
external boundary of the furnace.
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The model for the melt that we propose here essentially follows [Voi01].
Global heat transfer is modeled with an approach similar to [KPS04] for com-
puting the heat sources from the Maxwell equations. The model for heat radiation
is of wide use in crystal growth and is also described in [KPS04], [Voi01], [Tii97]
and other publications. Our main references for modeling the magnetic field is the
book [Bos04].

3.1. The model for the fluid flow

The melt flow is governed by the full Navier-Stokes equations for a viscous, elec-
trically conducting and heat-conducting fluid. However, it is widely accepted that
thermal (natural) convection in liquids can be reasonably described by Boussi-
nesq’s approximation (see [GG76] for a general description). According to the
Boussinesq model, it is possible to assume that the fluid is incompressible in the
mean. The velocity v and the pressure p in the melt are consequently assumed to
satisfy the Navier-Stokes equations in the form

dive =0, in 10, T[x4 . (3.1)

where the reference mass density p; of the fluid is a given constant, the function
71 denotes the dynamical viscosity of the fluid, which may depend on temperature,
and D v is the rate of strain tensor, with the notations

- L l avi 8’()]‘ .
Dv=D,;;(v) = 5 (3Ij+3xi> (i,7=1,...,3), (3.2)
D(u,v):=Du : Dv:=D,;;(u)D;; (v). (3.3)

Here and throughout this paper, we use the convention that repeated indices imply
summation over 1, 2, 3.

F denotes the external force, which is twofold. On the one hand the melt
flow in Czochralski crystal growth is mainly driven by buoyancy. Denoting by p
the mass density of the fluid, and using linear expansion, we write for the thermal
expansion of the fluid

p=p(0)=p1(1-a(-0))), (3.4)

where « is the thermal expansion coefficient of the fluid, 6 the absolute temper-
ature, and 6, the reference temperature. Boussinesq’s model for the force f of
gravity consists in setting

f=10):=p(0)7, (3.5)

where ¢ is the fixed vector of gravity.
On the other hand, since the electrically conducting fluid is in presence of a
magnetic field, it is subject to the Lorentz force j x B, where j denotes the vector
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of the current density and B the vector of the magnetic induction. Therefore, the
resulting external force is given by

F=f6+jxB. (3.6)
3.2. The model for global heat transfer

The main heat transfer phenomena in crystal growth from the melt are

Heat conduction;

Heat convection, in the melt and in the gas that fills the transparent cavity in the
furnace;

Heat radiation in the transparent cavity.

There is a common agreement to consider that heat transport in the gas is dom-
inated by radiation, so that the gas atmosphere can be considered as non partic-
ipating, and the heat convection in the gas can be neglected in the model. This
yields a useful simplification of the model, since otherwise one would need the full
Navier-Stokes system to describe the gas motion.

The global temperature distribution in the furnace is thus governed by the
heat equation

pcy (% +v- V9> =div(k(0)VO) + f, in]0,T[xQ, (3.7)
where 6 denotes the absolute temperature, p denotes the mass density, ¢y is the
specific heat at constant volume, and k is the heat conductivity of the medium
that may depend on temperature. Since we neglect the gas convection, we make
the simplifying assumption that v # 0 only in the melt.

The heat sources f result, on the one hand, from the Joule effect in the
electrical conductors. On the other hand, heat is produced by viscous friction in
the fluid. Therefore

= oo T20(0) D(v, v). (3.8)

where s denotes the temperature dependent electrical conductivity, j the density
of electrical current supported in the conductors, and v the velocity supported in
the melt.

Heat radiation. Heat radiation is emitted at the surfaces of the opaque bodies
that are located in the transparent cavity inside of the furnace. On this surface,
the energy balance takes the form

a0
[—5(9) —_l =R-J, on )0, T[x%, (3.9)

on
where R is the radiosity (outgoing radiation) and J is the incoming radiation. The
relation (3.9) means that the outgoing conductive heat flux has to balance the en-
ergy brought to the surface by radiation. On the other hand, a simple constitutive

relation is given by

R=co0*+(1—¢)J, on ]0,T[x¥, (3.10)
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which means that the outgoing radiation is the sum of the radiation emitted ac-
cording to the Stefan-Boltzmann law, and of the reflected radiation. In (3.10),
the function e, that attains value in [0, 1], is the emissivity of the body, and o
denotes the Stefan-Boltzmann constant. Following most modeling approaches for
global heat transfer [KPS04], [Voi01] in crystal growth, we assume that all materi-
als involved are diffuse grey. Accordingly, the material parameters emissivity and
reflexivity depend neither on the angle of incidence nor on the wavelength. We in
addition assume that all materials are opaque except for the gas in g, and that
no interaction takes place between gas and radiation.

One needs to obtain a second constitutive relation between R and J. For two
arbitrary points z, y on the boundary ¥ of the transparent cavity 2o that can see
each other, the part of the radiation outgoing at the point y that attains the point
z, that we can denote j,(z), is given by the inverse square law

, ni(z) - (y—2)7i(y) - (= —y)
= R
]y(z) 7T|y_Z|4 (y)7
where 77 denotes a unit normal to ¥. We now want to obtain an expression for the

total radiation J(z) incoming at point z. We introduce the so-called view factor,
which for pairs of points (z, y) € ¥ x X is given by

i) =2 70) =9 g, 5,2y

w(z,y) = mly — 2|t (3.11)
0 ifz=y,
where the visibility function © penalizes the presence of opaque obstacles
1 if |z,y[C Qo,
O(z,y) = J=.ulc S (3.12)
0 else.

In (3.12), ]z, y[ is an abbreviation for conv(z, y) \ {z, y}. We obtain the total
incoming radiation at z € ¥ by setting

J=K(R) on]0,T[xX. (3.13)
with the linear integral operator K defined by
(K(R))(z) := / w(z,y) R(y)dS, forzeX. (3.14)
by
Introducing the linear operator
G=(I-K)(I-(1-€eK) e (3.15)

it can be shown from (3.10) and (3.13) that the boundary condition (3.9) finds an
equivalent formulation in the relation
00
[n(a) %} =G(c0") on |0, T[xX, (3.16)

where only the unknown 6 is involved.
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3.3. The model for electromagnetics

In crystal growth without additional applied magnetic fields, a modeling of the
electromagnetic inductive and/or resistive heating system is necessary to compute
the heat sources (see [KPS04], [LKDO07] and the references therein). However, it
is often satisfactory to neglect the interaction of the fields generated in this way
with the fluid motion. This is of course not anymore the case if such interaction is
at the core of the investigation.

A fundamental difficulty for the computation of magnetic fields is the wide
range of action. It is seldom realistic to assume that the applied magnetic field is
confined to the region of interest for the computation of temperature, the furnace.
However, since it is clearly neither necessary to consider extension of the electro-
magnetic fields to the entire space, we assume that they extend to some bounded
region which may be larger than the furnace. This assumption is central in most
numerical models (see [Bos04], Ch. 5 or [Mon03], 13.5).

The electric field F and the magnetic induction B satisfy Faraday’s law of
induction

curl E + %—f =0, in ]0, T[xQ. (3.17)

Magnetohydrodynamics, or low-frequency approximation of Maxwell’s equations,
means that Ampere’s law

curl H = j, (3.18)

is assumed to be valid in |0, T[xQ for the vector H of the magnetic field strength
and the current density j. In the electrical conductors, Ohm’s law is valid in the
form

j=s0)(E+vxB),  in]0,T[x (3.19)

where s denotes the electrical conductivity, and where v is supported in the melt.
The magnetic induction B satisfies the so-called Gauss law

divB =0, in )0, T[xQ, (3.20)

and the vector field D of electric displacement has to satisfy the conservation of
charge in the nonconductors, that means, in the absence of free charges,

divD =0, in )0, T[x(Q\ Q). (3.21)

We need a constitutive relation between B and H, as well as between E and D.
We consider only linear media, that is

B=pH, D=¢E, (3.22)

where p is the magnetic permeability, and e is the electrical permittivity.
At the same time, we have to model the presence of a current source in some

parts of the conductors. We denote by €., the conductors where a current source
is acting. Typically, these are magnetic coils that surround the furnace. In the case
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of Figure 1, the coils are placed inside of the furnace. We discuss two possibilities
for modeling the current sources.

First model: In the first model one considers that the current is imposed by
the current source in QCO. This model is the natural one if the applied current is a
direct current, but is also widely used to approximate technical applications with
alternating current (see [Bos04], Ch. 5), for example in the case that Q., is an
inductor that does not belong to the furnace. We have curl H = j, in QCW where
Jg denotes the known density of the given current.

Second model: In the second model, one considers that the induction exerted
by the system on the conductors QCU is not negligible. Therefore, it is not possible
to regard the current as being imposed therein.

Observe that from (3.17) and (3.20), it follows that

with a vector potential A, and a scalar potential x. The choice of these potential can

be fixed with the help of diverse additional conditions called gauge (see [Jac99]).
In the second model, it is assumed that only the part s Vy of the current,

originating from an applied voltage, can be considered as imposed. Therefore

sVX ~j, in]0,T[x€y,. (3.24)

where j, denotes the known density of the given current. It follows that (3.18) and
(3.19) have to be written in the form

curl H = s(0) (—%—? +ux B) + g (3.25)

with j, supported in QCO. The potential A is related to B by the relation
curl A = B.
We make the consistency assumptions that
divj, =0 in]0,T] x Qey, Jg-7 =0 on]0,T[x,, (3.26)

which express the conservation of charge in closed current loops.
In both models, we assume that at each time ¢, the density of an applied
current jg in the conductor ), is given in the form

Go(t,x) = sin(wt + @) jo(x)  in]0, T[xQe, - (3.27)

The parameter w > 0 and ® € [0, 27| are given (w = angular frequency of the
imposed alternating current, ® = phase-shift).

3.4. Initial and boundary conditions

At the boundary of the melt, we assume that the velocity is imposed, that is

v=wv, on|0,T[x0, (3.28)
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and that v, satisfies
vg =0 onl0,T]x 9, (3.29)
since free boundaries are neglected. At time zero, we have
v(0) =wvg in {0} x Q, (3.30)

with the given velocity distribution vyp.
The heat radiation that occurs at the surface ¥ is modeled by the boundary
condition

00
{—5(9) %} =R-J onl0,T[x%,
which can be written in the equivalent form (3.16) as described in the paragraph
3.2. At the outer boundary ]0, T[xT", we consider the condition
0 =60, on)0,T[xT. (3.31)

On interfaces between opaque materials, the continuity of the heat flux is assumed.
At time zero, we have

0(0) =0, in {0} x Q. (3.32)

We supply the system (3.7) with the boundary conditions (3.9) and (3.31) and the
initial condition (3.32).
The boundary conditions for the electromagnetic fields are the natural inter-
face conditions
[Hxi], =0, [B-i], =0, [Exi], =0 on]0,T[x(0NY),
(3.33)

where []l ; denotes the jump of a quantity across the surface 10, T[x (9% N AKY),

i,j=0,...,m, i # j.
We consider that the outer boundary can be modeled as a magnetic shield
and set

B-i=0, Ex@=0 on]0,T[xdNQ. (3.34)
Therefore, we can also assume that the magnetic potential A is such that
Axfi=0 on]0,T[x0Q. (3.35)
Finally, we have the initial condition
HO0)=0 in{0}xQ. (3.36)

3.5. Quasi-stationary approach

Though a Czochralski crystal growth is essentially time-dependent, the long run-
ning times (order of days) are a crux for time-dependent simulations. In this section
we present a set of hypotheses under which the model admits quasi-stationary so-
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lutions that can basically be computed from an elliptic boundary value problem.
For simplicity, we assume that

Jg(t,z) =sin(wt) jo(xz) in]0,T[XQe, , (3.37)
that is, we set the phase-shift ® to zero in (3.37).

1. We assume that the applied alternating current j, has a characteristic fre-
quency w > 0, which is higher than the typical relaxation times for momen-
tum and heat transfer. At the time-scale of the electromagnetic evolution, for
example the interval |¢, t + 2 7/w], the quantities v, p and the temperature 6
can be assumed to be stationary.

2. We assume that we are far from the beginning of the evolution, and that
the electromagnetic fields are now independent of the initial conditions. We
in addition assume that the electromagnetic quantities have reached a time-
harmonic regime.

Due to the first hypothesis, we can average the equations (3.1) and (3.7) over the
interval |t, t + 2 7/w|, and obtain that

pi(v-V)o = —Vp+div(2n(6) Dv) + £(0) + [j x Blov,  (3.39)
and that
12
p1cvv- VO =div(k(0) VO) +21(0) D(v, v) + [S‘Z—e)]a\, ) (3.39)
where
w t+2m/w
[Fay =g t F(s)ds.

Due to the second hypothesis, we have

j(t, ) =Im(j(z) exp(iwt)), H(t, ) =Im(H(z) exp(iwt)),

and so on for the other electromagnetic quantities, where j, H are complex valued
vector fields, called the amplitudes of the time-harmonic fields j, H. It follows that

[j % Blay = 1/2 (Re(j) x Re(B) + Im(j) x Im(B)),
L7 RGP £ G
s 25(0)
In the time-harmonic setting, the relation (3.17) yields
curl E+iwB =0,

whereas the other Maxwell’s relations (3.18), (3.19), (3.20), (3.21) and (3.22) are
valid for the fields j, H, E.

If the boundary data v, and 6, are stationary, we can solve these equations in
connection to (3.38), (3.39) and to the boundary conditions (3.28), (3.16), (3.31),
(3.33), (3.34). We denote this well-posed? elliptic boundary value problem by (P).

(3.40)

3See for comparison the model in [RT92]
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4. Functional setting. Weak solutions

For the electromagnetic part of the problem, spaces of vector fields with generalized
curl and div are needed. We first introduce

12,0(Q; €)= {H € [L2(@; O | cwl H & [L2(@; ©))P},
where the differential operator curl is intended in its generalized sense and applied

componentwise to real and imaginary part of a complex-valued vector field. It is
well known that L2 ,(Q; C3) is a Hilbert space with respect to the product

curl

(Hl ) HQ)L2

curl

(§); C3) ::[ (cur1H1 -curl Hy + Hy E) ,
Q

where for a € C, we denote by @ the complex number conjugated to a. A natural
context in which to search for the field H is then the space

curl

H(Q) = {He L2,.(0; <c3)‘ curl H = 0 in Q\Q} (4.1)

Obviously, this is a closed linear subspace of L2 (€2; C3).

curl
The appropriate setting for the Navier-Stokes equations is widely known. We
need the spaces of real-valued vector fields

DY) = {u e [Wh2(Q,)]? ‘ diva =0 in Ql} :
DL2(y) = {u e [Wh2 ()] \ diva =0 in Ql} . (4.2)

For the mathematical setting of the stationary heat equation with radiation
boundary condition, we need spaces of functions whose traces are integrable to a
higher exponent than the one given by Sobolev’s embedding relations. These are
the spaces

VPa(Q) = {9 e WP(Q) | v(0) Lq(Z)} L 1<p<oo,4<q<oo, (4.3)

where v denotes the trace operator. The subscript I' will indicate the subspace
consisting of all functions whose trace vanishes on the boundary part T.

With these preliminaries, we can define

Definition 4.1. A weak solution to the problem (P) introduced in Section 3.5 is a
triple

{v, H, 0} € D) x H(Q) x  [] V"(Q),

1<p<3/2
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such that v = v4 on 99, 8 = 0, on I' and the integral relations

/ pl(v~V)v~¢+/ U(G)D(v,cb):/ [curl H x i Hlay - ¢+ | f(0)- 9,
Ql Ql Ql Q1
(4.4)

i/,uwH-E—i—/J“(H) curl H - curl¢p = (vx,uH)-curl@—&—ﬁ 7 jg - curly,
Q

Q Q4 Qe
(4.5)
/Qlplcvv~V9§+/QH(9)V9-V§+/EG(094)§
= [ () [curt HPLas 4 1(6) Dlw . 0) xa ) € (46)

are satisfied for all {¢, ¥, £} € Dy*(Q) x H(Q) x Wr(Q) with ¢ > 3. Here,
r = s~ ! = electrical resistivity.

Existence result. Finally, we present a set of assumptions that allow to prove the
existence of a weak solution in the sense of Definition 4.1. The full proof cannot
be presented here: its essential steps have been carried out in [Dru08] (nonlocal
radiation with integrable right-hand side) and [Dru07] (higher integrability of the
Lorentz force).

Theorem 4.2 (Main Theorem). Assume that there exist positive constants sy, Sy,
Wiy Py K1y Ky, NI, Nu Such that

0<s<s<s,<+00, 0<py<p<p<—+o0,

0< kK <K< ky<4oo, 0<m<n<n <+4oo. (4.7)

Assume that the emissivity on the surface X, denoted by €, is a measurable function
of the position, and that there exists a positive number € such that

0<eg<e<l ond. (4.8)

The remaining coefficients are assumed to be positive constants. We require that
si, #i, 1 € C(R), uiec(fzi) fori=0,...,m, (4.9)

where ki, 5;, u; denote the restriction of K, s, p to Q.
Assume that the geometry satisfies

0, 00 e C fori=0,...,m, (4.10)
and that the heterogeneous conducting materials Qko C Q. (ko € {1,...,m}) are
separated from each other and from the outer boundary 02 by nonconducting ma-

terial or vacuum.
We furthermore require that ¥ € C*° for some § > 0.
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Assume that the force term f(0) in the Navier-Stokes equations is either
globally bounded (truncated), or that the thermal expansion coefficient v of the fluid
is sufficiently small. Assume that the given current j, is given by (3.27), satisfies
(3.26) and that jo € [L?(Qe,)]?. Finally, assume that v, € D2(Qy) N L®(Q)
satisfies (3.29) and that the number ||vg||[ro(q,y3 is sufficiently small. Assume
that the imposed temperature 6, belongs to W12(2) N L>(12).

Then, there exists a weak solution to (P) in the sense of Definition 4.1.
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Lavrentiev Prox-regularization Methods
for Optimal Control Problems
with Pointwise State Constraints

Martin Gugat

Abstract. A Lavrentiev prox-regularization method for optimal control prob-
lems with pointwise state constraints is introduced. The convergence of the
controls generated by the iterative Lavrentiev prox-regularization algorithm
is studied. For a sequence of regularization parameters that converges to zero,
strong convergence of the generated control sequence to the optimal control
is proved. Due to the prox-character of the proposed regularization, the fea-
sibility of the iterates for a given parameter can be improved compared with
the non-prox Lavrentiev regularization.
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1. Introduction

In optimal control problems, pointwise state constraints are important since often
in the applications, certain restrictions on the state occur. In the optimality sys-
tems corresponding to such systems, multipliers appear, which in general can only
be represented as measures. However, for the numerical solution of such problems,
it is desirable to have multipliers that are as regular as possible. In order to obtain
regular multipliers that can be represented by L2-functions, the Lavrentiev regu-
larization is introduced, which is studied for example in [5, 3, 7, 8, 6] and in the
references cited there. We do not claim to give a complete list of references about
this subject here. Due to the regularization, for the auxiliary problems multipliers
with L2-regularity exist, see [9].

In the Lavrentiev regularization the Lavrentiev regularization parameter A
must converge to 0+ to obtain convergence. However, as A decreases the problems
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become more and more difficult to solve. For each fixed A > 0 in general the gen-
erated controls are infeasible for the original problem. In this paper we introduce
a Lavrentiev prox-regularization method where for a given parameter value A, the
feasibility can be improved (see Section 3.5). In Section 3.4 we show that for a
sequence of regularization parameters converging to zero, the new algorithm gen-
erates a sequence of controls that converges with respect to the L?-norm to the
optimal control.

We start by considering the elliptic optimal control problem with pointwise
state constraints and without pointwise control constraints (Section 2) and the cor-
responding Lavrentiev prox-regularization (Section 3). Then we turn to the elliptic
optimal control problem with pointwise state and control constraints (Section 4)
and the Lavrentiev prox-regularization (Section 5) for this problem.

At the end of the paper we present examples where we compare the conver-
gence of the Lavrentiev prox-regularization method with the non-prox Lavrentiev
regularization.

2. The elliptic problem without pointwise control constraints

In this section we introduce an elliptic optimal control problem with state con-
straints.

Let N € {2,3} and Q C R" be a bounded domain with C%! boundary T.
Let a desired state yqg € L™ () be given. Let a real number x > 0 be given. Define
the objective function

T(yu) = / (v — ya)?® + w2 da.

Let state bounds ¥4, yp € C(Q2) be given such that y, < yp in Q that is the Slater
condition holds.

Define the following elliptic optimal control problem with distributed control
and pointwise state constraints

minimize J(y, u) subject to

Oyy=0inT

Ay =uin Q (1)
Yo Sy < yp in Q.

P:

Here 9, denotes the normal derivative and A is an elliptic differential operator
as in [1]. The elliptic control Problem P has also been considered in [3], where
a complete list of references can be found. As in [3], the notation G is used for
the control to state map that gives the state as a function of the control, G :
L2(Q2) — H'(2) N L>(Q2). The notation S is used for the control to state map
as an operator L?(2) — L2(2) which is the composition of G' and the suitable
embedding operator.
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3. Lavrentiev prox-regularization

Let the Lavrentiev regularization parameter A > 0 and v € L*°(Q2) be given. Define
K(u) = J(G(u),u). We consider the regularized problem
{ minimize K (u) subject to

P Yo < Au —v) + G(u) < ypin )

)

Concerning the regularity of the multipliers corresponding to the inequality con-
straints in P ,,, we can apply Theorem 2.1 in [3] that states that we find multipliers
in L?(Q).

We consider the following Lavrentiev prox-regularization algorithm:

Start: CHOOSE uy € L>®(§2) AND A1 > 0.
Step k: GIVEN uy € L>®(2) AND A, > 0, SOLVE Py, 4, .
DEFINE uj41 AS THE SOLUTION OF P}, ,,. CHOOSE k11 € (0, Ayl
GO TO STEP k + 1.

This is a prox-regularization that has some similarities to the prox-regularization
considered in [2]. Note however, that in our case the regularization term appears
in the constraint and not in the objective function. In our discussion we use the
choice u; = 0. First we show that the iteration is well defined. For u; = 0, problem
P, ., is of the form studied in the papers about Lavrentiev regularization [7], [5],
[4], hence the corresponding existence results are applicable.

The classical non-prox Lavrentiev regularization corresponds to the definition
ug+1 = 0 for all k.

In step k, the function uyy; satisfies the state constraint

Yo < Ak(upg1 —ug) + Gugs1) < yp in Q.
Hence uy41 € L*°(2) and the function
g1 = U1 + M1+ 9) " N (ups1 — ug)

is feasible for Py, u,,,. Therefore the iteration is well defined.

3.1. Properties of P, ,,,

Let w, denote the optimal value of P, and w(\, v) denote the optimal value of P ,.
Let u, be the solution of P. Let F, denote the admissible set of P and F(X,v)
denote the admissible set of Py ,. We use the notation || - || = || - || L2(q)-

In the following lemma we given an upper bound for w(\, u.).

Lemma 1. We have

WA uy) < wy. (3)
Let vy € F(X, uy) be a solution of Py, , that is K(vy) = w(A, us). Then

loall < Vi /VE (4)

and vy — us € L>®(Q).
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Proof. We have u, € F()\, u,), thus
WA ux) < K(uy) = wa.
Hence (3) follows. Therefore we have
floall? < K(oy) = w(h 1) < w.

which implies (4). The inequality constraint implies

Ya *)C\;(UA) <oy —u, < T f(w)
almost everywhere on €2, hence vy — u, € L>®(Q). O

In the next lemma we show that w(-, u,) is continuous at zero.

Lemma 2. Let vy € F(\, u.) be a solution of Py, . Then limy_o4 ||[vx —us|| = 0.
In particular, this implies Hmy_ o4 w(A, Us) = w.

Proof. Lemma 1 implies that the norms ||vy| are uniformly bounded. Moreover
we have the inequality limsupy_ g, w(X, us) < ws. Now we consider a sequence
A — 0+. Let ¥ denote a weak limit point of the sequence vy, . Then ¢ € F (see
Lemma 3.2 in [3]). Moreover

K(?) < liminf w(Ag, ts) < wi.
k—o0
Since ¥ € Fi, this implies that K(¥) = w,. Thus the uniqueness of the solution
of P implies ¥ = u,. Hence the sequence (v, )r converges weakly to u.. Hence

limg 00 w(Ak, ux) = wy. Since the sequence (A;)r was chosen arbitrarily, this im-
plies limy_,04 w(A, tx) = wy. Therefore

. 2 _ _ 2
B slloa = lim K (oa) ~ 15(n)

= K(u)—[1S(w) - yal®

= hllu®
The weak convergence of vy to ux and the convergence of the norms imply
limy_0+ |Joa — usl| = 0. O

The following lemma states that (JJA(AI 4+ S)7!|)x>o is uniformly bounded

(see [3]).
Lemma 3. Let ||S|| denote the operator norm of S as a map from L?(Q) to L?(2).
For all A > 0 we have the inequality

1A+ 8)7H < (5)

> =

Let u € L2(2) and let A, > 0 with limj_oo Ay = 0. Then
Jim | (AT + S)~tul| = 0.
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Proof. As in inequality (3.3) in [3] we see that for all u € L%(2) we have [[A(A +
S)~tu|| < |lul|, hence [[A(A+S)71|| < 1 and assertion follows. For the convenience
of the reader we repeat the argument here. Assume that u # 0. Let (v;)$2; denote
the set of eigenvectors of S that forms an orthonormal basis of L?(Q). Let p; > 0
denote the corresponding eigenvalues of S. Then

=
MM +9) " = / uv; dx v;
) ; At i Ja

o ()

hence

IAAT + 8)Hul? - =

uMg

i=1

< ; </Q Uv; dx>2
= Jlul®.
This implies
& A2 2 = A2 2
pi 2 () =Rt g () =0 ©

where we can interchange the summation and the limit since the first series in
(6) represents a function series with continuous functions that is dominated and
therefore converges uniformly. O

In the next lemma we give a Lipschitz condition for w(-, u,) for A > 0.

Lemma 4. Let L > 0, My > 1 denote real numbers such that for all z € L*(Q)
with ||z|| < /= and all § € L*(Q) with

o1 < 84 (/22 + el

we have the Lipschitz inequality
K(z+0) < K(z)+ L||d].
Then fO'l“ all Ay > 0, Ao > 0 with )\1/)\2 < My and )\2/)\1 < My

e, )~ w0l < e =l £ max{ e (el + $2). @

Proof. Let vy denote the solution of Py, ,, and let vo denote the solution of Py, . .
Define the function

U1 = v + (S+ AQI)il(Al — /\2)(1)1 — u*) € F()\Q, ’U,*).
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Then due to (5) we have

A1 — A
R A [ e
)\1 Wi
< |—=-=1 «
< 13- (el + 22
<

s (Juel + 22

and we obtain the inequality
w()‘Qa u*) < K(’Dl)
K(v1 + (S + D)7 (A — A2) (01 — )

1
K(v1) + LA = Ao A_2”U1 — U]

L N
= w(A,us) + ™ A1 — Az (HU*” + IR )

IN

and analogously

L VWx
WA, us) < w(Ag, us) + N |A1 — Azl (||u*|| + N )

and the assertion follows. O

3.2. Uniform boundedness of the solutions of P ,,

In Section 3.1 we have seen that the solutions of Py ,,, are uniformly bounded, see
(4). In this section we consider the more general problem P} ,, and give an upper
bound for the L?-norm of its solution.

Lemma 5. Let M5 > 0 be given. Let u € L*(Q) be given such that ||u — u.|| < M.
Let A > 0 and up, » denote the solution of Py ,,. Then the following inequality holds:

lupall < C (M) /,
where C'(Mg) = SUDy:|jy—u. ||< Mg KK (V). Moreover we have
)\li%l+ lup.r — us|| =0, )\lir(r)ler()\, U) = Wy
Proof. Define the function
e = (S+X)"H(S(us) + M)
= u FAS+ M) u— ) € F(\u).

Then
HHUP,XHQ < K(upn)
w(A, u)
< K () = K(ue + XS+ M) 7 u — uy))
< sup K (us + XS + M) 7w — uy)).

w:||w—ux|| < Mg
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Due to (5) we have [|A(S + M)~ (w — u.)|| < ||lw — us|| < Mg, and the uniform
boundedness follows. Since limy_o4 [|A(S + M)~ (u — us)|| = 0 (see the proof of
Lemma 3.1 in [3]) the above inequality implies limsupy o, w(A, u) < K (uy) = w,
and as in the proof of Lemma 2 the last part of the assertion follows.

3.3. Boundedness of the generated sequence

The iteration of the Lavrentiev prox-regularization method generates a bounded
sequence if the regularization parameters are chosen sufficiently small. This can
be seen as follows:

Lemma 6. Assume that there exists a slater control 7 € L*°(Q) and € > 0 such
that

Yo +ESG() <yp— €
on Q. Assume that in each step, \i, is chosen such that
Akl = ukl[ L= (@) S € (8)

Then the sequence (ug)y generated by the Lavrentiev proz-regqularization algorithm
s bounded.

Remark 1. Note that condition (8) can easily be satisfied during the iteration by
choosing A\, sufficiently small since the functions n and ug are known.

Proof. For all k we have the inequalities
G(1) + Ak (1 — ur)
G(1) + Ak (1 — ur)
hence 7 € F'(Ag, ux) which implies
rllue]|* < K (ug) < K(7)

<
>

and the assertion follows. O

3.4. Convergence of the generated sequence

We study now the convergence of the solutions (uy)x for k — oo.

Lemma 7. Assume that u, € L*(Q) and that there exists a slater control j €
L>(2) and € > 0 such that

Yo +ESG() <yp—€
on Q. Assume that in each step, i is chosen such that
VT = upllpe@) <€ 9)
V[t = upl o) < (10)

If limg .00 A\p = 0, we have

[a)}

[l

klim [lug — usl| = 0. (11)
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Remark 2. Condition (9) can easily be satisfied during the iteration be choosing
A sufficiently small since the functions n and uy, are known. Condition (10) can
only be satisfied if an a priori bound for ||u.|| L~ (qy is known. For the problem with
additional pointwise control constraints, this problem does not occur, see Section
4. Lemma 7 states that if the Ay decrease sufficiently fast we obtain convergence.

Proof. Let 4 denote a weak limit point of the sequence (ug)g. Then @ € F.
Moreover, we have the inequality

we < K(u) < likminfw()\k,uk).

Define 7, = v/ and the function v, = (1 — 73 )us + 7%7. Then we have
G(og) + Ae(vp —ur) = (1 —71)G(us) + 7 G(7)

+ Ne((1 = 7o) (us — ug) + 7w (7] — ug))
< (1 —7%)yp + Ti(yp — €)
+ (1- Tk)m€+ Tk\/gé

o — VA€ + /e
= Yo
On the other hand, we have
Gog) + Me(vg —ug) = (1 —7)G(us) + G(7)
+ Ae((1 = 7r) (us — uk) + 7 (7 — uk))
> (1= 7k)Ya + k(Yo + €)
— (lka)\/EE—Tk\/EE
Ya + VAkE — Ve

= Ya-
Hence vy, € F(Ag, ug). Moreover, limy_, o0 ||vr — u.|| = 0. Thus we have
limsupw(Ag, ux) < limsup K (vg)
k—o0 k—o0
= K(usx) = ws.

Hence we have limg_,o0 w(Ag, ug) = wy. This implies that K (@) = w,. Since
u € Fj, the uniqueness of the solution of P implies © = u,. Hence the sequence
(ug)r converges weakly to u,. Therefore

Tim sl =l K (u) — 1S(m) — yal®
= K(u.)— () — yal®
= wlu?

The weak convergence of ug to ux and the convergence of the norms imply
limy o0 ||ur — usl| = 0. O
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3.5. Constraint violation

For all £ we have the inequalities

Gur+1) —yo < Ap(up — 1)
Yo — Gups1) < Ap(Upg1 — ug).

This implies
1(G(urt1) = yo)+ 1l + 1 (Wa = Gur1))+ | < Agllupsr — ugll. (12)

Hence b = Ag|lug+1 — ugll is a bound for constraint violation. In the non-prox
Lavrentiev regularization we have the corresponding bound ¢, = Ag|lugt1]]. If
ux # 0 and ||ug — u«|| — 0 we have the inequality

ol o b
Jm 4 = ) > 0= tim 2 (13)

which indicates that at least asymptotically, the Lavrentiev prox-regularization
method yields smaller bounds for constraint violation.

3.6. Lipschitz continuity of w(, )

In this section we study the properties of the function w. We show its Lipschitz
continuity for a fixed parameter A > 0.

Lemma 8. Let A > 0 and u, v € L*(Q) be given.

We define the proximal-point mapping as follows: For v € L?(2) let prox(v)
denote the solution of problem Py ,. Let u, = prox(u) and v, = prox(v). Define
the number

Co = max{[[S[| (151l l[upll + Nlyall) + & [[upll, IS (ESIHopll + llyall) + & llop]}-
Then we have the inequality
wA, w) —w, )] < 2AColl(M +8) 7| fu—
+ N (ISIP + w) L+ 8) M flu = o]
In particular we have
WA, u) —w(A, )| = O(|lu —vf). (14)

Proof. We have y, < Aup —u) + S(up) < yp and y, < Avp —v) + S(vp) < ys.
Define @, = u, + (M + S)"'A(v — u). Then 4, is feasible for P, , that is @, €
F(A, v).

Define 9, = v,+(A+S) " A(u—v). Then ¥, is feasible for Py , that is 9, € F(}, u).
Hence we have the inequalities

WA u) = K(up)
w(A, v) = K(vp)

K(@,
K ().

~—

IA A
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We have
Klig) = Ku) = [ w5 =) + (S(a,) = a)? = (Sluy) — ) da
_ /Q s {20y (AT 4 8) 7 (0 — ) + (A +9)~ (0 —w)”}
+ 2X(S(up) — ya)S(A + 8) (v — u))
+ A [S(M+8) (v —u)]” do
and
K(i,) - K(v,) — /Q w200y (AT + )7 (= v) + AT+ 8) 7 (u— )]}
+  2X(S(vp) — ya)S((M + 9) " (u — v))
+ N2[S(A + 8) " (u—v))]” da.
Hence

K(up) — K(vp) < K(0p) — K(vp)
< [26Alupll 1M + )71
+  2XSI S lopll + llyall) 1+ S)7H] = ]|
+ [BXPIL+S) T2+ NS +8) 7P Jlu— ]|
= 20181 (USHllopll + llyall) + & lvp ) ML+ 8)7H] flu = o]
+ (ISI12 +5) X AL+ )Y flu — o]

Analogously, we obtain the inequality

K (vp) — K (up) K(up) — K (up)
20181 (IS upll + lyall) + & llupll) AL+ S)7H]| flu — o]

(IS17 + &) A AL+ 8)7H [|u — o],

+ INIA

This yields

(K (vp) = K(up)| < max {[|S]| (S {lupll + llyall) + & lupll;
IST ST Hvpll + llyall) + & [lop][}
A 2[[(AL + 8) 7| flu = vl|
+ A (ISP + RN+ 8) 7 [u— vl

and the first part of the assertion follows. Lemma 5 implies the statement (14),
since Cy remains uniformly bounded as a function of A, v and v. O
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4. The elliptic problem with pointwise control constraints

In this section we introduce an elliptic optimal control problem with state con-
straints. Let k > 0, N, Q, y4, Ya, y» be as before. In addition, let control bounds
Ug, Up € L®(Q) be given such that u, < up on Q.

Define the following elliptic optimal control problem with distributed control,
pointwise state constraints and pointwise control constraints:

minimize J(y, u) subject to
Oyy=0inT
Q:{ Ay=uinQ (15)
Yo <y < ypin
Ug < u < upin .

Note that for a solution wu, of Q, we have u, € L>(9Q).

5. Lavrentiev prox-regularization

Let the Lavrentiev regularization parameter A > 0 and v € L>®°(Q) be given. We
consider the regularized problem

minimize K (u) subject to
Qi Yo < Au—v)+G(u) <ypin Q (16)
Ug < u < upin Q.

Let v, denote the optimal value of Q, and v(\,v) denote the optimal value of
Q) . Let F, denote the admissible set of Q and F'(\, v) denote the admissible set

of Q \v-
We consider the following Lavrentiev prox-regularization algorithm:

Start: CHOOSE u; € L*>(2) AND A1 > 0.
Step k: GIVEN uy € L*™() AND Ay > 0, SOLVE Q, u,-
DEFINE uj41 AS THE SOLUTION OF Q) 4. CHOOSE Ag41 € (0, Mg
GO TO STEP k + 1.

5.1. Uniform boundedness of the feasible sets of Q) .,

Due to the pointwise control constraints, the feasible points of Q» , are uniformly
bounded in L>(9):

Lemma 9. Let v € F(\, u) be a feasible point of Qx. Then

[v][ Lo (0 < max{||ual Lo (o) usllze@)}
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5.2. Well-definedness and convergence of the generated sequence

We study now the convergence of the solutions (uy)x for k — oo.

Lemma 10. Assume that there exists a slater control j € L>=(2) and € > 0 such
that

Uq < Up,

<7
Yo +€ < G(M) < yp»— €almost everywhere on Q.

Define M = max{||uql| 1), [usl =)} Assume that in each step, Ay, is chosen
such that /A, < €/(2M). Then Q has a solution, the Lavrentiev proz-requlariza-
tion algorithm is well defined, and if limg_o A\ = 0, we have

klim [lug — wsl] = 0. (17)
Moreover, there exists a constant C1g > 0 such that for all k
|l/(/\]€7 uk) - I/*| S ClO\/ >\k- (18)

Proof. First we show the existence of a solution of Q. Since 7 is feasible for Q, we
have v, < co. Let my denote of minimizing sequence for Q, that is the points my
are feasible for Q and limg_, K (my) = v,. Since the sequence (myg) is bounded
in L>°(Q)), we can choose a subsequence that converges weakly™ in L*°(2) to a limit
point 4 € L>°(Q). Then this subsequence converges also weakly in L?(2) to u. Since
the subsequence converges weakly in L%(9), we have v, = liminfj_ . K(my) >
K (u). Moreover, the weak* convergence implies that @ is feasible for Q. Hence
u is a solution of Q. Due to the strong convexity of the objective function, this
solution is uniquely determined.

Now we consider the sequence (uy) generated by the algorithm. Define 75, =
VA, and the function vy, = (1 = 7% )us + 77 Then u, < v < up and we have

G(Uk) + )\k(vk — uk) (1 — Tk)G(u*) + TkG(ﬁ)

+ Ae((1 = 78) (us — ug) + 75 (7 — ug))

< (U =7)yy + TRy — €)

+ (1 — Tk))\k2M + Tk/\k2M

< Y — VAREF VARE= Y.
On the other hand, we have G(vi) + Ak (v —ur) > yqo. Hence vy € F (Mg, ug). This
implies that the iteration is well defined. Moreover, limy_,o ||vx — us|| = 0. Thus
we have

limsup v(Ag,ug) < limsup K (v)

k—o0 k—o0

= K(us) = vs.

Let 4 € L°°(Q) denote a weak™ limit point of the sequence (uy)r. Then @ € F
and we have
K(a) <liminf v(Ag, ur) < vs.

k—o0
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Since u € F, the uniqueness of the solution of Q implies & = u,. Hence the
sequence (uy) converges weakly* to u,. This implies the equation

Jim sl = lim K () — 15 (m) — gl
= K@)~ S@) ~yalP = wlu]?.

The weak convergence of u to ux and the convergence of the norms imply
limk_‘oo ||uk — U*H =0.

There exists a Lipschitz constant C' > 0 such that for all points vy, vo €
L>(Q) with ||v1]|zee(o) < M and [|vz|| =) < M, respectively we have K (v1) <
K (v2) + C|lvg — v1]|. Hence

v Ak, ug) < K(vk) < K(us) + Clluk — |

< K(w)+Om(fu + 170 < ve +v/A/al) 2MC.

For all k > 1, the point @x1+1 = (1 — 7% )uk+1 + 7%7 is in Fy. Hence

ve < K(igs1) < K(uggr) + Clltigrr — uga |

< vk uk) + Cre(lugsal £ 17D < vk, uk) + C/ A/ () 2M.
Define C19 = 2M C+/u(92). Then (18) follows. O

Remark 3. The results about the improvement in constraint violation given in
Section 3.5 also apply to the Lavrentiev proz-reqularization algorithm for problem
Q compared with the corresponding non-prox Lavrentiev reqularization algorithm
where in step k problem Qx, o s solved.

6. Examples

In this section we study two examples that allow to compare the performance of the
Lavrentiev prox-regularization method and the non-prox Lavrentiev regularization
method.

Example 1. Consider a problem P, where for the solution both inequality con-
straints are not active, that is we have y, < G(u.) < yp. In this case, u, is
an unconstrained local minimal point of K and the convexity of K implies that
we = K(uy) = minyer20) K(u). Let v € L*(Q) be given. Since F(X, v) C L*(Q),
for all A > 0 we have the inequality

wA,v)= min K(u)> min K(u) = K(u).

u€F (X, v) u€L?(Q)

Lemma 1 implies that in this case we have w(A u.) =w.. Thus with the choice
U1 =1Ux, the Lavrentiev proz-regularization method generates the constant sequence
ug =uy for all k and all A\, >0, even if the sequence (A)r does not converge to zero.
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More generally, the Lavrentiev prox-regularization method finds uy in step k
if ux € F(Ag, ug) which is the case if

essinfq(y, — G(us)) essinfo(G(us) — yp) }
lur — U*HLOO(Q) ’ l|lur — U*HL‘X’(Q) .

A < min{
For the non-prox Lavrentiev regularization method, u, is the solution with the pa-
rameter A\ if u. € F(A\g, 0) which is the case if

essinfq(y, — G(us)) essinfo(G(us) — yp) }
[l Loe (o) ’ [t L (0) '

A < min{

If [Jus —ug | Lo @) < |[uxllLo=(q), the Lavrentiev proa-regularization method can find
uy with larger parameter values i, than the non-prox Lavrentiev regularization.

Example 2. Consider a problem P, where for the solution both inequality con-
straints are active almost everywhere in ), that is we have y, = G(u.) = yp and
the Slater condition is violated. Assume that y, € C%(Q) satisfies the boundary
conditions Oyyq = 0 in T'. In this case, we have S(ux) = Yq.

The non-proz Lavrentiev regularization method computes the solution up i,
of Px, 0 for which we have the following equation: (Al + G)ufjfl = y,. Hence
(A + S)(uﬁﬂ — Ux) = Yo — MeUs — Yo = —AUs.

This yields

up = us = =M + 8) s,
hence if A\, — 0 we have
lim [Jup)] — wel| = lim [[Ag(AeI + S) | = 0.
k—oo k—o0

The Lavrentiev proz-regularization method computes the solution ug41 of
Py, v, for which we have the following equation: (Mgl + G)ug+1 — AUk = Ya-

Hence (A I 4+ S) (k41 — Us) = Yo + MUk — Al — Y = Me(Up — Us).

Thus if ug # ux we have

lupsr = wall = (A +8) 7 (ur — w) | < [lur — ua

(see the proof of Lemma 3) hence the algorithm generates a bounded sequence with
strictly decreasing distance to us also if (A\x)r does not converge to zero.
We have (Al + S)(uk4+1 — ux) — Mgt = — Mgy, hence if Ay — 0 we have

Jim [uksr = Ao + ) ug] = wall = lim (|2 (T + 8) " ]| = 0.

7. Conclusion

In this paper we have introduced the Lavrentiev prox-regularization method for
an elliptic optimal control problem. The cost for the solution of the parametric
auxiliary problems in each step of the method is the same as for the well-known
non-prox Lavrentiev regularization method since the auxiliary problems are of
exactly the same form. Hence also the same numerical methods can be used for
the solution, for example primal-dual active set methods, interior point methods
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of semismooth Newton methods, see for examples [3, 4, 6, 8]. Our convergence
results indicate that the Lavrentiev prox-regularization method yields improved
feasibility for a given regularization parameter A;. In other words, we can obtain
approximations of the same quality as for the non-prox Lavrentiev regularization
method with larger regularization parameters Ag.

The corresponding Lavrentiev prox-regularization method for optimal control
problems of parabolic type as studied in [7] and for elliptic boundary control
problems with pointwise state-constraints as studied in [8] will be the subject of
future research. Also the case of nonlinear elliptic optimal control problems will
be considered as in [5].
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Nonlinear Feedback Solutions for
a Class of Quantum Control Problems

Kazufumi Ito, Karl Kunisch and Qin Zhang

Abstract. Control of quantum systems described by the linear Schrodinger
equation are considered. Control inputs enter through coupling operators and
result in a bilinear control system. Feedback control laws are developed for
orbit tracking. The asymptotic properties of the feedback laws are analyzed by
the LaSalle-type invariance principle. Numerical integration via time-splitting
is also investigated and used to demonstrate the feasibility of the proposed
feedback laws and to compare their performance.
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1. Introduction

Consider a quantum system with internal Hamiltonian Hy prepared in the initial
state Wo(z), where z denotes the relevant spatial coordinate. The state ¥(x,t) will
be required to satisfy the time-dependent Schrodinger equation. In the presence of
an external interaction taken as an electric field modeled by a coupling operator
with amplitude €(t) € R and a time independent dipole moment operator p the
controlled Hamiltonian results in H = Ho + €(t)p and the following dynamical
system is obtained:
0

iakll(a?,t) = (Ho+et)n)¥(x,t), ¥(x,0)=Ty(x), (1.1)

Research partially supported by the Army Research Office under DAAD19-02-1-0394, by the
Fonds zur Forderung der wissenschaftlichen Forschung under SFB 32, “Mathematical Optimiza-
tion and Applications in Biomedical Sciences” and the Air Force Office of Scientific Research
under FA 9550-06-01-0241.



156 K. Ito, K. Kunisch and Q. Zhang

where Hj is a positive, closed, self-adjoint operator in the Hilbert space H, u €
L(H) is self-adjoint, and € € L?(0,00) is the control input. Let X be the com-
plexified Hilbert space corresponding to H, so that the inner product on X is
defined by

(P, U)x = (D1, V1) + (P2, Vo) + i((q>2, Uy — (P, \I’Q)H)7

where @ = (91, P3), ¥ = (Uq, Uy). This representation of ¥ with two components
is used to formulate (1.1) as a bilinear control system (2.1)—(2.2) in X . Throughout
we normalize the initial state by [¥o|x = 1.

We consider the control problem of driving the state ¥(¢) of (1.1) to an orbit
H(t) of the uncontrolled dynamics

i%@(t) — HoO(1), (1.2)

specifically to the one that corresponds to an eigenstate or the manifold spanned
by finite many eigenstates. An element ¢ € dom (Hy) is an eigenstate of Hy if
Hop = A for A > 0. Then, the corresponding orbit is given by

Ot) = ==y, (13)

where 6 € [0,27) is the phase factor. We have |O(t)|x = 1 if ¢ is normalized
as |¢|g = 1. We consider the discrete spectrum case: i.e., it is assumed that
the spectrum of Hy consists only of eigenvalues {\;}, and that the family of
eigenfunctions {13 }32, forms an orthonormal basis of X. The eigenvalues {\}
are arranged in increasing order.

We employ a variational approach based on the Lyapunov functional

V() = VW), 00) = 5 [¥(H) ~ 00 (1.4)

If V(t) — 0 as t — oo for a controlled orbit ¥ of (1.1) then ¥(¢) achieves the track-
ing of the target orbit O(t) asymptotically. Variational approaches were previously
discussed in [BCMR, MRT, IK2], for example. The more general case

N
O(t) = > Ape Ot =0y, (1.5)
k=1

where {(A, 1x) 1, are the first N eigenpairs of Hy and Zgzl A% = 1isalso of our
interests. The functional Va(t) = 1(1—[(O(t), ¥(t))x|?). is used for  BCMR, MRT]
for the manifold tracking, i.e., V3 is is motivated by the fact that V2(¥,0) = 0 if
and only if U = €O where the phase 6 € [0, 27) is arbitrary. We develop a feed-
back synthesis that achieves the orbit tracking based on the functional V' defined
by (1.4). We shall see in Section 2 that |¥(¢)|x = 1 for all ¢ > 0. Together with
|O(t)|x =1 this implies that the functional V' can equivalently be expressed as

V(B(),0() = 1 — Re (O(1), ¥ (1)) x. (L6)
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It will be shown that

%V(\P(t), O(t)) = e(t) Im (O(t), p¥ (1)) x - (1.7)
We propose the feedback law
e(t) = —é(u(t) + Bsign(u(t))V (1)) = F(¥(t), O(1)), (1.8)

where
u(t) =Im (O(t), p¥(t))x, V() =V(¥({),0({)),
for a >0, 3 >0, v € (0,1]. From (1.7)

d

oV (), 0(1) —é (lu(®) + B lu®)V (1)) (1.9)

Note that u(t) is linear in ¥(¢) and the second term of the control law (1.8) can
switch its sign. The case 0 = 0 is a negative feedback law based on the Lyapunov
energy equality (1.7) and was analyzed in [IK2]. It will be shown in Section 6 that
the performance of the feedback law (1.8) significantly increases by incorporating
the switching control term with g > 0. We believe this switching mechanism can
be applied to a wide general class of control systems and feedback synthesis based
on the Lyapunov stability.

In this paper we establish well-posedness of the feedback law (1.8) and analyze
its asymptotic tracking properties. Sufficient conditions for the orbit tracking will
be obtained.

In order to obtain an improved tracking capability we shall also analyze
multiple control potentials of the form

m

p(t) =D e(t) (1.10)

Jj=1

and the corresponding feedback law

€(t) = —é(ug‘(t) + Bsign(u; (O)V(6)7),  uj(t) =T (O(F), ;¥ () x-

Section 2 is devoted to well-posedness of the dynamical system in open and
closed loop form. In Section 3 it is shown that the feedback law F' is optimal in
the sense that e(t) = F(¥(t), O(t)) minimizes

1/1

/ E (Je+ Zsgntutr) il (30 + slulv ") e+ vewn), o)

where u(t) = Im (O(¢), p¥(t)) x.

An operator splitting method for solving (1.1) is discussed in Section 4. Sec-
tion 5 is devoted to analyzing the asymptotic tracking properties of the feedback
control laws. Section 6 contains numerical experiments that demonstrate the fea-
sibility of the proposed feedback laws. The nonlinear feedback law (3 > 0) signifi-
cantly improves the tracking performance compared to the linear one (5 = 0).
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2. Well-posedness

Associated to the closed, positive, self-adjoint operator Hy densely defined in the
Hilbert space H, we define the closed linear operator Ag in H x H by

to= (3, )
with dom (Ap) = dom (Hyp) x dom (Hy). Here ¥ = (U4, ¥y) € H x H is identified
with W = U, +1¢ Wy € X. We note that
(U1, U2)|gxm = |¥|x, and (P, V) gy = R(P, ¥)x,
and X is isometrically isomorphic with H x H by means of
(2, 0)x = (1, Y1) + (P2, Uo) g +i((P2, V1) — (P1, ¥2) 1),
with ® = ¢ + iP5, ¥ = U, 4 ¢W,. Throughout this paper this identification will
be used. Ag is skew-adjoint, i.e.,
(AW, ) gy = —(AgW, ) gy for all U, ¥ € dom (Ap).
Thus by Stone’s tlheorem [P], Ag generates Co-group on X and |S(t)¥|x = |\IIO|;1(.
Let V =dom (H¢) and Xy =V x V. Then Ho € L(V,V*) with V* = dom (H,, ?)
where V is equipped with
6% = (Hod, $)v+xv

as norm. The restriction of S(t) to Xy defines a Cy group.
Associated to the self-adjoint operator u € L(H) we define the skew-adjoint

operator
(0 n
B_<H O).

Then for € € L?(0,T) there exists a unique mild solution ¥(t) € C(0,T; X) to
t
B(t) = S(1)Wy +/ S(t— s)e(s) BU(s)ds, te€[0,T], (2.1)
0

and
%\I/ = AgU(t) + €(t)BY(t) in (dom (Ap))*, (2.2)
where
(dom (Ap))* = dom (Hy ') x dom (Hy),

[IK], Chapter2, [P], Chapter 4. Equivalently

d
TV = —i (Ho¥(t) + e(t)p¥(t)) in dom(Hy )
where we identify U € X as ¥ = Uy 4+ Wy by ¥ = (U1, Uy) € H x H. Since O(t)
defined by (1.3) and (1.5) satisfy O(t) € C(0,T;dom (A4g)) N C1(0,T; X) and

d . :
ZO(t) = —iHO(t) in H. (2.3)
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Thus,

% Re (O(1), W(t))x = Re ((~i HoO(t), W(t))x + (O1). ~i(HoW(t) + e(t)b(t))x)

dt
= Re (i e(t) (O(1), w¥(#))) ¢ = —€(t) Tm (O(1), ¥ (1)) x.

which proves (1.7).
By inserting the feedback law (1.8) of € in to (2.1), we obtain the closed loop
system of the form

W(t) = S(E) W + /O S(t — $)F(U(s), O(s)) BU(s) ds. (2.4)

We show that (2.4) has a solution. Let sign(u) be the maximal monotone function
[-1,1] u=0
sign(u) =
u/lul  ful >0,

and signs(u) be the Yosida approximation of sign(u) for § > 0:

u/o lu| <6
signs(u) =
u/ |ul lu| > 6.
Define the operators Fjs by
1
Fs(V,0) = fa(u + Bsigng(w)V7), w=Im(O(t), n¥). (2.5)

Then assuming that V' > ¢ > 0, Fs is Lipschitz continuous and |Fs| < M for all
|¥|x = |O|x = 1. Thus, it can be proved [IK], [IK2] that

W(t) = ST + /Ot S(t— 8)Fy(U(s), O(s)) BU(s) ds

has a unique solution ¥5 € C(0,T; X ). Moreover

V) = VI0) = [ (Jus(o) -+ Bsizn o) (Vs o) (s s,
where
Vs(s) =1—Re(¥s(s), O(s)), us(s) =1Im(O(s), u¥s(s)).

It follows from [BMS], Theorem 3.6 that there exists a subsequence § and ¥ €
C(0,T;X) for which U5 converges to ¥ in C(0,7;X). Thus us(t) — u(t) =
Im (O(t))(t), u¥(t)) strongly in L2(0,T; R). Since signg(us(t)) € L*(0,T; R), there
exists a subsequence of § such that signg(t) — z(t) weakly in L?(0,T; R). The sign
operator is maximal monotone and hence z(t) = sign(u(t)). Since Vs(t) — V (t) in
C(0,T;R), es(t) — e(t) = u(t)+sign(u(t))V (t)” weakly in L2(0,T; R). For all € X

(Ws(t), 6) = (S(t)To, 6) + / e5(1)(S(t — $)BUs(s), ) ds
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and letting § — 0T we have

(W@@VZQ@Wm@+A6@@“—@BW$¢W&

which implies that ¥ is the mild solution to (2.1) that corresponds to e. Moreover,
we have

VO =VO) = [ 5 (0P +BluV(s)7) ds (26)

3. Optimality

We argue that
V(t,0)=1—(0®),V)uxu

satisfies the Hamilton Jacobi equation

ov + min[Vg (Ao + eBY))

ot 3.1)
+5 e+ gsign(u(t))vv + é (%|u(t)|2 + |u(t)|V7> =0,
where
u(t) = Im (O(t), p¥) = —(O(t), BY) i x
and
Vo (@) = —(O0), ®)mrxsi-
In fact,
% €+ gsign(u(t))‘/"Y + u(t) (6 + gsign(u(t)> V) + %|u(z§)|2
) (3.2)

)

€+ é(u(t) + Bsign(u(t))V7)

| e

and thus €*(¢) minimizes

2

5 |€ + gsign(u(t))v7 + u(t) (e + gsign(u(t))V7> + %|u(t)|2.
This implies that
88_‘75/ + V(AT + € BD)
+2 e"(t) + Esi n(u(t))V? 2 + u(t) ési n(u(t)V? 2 + i|u(t)|2
2 o & o & 2a
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= —(Ao@(t)7 \I/)HxH - (O(t)7 AoV + 6*(t)B\I/)H><H

5 e+ Zsgnuonv| o) (0 + Zsieuo)v ) P

1 2
—|u(t
+ o ut)]
pr— O’
as desired.
We next show that €* minimizes
1.1

T
7€) = [ (Gleltr+Esign(ule)V O P+ (Gt +81u(0)) de+V (D), 0(T)),
0

over € € L?(0,T). To this end choose any € € L?*(0,7T) and let ¥(t) € C(0,T; X)
be the solution to (2.1)—(2.2). Since O(t) € C1(0,T; X)NC(0,T; dom(Ag) we have

%V(@(t% U(t)) = —(AO(t), (1) xr — (O(t), AgW () + e(t) BY (1)) i rr -

Integrating this over (0,7") and using (3.2) we find
V(¥(T), O(T))

oAt

V(\II(O),O(O))+/O %

(1) + 2 sign(u()V (t)"

+ 2 (P + sV (07 ar

2

e(t) + é(u(t) + Bsign(u()V(8)] dt

where u(t) = —(O(t), BU(t)) g« - Hence
e*(t) = F(¥*(1),0(1)),

where U*(t) is the trajectory corresponding to €*(t), minimizes J(e) over L2(0,T).

4. Operator splitting and numerical methods

Since the Hamiltonian is the sum of Hy and €(t)p it is very natural to consider
time integration based on the operator splitting method. For the stepsize h > 0
consider the Strang splitting method:

U — U U U . h A\ -
% =€ Bkﬂfﬂ, V=S5 (-) Vi, Upp1 =98 <—) Yett,

2 2
(4.1)
where
(k+1)h
/ e(s) ds.
kh

€ —

SRS
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For time integration of the controlled Hamiltonian we employ the Crank-Nicolson
scheme since it is a norm preserving scheme. In fact, since B is skew adjoint

<‘1’k+1 — Uy

v U =0
h s Wit + k) )

X

and thus |¥;, 1% = |¥x|%. The Strang splitting is of second order as time-
integration. The following theorem addresses the convergence of the scheme (4.1):

Theorem 4.1. If we define Uy (t) = Ui on [kh, (k+ 1)h), then
[, (t) — U(t)|x — O uniformly in t € [0,T)
where U(t), t > 0, satisfies

U(t) = S(t)¥o+ /Ot S(t — s)e(s)BY(s) ds.

Proof. Define the one step transition operator

Upr1 = Th(t) Wy,

no-s(2) (- %) 1+ 2s)s (e as

Then, |T,(t)¥|x = |¥|x and T,(t) is norm preserving. Define the difference quo-
tion of Ty (t) by

ARt = Lt)]‘f Vg (g) 7‘]*‘/2(;’“/2) —1g (g) U+ Lh)i’ —v 43

by

where
Ekh -1
Jh/g(EkB) == <I - TB) .
It follows from the Chernoff theorem [IK] that if the consistency
|Ap(t)¥ — (Ag¥ + €(t)B)¥)|x — 0 as h — 07, (4.4)

holds for ¥ € dom (A), then ¥, () — ¥(t)|x — 0 uniformly in ¢ € [0,T]. In fact,

since for ¥ € X
Jh/Q(EkB) -1

hli%l+ h/2 ¥ =elt)BY
and for U € dom (A)
. S(hv —w
hlgng h = Ao,
it follows from (4.3) that the consistency (4.4) holds for ¥ € dom (A4) and € €
c(0,T).
Note that

h h
Uppr = S(h)\llk + hS (§> Eth/Q(EkB)S (§> (U8
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and thus
LA S(mh)‘l’o + ihS((m — k)h)S E exBJ), Q(EkB)S ﬁ Ui 1.
P 2 / 2
Thus, letting & — 0 in this expression, ¥(¢) € C(0,T; X) satisfies (2.1). O

Suppose that for (4.1) there exists an €, on [kh,(k + 1)h) such that for
h
Oky1/2 = 5(§)Ok

1 .
a(uk+1/2 + Bsign(ugy1/2)Vy)),

ek = F(Vig1/2, Opgi12) =

s+ (4.5)
Ug41/2 = (0k+1/27B‘1’k+1/2)7 ‘I’k+1/2 = %
Then Uy satisfies the closed loop system
Uy — 0 o 0 . h
k+1h ko_ . B k+12+ k7 ¥, =9 (§> U,
(4.6)

h\ »
ek = F(Vig1/2,Okt1/2), ¥Ypy1 =8 (§> Wit1.

Since
hY - h .
Vs 3 Uiy, S 5 Okt1/2 | =V (Wi, Org1/2),
the discrete analog of (2.6)
1 .
V(\Ikarl, Ok+1) = V(\Ifk, Ok) + a(|uk|2 + 6 |uk|V(PSZk, Ok))v

holds for the closed loop (4.6).
Now, we show that there exists a unique €, that satisfies (4.5). Let

X(u) = u + Bsign(u).
Then, it is equivalent to finding ¢ € R that satisfies
X Hae) = (BY(e), Ok+1/2), (4.7)

where W(e) is the solution to

Note that

and thus

-1
(BY(€), Opi1/2) = (B, Op 1)) + he(B? (1 — —B> Uy, Opt1)9)-
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2
2 _ (—H 0
b= ( 0 —/f)
one can assume that there exists ¢ > 0 such that for all k&

(B*Wy, Opi1y2) < —c.

he \ 7' . c
<B2 <I 7B> ‘1’k70k+1/2> Nt

if h > 0 is sufficiently small and hence (4.7) has a unique solution.

Since

Thus,

5. Asymptotic tracking

The objective of this section is to analyze the asymptotic properties of the con-
trolled system (1.1). Let O be of the form

O(t) = e ot =Dy,
for some eigenpair (Mg, , ¥, ) of Ho and phase 6. We assume that

pf, = (Ve itbi)x #0 forall k=1,2,..., (5.1)
and that
{S(t)Ty : ¢t > 0} be relatively compact in H x H. (5.2)
Assumption (5.2) holds, for example if dom(Hy) is relatively compact in H and
Yo € V x V. In case the domain € on which Hj is defines is unbounded, we may
assume that W =V N LP(Q),p > 2, is compactly embedded in H = L?(€2). Then,
if Ug € W x W and S(t) leaves W x W invariant [IK2], we have (5.2). Since
V(t) > 0, it follows from (2.6) that either V(t) — oo or [ |u(t)| dt < co. We also
assume that

/000 le(t)| dt < oo. (5.3)

This assumption holds if either we use the regularized feedback law (2.5) for arbi-
trary 6 > 0 or = 0. Thus,

¢
tlim S(t — s)e(s)BY(s)ds exists.
—o0 Jg
It follows that {fot S(t — s)e(s)By(s) : t > 0} is compact in H x H. Together
with (5.2) we conclude that {¥(¢) : t > 0} is relatively compact. We shall proceed
with the asymptotic analysis utilizing assumptions (5.1)—(5.3) and summarize the
results in a theorem at the end.
Since {¥(t) : t > 0} and {O(¢t) : t > 0} are relatively compact in X there
exists a sequence {t,} — oo and elements ¥, € X, O € X such that
lim ¥(t,) = Yo and lim O(ty) = Oco, (5.4)

n—oo
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in particular, ¥, Ou are in the w-limit points of the flow defined by (2.2) and
(2.3), respectively. Since € € L?(0,00) it follows from (2.1) that W(t, + 7) —
S(1)¥s and analogously O(t, + 7) — S(7)Ou uniformly with respect to 7 €
(0,00). Here S(7)¥ o and S(7)Os are the mild solutions to
d
dt
d
dt

Uoo(t) = AgUso(t), Too(0) = o,

O (t) = Ag0u(t);, Ooo(0) = O
Moreover
T) = iz‘lke_i(k”_a’“)wm Owo(T) = e_i(AkOT_é"")i/Jko,
k=1
with 0 < 6, Oy, < 7 and 3 |A|?> = 1. Since
u(ty +-) =Im (O(t, + ), p¥(t, +-) — 0in L*(0,00), as t, — oo,

we have
w(r) = Im (Ouo (1), p¥ 0 (7)) = 0, for 7 > 0. (5.5)

It follows now that

u(7) = Im <Z Ake’i(()\kAkU)T0k+ékU))u£U>

k=1
Z (COS O — Or,) sin((Ax — Mgy )7) — sin(@y — O, ) cos(( Mg — )\ko)r))
- 0. (5.6)
Suppose that the family
{cos(( Ak — Ao )T), sin((Ax — Ak, )7)} is w-independent in L?(0, 7). (5.7)

Here a family of elements {px}72__ in L?(0,T), T > 0 is called w- independent
if Zk__oo crpr = 0 implies that ¢, = 0 for all k. If (5.7) holds, then u A, =0
for k # ko and ,ukgAkU — sin(fy — O,) = 0. Thus by (5.1), Ay = 0 for k: # ko.
Moreover, since | o | = 1, we have 0y, = 0, and Ay, = 1. Here the case Ay, = —1
can be excluded since it implies that

V(¥oo(7), Oco (7)) = 1+ Re (e M7k e RkaT=0ko)qpy )y =2,
and

V(\Ilo, O(O)) =1- Re(eiékwjjko, \I/())X =1- Re(eiéko (wkov \I/())X) < 27

0.
) that
t

)- W

since 0, € [0, 7). Hence, Ay, = —1 is impossible due to 4 FZV(¥(t),0(t)) <

Since the w-limit pair (¥, Os) was arbitrary it follows from (1.4
lims o0 V(¥(t),O(t)) = 0, i.e., U(t) asymptotically approaches the orbit O(
summarize the above discussion in the following result.
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Theorem 5.1. Assume that (5.1), (5.2) and (5.7) hold. Then
lim V(¥ (¢),0(t)) =0,

t—o0o

for the feedback law F .
The following lemma addresses condition (5.7).

Lemma 5.1. If there exits a constant 6 > 0 such that |A\y + X — 2Ag,| > 0 for
all k0 > 1 with £ # ko, and |\ — Ng| > 6 for all k # £, then {e/Ps = k0)T} U
{efi()"f)‘ko)'r}k#ko is w-independent for sufficiently large T > 0.

Proof. Let {pe}ecr be a real number sequence defined by
e =Me — Ao, K>1, p_p=—(Ap— X)) k # ko.
It follows from the assumption that
[t — poe| > 6, m # 4

From Ingham’s theorem [I], if T > QT”, there exists a constant ¢, depending on T’
and § > 0 such that

T
c Z |am|2 S/o f(T)‘Q dr for flr) = Z At 0

mel mel

Remark 5.1. For the harmonic oscillator case we have
d2
Hotp = ———=1p+ %), rze€R=Q.
dx?

The eigenpairs {(Ag, 9¥x)} 5>, are given by

12

Ak :2k_1a wk(m) :éHk—l(x)677a

where Hj, is the Hermite polynomial of degree k and ¢ is a normalizing factor. In
this case we have

)\koff - >\k0 = *()\k0+2 - >\k0)7 1 S 14 S kO - 17
T
and the gap condition | A\ +A¢—2Ag,| > 0 is not satisfied. Thus, / lu(T))|*dr =0
0
implies
Im (AkoM@i(/\”_ak“*Hék“)HEOH + Ako—ze_i(/\”_eko%JrékO)Hﬁo_e) =0
0 0

for 1 < ¢ < ko. That is, Ag,—¢ and Ay, _¢ are not necessarily zero and thus ¥, (7)
is distributed over energy levels 1 < £ < 2kg — 1.
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5.1. Degenerated case

We now turn to the case when the gap condition |A\r + A¢ — 2k, | > 6 is violated.
Then more than one control operator y is required and we consider (1.10). For
V(¥,0)=1-Re(0,¥)x we find

d

SV (2(),0() = Z e;Im(O(t), ;¥ (1)) x

which suggests feedback laws of the form

€(t) = *é(ug'(t) + Bsign(u; (1)V(#)7),  ui(t) =Im (O(), u; ¥(t).  (5.8)

As shown above, we have
1 [T
V(t) - V(0) = 5/0 > (ui () + B luj(s)[V (s)7) ds.
j=1

In the following discussion we assume (5.2), i.e., that {S(¢)¥o : t > 0} is compact.
Then using the same arguments as above for all w-limits {¥ . (7) : 7 > 0} we have

uj(7) =Im(Ouo (1), 11j Voo (7)) =0, for 7> 0,5 =1,...,m.
Thus,

Im <2Akei((AkAko)rek+éko)(uj)llzo> =0, forj=1,...,m,
k=1

where
(1) = Pk 11500) x -
We henceforth consider the case m = 2. Suppose that A;; +Az—2\g, = 0 for a single
pair (k, ), ¢ # ko, and that otherwise (5.7) holds. Then Az — Mg, = —(Aj — Ay)
and we have
Im (Afcei((/\;;—/\ko)T—a;;-&-éko)(uj)io + Azei(—(/\;;—/\ko)7—92+5k0)(uj)£0) =0, (5.9)
for j =1, 2. If
k e
1 (k1
rank <( )ZU ):0> =2, (5.10)
(N2)k0 (MQ)kO
then from (5.9), it follows that Aj = A; = 0. If moreover
for each k there exists j € {1,2} such that (uj)ﬁo # 0, (5.11)

then Ay = 0 for all k # ko, Ak, = 1 and Ok, = éko. As a consequence we have
lim; o, V(¥ (t), O(t)) = 0.
In general let
>\ki + )\gi — 2>\k0 =0
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for multiple pairs (k;, £;) with ¢; # ko. If

()i ()i,
rank <(u2)g“' (uz);;> =2 (5.12)

for each ¢, then Ay, = Ay, = 0, and in particular Ax = 0 for all k. If in addition
(5.11) holds then, again lim; o, V(¥(¢), O(t)) = 0.

6. Numerical tests

In this section we demonstrate the feasibility of the proposed feedback laws using
a test example. We set H = L?(0,1) and

Ho = > (W, vn) 1 x,

k=1
where 1y (x) = v/2sin(knz) and Ay = k7. The control Hamiltonians are given by
(W) (2) = bi(2)¥(2), @€ (0,1),

with ¢ = 1,2. For computations we truncated the expansion of Hy at N = 99,
so that

N
Sn(h)To =D e (W, ) .
k=1

To integrate the control Hamiltonian term the collocation method was used in the
form

(B 0)(@n) = bi(wy Jo(zy), i=1,2
where zl) = > 1 <n < N —1. Thus, we implemented the feedback law based on
the Strang splitting method in the form

h kp, kh o\ kp, kh h
‘I’]HlSN(a)]'—N( €Gqn BN€2—B2> (I+61_BN _B2>SN<§)
Ek:Fi(\I/k+1/2’0k+1/2)’ 7::172’

where Fn and F ](,1 are the discrete Fourier sine transform and its inverse trans-
form, respectively, and B is the diagonal matrix with diagonal

(bs (), ..., bi(x_,) for eachi =1, 2.
Well-posedness of this implicit method was discussed in Section 4 for given § > 0

and 7y € [0,1]. The numerical tests that we report on are obtained with h = 0.01,
a = 1/500 and

bi(x) = (x —.5) + 1.75(x — .5)%, bo(x) = 2.5(x — .5)% — 2.5(x — .5)"%.

These control potentials satisfy the rank condition of Section 5. They are selected
by minimizing the tracking time by trial and error tests. Figure 1 provides a
comparison for the orbit tracking performance V. = 1|¥(t) — O(t)|% between
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different G-values and different powers «y for V. As § increases, the performance V'
significantly improves and the 10% performance level is achieved in a much shorter
horizon. By decreasing the power of V', the performance of V' improves also, and
more rapidly in the beginning of the time horizon.

Implicit scheme with different beta

0.7
—B=0
0.6} ——pB=0.1]1
= 0.5 B=1
D
(=)
[ =4
<
£
S
=
(<5
a

Time T

Implicit scheme with different power of V
0.7

—— B=0.1 with V

o.6r — B=0.1 with V2]

0.5
0.4
0.3

Performance V

0.1

Time T

FIGURE 1. Performance comparison
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Optimal Feedback Synthesis for
Bolza Control Problem Arising in
Linearized Fluid Structure Interaction

Irena Lasiecka and Amjad Tuffaha

Abstract. Bolza boundary control problem defined for linearized fluid struc-
ture interaction model is considered. The aim of this paper is to develop an
optimal feedback control synthesis based on Riccati theory. The main math-
ematical challenge of the problem is caused by unbounded action of control
forces which, in turn, give rise to Riccati equations with unbounded coef-
ficients and singular behavior of the gain operator. This class of problems
has been recently studied via the so-called Singular Estimate Control Sys-
tems (SECS) theory, which is based on the validity of the so-called Singular
Estimate (SE) [4, 27, 32]. It is shown that the fluid structure interaction
does satisfy Singular Estimate (SE) condition. This is accomplished by show-
ing that the maximal abstract parabolic regularity is transported, onto the
wave dynamics, via hidden hyperbolic regularity of the boundary traces on
the interface. The established Singular Estimate allows for the application of
recently developed general theory which, in turn, implies well-posedness of
feedback synthesis and of the associated Riccati Equation. Blow up rates of
optimal control and of the feedback operator at the terminal time are pro-
vided.

Mathematics Subject Classification (2000). 35Bxx, 35B37.
Keywords. Fluid Structure Interaction, Boundary Control, Singular Estimate

Control System, Riccati Equation, Feedback Control, Hyperbolic Trace The-
ory, Maximal Parabolic Regularity.

1. Introduction

The mathematical model consists of linearized Navier-Stokes equation defined on
an open domain {2y coupled with an elastic equation defined on another domain €2,
with boundary conditions matching velocities and normal stresses on the boundary
I's which separates the two open domains Q¢ and ). Various versions of this
model that describes the elastic motion of a solid fully immersed in a viscous
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incompressible fluid, have received an extensive coverage in the literature [26, 19,
37, 24, 16, 15, 34].

We consider a boundary control system of this fluid structure interaction
model, with the objective of developing a feedback optimal control, acting as a
force on the interface between the two media. The construction is based on a
solution to the appropriate Riccati equation.

It is known that Riccati theory is a very powerful tool for designing and
computing feedback control for finite-dimensional systems. In response to nu-
merous technological applications, where correct modeling requires an infinite-
dimensional state space (as in PDE theory), an extension of the Riccati the-
ory becomes available for infinite-dimensional control systems modeled by PDEs
[42, 7, 41, 20, 17, 43, 31] and references therein. Though actual computations of
feedback controller are performed on finite-dimensional structures, the role of
infinite-dimensional Riccati theory needs not be defended. In fact, as documented
by a large body of literature, rigorous infinite-dimensional theory is responsible for
stability and consistency estimates obtained for finite-dimensional approximation
of Riccati equations [25, 18, 35, 36, 39]. The infinite-dimensional Riccati theory
was first developed for control systems generated by strongly continuous semi-
groups with bounded control operators. However, the optimal control theory has
an additional degree of complexity when studying systems with unbounded control
actions, the latter arise in boundary or point control. The mathematical difficulty
in extending the Riccati theory available for bounded controls, has to do with the
fact that the so-called gain (feedback) operator along with the coefficients in the
associated Riccati equation to the system might not be well defined. Therefore,
a standard like treatment of an unbounded control system via a Riccati equation
and their finite-dimensional approximations ought to be justified with a sound
theoretical framework. The framework has indeed been laid out in the case of
systems generated by analytic semigroups [7, 22, 23, 17, 1, 31|, where the theory
has acquired a reasonable degree of maturity and completeness. More recently the
analytic approach has been extended to a class of systems referred to as Singular
Estimate Control Systems (SECS) which captures partial or approximate analytic
dynamics [4, 29, 27, 13, 2, 12, 32] combined with hyperbolic structures. Coupled
PDE systems which do not have analytic generators, but rather combine hyper-
bolic and parabolic effects are classical prototypes for the SECS systems. A prime
example of such is structural acoustic interaction for which SECS theory has been
laid out in [4], Since then a rather rich theory pertaining to SECS systems has
been developed over the last decade or so. Of particular interest to this work is
Bolza Riccati SECS theory which involves penalization of the terminal state [32].
It is known that Bolza problems, even in the case of analytic dynamics, do lead to
singular behavior of optimal controls and of Riccati feedback operators.

The general formulation of SECS (Singular Estimate Control Systems) class
is as follows: Consider the dynamics

yi = Ay + Bg € [D(A")] (1)
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with state space H and a control space U while A is a generator of a strongly
continuous semigroup e** on H, and B is an unbounded control operator such
that B € L(U — [D(A*)]’). The additional singular estimate (SE) condition is the
following one: with some 0 < v < 1.

C
|O€At89|z < t7|9|U (2)

where O denotes selected observations of the system defined via bounded operators
from the state space H into the observed space Z. The control problem considered
is to minimize any functional of the general form

T
J(y.g9) = / IRyl + gf3)ds + |Gy(T) 3 (3)

over a set of controls g € Ly([0,T);U) where R € L(H,Z) and G € L(H,W) are
bounded operators on suitable Hilbert spaces. In the context of control problem
(3) relevant observations operators in (2) are the following: O = R and O = G.

Remark 1.1. Note that singular estimate (2) is automatically satisfied for analytic
semigroups and unbounded control operators B which are relatively bounded with
respect to the generator A [23, 22, 17, 31]. Thus SECS systems provide a proper
generalization of control systems governed by analytic semigroups.

Our aim in this work is to show that the control system under consideration
falls into the class of singular estimate control systems for which a satisfactory
Riccati theory is available. In particular, we will show that the system satisfies
singular estimate condition (2) with v = 1/4+ € and the conditions laid out in [32]
allow for an application of the results on existence, regularity of optimal control
and, most importantly, feedback characterization of the control via solutions to a
Riccati equation. The optimal control along with the feedback gain operator, while
well defined and bounded for transient times, become singular at the terminal
time. This singularity is quantified by the algebraic blow up rate of the order
(T _ t)_1/4_€.

2. The control problem

2.1. Formulation

Let Q € R3 be a bounded domain with an interior region €, and an exterior
region 2r. The boundary I'y is the outer boundary of the domain Q while I'; is
the boundary of the region €2, which also borders the exterior region {1; and where
the interaction of the two systems take place. Let u be a function defined on €
representing the velocity of the fluid while the scalar function p represents the
pressure. Additionally, let w, w; be the displacement and velocity functions of the
solid €25. We also denote by v the unit outward normal vector with respect to the
domain €. The boundary-interface control is represented by g € Lo([0, T]; L2(Ts))
and is active on the boundary I's. We work under the assumption of small but rapid
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oscillations of the solid, hence the interface I's is assumed static see [26, 37, 15]
for more modeling details.
Given control g € Lo([0,T]; L2(T')), (u, w, wy, p) satisfy the following system:

ug — Au+ Lu+Vp=0 Qr =Q5 x[0,T]
divu=0 Qr =Q5 x[0,T]
wy —divo(w) =0 Qs = Qs x 0,7
u(0,.) = uo Qy @)

w(0,.) = wo, w(0,.) = wy Qs
wy = U Y, =T x[0,T]
u=0 ZfEFfX[(LT]
o(w).v=¢e(u).v—pr—g Y =T, x[0,T]

where the elastic stress tensor o and the strain tensor ¢, respectively, are given by

8ui + an
8:1:]- 8:131 ’

k=3
1
oii(u) = )\Z €k (1)0i; + 2ue;;(u), A\, pp >0, and €;(u) = 3 (
k=1

The term Lu is a linearization of the convective term in Navier Stokes (u.V)u and
is defined as

Lu = (Vv)u+ (vV)u (5)
where v is a time-independent smooth vector function € [C°°(Qf)]" with the
property divo = 0.

Notation Throughout the paper H = H x H'(Q) x L2(£s) where
H = {u € Ly(Qy) : divu = 0,u - v|r, = 0}

will denote the energy space for the system. Note that all Sobolev spaces H* and
L, spaces pertaining to v and w are in fact (H*)", (L2)",n = 2,3 and only for
simplicity we omit the exponent n.

In addition we will use the following notation:

V={ve H (Q):dive =0,ulr, = 0}

(u,v)z/ﬂude, <u,1}>/rs wvdly, D; = aii.

The space V is topologized with respect to the inner product given by:
(u,v)1,5 = / e(u)e(v)dfdy.
Qs

We denote the induced norm by |[.|1 o, , and that is equivalent to the usual H'(Qy)
norm via Korn’s inequality and Poincaré’s inequality

g, = | / eul2d,)1/2.
Qf

H(Q,) is topologized with respect to the inner product given by

(o= | e / ofw)e(z)
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We denote by |.]1,, the induced norm by inner product above

wla, = [ otw)ewidt + lufg,.

Qs
This is equivalent to the usual H*(§2s) norm by Korn’s inequality.
2.2. Weak solutions
We consider a weak solution to the system (4) defined to be (u,w,w;) € C([0,T];
H x HY(Qs) x Ly(Qs)) = C([0,T]; H) and such that
° (UOJU(),wl) € H x Hl(QS) X LQ(QS)
u e LQ([O, T], V)
o(w).v € Ly([0,T); H-Y2(T,)) and wq|r, = u|r, € Ly([0,T); H/?(T,))
The following variational equality holds a.e. in t € (0,T)
{ (ut7 ¢)Qf + (E(U), 6(¢))Qf + (Lu7 ¢)Qf + <U(w)'V +9, Qj)) =0 (6)
(wit, P)o, + (0(w), e(¥))a, = (o(w) -v,4) =0
for all test functions ¢ € V and ¢ € H*(Q).
The following well-posedness result has been established in [15]

Theorem 2.1. Let g € Ly([0,T], H-Y/?(Ty)) and (uo,wo,w1) € H there exists a
unique weak solution (u,w,w;) € C([0,T),H) and such that

t
u(®)[5 0, +lw®)F o, + (B o, +/O [lu(s)lf o, + lo(w) - v[2y o 1 Jds

< Ce'[[u(0)[3 o, + [w(0)[F 0, + w:(0) 0, + 1917, 0 m-1/20) (7)
Remark 2.1. Note that the definition of weak solutions postulates trace regularity
o(w) -v € Ly([0,T); H-Y*(T'y)) which does not follow from the interior regularity
of solutions. This is, in fact, “hidden regqularity” on the boundary. Thus, the proof
of existence of weak solutions must involve obtaining the information on boundary

reqularity of the normal stresses. For this step methods of microlocal analysis were
used (see [15]).

2.3. Control objective

The control problem to be considered is of Bolza type: we wish to minimize the
following functional over all g € Ly([0,T]; Ts).

T
J(u,g):/o (gL, + Ru®)Z, @,)lds + [u(T, )L, (8)

where R € L(L2(2y)).

Remark 2.2. The structure of the functional cost can be generalised. Indeed, it is
not necessary that the terminal (Bolza) observation operator is equal to the iden-
tity. However, it is the identity that epitomizes the main intricacy of the problem.
It would be much simpler to study the problem with compact or “smoothing” ter-
minal observation. In such cases one would not have singularity in the feedback
representation.
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3. Semigroup formulation

In order to be able to apply available abstract results, we represent the solution
to (4) via semigroup framework as an abstract equation of the form:

ye = Ary+Bg, yo € H 9)

A—L ANo().v 0 AN
AL(O 0 1>, B<0>. (10)

0 dive 0 0
Here A : V — V' is defined by

where

(Au, ¢) = —(e(u), €(9)), Vo €V (11)
and the Neumann map N : Lo(Ts) — H defined by
Ng =h < {(e(h),e(9)) = (g,9),Vd € V}. (12)

It follows immediately from Lax-Milgram Theorem that the map A € L(V — V)
and the map N enjoys the following regularity property:

N e L(HY2(T,) — V c HYQy)). (13)

This allows to consider the operator A (denoted by the same symbol ) as acting
on H with the domain D(A) = {u € V;|(e(u), e(¢))] < C|d|lm}. A is self adjoint,
negative and generates an analytic semigroup e”* on H. Fractional powers of —A,
denoted by A“ are then well defined, [38]. In particular

|A%eM |y <O, 0<t < 1. (14)

In addition, the perturbation of A — L still generates an analytic semigroup since
L is compact from D(A) to H, see [21]. Let the space X be the trace space
corresponding to V' and X' its dual (with respect to Lo inner product). Elements
of X are defined as X = {z = ¢|r., ¢ € V}. As a consequence, elements of X are
in HI/Q(FS) and they satisfy boundary compatibility relation frg g-v=0.

It was shown in [15] that the operator Az given by (10) and defined on
D(AL) C H — H with

DAL ={ycH:uecV,(A-Lu+ ANo(w).v € H;z € H'(Q,),
divo(w) € L2(Qs); z|lrs = ulr. }
generates a strongly continuous semigroup eArt ¢ L(H).

Remark 3.1. There is another approach available in recent literature that leads to
semiagroup solutions of fluid structure interaction models. This has been pursued in
[5, 6] (also references therein) where the “generator” is explicitly constructed via
non-local Green maps. The main difference between these two approaches is that
our framework has explicit boundary conditions involving strain stresses on the
boundary, which are defined for weak solutions (see Definition 6). In contrast, the
approach taken in [4, 5] does not exhibit boundary traces at the level of weak solu-
tions. These become apparent only for strong solutions. The analysis in this paper
critically relies on the notion of boundary traces defined for finite energy solutions.
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4. Main results

We first recall an abstract result from [32], which provides Riccati theory pertinent
to SECS control systems.

Theorem 4.1. Let U, Y, Z and W be given Hilbert spaces. Spaces U and Y denote,
respectively, control and state spaces while Z and W are observation spaces. We
consider the dynamics governed by the state equation with o state y(t) € Y and
control g(t) € U:

ye = Ay + Bg; on [D(A*)]'; y(s) =y, €Y. (15)

The control problem is to minimize J(g,vy,s,ys) subject to the state equation (4)
over all g € La([s,T);U)

J(9,y,5,ys) :/ [Ry(1)]% + lg()[E:dt + |Gy(T) 3y (16)

under the following assumptions:

(a) A is a generator of a strongly continuous semigroup denoted by e** on the
Hilbert space Y .

(b) The control operator B is a linear operator from U — [D(A*)], satisfying
the condition R(A\, A)B € L(U,Y), for some XA € p(A) where R(\, A) is the
resolvent of A and p(A) is the resolvent set.

(¢) Singular Estimate Control condition: There existsy < 1 and a constant C > 0
such that |RABu|; < Lluly and |GeMBulw < <|ulyfor all 0 <t < 1.

(d) R e L(Y,Z) and the operator: G € L(Y,W) is such that the operator GL7 :
Lo([0,T];U) — W is closeable where Lt is the control to state map at time T .

Then for any initial state ys € Y there exists a unique optimal control
g°(t, s,ys) € La([s, T); U)
and optimal trajectory
y(t,s,ys) € C([0,T], D(A*)) with Ry°(t, s,ys) € L2([0,T), Z)
such that

J 07 07 87 S = min J b b 87 S)-
(9" s,ps) = min I (9,9(9),5,95)
Moreover,there exists a selfadjoint positive operator P(t) € L(Y),t € [0,T) such
that (P(t)x,z)y = J(g°,9°,t,x). In addition, the following properties hold:

(i) The optimal control g°(t) is continuous on [s,T) but has a singularity of order
gamma at the terminal time. More specifically the following estimate holds

1620 5,9l < Tyl s <t <T. (17)

T =1
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(ii) The optimal output y°(t) is continuous on [s,T]| when v < 1/2 with values in
the observation space Z, but has a singularity of order 2y — 1 at the terminal
time when v > 1/2. The following estimate holds:

|Ry"(t,5,ys)|z < lysly, s <t <T. (18)

C
(T _ t)2'yfl+e

(iii) P(t) is continuous on [0,T] and P(t) € L(Y, Loo([0,T];Y)).
(iv) B*P(t) exhibits the following singularity

Clzly
(T —t)

(v) gt 5,ys) = =B P()y°(t, 5,y5), s <t <T. (20)
(vi) P(t) satisfies the Riccati Differential equation with t < T, xz,y € D(A)
(P, y)y + (A"P(t)z,y)y + (P(t)Az,y)y + (Rz, Ry)z

|B*P(t)z|y < ,0<t<T. (19)

— (B P(t)x, B P(t)y)u (21)
tli_)rr% P(t)x =G*Gx Vx €Y. (22)

(vii) The solution of the Riccati equation above is unique within the class of positive
and self adjoint operators such that (19) holds with v < 3.

Remark 4.1. Theorem 4.1 generalizes to SECS systems results that are available
in the analytic case [1, 23, 31].

The main result of this paper is the following Theorem pertaining to the
model in (4) with the functional cost given by (8).

Theorem 4.2. In reference to the model in (4) and the control problem in (8), for
every initial condition yo = [ug, wo,w1] € H, there exists a unique optimal control
g°(t,.) € Ly([0,T);Ts) and a corresponding optimal state

yO(t) = [W(t,.), W’ (t, ), wi(t, )] € ([0, T H x H () x La(€))  (23)
such that J(g",4°) = minger,(jo,7);r,) J(9,y). Moreover,

e the optimal control g° satisfies singular estimate given by (17) with blow up
rate v = 1/4 + €, where € is positive and can be taken arbitrarily small.
o There exists a positive selfadjoint P(t) € L(H) such that

J(goayo) = (P(O)yanO)H-

o [In addition with B given in (10), the feedback-gain operator B*P(t) € L(H —
Ly(Ty)) for all 0 <t < T and at the terminal point t = T blows up with the
rate given by

|B P(t)y|L2(FS) S m

In addition, the optimal feedback synthesis (20) holds.
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e The operator P(t) is a unique solution of Riccati Differential Equation sat-
isfied for t <T with , x = (v1,%2,23),y = (y1,v2,y3) € D(AL)

<Pt$a y>7‘£ + <A2P(t)$, y>7‘£ + <P(t>ALx7y>H + (RxlaRyl)Qf

24
— (B*P(t)x, B Pt)y)r., 24

with the terminal condition
tlin%(P(t)a?)l =z in HVx eH (25)

and operators Ar, B defined in (10).

The main mathematical difficulty of the problem studied is due to the mis-
match of parabolic and hyperbolic regularity occurring at the interface. The strat-
egy pursued in this work is to transport, via the interface, maximal (abstract)
parabolic regularity [28, 17] resulting from fluid component onto the wave dynam-
ics. The generalization of so-called “hidden” [30] regularity of the waves boundary
traces plays a pivotal role in this transfer.

The remainder of this paper is devoted to the discussion of the proof of
Theorem 4.2. The proof is based on the following two main technical ingredients:
(i) sharp hyperbolic-like regularity theory for interface traces of solutions to fluid
structure interaction, and (ii) abstract maximal parabolic regularity [28, 17] ap-
plied to boundary value problem driven by the fluid component.

5. Sketch of the Proof of Theorem 4.2

We shall provide below main steps in the proof of the theorem, while full account
of technical details is given in [33].

The proof of Theorem 4.2 is based on application of the abstract result given
by Theorem 4.1. To accomplish this we need to verify the assumptions imposed
by that theorem. This, in turn, involves verification of several properties of the
generator of the semigroup operators A and of the control operator B.
Generator Aj;, It was shown in [15], that AL generates a ¢o semigroup if L : V —
V"’ is locally Lipschitz and satisfies the condition for any § > 0:

|(Lu, w)| < 6luly, + Cslulf. (26)

The linear operator Lu = (Vv)u + (v.V)u is bounded when acting from V — V’
since v is smooth, and indeed satisfies the condition above. This is sufficient [15]
for the establishment of ¢y semigroup solutions for the system,which are generated
by the operator A;, whose action is given by (10) and the domain given by:

D(AL) ={y € H:ueV,(A- Lju+ ANo(w).v € H;z € H'(Qs),
divo(w) € La(82s); 2|rs = ulr, }.

Remark 5.1. We note that the domain D(AL) is not compact in H. This has been
noticed in [5] in the context of studying strong stability of uncontrolled model [6, 5]
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Control operator B. The operator B, given in (10), is unbounded when acting
from Lo(T'5) to H since AN is an unbounded operator from Ly(T's) — H though
bounded from Lo(Ts) — V.

We begin by asserting that the control operator B is relatively bounded with
respect to the generator.

Proposition 5.1. There exists w > 0 such that R(A\, Ap)B € L(H), where A > w.

Proof. Writing (A, — N)Y = f = (f1, f2, f3) leads to:
Au+ ANo(w).v + Lu— du = f1
z— 2w = fo
divo(w) — Az = f3
z|r, = ulr,,ulr, = 0.

Since Af generates a cg semigroup, there exists w > 0 such that Ay — Al is injective
for all A > w. Setting f = Bg = (ANg,0,0) gives:

_(6(u>7 €(¢>f - <U(w)'l/7 ¢> - (Lu7 ¢)f - )‘(uv ¢)f = _<ga d))avd) ev
—(a(w), e(¥))s + (o (w)v,P) = Mw, ) = 0,¥ € H'(Qy).

Taking ¢ = u,¢ = Aw and using the fact u|r, = z
equations to get

le()[§.0, + Alulg o, + Mo(w), e(w))s + Nwlg o, + (Lu,u)p = (g,u).  (28)

(27)

r. = Aw|p, we add the two

Using inequality (5) we obtain
[uly + wlf g, = dluly + (A = Co)lulfy < Klgl3-1/2r,) +1/2[ul}
Choose 6 so that 1/2 — § > 0 and then A > 0 so that A — C5 > 0 and thus:
ulfr + wl} o, < C|g|§171/2(1‘5)-
Since z = Aw we also obtain the estimate

|Z|%Q < C)\2|9|i171/2(r5)- O

The most critical, and also the most technical property is Singular Estimate
condition satisfied for the pair A, B.

In order to state the result we define a scale of Hilbert spaces parameterized
by the parameter a > 0: H_,, = H x H'7%(Q) x H=%(£). Note that with the
above notation H = H.

Theorem 5.2. The semigroup et and control operator B satisfy the following
Singular Estimate: (SE) for every g € Lo(Ts) and t < Tp, and o« > 0.

c
A
leAE Bylw ., < tl/T‘*‘Jg'LZ(FS)'

The sketch of the proof of Theorem 5.2 is given in Section 6.
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Completion of the proof of Theorem 4.2 Assuming validity of Theorem 5.2 the
proof of the Theorem 4.2 is completed as follows.

The conclusion of the Theorem 4.2 follows from Theorem 4.1, Theorem 5.2
and regularity estimate in (7).

Assumptions (a) and (b) of Theorem 4.1 are satisfied on the strength of the
results presented in Section 4, including Proposition 5.1. Assumption (d) follows
from the fact that R(\, Ar)B € L(H) and from the structure of the operator G
(projection). The most critical assumption is singular estimate in part (c). The
aforementioned follows from Theorem 5.2. To see this we first note that Theorem
5.2 implies that with G = (I,0,0) we have that

C
A A A
|Ge* ' Bglw = |Ge LtBQIO,Qf < e Bgly_, < pryye 19| Lary)

Similarly for all a < 1

C
A A
|Re A Byl < e ' Bgly_, < pyy l9]Lory)

Thus, the hypothesis (c) in Theorem 4.1 is satisfied with v =1/4+e.

Finally, the regularity of the trajectories is stronger than postulated in the-
orem 4.1, but this follows from the estimate in (7). The proof of Theorem 4.2 is
completed.

6. Sketch of the proof of Theorem 5.2
6.1. Supporting Propositions

In order to carry the proof of Theorem 5.2 we need several auxiliary results. These
are given below.

6.1.1. Properties of the Neumann map. In what follows we shall establish addi-
tional properties of the map N defined in (12) and a useful PDE interpretation
of solutions to (6). To this end we define for each (u,p) € V x La(€y) the fluid
tensor 7 (u,p) given by

T(u,p) = e(u) — pl.

Proposition 6.1. Let g € H'/2(Ty). There exists p € Lo(Qy) such that h = Ng
satisfies distributionally

div (7 (h,p)) =0 Q (29)
divh =0 Qy (30)
T(h,p)-v=g in HY*T,) (31)
h=0 Ty. (32)

Proof. The form (e(h),e(¢)) is V elliptic and continuous on V' x V and hence by
Lax-Milgram given g € H~/?(I',) there exists h € V such that: (e(h),e(¢)) =
(g9, 9)r, for every ¢ € V. Hence, the map N is well defined as a bounded linear
operator from H~V/2(Ty) — HY(Q)NH =V,
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Let Ng = h, for some g € H~/2(T;) then

(e(h),e(0)) = (9, )
for all ¢ € V. Consider all ¢ € H}(2f) NV thus

(div e(h), ¢)y = 0.
This implies by De Rham’s theorem that there exists p € L3(f2y) such that
div 7T (h,p) = 0 in the sense of distributions. Since 7 (h, p) € La(€2y), the distribu-
tional derivative div 7 (h, p) coincides with a function equal to zero. Hence, we also
have div 7 (h,p) = 0 a.e., which relation reconstructs the equation in Proposition
4. This also shows (by Divergence Theorem) that for all ¢ € V

(T(h,p)-v,¢)r, = (e(h) —pl, ()
< lolvihlv + plrae;)]

consequently 7 (h,p)-v € X’. On the other hand, definition of the map N implies
for every ¢ € V that

(g, 0)r. = (e(h),e(9)) s = (e(h), €(¢))y — (pI,€0); = (T (h,p) - v, d)r, -
Here we used the fact that (pI,e¢)s = (p,dive); = 0. Hence
<g - T(h’ap) "V, ¢>Fs = 07v¢ ev
and by the definition of X, (¢g—7T (h,p)-v,z) = 0,Vz € X, so g—7T (h,p) - v belongs
to the normal cone in X which can be identified with {\ = kv, k € R}. Redefining

the pressure p by adding suitable constant gives the boundary conditions and the
PDE form of the map N asserted in the proposition. O

Now, we turn to higher regularity of the Neumann map N. The analogous
result is known in the case of Dirichlet boundary conditions [44]. However, in the
case of Neumann boundary conditions, due to the presence of pressure on the
boundary, the issue is more subtle. More specifically, we show that

Proposition 6.2. Let g € HY/?(T'y) then Ng=h € H>(Q;)\V and p € H(Qy).

Proof. To accomplish this, we follow the strategy of Agmon-Douglis-Nirenberg
where it suffices to consider the PDE in the neighborhood of the boundary T's (in-
terior regularity is straightforward) which is accomplished via a partition of unity.
We then differentiate in the tangential direction by introducing the tangential dif-
ferential operator S with respect to the boundary I's to obtain the local problem
in a collar neighborhood of the boundary I'y. The operator S = Z?Zlbi(m)a%i is a
first-order operator (time-independent) with b; smooth in €2, such that S is tan-
gent to I's. Applying S to the system and denoting by [D,S] the commutator of
S with an operator D. Let Sh = h and Sp = p and applying S to the system

dive(h) — Vp = [dive,S]h— [V,S]p  Q (33)
e(h)v=g+pv—+pv+[er,S]h T, (34)
divh € Ly(Qy). (35)
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Integrating against h we obtain
_(EZAL Eﬁ) - <g7 ]ib> - <plA/, iL) - <[6'V7 S}h7 ]ib> + (ﬁv div ]AI) = ([le €, S]h7 iL) + ([V7 S]p7 iL)

Now, § € H-'/2('y) and p|r, € H~Y/?(T,) while the commutator [dive,S] is a
second-order differential operator and both [V, S], [e.v, S] are first-order differential
operators. Hence, we estimate the V norm of h as follows

lehf5.0, < [191-1/2.,0, +Ipl-1/2,0, + hl-1/2,0.] IRl1j2r,
+ [ploo, |Sdiv hlo., + |h|-1,9, k|10, + [pl-1.9,]kl10,
Since h is divergence free div h = 3i,;Dib;Djh;, so Sdiv h = Vh and

(36)

. Cr..
|€h|3,szf < 35 [|9|31/2,r5 + |p|31/2,r5 + |h|31/2,r5
+ploo, + 10121, + P12 q, | + dlhlia;-

Finally, choosing 6 = 1/2 and using the fact that the H' norm of h and Ly norm
of p are continuously dependent on the H/2(T,) of the trace g by Proposition 6.1

W%,Qf < K'Q'%/Q,FS'

Hence, h € H'(Qy). Let v = D.h = Vh.r then v € H'(Q) and D,v,D,v €
Ly(Qy). To show h € H?*(Qy) it remains to show D2 h € Ly(Qy). Let z = D, h,
and notice that divz € Ly(§2y) which follows from h being divergence free.

Let v = (n1,n2,n3) the unit normal vector to the boundary T's while 7
and k two linearly independent tangential unit vectors to the boundary I's at a
given point m € I's. Let ¢ be any point in {1y such that ¢ has the same z and y
coordinates as m. With v, 7 and k at ¢ defined to be those at m, we rewrite z at
any such g as

z=(zv)v+ (2.7)T + (2.K)k.

Choosing tangential and normal coordinates, 7 = 1

/2 2
n3+ny

(n3,0,—n1) and kK =

\/ngl_‘_—n,{,(—nlng, nZ +n?, —nzns).
Since all the tangential derivatives D,z, Dz € L2(Qy) and 7,k are C! func-
tions while divz € Ly(€25)), one obtains

DV(Zln1) + DV(ZQnQ) + DV(Z?,ng) S Lg(Qf).
With v € C! and z € Ly(Q5) we then have
n1Dl,Zl + nQDVZQ + ngDVZg), S LQ(Qf). (37)

On the other hand, since we know the tangential derivative of h is € H' (), we
also have D, (z.7) = D,,(h.T) € L2(Qy) and similarly D, (z.k) € L2(2y). Thus:

13 "L D,z € La(9y) (38)

\/”§+”% \/”§+”1

—L =D,z + mDu@ - &QQDUZB € La(S2y). (39)

\/n§+n1 \/n§+n1

Duzl -
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These three equations 37, 38 and 39 produce a system M D,z =b € [L2(Qy)]?

n n2 n3
ns 0 ni

M = ,/ng-‘rnf \/ng-‘rnf
nin2 [0r2 2 nzn2

R L A — n + n L LA —

V/n3+n3 S RVAT F

The coefficients of the matrix are continuous and its determinant is 1, which gives
the desired result of D,z € Lo(Qy).

Therefore, h € H?(Q;) (V. It also follows that p € H*(Qy) and e(h).v €
H'/2(T,). In addition, the following estimate is implied:

|hl 2,y < CllblLyp) + Db gy + | Dihla )+ Duhla o] < Clglaver,)-

We conclude that N is bounded from H'/2(T's) — H?(Qy).

By interpolation, N € L(H*(Ts) N X' — H*T3/2(Q;) N V), for —1/2 < s <
1/2. The above regularity can be extended to a full range of s, but this will not
be needed in this paper. O

Some further properties of N, relatively straightforward consequences of
Proposition 6.1 and Proposition 6.2, are given below.

Proposition 6.3.

1. The map N*Au = —u
to Lo topology.
2. N € L(Ly(Ty) — D(A¥4=)) N L(HY?(Ty) — D(AY?)) for all € > 0.

r.,u € V where the adjoint is computed with respect

Remark 6.1. We note that the method of the proof of Proposition 6.2 also leads to
higher regularity of the map A~'. Indeed, one obtains A= : H — H?*(Qs)NV (see
[14]). The above reqularity, along with interpolation, allow us to identify domains

of fractional powers of A as
D(A%) ~ H?(Qy), 0 <0 < 3/4 (40)
D(A%) ¢ H*(Qy), 6 €[0,1].

6.2. Proof of the Singular Estimate

6.2.1. Supporting Lemmas. We begin with the following regularity result estab-
lished for boundary traces of dynamic wave equation [15].

Lemma 6.4. Let wo,w; € HY 1(Qg) x H*(Q) with 0 < o < 1/4 and let f €
Ly([0, T); H'/2(T,)) and w the solution to the wave equation

wy — divo(w) =0 Qs = Qs x 0,7
w(O, ) = Wo ,wt(o, ) =u Qs (41)
we=f ¥, =TI,x[0,T].

Then w can be decomposed into wy +ws such that o(wi).v € C([0,T]; H~/?(Ty))
and o(ws).v € La(Xs) = Lo([0,T] x Ts). If further f € H*(Xs) then o(ws).v €
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H*(Xy). Moreover, we have the following estimates
|‘7(w1)-V%([o,T];Hfl/Z(rs)) < K“woﬁ,ﬂs + |w1|g,§zs + |f|2LQ([o7T];H1/2(rS))] (42)
|U(w2)-’/|?{a(zs) < K[lwoli a0, + [wil2a, + |f|?{a(zs)]- (43)
We next state the improved boundary regularity for the velocity field u.

Lemma 6.5. Consider the uncontrolled system (6) with g = 0. If in addition the
initial condition [ug, wo,w1] € La(S2) x HT¥(Q) x H*(Qy) for 0 < a < 1/4,
then ulr, € H*(3s) and the following estimate holds

|U|§1a(zs) < CT(|U0|3,Qf + [wolf a0, + w2 a,) (44)

The proof relies on the decomposition given by Lemma 6.4, Proposition 6.3
and abstract parabolic maximal regularity methods from [28]. The details are given
in [33].

6.2.2. Proper proof of Theorem 5.2.

Proof. Tt is equivalent to prove the following estimate for every yo = [ug, wo, w1] €
H x H7(Q) x HY(Qs) = Ha:
At 1o c
|B*e” " | wo | |n < m|yO|HxH1+a(sls)xHa(szs) = tl/TJrJyolHa- (45)
w1

This term represents the solution [&, W, w;] to the adjoint system of (6), when the
initial condition is ug,wo, w1 € H x HFT¥(Q,) x H*(Qy). Here, the semigroup
eALt gives the solution to the equation 7, = A5 4, § = (4, W, w;) expressed below

(U, @)5 = —(e(a),€(9))y — (L7 §)y + (001, §)
(s, 1) = (div o (), ), (46)

Welp, = —4|p

for all ¢ € V,9p € H* (). The system above is regularity-wise equivalent to the
system in (6) with g = 0. Moreover, A% also generates a ¢g semigroup on H using
the same argument as that used to show that Ap generates a ¢y semigroup since
L* : V — V' satisfies the same condition as L, see [15]. Hence, the same regularity
as in (7) holds for the solution § = [d, W, 2] to the adjoint system.

t
()2, + / a2, + |o(@) - v 1 o, ds < Cet[giol2,. (47)

In addition, results of Lemma 6.4 and of Lemma 6.5 are valid with (u, w) replaced
by (i, ). In order to establish (45) we compute the adjoint B*eAL? obtaining

Ug Ug
Bt | wy | = [N*A,0,0e 2t | wy | = N*Ad|r, = ir,.
w1 w1
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It is sufficient then to estimate the norm of 4(¢t)|r, in Lo(Ts) for solutions of (46).
We denote @(t)|r, = U (t) + Ua2(t) + Us(t) + Us(t) where the terms U; are defined

as follows:
Uy = N* Ae?tug (48)
Us = / t N*AeA =) AN (i) (s, .).vds (49)
0
Us = /Ot N*AeA=%) AN (1d3)(s, .).vds (50)
Uy = /t N*AeA =) L4 (., s)ds. (51)
0

Estimate for U;. The term U; is precisely the source of the singular estimate and
it is estimated on the strength of Proposition 6.3 and (14)

* * —€ € C
UL ()| La(r.y = [N* Aetug|pyr,) < [N*AY A= e A ug| L,y < si7are Yol

Estimate for Us. Estimating U, and Us involves using properties of A and the
Neumann map N and the estimates from Lemmas (6.5), (6.4):

¢
C N
|Ua(t)|Ly(r.) S/O mlAl/QNU(UH)(S,.).V|L2(Qf)d8

< Ct1/4_€|0(w1)'V|C([O,T];H*1/2(FS)) < Crlyoln

where we have used Proposition 6.3 and

C

IN*AAD A2 e < e

Estimating Us. Note that Ho+t1e/2+1/2(D % [0,T]) € C([0, T); L2(T)) by Sobolev
embedding theorems in one dimension. On the other hand Uj is the restriction on
the boundary T’y of parabolic solutions driven by Neumann data o(13). Thus Us
satisfies the following estimate

Us(t)|o(r,) < |Uslgatiiarzriszis,)xpo,m)
< K|O’(1Z)2).V|Ha,a/2(zs) < K|O’(1U2)-V|Ha (Zs)-

We next apply the estimate (43) from Lemma 6.4 and estimate in Lemma 6.5 to
obtain:

\Us()| Loy < Kl ge(s,) + Yol mx mi+e @u) x e (0.)]
|Us(t)|Lo(r.) < Krlyolmx mive o) xme (@) = K7|Yoln.

with any 0 < a.
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Estimate for Uy. In estimating U,(t) we evoke again Proposition 6.3 and (47)

t
Ua()l2airy < / IN*AeA9) La(s, )| Loy ds
< K/ |A1/4+6 A(t— S)L* ( ")‘LQ(Qf)dS
< K/ 1/4+6 lulvds < Crlul,jo,15v) < Clyoln.
Collecting the estimates of Uy, Us, Us and U, leads to

* N C
|B*eALty0|L2(FS) = |a(t)|pyr,) < m|y0|7{a.

By duality, the above implies [e42'Bgly,_, < Ct~/4¢|g|,r.). O

7. Conclusions and questions

e We have shown that the control problem defined for fluid structure interac-

tion with the functional cost given by (8) admits optimal feedback synthesis
expressed via Riccati operator. The gain operator is regular up to terminal
point and it blows up with the rate (T — ¢)*/4* at the terminal point. The
result obtained depends on the validity of Singular Estimate Theorem 5.2.
This, in turn, relies on parabolic-hyperbolic mixing that involves transfer of
maximal parabolic regularity on one hand, and propagation of hyperbolic
hidden regularity, on the other hand.

One could generalize the result of this paper by considering more general
functional penalizing also solid components of the structure. This could be
done in a straightforward manner provided that the penalization is controlled
by H_, norms with a > 0. Whether one can take o = 0 remains at present
an open question. One way to address this question is by exploiting a more
microscopic Riccati theory developed in [2]. This theory replaces global sin-
gular estimate condition by a local version of it and adds another regularity
condition. However, the final result obtained is weaker, as it provides po-
tentially unbounded gain operator B*P(t) (though densely defined). It is
possible (conjectural at this stage) that this theory could be applied to the
model under consideration. The success of this approach depends on feasi-
bility of obtaining additional regularity properties of the system (as it was
accomplished for system of thermoelasticity in [3]).

We note that the variational formulation of weak solutions to fluid struc-
ture interaction model is amenable to “friendly” numerical implementations.
The test functions considered are “independent”, as they are not required
to satisfy compatibility conditions on the interface . This is in contrast with
other variational approaches which reinforce total matching on the interface
[26, 24, 16]. An advantage of having unconstraint test functions is eminent
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when designing FEM approximations for the control problem [44, 25, 35, 36].
Functions ¢ and ¥ do not need to match on I';, thus discrete structures are
not required to satisfy any extraneous conditions.

e In the spirit of the comment above, it would be interesting to pursue nu-
merical analysis of the feedback control problem considered in this paper.
There are many techniques available for effective solving of Riccati equa-
tions [35, 8, 9, 18] and references therein. Of particular interest is numerical
verification of the blow-up asymptotics at the terminal point of the process.
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Single-step One-shot Aerodynamic
Shape Optimization

Emre Ozkaya and Nicolas R. Gauger

Abstract. In this paper we consider the shape optimization of a transonic air-
foil whose aerodynamic properties are calculated by a structured Euler solver.
The optimization strategy is based on a one-shot technique in which pseudo
time-steps of the primal and the adjoint solver are iterated simultaneously
with design corrections done on the airfoil geometry. The adjoint solver which
calculates the necessary sensitivities is based on discrete adjoints and derived
by using reverse mode of automatic differentiation. A new preconditioner
which is derived by considering an augmented Lagrangian formulation of the
optimization problem is employed in order to achieve bounded retardation of
the overall optimization process. A design example of drag minimization for
an RAE2822 airfoil under transonic flight conditions is included.

Mathematics Subject Classification (2000). Primary 99Z99; Secondary 00AQ0.

Keywords. Aerodynamic shape optimization, one-shot optimization, transonic
airfoil optimization, automatic differentiation, fixed point solver.

1. Introduction

Computational Fluid Dynamics (CFD) is nowadays an essential part of aero-
dynamic design processes. During the past decades, CFD simulations evolved
from basic inviscid potential solvers to Navier-Stokes solvers with complex tur-
bulence and transition models. Along with the tremendous increase of compu-
tational power, CFD simulations, performed on meshes with several millions of
grid points, are already state of the art. Mathematicians and engineers work on
the goal to integrate efficiently CFD simulations into optimization strategies, even
though derivative free optimization methods are preferred in industry, because of
their simplicity. But derivative free optimization methods need several hundreds of
function evaluations, even in the case of only a few design variables, and therefore
they are inefficient, because in aerodynamics the simulation part is expensive in
terms of computational costs. This is the reason why in detailed design one should
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prefer deterministic gradient-based optimization strategies. In our work, we fo-
cus on a special class of gradient-based methods, the so-called one-shot methods,
where pseudo-time steps of the CFD solver and the design changes are performed

simultaneously.
Let us consider the following optimization problem:
min - f(u,y) s.t. c(u,y) =0 (e.g..f(y,u) = Caly, u)). (1.1)

Here, u € U denotes the vector of design variables defining the shape of the
airfoil, and y € Y denotes the vector of state variables. In our application, the
cost function f(y,u) is the drag coefficient C;. We assume that Y, U and their
Cartesian product X = Y x U are Hilbert spaces. ¢(u,y) = 0 is a PDE that
governs the fluid flow around the airfoil, e.g., the compressible Euler equations.
The aim is to decrease the drag force exerted on the airfoil and to satisfy the
primal feasibility, i.e., the flow field satisfies the compressible Euler equations. For
simplicity, we focus on this unconstrained drag reduction case. Lift and pitching
moment constraints are expected to be an extension of our work in the future.

The governing equations and the applied CFD solver will be introduced in
detail in Section 2.

As the compressible Euler equations cannot be easily solved numerically due
to the appearance of high nonlinearities, one usually uses quasi-unsteady formu-
lations which are solved by explicit finite volume schemes stabilized by artificial
dissipation and Runge-Kutta time integration. These pseudo timestepping schemes
are most efficient in combination with geometric multigrid. That is to say, that
our state equation c(y,u) = 0 is solved by a contractive fixed point iteration
Y1 = Gyr,u), Le., [[Gyl| < p < 1.

Consequently, we can rewrite the optimization problem (1.1) as

muin flu,y) sit. y=G(u,y) (1.2)

and we define the Lagrangian function
L(u,y,9) = f(y,w) + (Gly,u) =) "7 = N(y.7,u) —y"7 , (1.3)
while 7 denotes the adjoint state vector (or co-state vector). Furthermore, we call
N(y,g,u) = fy,u) + Gy, u)"y (1.4)

the shifted Lagrangian.
If we derive the KKT conditions for the problem (1.2), a KKT point
(Yx, Js, us) has to satisfy the following conditions:

Yo = Gy, us)
Y = Ny(y*a?*vu*)T = fy(y*vu*)T + Gy(y*,u*)Ty* (1.5)
0= Nu(yu, T i) = fuly, ua)” + Guu (Y, ua) 7,
Rather than first fully converging the primal state using
Yr+1 = G(yk, u) — primal feasibility at y. (1.6)
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and then fully converging the dual state applying

Tr+1 = Ny(y, Jx, u) — dual feasibility at g. (1.7)
before finally performing an “outer” optimization loop
U1 = U — B;lNu(y,y, ug) — optimality at u, | (1.8)
we suggest an extended single-step one-shot iteration of the form
Y1 Gk, ur)
gk+1 - Ny(yk,gk,Uk)T . (19)
Uk 41 u — By "N (yr, G, u) T

For computing the optimization correction ujy1 — uy, one has to choose a suitable
preconditioner By.

In our present work, we employed a new type of preconditioner based on the
descent of an augmented Lagrangian function, cf. [8].

We will introduce this preconditioner in detail in Section 3.

Throughout this paper we also aim to satisfy a bounded cost deterioration
[14], such that the cost of the coupled iteration (1.9), i.e., the one-shot optimization
process, is proportional to the cost of a single state simulation:

cost of optimization

=c. 1.10
cost of simulation ¢ ( )

From this it follows, that the cost of an optimization is independent of the
number of shape parameters, i.e., the size of the vector u. As far as calculations of
derivative vectors are concerned, we recommend the use of automatic differentia-
tion (AD) tools instead of applying continuous adjoint calculus or finite differences.

In Section 4, we will consider several methods for calculating derivatives as
well as pros and cons of the different methods.

Finally, in Section 5 we present numerical results, that have been achieved
for the drag minimization under transonic 2D Euler flow.

2. The aerodynamic design chain and its flow solver

In this section we state the governing equations of the flow field around the airfoil
and the corresponding CFD solver. We will also briefly cover all the computa-
tional steps between the shape parametrization of the airfoil and the aerodynamic
coefficients and forces.

2.1. Governing equations and boundary conditions

Since we are interested in drag reduction in transonic flow regime, the compressible
Euler equations are an appropriate choice. They are capable of describing the
(inviscid) shocks, which are the main sources of the pressure drag.

Even though the flow is not unsteady, the solution is obtained by integrating
the (quasi-)unsteady Euler equations in time until a steady state is reached. Note
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that these time steps do not physically mean anything, therefore they are called
pseudo-timesteps.
For 2D flow, the compressible Euler equations in cartesian coordinates read:

pu pv

ow Of 0Og . pu? +p puu

=2, 2 th f = dg= 2.1

ot Tas T 3y 0 with f P and g o tp | (2.1)
puld pvH

where w is the vector of conserved variables {p, pu, pv, pE} (p is the density, u
and v are the velocity components and F denotes the energy).
As far as the boundary conditions are concerned, we assume the Euler slip

condition on the wall (7777 = 0) and free stream conditions at the farfield. For a
perfect gas holds

1
p=(-1p (E -5+ v2)> (2:2)
and
pH=pE+p (2.3)
for the pressure p and the enthalpy H.
The pressure coefficient C,, and the drag coefficient Cy are defined as
2(p B poo)

=——— 2.4
Cpi= A (2.4

1
Cq:= —/ Cp(ng cosa+ ny cosa)dl . (2.5)
Cret Jo

ref

2.2. Shape parametrization

In aerodynamic shape optimization, there are mainly two ways of doing the shape
updates: Either parameterizing the shape itself or parameterizing shape deforma-
tions. In [10] these possibilities are investigated in detail. In the following, we take
the second approach, such that an initial airfoil shape is deformed by some set
of basis functions that are scaled by certain design parameters. Here, the basic
idea of shape deformation is to evaluate these basis functions scaled with certain
design parameters and to deform the camberline of the airfoil accordingly. Then,
the new shape is simply obtained by using the deformed camberline and the ini-
tial thickness distribution. The result is a surface deformation that maintains the
airfoil thickness.

We have chosen Hicks-Henne functions, which are widely used in airfoil op-
timization. The Hicks-Henne functions are defined as

log 0.5\ b
hap : [0,1] = [0,1] : hay(z) = (Sin iz Togs ) : (2.6)

where b is fixed as 3.0 and a varies from ni% to Z—ig and n being the number of

design parameters. These function have the positive property that they are defined
in the interval [0, 1] with a peak position at a and they are analytically smooth at
zero and one.
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Hicks-Henne coefficients 1

:

Initial surface X, —* DEFGEO

lDeformed surface X

DIFGEO

Difference vector X—X

Initial mesh M1, MESHDEFO

¢ Deformed mesh M

TAUIj

Aerodynamic coefficients

c, C, C,
FIGURE 1. Design chain

The normalized airfoil shape is deformed by using Hicks-Henne functions
multiplied by the design parameters u;:

A camber(z) = Z u;h{a,b} () and camber(xz)+ = A camber(x) . (2.7)

2.3. Design chain

After deforming the airfoil geometry, the next task is to deform the initial mesh.
To do this, we use a modular approach by using several tools. Firstly, the airfoil
geometry z; is deformed by using the tool defgeo. Afterwards, a difference vec-
tor dr = x5 — x is calculated by the tool difgeo and finally another tool, called
meshdefo, performs a mesh deformation by using this difference vector. This ap-
proach is also very advantageous in terms of gradient computations, since we have
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to differentiate only the simple structured mesh and shape deformation tools,
instead of complex mesh generators. The design chain between the design param-
eters (Hicks-Henne coefficients u;) and the aerodynamic coefficients is illustrated
in Figure 1.

2.4. CFD solver

The numerical solution of (2.1) is computed by the TAUij code, which is a struc-
tured quasi 2D version of the TAU code, developed at the German Aerospace
Center (DLR). For the spatial discretization the MAPS+ [11] scheme is used. To
achieve second-order accuracy, gradients are used to reconstruct the values of vari-
ables at the cell faces. A slip wall and a farfield boundary condition are applied.
For the pseudo timestepping, a fourth-order Runge-Kutta scheme is applied. To
accelerate the convergence, local time stepping, explicit residual smoothing and a
multigrid method are used. The code TAUij is written in C and comprises approx-
imately 6000 lines of code distributed over several files.

3. The suitable preconditioner B,

In this section we will briefly introduce a suitable preconditioner in order to achieve
the goal of bounded cost deterioration. The reader might take a look at [7] and [8]
for more details on the derivation. Griewank et al. suggest to look for descent on
the merit function of the augmented Lagrangian

_ « _ 2 _ _
L*(y,j,u) = EIIG(ym)*yIIQJrgIINy(y,yytL)TfyH + Ny, 7,u) -7y, (3.1)

where the two weighting coefficients a and § are strictly positive reals. The aug-
mented terms represent the primal and the adjoint state residuals.

In [8] it has been proved that L® is an exact penalty function if the so-called
correspondence condition

afAG) AGy = I+ BNy, with AG, =1-G, , (3.2)
is fulfilled.

In the same paper it is also demonstrated that the step increment vector s
of the extended iteration (1.9), which is defined as

Ay G(y,u) —y
s(y.gou)=| Ay | = | Ny(y,5,u)" =7 , (3.3)
AU _B_lNu(y7y7u)T

yields descent on L® for all large positive preconditioners B if the descent condition

_ — — 1
aBAG, = (I+ gNyy)(AGy)—l(H gNyy), with AGy = 2(AGy + AG)), (3.4)
is satisfied.
Once the weighting coefficients a and ( are chosen such that

VaB(l—p)> 14+ 2 [Ny (35)
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both inequalities (3.2) and (3.4) are fulfilled and thus L* is an exact penalty
function on which the increment vector s yields descent for a sufficiently large
preconditioner B.

Furthermore, in [8] it has been proven that any preconditioner fulfilling

1
B> By = ;(aGqu + BN} Nya) (3.6)
while

c=1-p— —F-——"— | 3.7
aB(l —p) (37)

yields descent on the augmented Lagrangian L®.

A reasonable way to find a suitable B is to solve

Igin Ly + Ay, 7+ Ay, u + Au) (3.8)

and then identifying B from the obtained solution of Au = —B~!NZI. Further-
more, from (3.8) and by considering a quadratic approximation of L*, we obtain
the following optimization problem:

1
min s"VL(y,7,u) + 55" VAL (y,7,u)s , (3.9)

where s is the increment vector (3.3). Then (3.9) leads to the equivalent minimiza-
tion problem

rgin o(Au) , (3.10)
where ¢ is the quadratic function given as follows:
1
o(Au) = AuT (VL* + Vyy L*Ay + V.5 L*AT) + EAUTVWL“Au

) (3.11)
~ ATV LYy + Ay, G+ Ay, u) + §AuTVuuL“Au .

Therefore, whenever V., L% is positive definite, the solution Awu of the minimiza-
tion problem (3.10) is defined by
Au= -V L(y, 7, u)Vo L (y + Ay, T + AT, u) . (3.12)
And thus B ~ V,,, L% Moreover, at feasibility (Ay = 0 and Ay = 0), we obtain
Au=—B7'N,(y,7, u)T , where B = aGZGu + BNyTuNyu + Ny - (3.13)
Note, that for the exact Hessian holds
Vuul® = oG Gy+ BNy Nyu + Nuw+ (G = )" Guu + BNy —7)" Nyuu - (3.14)

When primal and dual feasibility are satisfied, then the last two terms are zero,
since G = y and NyT =7, and we get the expression (3.13) for B.

Since the computation of B derived from (3.13) involves matrix derivatives
that may lead to expensive calculations, we aim to find an approximation by using
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BGFS updates [12] rather than computing it exactly for each iteration. Since
B =~ VL%, we have

BAu =V, Ly, g, u)Au = V, L (y, 7, u + Au) — V, L (y,7,u) . (3.15)
Thus, we may employ the above approximation as a secant equation into the
update of H (B~1). Therefore, we may impose

Hi 1Ry, = Aug, where Ry := Vo, LYk, Up, U+ Aur) — Vo L (Yr, U, uk) - (3.16)
The secant equation (3.16) has a solution only if
RT Auy, >0 (3.17)

is satisfied. Therefore, we check this condition in all iterations and make a BFGS
update, whenever it is satisfied. Otherwise, we simply set B = I. As far as the
BFGS update is concerned, there is no need to make an update of B and then
inverse it; we can directly update the inverse of it by using the formula [12]

Hyy1 = (I — riAup RO H (I — riRE Auy,) + riAugpAul (3.18)
where 1, = m. Now, the only difficulty left is to calculate the term V,L®.

In the next section, we will address the computation of this term by automatic
differentiation (AD).

4. Gradient computation and implementation issues

In this section, firstly, we consider several approaches for computing gradient vec-
tors. Then, we will address implementation issues concerning the coupled iteration
(1.9) and the computation of the preconditioner B.

One of the key points in aerodynamic shape optimization with gradient-based
methods is the computation of the derivatives. Since we are interested in satisfy-
ing the bounded deterioration as stated in Section 1, we will turn our attention to
methods in which the computational cost is independent of the number of design
variables (i.e., dim(u)). Continuous adjoint approaches as well as the use of the
reverse mode of automatic differentiation (reverse AD) yield this important prop-
erty. One of the difficulties with continuous adjoint approaches is their complex
mathematical treatment and in particular their implementation, which is error
prone. Instead, in order to exploit the domain specific experience and expertise
invested in the simulation tools, we propose to equip them in an automated fashion
with adjoints by the use of AD tools.

Therefore, we make use of the AD tool ADOL-C [2]. The freeware package
ADOL-C is a tool in order to differentiate computer programs written in C or C++.
Reverse and forward modes are available as well as the capability to derive first-
and higher-order derivatives. Since ADOL-C is based on operator overloading, it is
necessary to tape all operations that are done on the active variables (the variables
which are to differentiate with respect to the selected independent parameters) on
memory or disk. Usually a buffer size is defined by the user and the tapes which
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are larger than this predefined size are written on the disk instead of the memory.
Reading and writing operations from the disk is time consuming. This is why
memory should be used instead of storage on disk, whenever it is possible. Since
we use a one-shot approach rather than a hierarchical approach, we need to tape
only one pseudo-time step in each iteration instead of the whole time-stepping.
This is of course very advantageous, since the tape sizes would be extremely large,
even for the case of rather coarse meshes, because the tape size of a primal iterate
would be multiplied by the number of pseudo-timesteps. Nevertheless, in [4] it
is demonstrated how to overcome this kind of drawbacks in cases of hierarchical
approaches by the so-called reverse accumulation of adjoints [5].

As previously stated, for the coupled iteration, we need to evaluate several
derivative vectors

V.L* = aAy" G, + BAT Ny + Ny (4.1)

in order to update the design vectors u.

Furthermore, we need to evaluate the terms IV, for the update of the adjoint
states y.

Note, that all expressions in (4.1) are either vectors or matrix vector products.
Several subroutines of ADOL-C allow us to calculate these matrix vector products
easily by using the reverse mode of AD for the first-order terms and reverse on
tangent for the second-order term. These routines are namely

int fos_reverse(tag,m,n,u,z)
for the first-order terms and
int lagra_hess_vec(tag,m,n,x,v,u,h)
for the second-order term 3AG” N,,. In this connection, we have the declarations

short int tag // tape identification

int m // number of dependent variables
int n // number of independent variables
double x[n] // independent vector

double v[n] // tangent vector

double ul[m] // range weight vector

double h[n] // resulting second-order derivatives
double z[m] // resulting adjoint vector

while h = uTV2F(x)v and 2T = uTF'(z). For detailed information about the
ADOL-C subroutines, the reader might refer to [2].

For the differentiation, we simply set the independent vector [X] = [u;y]
and the dependent vector [Y] = [N;y] and correspondingly calculate N inside the
routine that returns the goal functional Cy. It should also be mentioned that, apart
from Ny, the derivatives with respect to the design parameters u are propagated
within the design chain in the reverse order as vector matrix products. In addition
to the flow solver, the other programs of the design chain, namely meshdefo, difgeo,
defgeo, have to be differentiated, too. In [1], this reverse propagation of the adjoint
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vectors is covered in detail, and comparisons of the resulting adjoint sensitivities
versus finite differences are also illustrated.

In order to demonstrate the backward propagation of the derivative vectors,
which depend on u, we consider the last term N, of the gradient V,, L. By use of
the chain rule, we express this term as

ON _ ON 9m Odx Oz (4.2)
Ou  Omddr dx Ou '

Starting with the first term from the left, the adjoint vector is propagated in reverse
order by vector matrix products. Therefore, we firstly calculate g—%% and then
proceed in the same way with the other terms.

5. Numerical results

We apply now the single-step one-shot method and the related preconditioner By,
which were derived in the previous sections, to the drag reduction of a RAE2822
airfoil under transonic inviscid flow conditions. As design variables we choose 20
Hicks-Henne parameters, as mentioned in Section 2.

For the sake of simplicity, we do not update the values a and ( of the aug-
mented Lagrangian in each one-shot iteration, but we keep them constant through
the whole optimization process. If we recall the descent condition (3.4), we see
that the choice of large numbers for the weighting coefficients « and (3 assures de-
scent in L®. However, making these coefficients unnecessarily large, slows down the
coupled iteration. On the other hand, assigning small values to these coefficients
boosts up the speed of convergence. However, the state and adjoint state vectors,
which do not satisfy some certain levels of primal and dual feasibility, cause erro-
neous sensitivity calculations. Hence, the coupled one-shot iteration might diverge
and the whole optimization process may not be stable. Therefore, a compromise
should be made, while selecting the values for o and (3.

In order to determine these coefficients, the following method is proposed:
By deriving a and (3 from the descent condition, we may minimize « as a function
of 3, such that

. 1+48
min Vo = A=p)v3 with 0 = || Ny, (5.1)
which leads to the following values:

20
(1—p)?"
Here, we might assume ||N,,|| = 1. This assumption is tested and justified in [6]
at least for contractive fixed point solvers based on elliptic PDEs.

As a stopping criteria, we choose |Au| < €, where € is a user defined tolerance.
For our particular application we have chosen € = 0.0001.

As flow conditions, we have an inflow Mach number of M., = 0.73 and an
angle of attack of a = 2°.

8= g and o = (5.2)
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FIGURE 2. Optimization history

Within the first 30 iterations, in order to smooth out possible oscillatory
effects, caused by the initialization of the flow field, we do only updates of the
state and the adjoint state, without changes of the airfoil geometry. Then, from
the 31st iteration on, we do the single-step one-shot iteration as stated in (1.9).

Figure 2 shows the optimization histories of the augmented Lagrangian, the
cost functional Cy, the primal as well as the adjoint state residual. We observe,
that after approximately 1600 iterations, the coupled iteration converges and the
drag coefficient is reduced drastically.

Figure 3 shows the pressure distributions and geometries of the initial and
optimized airfoils. For the optimized airfoil we observe, that the initial shock could
be completely eliminated. It is well known, that this is only fulfilled for the correct
physical optimum.

Figure 4 shows the convergence history of the flow calculation, just for the
initial RAE2822 airfoil. After approximately 400 iterations, the single iterating
primal state solver reaches the same level of convergence as the primal states in
the coupled iteration, i.e., during the single-step one-shot approach.

Consequently, we just measure a deterioration factor of 4 from the simulation
to the one-shot optimization.
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FIGURE 3. Pressure distributions and geometries of initial and opti-
mized airfoils

6. Conclusion

We presented the development of a single-step one-shot approach for the efficient
transition from simulation to optimization. This methodology is in principle ap-
plicable to all areas of scientific computing, where large scale governing equations
involving discretized PDEs are treated by custom made fixed point solvers. To
exploit the domain specific experience and expertise invested in these simulation
tools, we proposed to extend them in an automated fashion by the use of AD tools.
A new preconditioner which is derived by considering an augmented Lagrangian
formulation of the optimization problem was employed in order to achieve bounded
retardation of the overall optimization process. In particular, we focused on an ap-
plication in aerodynamics to optimize the RAE2822 airfoil under transonic flow
conditions. It turned out, that with the suggested single-step one-shot approach
an optimization could be performed for this case by the numerical costs of just 4
flow calculations.
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Shape Differentiability of Drag Functional
for Compressible Navier-Stokes Equations

P.I. Plotnikov, E.V. Ruban and J. Sokolowski

Abstract. Compressible, stationary Navier-Stokes (N-S) equations are con-
sidered. It is shown, that the model is well posed, i.e., there exist weak so-
lutions in bounded domains, subject to inhomogeneous boundary conditions.
The shape sensitivity analysis is performed in the case of small perturbations
of the so-called approximate solutions. The approximate solutions are deter-
mined from Stokes problem. The differentiability of solutions with respect to
the coefficients of differential operators is obtained, therefore, the shape dif-
ferentiability of the drag functional can be shown. The shape gradient of the
drag functional is derived in the classical and useful for computations form,
an appropriate adjoint state is introduced to this end. The proposed method
of shape sensitivity analysis is general, and can be used to establish the well-
posedness for distributed and boundary control problems as well as for inverse
problems in the case of the state equations in the form of compressible N-S
equations.

Mathematics Subject Classification (2000). Primary: 76N10; 35Q30; Secondary:
35A15; T6N15.

Keywords. Shape optimization, compressible Navier-Stokes equations, drag
minimization, transport equations, necessary optimality conditions.

1. Preliminaries

Shape optimization for compressible N-S equations is considered in the literature
to be important for applications, we refer the reader, e.g., to [9] for a review, and
to [10] for general framework in incompressible case. The results presented in the
paper lead, in particular, to the first-order optimality conditions for a class of
shape optimization problems for compressible N-S equations.

The shape optimization for compressible N-S equations is a field of active
research, e.g., in aerodynamics. The main difficulty in analysis of such optimiza-
tion problems is the mathematical modeling, i.e., the lack of the existence results
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for inhomogeneous boundary value problems in bounded domains [18]. The au-
thors already proved the existence of an optimal shape for drag minimisation in
three spatial dimensions under the Mosco convergence of admissible domains and
assuming that the family of admissible domains is nonempty [17]. This is the gen-
eral result on the compactness of the set of solutions to N-S equations for the
admissible family of obstacles, we refer the reader to [14]—[21] for further details.
The shape differentiability of solutions to N-S equations with respect to boundary
perturbations is shown in [19], and leads to the optimality system for the shape
optimisation problem under considerations.

1.1. Function spaces
In this paragraph we assemble some technical results which are used throughout
of the paper. Function spaces play a central role, and we recall some notations,
fundamental definitions and properties, which are classical. The proofs of some
results given here can be found, e.g., in [19]. For our applications we need the
results in three spatial dimensions, therefore, the space dimension stands d = 3 in
the paragraph on the embedding theorems.

Let Q be the whole space R? or a bounded domain in R? with the bound-
ary OS2 of class C!. For an integer [ > 0 and for an exponent r € [1,00),
we denote by H“"(Q) the Sobolev space endowed with the norm |Ju|| g =
SUp|q < |0%ul|Lr(q). For real 0 < s < 1, the fractional Sobolev space H*"($2)
is obtained by the interpolation between L"(Q) and H'7" (), and consists of all
measurable functions with the finite norm

ull o) = llullLro) + luls,ros

where

] 0 = / & — |~ () — u(y)|" dedy. (1)
QxQ

In the general case, the Sobolev space H!**"(Q) is defined as the space of meas-
urable functions with the finite norm |[jullgi+er) = supja<; 10%ullgsr ()
For 0 < s < 1, the Sobolev space H*"(f2) is, in fact the interpolation space
[L7(), HY(Q)]s,1-

Furthermore, the notation Hé’T(Q), with an integer [, stands for the closed
subspace of the space H"(€2) of all functions u € L"(2) which being extended by
zero outside of ) belong to HY"(R3).

Denote by Hg"(Q) and Hy"(Q) the subspaces of L"(R3) and H"(R?), re-
spectively, of all functions vanishing outside of Q. Obviously Hy" () and Hy™" ()
are isomorphic topologically and algebraically and we can identify them. However,
we need the interpolation spaces Hg'" (§2) for non-integers, in particular for s = 1/r.

Definition 1.1. For all 0 < s < 1 and 1 < r < oo, we denote by Hy" () the
interpolation space [Hy" (Q), Hy" ()]s endowed with one of two equivalent norms
[19] defined by interpolation method.
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It follows from the definition of interpolation spaces that Hy" (2) C H*"(R?)
and for all u € H" (),

[ull s sy < e(ry s)[lullsr @), =0 outside Q. (2)

In other words, H;" () consists of all elements uw € H*"(2) such that the ex-
tension @ of u by 0 outside of Q have the finite [Hy" (), Hy" (Q2)]s.--norm. We
identify u and @ for the elements u € Hy" (€2). With this identification it follows
that Hy" () € HY' () and the space C5°(Q) is dense in H;" (Q). It is worthy to
note that for 0 < s < 1 and for 1 < r < oo, the function @ belongs to the space
H*"(R3) if and only if u € H*"(Q) and dist (z,00Q) *u € L"(Q). We also point
out that the interpolation space Hy" (§2) coincides with the Sobolev space Hy" (Q)
for s # 1/r. Recall that the standard space H" () is the completion of C§°(9)
in the H*"(Q)-norm.

Embedding theorems. For sr > d and 0 < a < s — r/d, the embedding H*" () —
C*(Q) is continuous and compact. In particular, for sr > d, the Sobolev space
H*"(Q) is a commutative Banach algebra, i.e., for all u,v € H>"({),

uv|l o) < c(ry s)||ull zor @0l or () (3)

If sr <dand t~! =r~! —d~!s, then the embedding H*"(Q) — L(Q2) is contin-
uous. In particular, for a < s, (s —a)r < d and g~ =r~! —d=1(s — a),

ull gres ) < c(r, 8,0, B, Q)|Jull gor ) - (4)
It follows from (2) that all the embedding inequalities remain true for the elements

of the interpolation space Hg" (2).
Duality. We define

(u,v) = /uvdx (5)
Q
for any functions such that the right-hand side make sense. For r € (1, 00), each
element v € L™ (Q), ' = r/(r — 1), determines the functional L, of (H{"(€2))" by
the identity L, (u)(u, v). We introduce the (—s,’)-norm of an element v € L" ()
to be by definition the norm of the functional L,, that is
[ollyg-err @y = sup  [(u,v)]. (6)
u€H" ()

Hu”HS’T(Q):l

Let H~*"' (Q) denote the completion of the space L" () with respect to (—s,7”)-
norm. For an integer s, H“”/(Q) is topologically and algebraically isomorphic to
(Hy"(2))". The same conclusion holds true for all s € (0,1). Moreover, we can
identify H~*""(Q) with the interpolation space [LT/(Q),HO_LT/(Q)]S,T, see, e.g.,
[19]. With this denotations we have the duality principle

[wlle (@) sup [(u, v)]. (7)

veCy® (Q)

lloll 1

H=sr @)
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With applications to the theory of N-S equations in mind, we introduce the
smaller dual space defined as follows. We identify the function v € L" (Q) with
the functional L, € (H*"(Q))" and denote by H~*" (Q) the completion of L™ ()
in the norm

[vllg-sr )= sup  [{u,v)l. (8)
uE€H>(Q)
llullzrs.ro)=1
In the sense of this identification the space C§°(f2) is dense in the interpolation
space H™*"(Q). It follows immediately from the definition that

H™>" () C (H"(Q)) € H™"(Q).

For an arbitrary bounded domain Q C R? with a Lipschitz boundary, we introduce
the Banach spaces

X5 — Hs,r(Q)ﬂH1,2(Q)’ ySsT — Hs+1,r(Q)ﬂH2,2(Q)’ Z8T — Hsfl,r(Q)ﬂL2(Q)
equipped with the norms

lullxor = lullzsr@) + lulme@),  lullyerlullzes- @) + lullm22@),
|ul| zs.r = ||U||H3711r(9) + ||U||L2(sz)~

It can be easily seen that the embeddings Y*" — X*%" — Z%" are compact and
for sr > 3, each of the spaces X" and Y7 is a commutative Banach algebra.

1.2. Stationary Navier-Stokes equations

We restrict ourselves to the inhomogeneous boundary value problems for com-
pressible, stationary N-S equations. Such a modeling is considered in [14]-[19].
In particular, the well-posedness for inhomogeneous boundary value problems of
elliptic-hyperbolic type is shown in [19]. Analysis is performed for small perturba-
tions of the approximate solutions, which are determined from the Stokes prob-
lem. The existence and uniqueness of solutions close to approximate solution are
proved, and in addition, the differentiability of solutions with respect to the coef-
ficients of differential operators is shown in [19]. The results on the well-posedness
of nonlinear problem are interesting on its own, and are used to obtain the shape
differentiability of the drag functional for incompressible N-S equations. The shape
gradient of the drag functional is derived in the classical and useful for compu-
tations form, an appropriate adjoint state is introduced to this end. The shape
derivatives of solutions to the N-S equations are given by smooth functions, how-
ever the shape differentiability is shown in a weak norm. The method of analysis
proposed in [19] is general, and can be used to establish the well-posedness for
distributed and boundary control problems as well as for inverse problems in the
case of the state equations in the form of compressible N-S equations. The differ-
entiability of solutions to the N-S equations with respect to the data leads to the
first-order necessary conditions for a broad class of optimization problems.
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2. Shape optimisation for Navier-Stokes equations

We present an example of shape optimization in aerodynamics. Mathematical anal-
ysis of the drag minimization problem for compressible N-S equations can be found,
e.g., in [17] on the domain continuity of solutions, and in [19] on the shape differ-
entiability of the drag functional.

Mathematical model in the form of N-S equations. We assume that the viscous
gas occupies the double-connected domain © = B\S, where B C R3, is a hold-all
domain with the smooth boundary ¥ = 0B, and S C B is a compact obstacle.
Furthermore, we assume that the velocity of the gas coincides with a given vector
field U € C*°(R3)? on the surface ¥. In this framework, the boundary of the
flow domain 2 is divided into the three subsets, inlet Yi,, outgoing set ., In
its turn the compact I' = ¥y N X splits the surface 3 into three disjoint parts
> = ¥in UXout UT. The problem is to find the velocity field u and the gas density
o satisfying the following equations along with the boundary conditions

R
Au+ A\Vdiva = Rou-Vu+ - Vp(g) in Q, div(eu) =0 in Q, (9)
€
u=UonY, u=0onas, = 0o on Xip, (10)

where the pressure p = p(p) is a smooth, strictly monotone function of the density,
€ is the Mach number, R is the Reynolds number, X is the viscosity ratio, and pg
is a positive constant.

Drag minimization. One of the main applications of the theory of compressible
viscous flows is the optimal shape design in aerodynamics. The classical sample
is the problem of the minimization of the drag of airfoil travelling in atmosphere
with uniform speed U,,. Recall that in our framework the hydro-dynamical force
acting on the body S is defined by the formula,

3(S) = - /as (Vu+ (Va)* + (A — 1)divul — gpx) ‘ndS .

In a frame attached to the moving body the drag is the component of J parallel
to Uy,

Jp(8) = Us - J(5), (11)
and the lift is the component of J in the direction orthogonal to Ug,. For the
fixed data, the drag can be regarded as a functional depending on the shape of
the obstacle S. The minimization of the drag and the maximization of the lift are
between shape optimization problems of some practical importance.

We present the shape differentiability of the drag functional with respect to
the boundary variations, in the framework of the so-called approximate solutions
of the Navier-Stokes equations. One of the technical difficulties in the analysis is
the lack of uniqueness of solutions for the N-S equations under considerations.

2.1. Shape sensitivity analysis

We start with description of our framework for shape sensitivity analysis, or more
general, for well-posedness of compressible NSE. To this end we choose the vector
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field T € C?(R3)? vanishing in the vicinity of ¥, and define the mapping
y=ax+ T (), (12)

which describes the perturbation of the shape of the obstacle. We refer the reader
to [25] for more general framework and results in shape optimization. For small ¢,
the mapping © — y takes diffeomorphically the flow region Q onto 2. = B\ S¢,
where the perturbed obstacle S, = y(S). Let (u., 8:) be solutions to problem (9)
in Q.. After substituting (@, g.) into the formulae for J, the drag becomes the
function of the parameter . Our aim is, in fact, to prove that this function is well
defined and differentiable at ¢ = 0. This leads to the first-order shape sensitivity
analysis for solutions to compressible N-S equations. It is convenient to reduce
such an analysis to the analysis of dependence of solutions with respect to the
coefficients of the governing equations. To this end, we introduce the functions
u.(z) and p(z) defined in the unperturbed domain by the formulae

u.(z) = Nu.(z + T (), o0c(z) = 0:(x +eT(x)),
where
N(z) = [det (I+ T’ (2))(I + T/ ()] . (13)

is the adjugate matrix of the Jacobi matrix I + eT’. Furthermore, we also use
the notation g(z) = vdet N. It is easily to see that the matrices N(z) depends
analytically upon the small parameter € and

N =1+ eD(x) + %Dy (¢, ), (14)

where D = div TI — T'. Calculations show that for u., o., the following boundary
value problem is obtained

R
Au, + V()\971 divu, — E—Qp(gg)) = @/u. + R#(0c,u.,u.) in Q, (15a)
div (g-u:) =0 in €, (15b)
u. =Uon %, wu.=0o0nds, (15¢)
0c = Q0 ON Xiy. (15d)

Here, the linear operator &/ and the nonlinear mapping % are defined in terms
of N,

/(u) = Au— N""div (g7 'NN*V(N~'u)),

Ao w) = o) (T (N"w)). (10

2.2. Transport to the fixed domain by the change of variables

In this section we derive equations (15). We will write u(y) and o(y), y € Q, and
set

y=z+eT(x), M(z)=1+eT'(z), ulz)=u(y(z)), o(z)=o(y(x).
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Thus we get u. = Nu. The Jacobi matrix M is connected with the matrix IN by
the relations

det M = (det N)'/?2 =g, M=gN"! (17)

For any function ¢ € C(2) we have V¢ = (M*)~'V,, where ¢(z) = ¢(y(x)).
It follows from this that the identities

[, (@) d(e) det Mds = [ (divyu)woty)det Mdy =~ [u-V,0dy

Q Q Q

- /ﬁ~ (M*)™1V ¢ (x) det M da = /div,((det M) M) ¢(z) da

Q Q

hold true for all ¢ € C§°(£2). On the other hand, by virtue of (17) we have
(det M) M~ = u.(z). This leads to the equalities

(divyu)(y(z)) = g~ 'div,(Na(z)) = g~ 'divyu.(z),

. ' (18)
div, (ou)(y(x)) = g~ "div, (geu.),

which imply the modified mass balance equation (15b). From (18) and the identity
(M*)~! = g7!IN* we obtain

. R T 14 R
V()\dlvu - e_QP(Q)) =g 'N V()\g Ldivu, — E—Qp(gg)). (19)
Combining (18) with the identity A = div V we obtain
Au(y) = g~ div (N(M*)~'Va)

20
= g~ div (g7 'NN*V(N"'u,)) = g~ 'N* (Aus - ;zf(us)) (20)

Next note that the components (uVu); of the vector uVu satisfy the equalities
(uVu); =u-Vyu, =u- (M*)7'Vi;) =g 'Na- Vi, =g 'u. - V(Nflus)i

This gives
ouVu = g 'N*%(p.,u.,u.). (21)

Substituting (19)—(21) into mass balance equation (9) and multiplying both sides
of the resulting equality by g(N*)~! we obtain modified equation (15a).

The specific structure of the matrix N does not play any particular role in the
further analysis. Therefore, we consider a general problem of the existence, unique-
ness and dependence on coefficients of the solutions to equations (15) under the
assumption that N is a given matrix-valued function which is close, in an appro-
priate norm, to the identity mapping I and coincides with I in the vicinity of X.
By abuse of notations, we write simply u and ¢ instead of u. and g, when study-
ing the well-posedness and dependence on N. Before formulation of main results
we write the governing equation in more transparent form using the change of
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unknown functions proposed by M. Padula. To do so we introduce the effective
ViSCous pressure
R 1.
¢ == plo) —Ag™ divu,

and rewrite equations (15) in the equivalent form

Au—Vq= o (u)+ R%(0,u,u) in O, (22a)
divu = aogp(p) — g_):] in Q, (22b)

q .
u-Vo+ goop(e) o = 979 in Q, (22¢)
u=Uon¥, u=0onads, (22d)
0= 00 Oon Xiy. (22¢)

where 09 = R/(Ae?). In the new variables (u,q, o) the expression for the force J
reads

J=- / [67! (N*V(Nu) + V(Nu)*N — divu) — ¢ — Rou® u|N*Vndz. (23)
Q
where n € C*°(Q) is an arbitrary function, which is equal to 1 in an open neigh-

borhood of the obstacle S and 0 in a vicinity of ¥. The value of J is independent
of the choice of the function 7.

3. Perturbations of the approximate solutions

We assume that A > 1 and R < 1, which corresponds to almost incompressible
flow with low Reynolds number. In such a case, the approrimate solutions to
problem (22) can be chosen in the form (pg,up,qo), where gy is a constant in
boundary condition (22e), and (ug, go) is a solution to the boundary value problem

for the Stokes equations,
Aug — Vg =0, divuy =0 in €, 04
1,'[():[}01127 110:001165, HqO:qO. ( )

In our notations II is the projector,

1
Iu=u— measQ/de'
Q

Equations (24) can be obtained as the limit of equations (22) for the passage
A — 00, R — 0. It follows from the standard elliptic theory that for the boundary
0} € C*°, we have (ug, go) € C*°(€2). We look for solutions to problem (22) in the
form

u=u+v, 0=00+¢, q=q+Ioop(eo)+ T+ Am, (25)
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with the unknowns functions ¢ = (v, 7, ¢) and the unknown constant m. Substi-
tuting (25) into (22) we obtain the following boundary problem for 4,

Av — Vr = o/(u) + R%(0,u,u) in Q,
o
divv=g{—p —VY[¥] —m] in Q,
g(gogo 9= m) (26a)
u- Vo + opWUi[d] + mge in Q,
v=0ond), ¢=0on2%,, IIr=m,

where
o qo + T o
U, [9] = g oV[9] — —¢%) +0p(1 —g), U[WY —
1[9] 9(9 [9] QO@) p(1 —g), Y[ oo

o =oop'(00)00, H(p)=p(oo+e)—pleo) —p(00)e,

the vector field u and the function o are given by (25). Finally, we specify the
constant m. In our framework, in contrast to the case of homogeneous boundary
problem, the solution to such a problem is not trivial. Note that, since divv is
of the null mean value, the right-hand side of equation (26a), must satisfy the
compatibility condition

m/glgdx:/ﬂg(égof\lf[ﬁ])dx,

which formally determines m. This choice of m leads to essential mathematical
difficulties. Tho make this issue clear note that in the simplest case g = 1 we have
m = g5 o(I— M) + O(|9|?, A=), and the principal linear part of the governing
equations (26a) becomes

A =V 0 v 0 Av —Vm
div. 0 —& T |+ m ~ | divv — £%ng
0 0 uV+o %] —mgo uVp + ollp

Hence, the question of solvability of the linearized equations derived for (26) can be
reduced to the question of solvability of the boundary value problem for nonlocal
transport equation

uwVo+ollp=f,

which is very difficult because of the loss of maximum principle. In fact, this
question is concerned with the problem of the control of the total gas mass in
compressible flows. Recall that the absence of the mass control is the main ob-
stacle for proving the global solvability of inhomogeneous boundary problems for
compressible N-S equations, we refer to [8] for discussion. In order to cope with
this difficulty we write the compatibility condition in a sophisticated form, which
allows us to control the total mass of the gas. To this end we introduce the auxiliary
function ( satisfying the equations

—div(u¢) + o¢ =0gin 2, ¢ =0 on Xy, (26D)
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and fix the constant m as follows

-1
m=s [l il - guian, = ( [all-c-apcerdn) . (260)
Q Q
In this way the auxiliary function ( becomes an integral part of the solution to
problem (26).
3.1. Existence and uniqueness theory
Denote by E the closed subspace of the Banach space Y*7(Q)3 x X*7(Q)? in the
following form
E={d=(v,m,p) : v=00on0Q, ¢=0o0n2%, IIr=x}, (27)
and denote by B, C E the closed ball of radius 7 centered at 0. Next, note that
for sr > 3, elements of the ball B, satisfy the inequality
Ivllcre + Imllc@ + llellcw < ce(r s, Q9] e < ce, (28)
where the norm in FE is defined by
191l = [Iv]

yeor@) + 17l xsr@) + @l xsr @) -

Theorem 3.1. Assume that the surface ¥ and given vector field U satisfy emergent
field conditions. Furthermore, let o*, T* be given constants determined in [19], and
let positive numbers v, s, o satisfy the inequalities

1/2<s<1, 1<r<3/(2s—1), sr>3,0>0" (29)
Then there exists 1o € (0,7*], depending only on U,Q,r s, 0, such that for all
7 € (0, 79], ML Re (0,72]7 IN =TIz < 72, (30)

problem (26), with uy given by (24), has a unique solution ¥ € B,. Moreover, the
auziliary function ( and the constants s, m admit the estimates

[Cllxer 4|2 < e, |m| <er <1, (31)
where the constant ¢ depends only on U,Q,r, s and o.

3.2. Material derivatives of solutions

Theorem 3.1 guarantees the existence and uniqueness of solutions to problem (26)
for all N close to the identity matrix I. The totality of such solutions can be re-
garded as the mapping from N to the solution of the N-S equations. The natural
question is the smoothness properties of this mapping, in particular its differen-
tiability. With application to shape optimization problems in mind, we consider
the particular case where the matrices N depend on the small parameter £ and
have representation (14). We assume that C! norms of the matrix-valued func-
tions D and Dy (¢) in (14) have a majorant independent of . By virtue of The-
orem 3.1, there are the positive constants €y and 7 such that for all sufficiently
small R,A\™! and ¢ € [0,¢], problem (26) with N = N(¢) has a unique solution
I(e) = (v(e),m(e), p(€)), ((e),m(e), which admits the estimate

1)z + Im(e)] < er, [IC(e)llxsr <, (32)
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where the constant ¢ is independent of &, and the Banach space F is defined by
(27). Denote the solution for ¢ = 0 by (¢#(0), m(0),¢(0)) by (¢, m,(), and define
the finite differences with respect to ¢
(W87w57¢5)€_1(19 —9()), &= E_I(C (), ne= 5_1(m —m(e)).
Formal calculations shows that the limit (w,w,,&,n) = gi_r%(wg,wg,wg,gg, ne) is
a solution to linearized equations
Aw — Vw = R6(w,¥) + Zp(D) in Q,
divw = b9, 9 — b9y w + b3 n + b3y 0 in Q,
uVy + o) = —w- Vo + b 9 + by w + b5 n + 950 in Q,
—div(u€) + o€ = div(¢w) + 00 in , (33)
w=0o0n 0%, ¥ =0on X, £ =0 on Xout,

w—TIw =0, n:%/(bg1¢+bg2w+bg4§+bgob) dx,
Q

where 0 = 1/2Tr D, the variable coefficients b?j and the operators %y, %y, are
defined by the formulae

20 _
b?1=‘1’[19]—QH’(<p)+m—g<p7 b?zz)\ IQa b?SZQa
g g
by = 0W[Y] — —@” —op+mo, by = —o+ H'(p),
0o 0o
by = A7 b3y =1, b0p0,t — VW] —m, (34)
_ 20 _
= 05 (W] — o' (p) = Z20) — H'() +mog ¢,
b3s = (Aoo) ""oCbly + A7, b5y = 0p Ua[9] + m(1 + 05 ')
b3 = 05 ' C(00 — mo) + 9] —m(1 - ¢ — 05 o),
%o(¢¥,w) = RypuVu+ RowVu, +RouVw, (35)
2y(D) = RuV(Du) + RD*(uVu)
+ div ((D +D")Vu— S Tr Dvu) —DAu-A(Du).  (36)

The justification of the formal procedure meets the serious problems, since the
smoothness of solutions to problem (26) is not sufficient for the well-posedness of
problem (33) in the standard weak formulation. In order to cope with this difficulty
we define very weak solutions to problem (33). The construction of such solutions
is based on the following lemma [19]. The lemma is given in R3, for our application
d=3.

Lemma 3.2. Let Q C R? be a bounded domain with the Lipschitz boundary, let
exponents s and r satisfy the inequalities sr > d, 1/2 < s < 1 and ¢,c € H>"(Q)N
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HY2(Q), we 'Héfs’r/ (Q)N Hy?(Q). Then there is a constant ¢ depending only on
s,r and §2, such that the trilinear form

B(w,p,q) = —/ sw - Vodx
Q
satisfies the inequality
B, 0,6)| < ellWlygs- ot ol Il 0, (37)

and can be continuously extended to B : Hé_s’T/(Q)?’ x H"(Q)? +— R. In particu-
lar, we have Vo € H*17(Q) and ||[<Vo| gr-sr) < cllelasr@llsllmer@) -

Definition 3.3. The vector field w € Héfs’rl(ﬂ)g, functionals (w, 1), €) € H™*" (Q)3
and constant n are said to be a weak solution to problem (33), if (w,1) =0 and
the identities

/ w(H — RoVu-h + Rth*u) dz — B(w, ,) — B(w, v, ()
Q
+(w, G = o5 — b9yg — 32b35) + (¢, F — b5 — b, g — »bg; — Ru-Vu - h)
+{&, M — 5b3,) +n(1 — (1,b055)) (38)
= (0,096 + b3g + b3y + ov) + (%, h).

hold true for all (H, G, F, M) € (C*>(Q))% such that G = TIG. Hered = 1/2 Tr D,
the test functions h, g, ¢, v are defined by the solutions to adjoint problems

Ah—Vg=H, divh=G, ZL*¢=F, ZLv=MinQ, (39)
h=0o0n 909, Ilg=g,¢=0on 3., v =0 on Xi,. (40)
We are now in a position to formulate the third main result of this paper.
Theorem 3.4. Under the above assumptions,
w. — w weakly in ’Héfs’rl(Q)7 ne — n in R, (1)
e =, we —w, & — & (x)-weakly in H_S’T/(Q) as € — 0,

where the limits, vector field w, functionals 1, w, &, and the constant n are given
by the weak solution to problem (33).

Note that the matrices N(¢) defined by equalities (13) meet all requirements
of Theorem 3.4, and in the special case we have in representation (14)
D(z) = divT(z)I — T'(x). (42)

Therefore, Theorem 3.4, together with the formulae (11) and (23), imply the ex-
istence of the shape derivative for the drag functional at € = 0. Straightforward
calculations lead to the following result.
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Theorem 3.5. Under the assumptions of Theorem 3.4, there exists the shape de-

rivative
d

EJD(SE)

where the linear forms L. and L, are defined by the equalities

= Le(T) + Lu(wa W, ’l,[}),

e=

L.(T)= / div T(Vu+ Vu* — divul)Uy dz
Q
— / [Vqu Vu* —divu—qI — Rgu®u}DVn Uy dx
Q

— / [D*Vu + Vu'D + V(Du) + V(Du)*] Vn Uy dz
Q
and

Ly(w,w, ) = / W[A?]UOO + Ro(u-Vn)Us + Ro(u- Uoo)Vn] dx
Q

+{w,Vn - Us) + R(¢, (u- Vn)(u- Ux)).

While L, depends directly on the vector field T, the linear form L, depends
on the weak solution (w, 1, w) to problem (33), thus depends on the direction
T in a very implicit manner, which is inconvenient for applications. In order to

cope with this difficulty, we define the adjoint state Y = (h,g,c,v,l)" given as a
solution to the linear equation
LY — Y - VY =0, (43)

supplemented with boundary conditions (40). Here the operators £, il, % and the
vector field © are defined by

A -V 0 0 0 0 0 -Vo —CV 0
div 0 0 0 O 0 0 IIn 0 0
c=lo o 2 o0 o0|,u=|00 o0 o 0|,
0 0 0 Z 0 0 0 0 0 0
0 0 -Big 0 1 0 0 0 0 0
Ro(Vu —uV) 0 0 0 0
0 AL 00 s,
0 = Ru-Vu by, B, 0 Y ,
0 0 0 0 b
0 0 0 O 0
O =(AnUsx + Ro(V ® Uso + Uy ® V)u, II(Vy - Uy), R(uVn)(uU),0,0),

o (-) = TI(b%;(+)), Buis() = (1,b03(-))

The following theorem guarantees the existence of the adjoint state and gives the
expression of the shape derivative for the drag functional in terms of the vector
field T.
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Theorem 3.6. Let a given solution 9 € B, ({,m) € X*" xR, to problem (26) meets
all requirements of Theorem 3.1. Then there exists positive constant 71 (depending
only on U, Q and r,s) such that, if T € (0,71] and RA~1 < 72, then there exists
a unique solution Y € (Y*7)3 x (X*7)3 x R to problem (43), (40). The form L,
has the representation

Ly(w,,w) = / [div T(bJgs + 1399 + ov + 5b3yl) + Zo(div T — T')h] dx (44)
Q

where the coefficients bgj and the operator 9y are defined by the formulae (34), (36).
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Null-controllability for a Coupled
Heat-Finite-dimensional Beam System

Jean-Pierre Raymond and Muthusamy Vanninathan

Abstract. A model representing a coupling between a heat conducting medium
and a finite-dimensional approximation of a beam equation is considered.
We establish a Carleman inequality for this model. Next we deduce a null-
controllability result with an internal control in the conducting medium and
there is no control in the structure equation.
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1. Introduction

Let Q be a two-dimensional rectangular domain defined by Q =]0, L[x]0, 1[, with
boundary 02 = I'.UT', UT',, where the different parts are given by I'. =]0, L[x {0},
Iy =]0, L[x{1} and T}, = ({0}U{L})x]0, 1[. We shall use the notation z = (21, )

for z € Q. We also introduce @ = Qx]0,7[,T =T, UT,, ¥ = I'x]0,T[, S
I.x]0,T[, ¥y = T'px]0,T[, and X, = I',x]0, T'[. Let us consider a system couphng
the heat equation in the domain ) with a beam equation at its boundary I'y:

¢/ - A¢ = f in Qa QS =0 on 267 d) =z on Zlﬂ
¢(071‘27t) = ¢(L7 372775)

and  9,0(0,72,t) = —0pd(L,xa,t) for (me,t) €]0,1[x]0,T],

#(0)=¢" in Q,
(©) (1.1)
" ﬁzaclacl + A2y xix101 — _an¢ on va

Z(O7t) = Z(Lat)7 ZIl (07t) = Zl’l (L7t)a fOT t E}O7T[a
Zoyay (0,1) = 2oy, (Ly 1), Zayay2, (0,8) = 2oyay0, (L, 1) for ¢ €]0,T7,
2(z1,0) = 2%(z1) and 2'(x1,0) = zY(z1) in ]0, L]
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where 24,, Zz121, Zoymiz; A0 2z, 0,2,2, denote the different partial derivatives of z
with respect to x1, while 2z’ and 2" denote the different partial derivatives of z with
respect to t. The symbol 0,, denotes the normal derivative at the boundary. Let
us notice that we have taken periodic boundary conditions on I', both for ¢ and
z. The coefficient @ > 0 and 8 > 0 are the adimensional rigidity and stretching
coefficients of the beam. For simplicity we shall set « = § = 1. We have here
considered the heat operator as a simplified model of the Stokes operator, this
later providing a more realistic model.

To the authors knowledge, the null-controllability of system (1.1) with a lo-
calized control acting in the heat equation and another one in the beam equation
is an open problem. Here we are interested in a null-controllability result for a sys-
tem in which the beam equation is replaced by a finite-dimensional approximation.
For that let us consider, for a fixed N, a family of smooth functions ((1,...,(N),
orthonormal in L?(T'), with the periodicity conditions stated above. For example,
we can consider the first N-functions of an orthonormal basis in L?(I';) constituted
of eigenfunctions ¢ € H*(T',) satisfying

- C:cl:cl + Czlmlmla:l = AC on Fba
C(O) = C(L)’ Cm (0) = <I1 (L)7
Cxlxl(o) = (o121 (L)7 Cararzy (O) = CIIIIII(L)'

By setting z(z1,t) = Zfil r;(t)¢i(z1), and following a Galerkin approximation
procedure, the system is reduced to

¢ —NAp=f in Q, ¢=0 on X.,, ¢=1-C on X,

#(0,22,t) = ¢(L, 22, t)

and  0,0(0,x2,t) = —0,¢(L,xa,t) for (xo,t) €]0,1[x]0, T,

$(0) =¢° in Q, (1.2)
r”—i—Ar:—/ O ¢ in 10,77,
Iy
r(0)=7" and  (0)=r' in RY,
where ¢ = ((1,...,¢w) and r = (r1,...,7n). In this model

A= (/ (Ci,mlgj,ml + gi,zlzlgj,zlzl)dxl) S RNXN
T 1<i, j<N
is a symmetric positive definite matrix. Denoting by ¢,, and £;; the lowest and
the highest eigenvalues of A, we have £,,1 < A < {p1.
The main result of the paper is the following theorem which is a null-controll-
ability result for (1.2) with an internal control in the heat conducting medium €.
We do not require any control on the beam part of the model.

Theorem 1. Let w be an arbitrary nonempty open subset, relatively compact in Q.
For all ¢° € L?(Q2), r* € RN and r! € RY there exists a function u € L?(Q) such
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that the solution of (1.2) with f = ux.x(o,1) obeys
o(T)=0, r(T)=0, ' (T)=0.
(Xwx (0,1) 18 the characteristic function of w x (0,T).)

We have already studied in [10] a model similar to (1.2) in which € is a
smooth domain in R? (not necessarily a rectangle), and in which the structure
equation is replaced by an oscillator equation

" 4r= —/ Opdn in 0,7, (1.3)
r;

modeling the vibration of a tube of boundary T';, surrounded by 2, n being the
unit normal to I'; outward Q. Thus in that model r(t) belongs to R2. In [10] ¢
satisfies a Dirichlet homogeneous boundary condition on 9Q \ T';.

The proof of the null-controllability stated in [10] is based on Carleman esti-
mates. The technique used in [10] to establish Carleman estimates is very similar
to the one used in [7]. But as explained in [10] the main difference between the
Carleman estimate proved in [7] and the one we obtain in [10] is that the new term
fOT pl?fs|r|2 appears in the RHS of Carleman estimates (pl?fs is a weight function
only depending on t). This is due to the term r in equation (1.3). For system

(1.2) the term fOT p1?55|r|2 will appear in the Carleman inequality. It is due to the
presence Ar in the structure equation, taking into account the deformation of the
structure. Such terms are not present in models coupling a fluid equation with the
motion of a rigid body as in [1] or [7].

In order to prove Theorem 1, this new term has to be estimated by the LHS
of Carleman estimates. This is done in [10] by proving an appropriate weighted
energy estimate for the structure equation. We shall see in a forthcoming work that
such an estimate is not sufficient to deal with more complicated models like Stokes
equations coupled with a finite-dimensional approximation of a structure equation
[11]. For such models a more general compactness argument has to be used. The
main objective of the present paper is to introduce this compactness argument in
Carleman estimates established for system (1.2). In order to present this compact-
ness argument we first have to prove a preliminary Carleman inequality. Since the
calculations are very similar to the ones in [10], we do not repeat them. We recall
without proof some inequalities obtained in [10], and we give details only when
the calculations are different.

Let us recall that null-controllability of systems coupling a fluid equation with
the motion of a rigid body is studied in [1, 7]. In [7] the solid is a disk, whereas in
[1] some symmetry assumption is assumed on the solid [1, Assumption (1.9)]. The
derivation of Carleman inequalities for parabolic problems can be found in [5] and
[6]. Because of the coupling with a hyperbolic part in the present model, proving
Carleman type inequality poses a technical challenge which we have overcome
in [10].

The plan of the article is as follows: As is known, the proof of Carleman
inequality involves a transformation of system (1.2) via a change of variables.
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The transformed operator is the heat operator conjugated by exponential. Here
due to the boundary conditions coupling the heat equation with the structure
equation we have to make a particular choice for the function appearing in the
exponential. We introduce the test function n appearing in the exponential and the
transformed system in Section 2. As a starting point of our calculations we recall a
first inequality obtained in [10] and we explain how to treat the boundary terms for
our model in Section 3. This treatment of boundary terms is somewhat different
from the one in [10]. New estimates for r are derived in Section 4. These new
estimates are next used in Section 5 to obtain an improved Carleman inequality
thanks to a compactness argument. The corresponding Carleman inequality for
the original system (1.2) is given in Section 6. The proof of Theorem 1 is provided
in Section 7.

Throughout the paper, we use the usual summation convention with respect
to repeated indices. Various constants independent of parameters (s, A) and the
solution are generically denoted by C, unless stated otherwise.

2. Preliminary result and transformed system

Let V be the space defined by
V={sem (@) |o=00onTe, (0,22)=06(L,zz) for v €0, 1[},

and denote by V' the topological dual of V. The space V will be equipped with

the norm
1/2
- ( / |V¢|2dx> 7
Q

denoted by |- ||y (the same kind of notation will be used for other Banach spaces).
Let us remark that this norm is equivalent to the usual H'(Q)-norm. The norm
in RY will be simply denoted by | - |. The inner product of s € RY and o € RY is
denoted by s - o.

Well-posedness of system (1.2) is straightforward and it can be established
using energy estimates, for instance. Indeed, multiplying (1.2) by (¢,7"), we get
the energy identity:

t
l6(ON 72y + 1AV 2 (1)1 + |7”(t)l2+2/O /QIVcbI2

t
=2 [ [ 56 160N + 147+ 1
Using this, we can prove the following result.

Theorem 2. Let f € L?(0,T;L*(Q)), ¢° € L*(Q), r® € RN and r' € RY. Then
there is a unique solution (¢,r) € C([0,T]; L2(Q)) N L2(0,T;V) x C1([0,T]; RY)
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to the system (1.2) satisfying the energy inequality
Ielleqo iz + 18ll20,mv) + 19122 0,750 -1@)) + I7llerjo,7)m)
< I l2orina@ + 1600 e + 70 + 11}

Carleman inequality for the system (1.2) is stated in section 6. To prove this
inequality, we have to transform the system (1.2) to a new system via a change of
variables. We begin by listing the properties of the test function n which is used
in defining the change variables. These properties are used at various stages of our
computations below.

Lemma 3. Suppose that wy CC w CC Q. Then there exist a function n € C*(Q)
and positive constants Cr, and Cr, such that

n(z) >0 for all x € Q,

nx) =Cp, and 9O,n<0 for all x €T,

77(33) = CFb’ ann =-1, and An(a:) =0, fO’F all x €Ty,

n together with its partial derivatives with respect to x1, up to fourth order,
satisfy periodic boundary conditions on Iy,

o |[Vn(x)| >0 for all z € N\ wp.

Proof. The proof of [10, Lemma 3.1] can be adapted to the present geometrical
setting. 0

With a large parameter A > 1, we introduce the function
a(z) = M — @) Vo € Q, (2.1)

where K > 0is a constant, with K1 > max_ g |(x)| and 7 is the function obeying
the conditions in Lemma 3. We set

/B(I7t) -

a(z)

mT e )=,

where the constant & is chosen such that k > 2. Since 7 is constant on I'. and on
Ty, the functions (-, t) and p(-, t) are also constants there. In the following, we set

prb(t) = P(',t)h‘b-
With another large parameter s > 1, we also define the functions
ful@,t) = (@, ) f(@,8) and W(at) = (2, )0(z,t).  (2.2)

Notice that (since 8 — oo ast — 0T orast — T7) ¢(-,0) =4(-,7) =0in Q. An
easy calculation shows that

Vo =V(eFy) = e (Vi) + 59V ),
Ono = P (a’l’bw + 51;[}671/8) = pls“b Ontp + sr’- (OB on .
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Thus the coupled system (1.2) can be rewritten in terms of (1, ) as follows:
My + Matp = gs = fs + s(AB)p, In Q,
=0 on X Y=pp 7" -C on Xy,
¥(0,22,1) = P(L, 2, 1),
and  9,%(0,22,t) = —Op(L,x2,t) for (ma,t) €]0,1[x]0,T],

(2.3)
HO)=B(T) =0 i
'+ Ar = — (ppb/Fbﬁnz/JC—i—s/Fbr ~(6nﬁc> in (0,7),
r(0) = 7% and 7/(0) = r1,
where
My =" —2sVB-Vyp and Mo = sf') — Ay — 82|Vﬁ|21/}. (2.4)

3. Carleman inequality (I)

In this section, we recall the first version of the Carleman inequality for the trans-
formed system (2.3) obtained in [10]. We next give estimates for the boundary
terms appearing in the first Carleman estimate because their treatment is differ-
ent from the calculations made in [10]. Writing the transformed equation satisfied
by 1 in the form M1y + My = g, is a crucial aspect of the proof.

From the first equation of the system (2.3) it follows that

IM1lZ2(g) + 1MatplZ2 ) + 2(M1t, Ma®h)2(q) = lI9sll7aiq)-  (3:1)

As in [10], the cross term 2(M;1), M2¢)L2(Q) can be rewritten as follows
2(Myap, Moy)) 2y = 11 + I + I3,
where
I =2 / (s8¢ — Ay = $*|VB[*) o, Ip =4s / (VB - V) Ay,
Q Q

(3.2)
Iy = 43/ (s*|VBI*Y — s8'Y) (VB - V) .

Q

With calculations similar to those in [10], we can prove the following estimate

63An
1M1 9l[72iq) + M2t F2(q) + s°A! /Q BT = 1% [91? + 1+ Jo + Js + Ja
3\n
2 34 € 2
< O{ Il + %A / o FE = Y

An

T e
+s)\/ e kpif' / anwc
0
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where

e T
= s\ S — 2 —_ —s /A . n
J=s /Ebtk(T—t)’fww" 7y /O oo ABlr, /Fbawc,

Js=—s [ (AP,

3p

J42/OT(<5r'ﬂ’+s/Fb(r’~C)3n/6’C+Ar> p;:~/rb8n1/)C>

+?ATA¥8 2+%%éﬁ&ﬁf@ﬁ—2¥ﬂ%ﬂ&ﬁ@ﬁ

Treatment of boundary terms in J;. The effect of the fluid-solid interaction in our
model is felt in the treatment of boundary terms which are different from the ones
in other classical models. We will estimate these boundary terms below. Let us
begin by naming the different terms in J4 as follows:

T
n-zf |0
o IJry

Ty :253/2 (0.8)" ],

Tg2/0T((57"/6"+s/Fbr’~C8nﬂC+Ar) pF:-/Fb8n¢C),

T - 2t)
T:*22 /an 2:22>\k/ ( AKT A
I s ., B 0B s 5, PRHL(T — £)2 1 (e €

eyl

First let us consider T> which can be expressed as (since ¢ = pp.°r’ - ( on %)

T
T, = 253)\3 3/\77|Fb 725 |’l" C|2
2= 0 t3k 3k Pr,

Since ((1,...,(xn) is a family of orthonormal functions in L?(T',), we have

/ |r'~C|2dCE:/
Iy Iy

This allows us to write:

N

Z ri(t)Gi

i=1

343 T et " -2 2
— b S|,/
Ty =2s"A /0 WPF” ||



228 J.-P. Raymond and M. Vanninathan
Next, we can estimate T3 in the following way:

i<t [ owd +a [

1 T
=Ty + 123262’\K1T2/
8 0

2 2

—2s
Pr,

A

sr'ﬁ’—i—s/ - C0,8(+ Ar
Iy

k2
—2s
+2k+2 (T t)2k+2 Pr,

IN

|’l"l|2

2,2 T e*M|p —2 /12 T 25 ,.2
b s —2s
-+ 125 A /O mpr |Fb| |7’ | + 12£M/0 pr |T’| .

By choosing s large enough (depending on \) and choosing k > 2,
1 1 T —2s 2
|T3| §§T1+ §T2+12€M pr |T’| .
0

Next, we can estimate Jy as follows :

T
| er s, [ anw<|
0 Ty

e 2
S o s [ azan e
0 Iy 0
2)\77|Fb

1 244 T —2s5|,./12
§T1 +CS A /0 Wﬂrb |T’ |

Once again we see that for large s (depending on A) we have |Jo| < £ Ty + 75
To estimate J3, we express it as

|J2| = s

IN

IN

Js=—s [ on@nsl -

Eb
in which we use the estimate (for \ large)
)\77|
W(AB) <N ——D o 3,
0,(88)] < OX e on 3

This]D Taiilyhleads to |J3| < 7> for s large (depending on A). Analogous arguments
establish that
IT | <C 2)\ MK 4 >\U|Fb —25 | <|2 < l
4l = s Ae y {RL(T — f)2kHT Pry, r =3 >

for s large (depending on A). Assembling these estimates together, we obtain

|T3|+|T4|+|J2|+|J3| < T1+2T2+C/ p1:b23 |2.
Hence

3 1 r_
J2 + J3 + J4 > ZTl + §T2 — C/ prQS|r|2.
0
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Our next task is to estimate Ty from below. To this end, we use (2.3) and write

/'mwcz—mfw"+Am—swf/<W-maﬁc
Ty

Ty
Therefore
)\77| 2
_ e
0 —p26 "+ Ar 4+ sA——— /(r’~C)C
/rb te th(T —t)* Jp,

1 —2s51,.//12 2 2y2 —2s |Fb 2 2

> —pp ol |2 = 200 pr0|r)? — 25°A Prbém Ty |r]%,

using the elementary inequality |a+b|*> > %|a|?— |b|2. It follows then, for s, A large,
that

o1 " 1

525 | PP - - C Ppbs|7"|2

As a consequence, we have

3T lT > lT 1T 1 g —2s(,.12 2 C T —251,.12
Z1+§ 227 1+Z 2+§Oprb (1" + 1) = OPFb Ir[”.

Thus the final estimate of the boundary terms is as follows:
T
/ 153>\3 / 63An|rb EQélT’ |2
T o $3k (T t)3k b
T T
1 —2s 112 2\ C 2s1,.12
+5 [ e, (IR pr,Irl”
0 0

Carleman inequality (I). Grouping together various estimates obtained, we can
summarize the main inequality of Section 3

1 T
J2+J3+J4Z—/
2 0

3A\n
M2, Moy |2, 3A4/76 ’
1M i) + M2 Eeqo) +5°A | sy IV

T 2 6)\')7 0
" 0.06| +5\ [ gror—rlon
»/O \/Fb ° p tk(T_t)k| ¢| )

T T 3>\n’F
12 333 —251,./|12
fﬁpn (" 1)+ % [ e

il + N [ el [ e
S wx (0,7 PF(T —t)3F o

A

: e . ’
Let us notice that s\ /zb mwnw? dominates the term /0

which can be dropped out.
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4. Estimate of r

Our goal in the next two sections is to strengthen the above inequality (3.3) by
removing the term fOT pI?st|r|2 from the RHS. This signifies that the observability
of the whole system is possible without making any observation on the solid. A
priori this is not obvious for the following reason: even though the same term is
present in the LHS of (3.3) there is no large parameter s or A multiplying it. We
need to use additional properties of our system. More precisely, we exploit the
fact that the state space of the “solid part” of the model is of finite dimension.
Our goal will be achieved in two steps. As a first step, we prove in this section
an intermediate inequality (4.1) written down below. The final inequality will be
established in the next section (see (5.5)).

Let E be the vector space of solutions to system (2.3) obtained by varying
(fs,7%,71). Consider the following subspace of E :

By = {(1/),1") € E|r(T)2) = 0}.

We see that Ej is of infinite dimension and is of codimension < N. In the following
arguments, we will suppose that Ej is of codimension = N (other cases can be

treated in a similar manner). In such a case, there exist (1[;[7724) € F, with ¢ €
{1,..., N}, such that

TA’Z(T/2) = gz where 5[ = (5i,Z)1§z’§N-

(8i,¢ is the so-called Kronecker symbol.) Let Ey be the space spanned by {# | £ €
{1,...,N}}, and Ey be the subspace spanned by {(z/?f,fz) | €€ {1,....,N}} so
that we have

E=F,® Ef.
Let us denote by 7wy : B — F; the mapping defined by
N
wr(yr) =D (r(T/2) - &) (", 7).
=1

Observe that (¢, r) — m¢ (¢, 1) € Ej for all (¢, r) € E. Further we set mo(y,7) =71
for all (¢,r) € E, and we define 7 : E — Ey by m = mg o wy. Then, we have

N

(Y, r) = (r(T/2) - &) P

=1
Lemma 4. If (¢,7) € Ey, then
T 63/\77|Fb

T T
| ozie <o) [z iR < oum [ i o i,
0 0 0

for some Co(T) > C1(T') > 0.
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Proof. Since

P |Fb

mrr g = ¢ 70

the second inequality is obvious and so we focus on the first one. We have (since
r(T/2) =0)

T/2
r(t) = _/ F(r)dr forall 0 <t <T/2,
t

and (since pp” is increasing on [0,7'/2])

T/2

T/2
ors ()] r(0)] < pr(t) / I ()] dr < / prs ()| ()] dr

for all 0 <t < T/2. Thus we obtain

T/ 725 - 725
O OlroPa<Z [ gz dr.

Similarly we have (using the fact that pr.” is decreasing on [T'/2,T7)

T
| sl |dt<—/ or2 ()| ()P dr
T/2

The proof is completed by adding the above two inequalities. O

With these preparations, we can now consider the inequality (3.3) and es-
timate the last term of the right-hand side of the inequality as follows: Writing
r=r—m(,r) +w(,r) and noting that r — w(¢),r) € Ep, we have by Lemma 4

g 25,12 T 63/\77|I‘b 25,712
— 48 75
| ez <20a) [ teon |

3)\77|Fb

T €
+20uT) | e ) P

T
Lo / P2 (i, ) 2.
0

Note that the first term can be absorbed in the left-hand side of (3.3) by choosing
A large. More precisely, we have
T 3/\77| 1 T 3>\n|
€ r — € r _
CCH(T b 2s 2<_3)\3/ b 25,12
2( )/0 tgk(T*t) kab |T| =9 0 tgk(Tft) kab |T| ’

for A large.
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As in [10], from (3.3), we can also derive an estimate for
ST € (10 + [A0P).

Thus estimate (3.3) gives Carleman inequality (II):

€ P 1AV + My + 1Mo
e
kX [ P
o (T —t)F

63An eAn
+53A4/ BT Ak |¢|2+S/\/ o Ont?
o BF(T — 1) s, (T — 1)k

4 —2s (1112 2 313 g 63)\”|Fb —2s1 112
+/0 Pr, ("2 +1r?) + s )\/o mprb ||

63)\77 T

SC{/ f52+53)\4/ 7¢2+/ 0725ﬂ1/),1"2
Q| | wx(O,T)tgk(T_t)3k| | 0 Ty | ( )|
T 3/\77|

€ Iy —2s 712
+/0 tgk(T—t)3kab |(7T('(/}77'))| }7
A
where &(z,t) = ﬁ

5. Compactness argument and Carleman inequality (III)

The aim in this section is to show that we can strengthen the inequality (4.1) by
removing the last two terms from RHS of (4.1). To this end, we set

I(¥,7) :5—1/ ¢t <|w’|2+|A¢|2)+/ |M1w|2+/ | Moy |?
Q Q Q
+5A2/ e |V¢I2+s3/\4/ S —E
o tF(T —t)* o t3F(T —t)3F
An

e
A —— |0, 2
s /Ebtk(Tt)k| "
63>\U|Fb

T T
—2s 12 2 3133 —251,./12
+/0 pr (|’l" | + |’I“| ) +s A /O t3k(Tft)3k pr |T | ’

PN |Fb

T = K@)+ [ et [ e ey
; ; ; Pr, , , 1R(T — {)3 Pr, ’ ’

and
63An

2, 314 2
K = [IRPestat [ e el
In the previous section, we have proved that there exists a constant C' > 0 such
that
I, r) < CJ(W,7). (5.1)
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(From now on, we do not vary the parameters (s, A) and fix them so that the above
inequality holds.) We want to improve this estimate by showing that there exists
a constant C(s,\) > 0, depending on s and A, such that

I(,r) < C(s, ) K(,7) . (5.2)

This is the Carleman inequality (III) that we have for the system (2.3). To prove
the inequality (5.2), we argue by contradiction. We suppose that there exists a
sequence (¢;,7;); associated with the data (f;,79,r}) such that

I(¢j, T’j) =1 and hmji,oo (1/}]', T’j) =0.

We can assume that there exists a pair (¢,r) € L (Q) x L% .(0,T) and that

— after extraction of a subsequence — the sequence (v;,7;); enjoys the following
convergence properties in the indicated weighted spaces:

P — for the weak topology of L*(¢7;Q),

Ay; — Ay for the weak topology of L*(¢71;Q),

Vip; — Vb for the weak topology of L2(eMt=%(T —t)7%;Q),
Y =P for the weak topology of L?(e3*t=3%(T — ¢)73%. Q) ,
Onhj — Op for the weak topology of L (e’\’7|pbt M —t)7F %),
! — for the weak topology of L*(pr2%; (0,T)),

r; =T for the weak topology of L2(prb ;(0,7)),

= for the weak topology of L2(prfét ST — )73, (0,T)).

In the next two subsections, we will deduce that ¢ = 0, r = 0, and that

T 725| )2 3)\3 T 63/\77|Fb 725 0 5.3
pr 7T(’(/J],’I“])| +s 13k(T — ¢)3k Fb |( (’(/J],’I“])) | - U ( : )
0 o T 1)

It follows then that J(¢;,7;) — 0. From (5.1), we conclude that I(¢;,7;) — 0.
This is in contradiction to I(¢;,r;) = 1 and proves (5.2).

5.1. Passage to the limit in problem (2.3)

To prove that v» = 0 and r = 0, we first show that we can pass to the limit in
system (2.3). To pass to the limit in the equation

M + Marpy = p~° f; + s(AB)y,

we use the L?-estimate on (M11);); and (Ma1););. Hence the subsequences (M11););
and (Ma1);); weakly converge in L?(Q). To identify their limits, it is enough to take
test functions in D(Q) and to pass to the limit. Thanks to the above convergence
we get

L*(Q)
Miy; My, Mﬂ//g 9 My,

s(AB)Y; — s(AB)Y weakly in L2(e331t=3F(T — )73k Q).
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Next we use
K(wja T‘j) — O .

This shows that p=*f; — 0 in L*(Q) and ¢ = 0 in w x (0,7). With this informa-
tion, we see that

My + Moy = s(AB)Y in Q, and ¥ =0 in wx(0,T).

The passage to the limit in the boundary conditions on X is easily done be-
cause we have weak convergence of (¢;); towards ¢ in the space L?(e3At=3%(T —
t)73%:0,T; HY(Q)).
To pass to the limit in the equation satisfied by r;, we use the weak convergence
of (dn1b;); towards 0,1 in the space L2(eM |, t =K (T —t)7F; ).
This proves that (¢, r) satisfies the system (2.3) with fs = 0.

To deduce that v» = 0 and r = 0, we pass from ¥ to ¢ = p®i. We see that
(¢, 1) satisfies the system (1.2) with f = 0. In addition, we have ¢ = 0 in wx (0,7T).
Applying the unique continuation principle for the heat equation [12], we obtain
¢ =01n @, and hence ¢ = 0 in Q. Going back to the system satisfied by (¢, r), we

deduce successively that ' = 0, 7/ = 0 and r = 0. In particular, we have shown
that

r; =0 for the weak topology of LQ(pI?bQS; (0,7)),

(5.4)
r; =0  for the weak topology of Lg(pffst_?’k (T —t)~*:(0,T)).

5.2. Proof of (5.3)
We equip the space

H = {7" € Hyo(0, T;RY) | ||T||L2(p;35;(O,T)) + ”T,”L2(p1?b25t*3k(Tft)*3k;(O,T)) < OO}
with the norm

Irlle = ||7“||L2(p;55;(0,T)) + HTIHL?(pI?bZSt*Sk(T—t)*3k;(O,T))'

The mapping
r+— r(T/2)

is continuous from H into RY since
Ir(T/2)] < O(HT/||L2(p1ib25t*3k(T—t)*3"‘;(0,T)) + ||T||L2(p;;S;(O,T)))'

Therefore it is also compact. Due to (5.4), [r;(T/2)] — 0 (or at least a subse-
quence). The proof of (5.3) is complete.

Grouping all the previous results, let us summarize, for the reader’s conve-
nience, the estimate that we have established so far on the system (2.3): For A
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sufficiently large, there is so(A\) > 0 such that, for s > s¢(A), we have

/5 (' + |Agf?) /|M1¢|2 /|M2¢|2 / (e eIV

et 2, € 2
+/2b m@ﬂﬂ /QWW}'

T R Ly i S
0 Pr, \r r 0 tgk(Tft) 3% 1y,

3\n

Since the constant C(s, A) is not explicitly known in terms of s and A, we have
dropped out the constant weights s*\? in front of each term of the above inequality.

6. Carleman inequality (IV)

The purpose here is to translate the Carleman inequality (5.5) from the trans-
formed system (2.3) to original system (1.2). This procedure is very classical and
we refer for example to [10]. It yields the following estimate on (¢, ), solution of
the original system (1.2).

Theorem 5. Consider the coupled system (1.2). Then there exist positive constants
Ao and so(A) such that the following inequality holds for all X > Ao, s > so(A) and
for all solutions (¢,7) of the system (1.2):

An
25 q—1 /12 2 —25 € 2
Rl (AR R e 2
/Q @  HT—1)
2 63)\” | |2
[t
0 t3k(T_t)3k
T 12 4 SN |Fb —25 2
+ o pr (|T | +|T| )+ 0 tgk(T t)gk Pr, |T|

e3An
<ced [ole-aol + [ gl
){ Q | | wx(0,T) tgk(T*t)3k| |

7. Null-controllability result

In this section, we establish null-controllability of our original system (1.2), as a
consequence of the Carleman inequality (6.1), with a forcing term in the form:

f(I,t) = u(x7t)Xw><(O,T)(Iat)7
where w CC ).
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The null-controllability result for the “Heat-Finite-Dimensional Beam Sys-
tem” follows from an observability inequality for the adjoint system

—y'—Ay=0 in @, y=0 on X, y=-¢-C on Xy,
y(0,22,t) = y(L, z2,1)

and  9,y(0,xa,t) = —0py(L,xa,t) for (z2,t) €]0,1[x]0, T,
y(T)=yr in Q,

oT)=¢%, and ¢(T)=q¢+ in RV,
It is obvious that (y, q) also obeys the Carleman inequality (6.1).

Thanks to this inequality, the following observability inequality can be estab-
lished (see, e.g., [10, Lemma 13.1])

e3kn

0122 + |AY2q(0)]? + |¢'(0 2<C/ PR — Y 7.1
ly(0)||72 + [A=q(0)]* + |4’ (0)]" < wX(O,T)p tgk(Tit)gklyl (7.1)

To derive null-controllability from the above observability inequality we use
a classical penalization method consisting in solving the optimal control problem

(P.) it {Je(6,7,0) | (6,7,v) obeys (12) with f = X (o) Vi v}

where

1 1
)2+ AV2 (T2 4+ —17(T)|2 _/ 2
o) = 5z [ 1O+ g4 200 5 (P 5 [ ol

and the function w is the weight appearing in the Carleman inequality (6.1) and
in the observability inequality (7.1):

eBAn

_ —2s
’lU(I’,t) - /D tgk(T _ t)gk

Notice that if v € L?(Q) then u = \/w v also belongs to L?(Q).

It is easy to prove that problem (P.) admits a unique solution (¢, 7, v.),
and that the optimal control v. can be characterized by

~Xwx(0,T) \/E Ye,



Null-controllability of a Coupled System 237

where (y., ¢:) is the solution to the adjoint system
~Ye—Ay.=0 in Q, y-=0 on X, y.=-¢.-( on N,

y€(071'2,t) = yE(L7I23t)7
and 9y (0,w2,t) = —0nye (L, z2,t) for (z2,t) €]0,1[x]0, T,

yg(T)zlng(T) in Q,

¢+ Age = — /anye i (0,7),
Iy

1
q(T) = —ETE(T), and ¢.(T) = —gr;(T) in RY.

With integration by parts we can prove that the optimal solution (¢, 7., v:) to
problem (P.) and the corresponding adjoint state (y.,g.) satisfies

1
= [P AP+ D [
€ wx(0,T)
[ 6°4:(0) ~ Aqc(0) -1° = L (0) -
2
1/2
< C (16" 1320y + 1420 + |7 2)
1/2
% (g ()32 + 14124 (0)? +14.(0) )

<C (||¢o||2 n |A1/2r0|2 + |r1|2) 1/2 (” Nt
S 12(Q) Xwx(0,T) w?JeHL’z(Q)

Therefore, we have

1 1 1

! / (TP + L1420 () + L (m)P + / wlye?

€ Ja € € wx(0,T) (7.2)
< C (I16°32(0) + Y201 + ' 2).

1/2

and the sequence (ve): = (—Xuwx(0,1) VW ¥e)e is bounded in L*(Q).

Without loss of generality, we can assume that the sequence (v:). converges
to some v € L?(Q) for the weak topology of L?(Q). From that and with Theorem
2, we first deduce that (¢, 7. ). converges, for the weak topology of (L?(0,T;V) N
HY(0,T; H-Y(Q))) x H(0,T;RY), to the solution (¢,r) of system (1.2) corre-
sponding to f = Xwx(0,7) vw v. Moreover, due to (7.2), (¢-(T')). converges to zero
in L2(Q), (re(T)) converges to zero in RY | and (r.(T)). converges to zero in RY.
Thus (¢(T),7(T),(T)) = 0 and u = y/w v is a required control providing solution
to our null-controllability problem. O

Acknowledgements. The authors have been supported by CEFIPRA within the
project 3701-1 “Control of systems of partial differential equations”.



238 J.-P. Raymond and M. Vanninathan

References

[1] M. Boulakia and A. Osses, Local null controllability of a two-dimensional fluid-
structure interaction problem, ESAIM COCV, 14 (1) (2008), 1-42.

[2] C. Conca, J. Planchard, B. Thomas, and M. Vanninathan, Problémes mathématiques
en couplage fluide-structure, Eyrolles, Paris, 1994.

[3] C. Conca, J. Planchard, and M. Vanninathan, Fluids and periodic structures, Masson
and J. Wiley, Paris, 1995.

[4] O.Yu. Emanuvilov, Controllability of parabolic equations, Mat. Sbornik, 186 (6)
(1995), 109-132.

[5] A.V. Fursikov, Optimal Control of distributed systems, Theory and Applications,
Translations of Mathematical Monographs # 187, AMS Providence RI, 2000.

[6] A.V. Fursikov and O.Yu. Imanuvilov, Controllability of evolution equations, Lecture
Notes series 34, Seoul National University, Research Institute of Mathematics, Global
Analysis Research Centre, Seoul 1996.

[7] O. Imanuvilov and T. Takahashi, Exact controllability of a fluid-rigid body system,
J. Math. Pures Appl., 87 (2007), 408-437.

[8] J.-L. Lions, Controlabilité exacte, perturbations et stabilisation de systémes dis-
tribués, Masson, Paris, 1988.

[9] J.-P. Raymond and M. Vanninathan, Exact controllability in fluid-solid structure:
the Helmholtz model, ESAIM Control Optim. Calc. Var., 11(2) (2005), 180-203
(electronic).

[10] J.-P. Raymond and M. Vanninathan, Null Controllability in a Heat-Solid Structure
Model, Applied Math. Optim., 2008, DOI 10.1007/s00245-008-9053-x.

[11] J.-P. Raymond and M. Vanninathan, Null Controllability in a Fluid-Solid Structure
Model, in preparation.

[12] J.C. Saut and B. Scheurer, Unique Continuation for some evolution equations, J.
Diff. Equations, 66 (1987), 118-139.

Jean-Pierre Raymond
Université de Toulouse, UPS, Institut de Mathématiques
F-31062 Toulouse Cedex 9, France

and

CNRS, Institut de Mathématiques,UMR, 5219
F-31062 Toulouse Cedex 9, France
e-mail: raymond@math.univ-toulouse.fr

Muthusamy Vanninathan
TIFR-CAM, Post Bag 6503
Bangalore 560065, India

e-mail: vanni@math.tibfrbng.res.in



International Series of Numerical Mathematics, Vol. 158, 239-253
(© 2009 Birkhauser Verlag Basel/Switzerland

Feedback Modal Control of
Partial Differential Equations

Thomas I. Seidman

Abstract. For hybrid systems in which control consists of selection from a
discrete finite set of modes, a somewhat unfamiliar formulation is needed
for analysis of the possibility of closed loop (feedback) control. We are here
concerned to examine the desiderata for such feedback from the viewpoint of
descriptive modeling of implementation in a PDE context. A principal result
is global existence, in an appropriate sense, for the implemented closed loop
control system. A problem of transport on a graph is then presented to show
how the relevant hypotheses might be satisfied in a PDE example.
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Keywords. Modeling, multiscale, hybrid systems, switching, modes, disconti-
nuities, differential equations, feedback, Zeno phenomena.

1. Introduction

Consider a collection of partial differential equations which we take, somewhat
arbitrarily, to have the form

i=Ajz+ fi(z)  (GeJ) (1.1)

where each A; is a suitable differential operator. Now imagine a system whose
evolution is governed, over interswitching intervals, by one or another of these;
we call this a hybrid system and take the discrete modal index j = j(t) to be a
component of the system state along with the ‘continuous component’ x. We will
be considering the modal transitions [j(t—) = j] ~ [j(t+) = j'] as our control
mechanism for the system. In particular, we will be concerned with the possibility
of closed loop operation of such a control system.

Such hybrid systems are already a much-studied area of interest in the lumped
parameter (ordinary differential equation) context, although much of the under-
lying theory remains open. Although one of the early analyses of such systems [7]
was, indeed, motivated by a PDE example (not in a control context), we note that
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very little has been done so far for the analysis of switching control for distributed
parameter problems governed by partial differential equations, despite the fact
that significant applications come easily to mind, involving the use of such famil-
iar ON/OFF control devices as valves and pumps, light switches and thermostats,
traffic signals, etc.

[One might also consider systems with j = j(t, s) pointwise, compare [9] where
this becomes a free boundary problem for the set {(¢,s) : j(¢,s) = j}. Here we will
restrict our attention to situations where the switching may be viewed as global
with a finite number of modes — as is the case, e.g., for traffic signals if we take each
mode as specifying the configuration of signal states for the entire road network.
As with hybrid ODEs, the index j will be a function of ¢ alone.] Many, but not all,
of the relevant aspects of the analysis are then independent of dimensionality.

In the context of feedback for PDEs, the regularity of the sensor inputs being
considered may be significant even to know that solutions exist. Our formulation
reflects a concern for the modeling of such systems. This will be very much a
question of time scales: we are assuming that the switching itself takes place on
a time scale more rapid than our modeling concerns but that the interswitching
intervals are on the scale of interest.

While other considerations may also be of interest — e.g., controllability or
stabilization to a small region — we here envision three canonical results:

Theorem 1. Under appropriate hypotheses, treating j(-) as data, the system will be
well posed in some suitable sense.

Again treating open-loop control with a suitable cost functional,

Theorem 2. Under appropriate hypotheses there exists an optimal control j, mini-
mizing the cost. For the autonomous infinite horizon problem this can be obtained
by a kind of feedback.

Modifying that notion of feedback to be based on suitable sensors,

Theorem 3. Under appropriate hypotheses the feedback controlled system will be
well posed in some suitable sense.

Much of the paper is devoted to explaining what these should mean.

2. The formulation

We begin by noting an important distinction between descriptive and prescriptive
modes of modeling: the first is what a scientist does in trying to understand the
various patterns arising in the world; the second is what a composer or an engineer
does in designing (artificial) patterns for various purposes. E.g., in viewing leonine
behavior the first is the modality of the naturalist while the second is the approach
of a lion tamer. In this section we provide a formal prescriptive model for lion
tamers, while aware that a naturalist’s comments will later be complementary in
describing how lions can behave.
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The formal elements of the underlying system consist of

a finite index set J and a corresponding set of state spaces X.

a set of information spaces Y; with sensor maps Y; : X; — Y.

a nonempty action set A;(y) C J for each j € J, y € V;.

(E) a continuous transition map f : [j,z] — [j’,2'] with 2’ € X}
defined when j € 7, x € X; and j' € A; (Y;(x)).

e. a set of dynamical systems = modes 7, each satisfying the

causality condition

mi(t,s,&) = m(t,r,mi(r,s,§)) fort>r>s, {e€Xj; (2.1)

o T

We assume throughout that each X;,)); is a complete metric space and that each
m; and f is continuous; at this point we impose no continuity requirements on Y;.
[We expect the modes of (E)-e. to be given as in (1.1) so continuity of 7, just
means well-posedness. Note, however, that any relevant boundary data is then to
be included in specification of the mode.]

We may anthropomorphize the feedback as a controller who knows the current
mode and sensor values j = j(t) and y = y(¢t) = Y;(x(¢)) and, based on this,
continually selects the mode. Of course the controller’s choices at any moment are
restricted to the available control actions: to remain in the current mode j or to
make a transition j ~ j’ on the fast scale; the switching rules are just that this
selection always be taken from the action set A;(y). It will also be convenient to
introduce the sets

Si={yeY:je A}, O i={yeV iAW} (22
noting that the required nonemptiness of each A;(y) ensures that
SUB =Y,  where B =] (2.3)
J'#j

We refer to the specification of the sets {S7, Bi™'} as the switching diagram for
mode j and to these collectively (j € J) as the controlling feedback diagram for
the system.

Intuitively, the operation of such a feedback controlled system should pro-

duce finitely many switching times {t, : v = 1,..., N} in any time interval [0, T
with a modal transition j, ~ j,+1 at each ¢, — thus partitioning [0, 7] into the
interswitching intervals I, = [t,—1,t,] with 0 = t9 <1 < ---. A solution of such

a feedback system on the time interval [0, 7] would then be a triple of functions
[i(5), x(+), y(-)] such that
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a. j(-) is piecewise constant with j(t) = j, € J for ¢ in each in-
terswitching interval Z,, = [t,—1,t.]; at each ¢t one will have
X(t) € Xr) and y(t) = Vi) (x(t)) € Vj)-

b. the switching times are discrete: finitely many in any [0, 7.

c. switching [j,—1 ~ j, at t,] occurs only if j, € A;, ,(y(t,—))

(S) while for ¢ in the interior of Z, one must have y(t) € S7-1.

d. at each switching time ¢,

x(ty+) = £(x(ty—); ju—1 ™~ ju)- (2.4)
L, with

x(t) =mj,_, (t —tu_1, x(tu—1+)). (2.5)

e. on each interswitching interval Z,, we have x(t) € X

Deferring further discussion to the next section, note that (S)-a. will admit the
possibility of degenerate interswitching intervals (¢, = t,_1), for which we for-
mally take x(¢,—) = x(t,—1+) with no evolution. The occurrence of infinitely
many transitions within a finite period is known as a Zeno phenomenon and this
possibility would be a major technical difficulty for the theory; (S)-b. requires that
this does not occur in the problems we consider.

Remark 2.1. We note a few generalizations which can be included within the
framework of (E), (S).

We have formulated the feedback to depend only on the current sensor values
Y;(t) € Y;, without memory. Note, however, that we can, e.g., treat a Luenberger
observer by introducing it as a state component y adjoined to each &;,Y; with
suitably defined dynamics involving the current sensor values and idy, adjoined to
each Yj.

One reason to exclude Zeno phenomena is to avoid potential difficulties with
a recursive use of (S)-d.,e. in constructing solutions. In the proof of Theorem 2
below, the positive switching costs ¢(j ~ j') enforce this exclusion automatically
in optimization. Such costs are a well-known practical reality (often corresponding
to the residual effects of rapid scale transients in chattering; compare [8, 2]). It is
therefore a common practice to introduce dead time following (some) transitions
k ~ k', temporarily preventing a repetition of the mode k or of that transition. We
can include such dead time in the formulation by introducing a state component
2z € Z = R satisfying 2z ) = 1 for the relevant switching indices (k ~ k') €
J' C J xJ, and adjoining Z to each Xj;,Y;; as part of f(-; & ~ k') one then resets
Zk~k to 0. Now one obtains the dead time effect by deleting & from each A;(y, z)
or deleting k' from Ay (y, z) until x4 reaches its threshold. Note that being able
to treat this kind of resetting of z to handle dead time is now our principal reason
for retaining a transition map f as part of (E).

There are also problems for which we do expect the possible occurrence of
such behavior. It may then be convenient to view this behavior as a whole, defining
within our framework a chattering mode (or idealized as a sliding mode). 0
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Without further hypotheses it is easy to construct examples for which no
global solutions exist at all: for example, the switching rules as given might pro-
duce a sequence of switching times ¢, /" ¢, < T — violating (S)-b. and also with
no way to obtain a continuation after t.. Also, since A;(y) need not be a single-
ton, we cannot expect that (S) will determine solution evolution uniquely when
solutions do exist. Typically the sets Ci™I will be switching surfaces with the
trajectories transverse to these and y leaving S; so switching is forced. We must,
however, allow for the alternative possibility that y, continuing from y € Ci™7 " us-
ing mode j, would remain (at least briefly) in S; and the choice would be genuine.
Such anomalous points are a major technical difficulty for this theory and we will
further discuss their effect later, noting here only that this is an inherent source
of non-uniqueness for solutions since we will be accepting both possible choices as
legitimate. In the next sections we re-examine the formulation above in the light
of possible implementation and impose hypotheses ensuring existence.

3. Modeling and interpretation

Mathematical models are always created, selected, and analyzed with a purpose
and we keep this functionality at the forefront of our present concern: convenience
is one of the major desiderata in the selection of appropriate models. While control
theory is inherently a prescriptive approach to the world in which we may be
inclined to ignore the descriptive aphorism, “Natura non facit saltus” (“Nature
does not make jumps,” attributed to Newton, Leibniz, Linnaeus,. . . ), we recognize
that any control design is useful only as implemented:

A prescriptive model should be a descriptive model of its implementation

so we must have some concern that the nominal behavior of these discontinuous
systems is consistent with their actual behavior. In this section we complement
the prescriptive formulation (E), (S) with some interpretive comments on the con-
struction from this point of view, clarifying our choices of assumptions.

The fundamental principle of such interpretation is that hybrid systems are
a simplified description of multiscale problems in which the transitions j ~ j’
which we are describing as ‘instantaneous’ are actually taking place on a faster
time scale than we wish to model; see, e.g., [10]. [If X;y = Xj, the transition
function f : x(t—) ~ x(t+) might then simply reflect the result of state evolution
on the rapid scale.] As with any modeling, success means that we have taken into
account those aspects whose effects are inescapable without treating details which
can be ignored. Since our description is then an idealization of the world, we are
inclusive in the consideration of mild solutions, so our version of well-posedness
will require that

The limit of solutions will itself be accepted as a solution,

i.e., the solution set depends upper semicontinuously on the data.
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Note that we are permitting degenerate interswitching intervals Z, with
t,—1 = t,. This might simply correspond to the possibility, which we want to
include here, that distinct effects can occur simultaneously on the modeling scale,
meaning only that we cannot determine priority without resolving aspects of the
rapid behavior which we are content to leave hidden from us; we do insist that the
sequencing, particularly that of the associated modes j,, be preserved since this
priority may be significant in determining the subsequent evolution on our model-
ing scale. In such a situation we cannot predict the outcome definitively with the
information available. On the other hand, by accepting the alternatives as equally
valid solutions we are able to say that,

“What happens must be one of these possibilities.”

(to within the level of approximation corresponding to the usual model uncer-
tainty). An arbitrary selection might provide uniqueness, but lacking a selection
principle justifiable from considerations of the unknown rapid behavior we are
primarily concerned not to exclude any genuine possibility and so reject such an
artificial uniqueness as spurious. This is done in much the same spirit as the accep-
tance of ‘weak’ or ‘mild’ or ‘generalized’ solutions since at worst these are idealized
versions of genuine possibilities and this idealization may not permit us the luxury
of restricting our attention to ‘classical solutions.” We will refer to the times and
the situations giving this ambiguity as anomalous points. [A related possibility
would be a cascade with several transitions j ~ j’--- ~ J occurring as a sequence
on the fast scale; it is always possible, but perhaps inconvenient, to replace this
by an equivalent compound single switching event j 7 7.]

In view of the above, j(-) need not be a ‘function’ on [0,7] in the usual
sense. However, we can think of it simply as a finite modal sequence of pairs
(4, 7)) € J x Ry with 7, the length of the v-th interswitching interval Z, so
>, 7w = T'; one recovers the switching times as t,, = 71 +- - - + 7, and recovers j(t),
when ¢ is not a switching time, by (S)-c. Abusing notation somewhat, we continue
to denote these by j(-). We topologize the set MS]0, T of all such modal sequences
on [0,7] as follows:

Definition 3.1. [j” — j] in MS[0,T] means that each j* = j, for large m and
each 7" — 7, in R, subject to the constraint > 7" =T.

Somewhat similarly, a solution x(-) would not be a ‘function’ on [0, 7] even
if there were no change in state spaces: we retain, at any switching time ¢, both
values x(t—),x(t+) and, even in contexts with degenerate interswitching intervals,
include both when discussing a corresponding trajectory [[x]] = {x(t) : t € [0,T]}.
We view the switching as occupying time on a more rapid scale — so the transition
map f might represent evolution on that rapid scale — but we make no attempt to
include more of the course of this evolution as a connecting part of the trajectory.
With this treatment we note, from the continuity of each ;, that the trajectory
[[x]] for any solution x(-) on any [0,T] will be compact in U;X;.
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On the other hand, there might be a still slower time scale on which the
switchings we are here describing become a rapidly repetitive chattering mode,
averaging as a sliding mode, switching infinitely often within a finite period. These
situations are certainly important and have been treated extensively (cf., e.g.,
[3, 11, 1, 8]), but they are not our present concern and, as is essential for our
treatment here, we will adopt hypotheses bounding the number of pairs in any
modal sequence as above for any bounded period [0,T7]; compare (S)-b. which
forbids Zeno phenomena for feedback solutions.

We turn now to considering the open loop problem in which a fixed modal
sequence j is specified as data. [We continue to use (E), (S), but note that (E)-b.,c.
are here irrelevant: effectively we are taking each A; independent of y in defining
‘admissibility’ of j, so Y; is not needed.]

Theorem 1. Let an admissible j(-) be given as data and suppose suitable initial data
& given in Xj, . Then there is a unique solution of the open loop problem specified
by (E), (S) and this depends continuously, in an appropriate sense, on the specified
jand €.

Proof. Existence is immediate, recursively constructed uniquely by alternately us-
ing (S)-d.,e. starting with x(0) = ¢ and x(t) = 7, (¢,0,£) on Z; = [0, 2], etc., so
we need only verify continuous dependence. Our definition of convergence j™ — j
means that only the interswitching times 7, change with m so, recalling the as-
sumed continuity of the transition maps and dynamical systems involved, the same
recursion also shows that x™(¢'+) — x(t, %) (even taking ™ — £ and even if
some interswitching intervals become degenerate in the limit). We similarly get
x™(t) — x(t) for any ¢ in the interior of an interswitching interval for j and as-
sume that any ‘appropriate sense’ for convergence of the solutions will follow from
this, e.g., we exclude the use of an L* topology for solutions. O

Remark 3.2. The statement and proof above are ambiguous as to the total interval
but we may think of this as finite [0,7] and, as usual with T arbitrary, this also
provides the result on [0, 00).

We now set

MSYN = {j e MS[0,T] : there are at most N switches },
KN(€)  ={[[x]] : x(-) corresponds to j € MS™, x(0) = ¢}.

It is easy to see that each of the subsets MS™[0, 7] will be compact in MS0, T7.
We have have already noted that each individual trajectory [[x]] is compact and,
from the discussion of continuous dependence in the proof above, we now see that
each KV (€) is compact. O

Still in the setting of the open-loop problem, but now in a context of infinite
horizon optimal control, we consider choice of the modal sequence so as to minimize
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a cost functional of the form

U= /0 eiﬁtcj(t)(x(t)) dt + Zeiﬁt”c(jy_l ~ gy). (3.1)

v=2

We wish to show that the inf defining the value function
V;(€) = inf{¥[j. €] : §(0) = j. x(0) = &} (32)

is actually an attained minimum.

Theorem 2. Assume that each running cost c¢;(-) > 0 of (3.1) is continuous; sup-
pose j1 = j and suitable initial data & are given in J, X;. Let each switching
cost c(j ~ j') > 0 and assume there is some j. for which ¥ is finite. Then there
is a modal sequence (switching control) j = j* for which ¥ = W[j, €] attains its
minimum V; (). This minimum cost depends lower semicontinuously on & € Xj.

Proof. The set {j : ¥ < oo} is nonempty by assumption so we can consider a
minimizing sequence j™: ™ = ¥[j"™, {] — inf{¥} = V;(§). For arbitrary T < oo,
the switching costs then ensure a bound on the number of transitions during [0, T']
so we may extract a convergent subsequence; further extracting subsequences we
can assume j™ — j* on every bounded interval. Theorem 1 applies to the problem
on each [0, 7], showing the corresponding solutions converge x”™ — x* there ‘in a
suitable sense.” From the form of (3.1) we easily see this implies convergence of
the restricted costs:

\I/m‘ — U* so U*
[0,T]

S\Ilm‘ +e< U+ — V;(§).
| o1 5 (6)

[0,7] [0, T

Letting T' — oo, this shows that U* < V(&) so V;(§) is a min with minimizer j*.
If j™ is the minimizer for £™ — &, then we can extract a convergent subsequence
as above to get j™ — j* and see

Vi(€) < W[j*, €] < liminf W[j™, &™) = lim inf V; (£™). O

[It is not difficult to see that Vj(-) is actually continuous if each m; is locally
uniformly continuous.]

4. Modeling feedback

Suppose we consider the optimization problem of Theorem 2 for autonomous dy-
namical systems so autonomy of the system makes the value function V' indepen-
dent of any starting time and

Vi€ =0| e TV () (4.1)
for each 7 > 0, where j*,x* are optimal as in the proof of Theorem 2. We would
like to recover the optimal switching control from V', allowing for the possibility
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that this need not be unique. The possibility of a transition 5 ~ j' # j when
x(t) = & just means that j' is in .4, and

{ some optimal j starting at (j,€) }

immediately switches j ~ j' # j (4.2)

(i ~ )+ Vi (&~ 51) = Vi)
where equality just means that the optimal value can be attained with a switch
to j'. On the other hand, comparing with (4.1) and (3.1), we see that

some optimal j starting at (j,€)
continues in mode j

. (43)
/0 ey (4,€)) di + PV, () (r,€)) = Vy(€) (some > 0).

Remark 4.1. From this we observe that:

Let J,f,m; be as in Theorem 2; assume each 7; is autonomous. Set V; = &;
Y; =id(X;), and

Aj(€) ={jif (4.3), j/if (4.2)} (4.4)

for j € J, £ € X; to complete the specification (E). Let (j,x), starting with (jq, £),
be as in Theorem 1.

Then the pair (j, x) is optimal for the switching control problem of Theorem 2
if and only if it is a feedback solution as in (S).

Proof. Clearly any optimal control satisfies (S) with (4.4). Conversely, by connect-
edness and the continuity of y(-) = x(+), such a solution of (S) satisfies (4.1) on
each nondegenerate interswitching interval Z,, (hence) and on [0,T] by induction
on v, hence is optimal. O

This is a primary motivation for taking (S) as defining the general structure of
feedback we consider here, while noting, for example, that we cannot always expect
to have full-state feedback as in Remark 4.1 and would necessarily implement only
finitely many sensors. Thus, we consider the evolution of a solution for (S) as
an independent problem, with the elements of (E) somewhat general. Purely for
expository convenience, however, we assume henceforth that X;,);,Y; are each
independent of j € J and that the dynamical systems 7; are autonomous.

Recall that the sensor maps Y; and the resulting sensor output y(-) played
no role in Theorems 1 and 2, but the regularity to be expected of these is now a
significant concern in being able to evaluate y pointwise in ¢ so the conditions of (S)
make sense. This regularity and its interaction with the avoidance of Zeno behavior
—i.e., with (S)-b. — constitute the essential technical difficulties in analyzing this
feedback structure. For Theorem 1, (S)-b. was already an admissibility hypothesis
on the given j and in the proof of Theorem 2 this was a consequence of the
assumed positivity of the switching costs. For a general feedback we will need new
hypotheses; we begin by assuming the feedback diagram and sensor map satisfy
the following set of hypotheses.
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a. each C7™7 is closed in X and 87 > [V \ B].

b. Y is set-valued with Y (¢) finite and nonempty for each £ € X.

c. Y is upper-semicontinuous, i.e., if one has y € Y (x) with 2, —

(H,) T in X, then there is a subsequence (yk(z)) converging to some
geY(z).

d. cascades of the form j = j are forbidden: i.e., there exists no
sequence of pairs (j,£)Y_; with j; = j; such that

Y(fy) ﬂcjumjqul 7& @7 Eu-&-l = f(gl/;ju ~ jy+1)~

It is precisely at this point that our considerations will depend in an essential way
on the particular PDE setting since we have in mind, at least as an idealization,
that our sensors will be point evaluations in the spatial domain of (1.1). For
the operation of a thermostat, where (1.1) becomes a heat equation, one has more
than enough regularity that this causes no difficulty (provided the sensor location is
separated from the furnace/AC). For a transport equation, however, the occurrence
of modal switching can be expected to introduce spatial discontinuities which
propagate to the sensors and cause temporal discontinuities in y(-); it then becomes
a delicate problem (cf. [5]) to provide a space X which allows for this and at the
same time gives both continuity of the dynamics and adequate regularity of y(-).

We now provide an additional hypothesis which, along with (H;), will suffice
to give (S)-b. in showing the existence of solutions for the feedback problem. This
hypothesis (Hz) is rather technical, but, as an example, we will later show how to
verify these hypotheses for transport on a graph.

There exists 7 > 0 such that for each £ € X, T > 7, and N’ there
exists N = N(&, N, T) such that:

(Hy) ifT—7<T <T and j’[ | is in /\/ISN/7 then there are no more
0,T—7
than N points of = = {£ € X' : #Y(£) # 1} in the trajectory {x(¢) :
te[0,7]}.

[While we have formulated this hypothesis to obtain a context of piecewise contin-
uous y(-), one might expect that a rather similar treatment could be formulated
for, e.g., y(-) of bounded variation.]

Theorem 3. Assume we have (E) satisfying (Hy), and (Hz). Then, for any given
(4,€) € T x X, there is [j(-),x(-),y(-)], a global solution of the feedback problem
starting with (4,&).

Proof. Tt is convenient to restrict our attention to ‘skittish solutions,” which switch
whenever that is allowable under the switching rules of (S). By Zorn’s Lemma one
has existence of a maximally defined skittish solution [j(-), x(-), y(-)] whose domain
necessarily has one of the forms [0, 0], [0, T%], [0,T%), or Ry = [0,00); we wish to
show this can only be [0, c0).
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From (2.3), we have initially either y(0)NB7 # () and proceed with a maximal
finite cascade j me 7 or have y(0) = Y (£) in &7 \ B/. Since (Hp)-a. gives &7 \
B/ = Y\ B’ open and (Hj)-c. ensures a solution can remain for some (small)
interswitching interval in mode j. In the former case, the cascade ends with 5/ ~ 7
leaving x = & with y = 7 = Y(£) & B7 (or the cascade could have continued);
by (2.3) we then have 77 € §7 and the solution could be extended. In either case,
then, the domain [0, 0] is inconsistent with maximality. Similarly, a domain [0, T%]
is also inconsistent with maximality since we could restart the problem at 7T, and
use the same argument.

Next suppose the maximal domain were of the form [0, T}).

Since [j(+),x(:),¥(-)] is a solution on every subinterval, either there is a last
switching . ~ j. at t, < Ty or the sequence of switching times (¢,) converges to T,
violating (S)-b. on [0, 7] itself. In the former case, t — x(t) = m;, (t — t., x(tx+) is
continuous on [0, 7] and either y(7,) = Y (x(T%)) € S8+ — so the solution continues
through T, in mode j. by (H;)-a. — or y(T.) N B7* # () so one can switch and the
solution can be extended at least to [0, Ty]; either of these possibilities contradicts
the maximality of [0, T%).

In the latter case, with t, — Ty, the maximally defined j(-) necessarily con-
sists of an infinite sequence of nondegenerate interswitching intervals of length
7, > 0 (with Z;O:l 7, = T\) separated by maximal cascades j,—1 7 j,. Choose
any TV € (T« — 7, T), let N’ bound the number of switchings in j(-) on [0,7”],
and set N = N(&, N, T,) as in (Hz). Now consider any one of the interswitching
intervals Z =7, = [t',t"] (i.e., t' =t,—1,t" =t,) witht’' > T" on which j = j = j,,.
By (S)-c, this must be initiated with x(#'—) = ¢! producing a maximal cascade
duo1 =Gt At =g with V(&) € ¢ and €41 = £(¢7; 57 ~ V) for
v=1,...,n—1as in (H;)-d. Assuming no points of = occur in this sequence (or
during 7) so Y is simply a continuous single-valued function there, one can show
easily that the set S of points in I which can initiate this particular sequence (as
€1 is closed and in KN so compact in X. Thus, iterating f, the set S’ of points
terminating the sequence (as £"¢,) is also compact and S” = Y (S’) is compact
in Y - with $” N B/ = (), as the cascade is maximal. Hence there is a minimal
distance from S” to B7. We must have y(#") € B? to end Z by initiating another
transition and note that [t — Y (m;(t — t/,&»4)] is uniformly continuous on Z so
there is a minimal time required to make this transit; with only finitely many
possibilities for the cascade, this time 7, may be taken as the same for all so the
length 7, of such an interswitching interval is bounded below by 7, and there can
be at most 7/7. such intervals. We have no lower bound on the length of those
interswitching intervals involving points of =, but the number of these is bounded
by our technical hypothesis (Hz), contradicting the assumption above of an infinite
sequence {Z,}.

Thus, the maximal domain must be [0, 00); as desired, the maximally defined
skittish solution is global. Of course, this need not be unique and there may also
be additional (non-skittish) global solutions. Note also, from this proof, that if we
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are given, on a bounded domain, any [j(-),x(-),y(-)] satisfying (S) there, then it
can be extended to a global solution. O

Example 4.2. As a first example, consider a thermostat-controlled heating system.
For the simplest case, one would have a single point-evaluation sensor: Y : & —
n = &(p) with p given in the spatial region 2 and £ € X = C(2). We take the
effect of the control in the boundary flux so (1.1) becomes the heat equation for
the temperature distribution x(¢, -)

x; = Ax on (2, X, = ax +v; at 9 (4.5)

defining 7; for the two modes j € J = {0,1} denoting OFF/ON. [Here the flux
difference v1 — v gives the effect of the furnace or AC.] We have no jumps in the
state itself when the thermostat switches so f = idx. The well-posedness of (4.5)
is standard and (Hj)-c.,d. as well as (Hz) are immediate since Y is single-valued
and continuous.

Now let 1, be our setpoint, the desired temperature, and allow a margin +9
with § > 0. Then switching is determined by

{0} ify>n.—¢ {0} ify>n.+46
Ao(y) =< {0,1} ify=n.—3d Ai(y)=4q {0,1} ify=mn.+9
{1} ify<n—9¢ {1} ify<n+9

COml = (‘00;77* - 6]a SO = [77* - 6700)7
ClmO = [77* + 53 OO), Sl = (700777* + 5]

Le., the furnace turns ON when temperature (at the thermostat) falls below n, —§
and goes OFF when it rises above 7, + 0. [The resulting transducer: y(-) — j(-) is
precisely the hysteretic non-ideal relay of [6, section 28.2], well defined except for
the possible ambiguity of anomalous points.] We have (H;)-a.,c.,d. trivially; with
§ > 0, (Hy)-b. holds as CO N C!™0 = (), and (H;)-e. holds as y(-) is continuous
here with each S/ \ B7 open.

Taking § > 0 is implicit in the usual design of thermostats and we note that
our hypotheses fail for the idealized thermostat with § = 0. In that setting one
has a (pointwise) functional map: y — j and convexifying when y = 7, (compare
[4, 3]) one does obtain existence, although with the possibility of Zeno-ness in the
form of sliding modes: ON/OFF oscillation of the furnace on the rapid scale. O

SO

Example 4.3. We conclude with a more demanding example, considering trans-
port on a graph with feedback modal control: descriptively, we imagine reacting
chemical species being transported by a solvent, moving as plug flow along the
pipe segments {E,, : m € M} of a network. These single-segment problems are
then coupled at each node N,, of the resulting graph I' through the allocation of
incoming flux, including exogenous sources, to outgoing segments, including ex-
ternal outputs). Our presentation here largely follows the more detailed treatment
in [5].

The state x(t) in this example will be the densities (concentrations) u(t, ) of
conserved species of interest, taken in a suitable state space X of vector functions
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on I'. The map ¥ : X — Y = R¥ is given by evaluations yr = u;) (-, 5k) at
specified sensor points 55 € I'. We have f = idy here and initially let the feedback
diagram be subject only to (2.3), (H;)-a., and ci~d' ' n...n "~ = @, which is
here equivalent to (H;)-b.

For simplicity of exposition we assume an incompressible carrier (solvent)
and uniform cross-sectional area «,, in each pipe segment F,, and input end 0,
independent of the mode; the transport is produced by the action (specified by j5)
of a pump at 0,,,. The flow velocity vJ, will then be constant on F,,, and, again for
simplicity we assume v, is also constant in ¢. The evolution 7; of the system is
now determined by these flow velocities. First, we have a set of convection/reaction
equations: on each of the individual edges

up + vl ug = fu) on E,, (4.6)

and will use the classical method of characteristics to construct solutions:

Let w(t;wp) be the solution of the ordinary differential equation

W' = f(w), w(0) = wo, (4.7)
Given (t,s), track back along the characteristic o(7) = s — [t — 7]v to an
initialization point (79, 0¢9) — either 7 = 79 < ¢ is a starting time (i.e., 0 or
the most recent switching time) with o9 = o(m) € E,, or else g = 0, with
70 < 7 < t. Now set u(t,s) = w(t —7;w.) where w, is the given data at (79, 09).

The construction of 7; is then completed by the nodal coupling, specifying the
input data ., () to each pipe. For each node N,, we have input edges M and
output edges M,, (with U, M,, = M = U, M,). Clearly the assigned flow veloc-
ities must satisfy the consistency condition

[lux in]ib = Z amvl, = Z amvl, = [Alux out]fl =) (4.8)
meM;, meMf

Assuming perfect mixing at the node, the vector of combined input concentrations
at N,, of the chemical species will be

Z{amvfn U (T, 1) s € M}
S {amv, i m € M}
and the required input data to E,, is then given by
(T, Op) = us (1) = Up(T) for m € M} (4.10)

[This must be modified in the case of exogenous sources, for which one can permit
some choice in the formulation.]

We take this construction along characteristics as defining our notion of so-
lution for (4.6) and so the definition of =;.

Our major technical difficulty in this example is to specify and topologize
the state space X so as to verify the hypotheses (H;) and (Hs) while maintaining

Un(T) = (4.9)
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continuity of this m;. From our solution construction and the continuity of w(,-),
we see that discontinuities will propagate along the characteristics (including across
nodes) and can be created only at nodes at switching times. We expect, then, that
the state x(¢) = (¢, -) will be a piecewise continuous function and will take X = PC
to be a suitable space of such functions.

As with modal sequences j(-), it is possible to create degenerate ‘intervals of
continuity’ — allowing u(t,-) to be continuous on an interval [s, ], take a value
on the degenerate interval [s',s”] with s” = ¢/, and then again continuous on
[s”,s"]. This could occur if discontinuities propagating through edges FE,, and
FE,,» incoming to the same node N,, arrive simultaneously; in view of our modeling
considerations we interpret ‘simultaneously’ as meaning ‘indistinguishably close’ —
although possibly distinct on the rapid time scale so we retain both possibilities
with the alternative intermediate values. These degenerate intervals correspond to
a fine spatial scale, comparable to the rapid time scale. In view of this possibility
we must careful with the interpretation of the sensor map Y, taking this to be
set-valued when such a subinterval coincides with one of the sensor points 5.

This suggests our characterization of an element of X = PC: for each m one
has a vector-valued piecewise continuous functions on closed subintervals, including
possible finite sequences of degenerate subintervals as with MS and then, much
as with Definition 3.1, we topologize this as follows:

Definition 4.4. [u* — w] in 7C if, for each E,,, the number of subintervals is
eventually fixed, the dividing endpoints converge, and the functions on them (nor-
malized to domain [0, 1] with values on degenerate subintervals taken as constants)
converge in the sense of C[0, 1].

One easily sees that the problem is well posed in this setting: 7; is continuous
from Ry x PC to PC. As suggested earlier, we use point evaluations to define
Y:PC —Y=REby

Y (&) = [&iy(51),- - &) (Br)] (€ € FC) (4.11)
with the provision that: if a discontinuity of £ occurs at one of the sensor points
5k so &£(-) has both left- and right-hand values there (perhaps even more values if
this involves a degenerate subinterval), then yx(£) becomes the set of all relevant
values; this clearly gives (H;)-b.,c. It is not difficult to construct the feedback
diagram to give (Hy)-a.,d. — e.g., taking S7 to contain the open set Y\ B’, perhaps
adjoining (as anomalous points) other points n € B’ for which Y ~1(n) contains
& from which one might wish to extend the solution in mode j — and we assume
this.

In order to satisfy (Hz) we require that the sensor points are separated from
the actuators, i.e., from the input nodes where discontinuities might be created.
Thus, we will assume there is some 7 > 0 such that

[5k — O] f0I, > 7 forallj € J, 3y € Ep, k=1,..., K. (4.12)

With this assumption, no discontinuity created after time ¢ = T could possibly
be propagated along characteristics to arrive at any sensor before ¢t = T + 7. If
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we have bounded by N’ the number of switchings in j(-) up to Tx — 7, then our
dynamics and the graph geometry bound both the number of spatial discontinuities
arriving to any sensor point, creating a point of =, up to Ty — 7 and the number
of discontinuities in x(T — 7), viewed now as an ‘initial’ state, and so bounds the
number which can arrive to a sensor point, creating a new point of =, by any time

T" < T). This total bound is then N (&, N',T) and we have verified (Hs). O
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Abstract. We discuss shape optimization problems and variational methods
for fundamental mechanical structures like beams, plates, arches, curved rods,
and shells.
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Keywords. Kirchhoff-Love arches, Naghdi curved rods and shells, the control
variational method.

1. Introduction

This work is a survey on recent results concerning thickness and shape optimization
problems associated with linear elasticity models of thin bodies like beams, plates,
arches, curved rods, and shells. We investigate subjects like existence, uniqueness,
optimality conditions, approximation, and numerical experiments. Our approach
is also strongly related to the so-called control variational method. In the case of
Kirchhoff-Love arches, this approach even yields the explicit solution of the model.

The plan of the paper is as follows: in Section 2, simplified beam and plate
models are analyzed, and the control variational method is briefly introduced.
Section 3 is devoted to Kirchhoff-Love arches and their optimization. In Sections
4 and 5, generalized Naghdi models for curved rods and shells, respectively, are
described together with optimization and control variational methods.

Finally, we mention that a general background and complete explanations of
much of the presented material can be found in the recent monograph by Neit-
taanmaéki, Sprekels, and Tiba [11]. Further references of interest will be indicated
throughout the text.

The second author acknowledges the support of CNCSIS Romania under grant PCE 1192-09.
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2. Beams and plates

We start with a thickness optimization problem for a simplified model of a simply
supported plate. For a given open set () having a sufficiently smooth boundary
0f), we consider the problem:

Min /u(m) oy (2.1)

Q

subject to
AW Ay) = f inQ, (2.2)
y=Ay =0 ondQ, (2.3)
0<m < u(r) <M ae inQ, (2.4)
5)

y € C, (2.

where C' C L?(Q) is nonempty and closed. The dimension of €2 is arbitrary, with
the plate model corresponding to 2 C R? (and the beam model to Q C R). Here,
u € L®()4 is the thickness, f € L?(Q2) is the load, and y € H*(Q) N Hi(Q)
(the weak solution of (2.2), (2.3)) represents the deflection.

Clearly, (2.2), (2.3) may be rewritten as

Az = f inQ, (2.6)
z=0 onodQ, (2.7)
Ay = z{ in Q, (2.8)
y =0 ond, (2.9)

where 2z € H?(Q)NH}(Q) is completely determined by f and £ =u=3 € L>=(Q) 4
The system (2.6)—(2.9) looks like the optimality conditions of some optimal
control problem (i.e., state equation plus adjoint equation) from the point of view
of the differential operators.
We formulate such a distributed control problem:

Min % / {(x) h*(x) dx (2.10)
Q
subject to
Ay =0z +¢h inQ, (2.11)
y =0 ond. (2.12)

The control h belongs to L?(£2), and no constraints are imposed; z is defined by
(2.6), (2.7), L =u"3.
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The optimal control problem (2.10)—(2.12) admits the trivial solution h* =0
in  (which is unique), and obviously the optimal state y* (and z) satisfy (2.6)—
(2.9) and, consequently, (2.2), (2.3). Moreover, one can see directly that (2.10)—
(2.12) is equivalent to the minimization of the usual energy functional associated
with (2.2), (2.3). By (2.11), h = ¢~! Ay — z, and we can rewrite (2.10) as

Min 1 / EL (Ay(z) —U(z) 2(x)) da

yeH2()nHL(Q) | 2/ 4()

. 1 )
B y6H2(1\§/ZI)1FIWIH01(Q) 5/“3(@ (Ay()) dx*/y(x)f(f)dﬂﬂ
Q Q
1 2
+§/€(x)z(x) de,
Q

where the last integral does not depend on y.

Remark. This is probably the simplest example that shows that the classical varia-
tional method for differential equations may be reformulated as a control problem.
If state constraints are added in (2.10)—(2.12), we get a variational inequality for
(2.2), (2.3), and the control problem is no longer trivial. In other situations to be
mentioned later, such reformulations have a major impact both at the theoretical
and the numerical levels.

Coming back to the thickness optimization problem (2.1)—(2.5), the above
transformations allow us to reformulate it as follows:

Min /f%(m) dz 'y (2.13)
Q
Ay = z{ inQ, (2.14)
y =0 ond, (2.15)
0< M2 <{(r) <m™® ae inQ, (2.16)
yeC. (2.17)

The integrand in (2.13) is strictly convex in the interval [M =3, m=3]. We get the
following result.

Theorem 2.1. If C is convex and if the admissible set is nonvoid, then the prob-
lem (2.13)—(2.17) and, consequently, the problem (2.1)—(2.5), has a unique global
optimal pair [y*,0*], respectively [y*,u*], in H?(2) x L*(£2).

Remark. Existence is standard, and uniqueness is a consequence of the strict con-
vexity of (2.13)—(2.17), since the relation y < £ defined by (2.14), (2.15) is linear.
However, the original problem (2.1)—(2.5) is nonconvex, since the relation y < u
in (2.2), (2.3) is strongly nonlinear. Hence, (2.1)—(2.5) may have infinitely many
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local minimum points (pairs), but the global minimum is unique. Such results may
be extended to clamped plates, i.e., to the case that (2.3) is replaced by

0
y = 8_31 =0 on 09,
and to other models of plates and beams.
Remark. If M is “large”, and C = {y € H?(Q); y(z) > —6 a.e. in Q}, § >0
“small”, then the set of admissible pairs is nonvoid. Indeed, for ¢ = M~3 the
corresponding solution yus of (2.14) satisfies (for p “large”):

sup |lynm (2)] < |yM|W2,p(Q) < C|Z|Lp(g)M_3 — 0 for M — c0.

zEQ
Then, Theorem 2.1 may be applied. Existence and uniqueness results are essential
stability conditions for numerical methods.

If the state constraint in (2.17) has the above form, then a usual penalization
approach approximates (2.13)—(2.17) via

Min /ﬁ(m) dzr + %/[y(aﬁ) +6)? dx (2.18)
Q Q

subject to (2.14)—(2.16), with € > 0 “small”.

Proposition 2.2. The optimality conditions for the problem (2.18) are given by
(2.14), (2.15), the adjoint equation

1
— (e +9)- inQ, (2.19)

pe =0 ondQ, (2.20)

Ape =

and the maximum principle

05 [ (50007 4 o) x@) (@) - e 22)

Q
for any £ € L™ such that M3 < l(x) < m=3 a.e. in Q.

Here, [ye,?:] is the unique optimal pair of the penalized control problem
(2.18), (2.14)(2.16).

Remark. One can prove bang-bang properties for the optimal thickness, [12]. Here,
we just show this in a numerical example computed by gradient methods with
projection. Notice that the gradient is given by 7%6’% +pz.

Ezample 2.3. Let Q C R? be an ellipse with semiaxes 0.2 and 1.0. The initial
“thickness” is /1 = 0.3 in 2, and the constraint on ¢ is

01 <¢<199 inQ,
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while § = 0.1. The Figures 2.1, 2.2 a), b) represent an optimal ¢ (which is almost
bang-bang in Figure 2.2) together with its section along o = 0 for f = —1000 in
Q, and, respectively, for

o) = 200 if z1>0,
L2270 22500 if @ <O.

Remark. Relevant for this section are the papers Sprekels and Tiba [12], [13], [14],
and Arnautu, Langmach, Sprekels, and Tiba [1].

L(x1.0)
25
2
15
]
0.5
° -1 -0.5 0 05 14
FIGURE 2.1. a) FIGURE 2.1. b)
L(x4,0)
20
15
10
5
b = 0
T -1 0.5 0 05 1%
FIGURE 2.2. a) FIGURE 2.2. b)

3. Kirchhoff-Love arches

We recall the classical formulation of the model:
1

/E(vl —cvo)(u] —cuz)(s) + (vh+cvr) (uh +cuy)'(s)| ds
0

1
/flul—i—fqu()ds, Vou € HYO1), Y use HX0,1). (3.1)
0
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The arch is given by a two-dimensional Jordan curve parametrized with respect
to the arc length by [p1, ¢2], and /€ is proportional to the thickness of the arch
(assumed constant), [f1, fo] € L?(0,1)? are, respectively, the tangential and the
normal component of the load (assumed to act in the arch plane), while [v1,vs] is
a similar representation of the deformation. The coefficient ¢ = ¢ ] — @Y ¢4 is
the curvature.

A thorough investigation using Dirichlet’s principle, Korn’s inequality, and
the Lax—Milgram lemma, for the solvability of (3.1), may be found in Ciarlet [3],
p. 432.

We shall analyze shape optimization problems associated with (3.1), while
the thickness is assumed constant. An essential tool is the reformulation of (3.1)
via the control variational method.

Let 6(s) = arctan (i%gg) (then @' = ¢) denote the angle between the hori-
zontal coordinate axis and the tangent vector ¢'(s) = (¢](s), ¢5(s)), and let

B cos(6(s)) sin(f(s))
Wis) = < — sin(6(s)) cos(0(s)) ) (32)

denote the fundamental matrix of the differential system

a1(s) = c(s)qa(s),  aa(s) = —c(s)qu(s), s€[0,1].

The control variational method associates with (3.1), (3.2) the optimal control
problem
1

/z’(s)%zs , (3.3)

0

1

1
Min { L(u, 2) :—/u2 )ds +
0

DN | =

2e

subject to u € L?(0,1), z € H(0,1), to the state equation

[mm j w@)wl@)[ﬁjgj ;f;gj”ds, re],  (34)
0

and to the constraint

fwalgraa]e-[s] oo

The formulation (3.3)—(3.5) is meaningful for 8 € L°>°(0,1), i.e., for ¢ = [p1, @3]
just Lipschitzian. If § € WH(0,1), then (3.4) may be rewritten in differential
form, i.e.,

v] —cvy =u+ g1 ae in (0,1),

vy +cvp =z + g2 ae. in (0,1). (3.6)
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The affine terms ¢1,g2 are defined by g1 = e2f, —gy = h, ¢2(0) = g2(1) =0,
where

{ fL } (t) = /W(t)Wl(s) { ;;8 ] (s)ds. (3.7)
0

A simple computation, involving (3.6), (3.7), and some partial integration, shows
that the cost functional (3.3) represents exactly the energy of the original system
(3.1). From this point of view, the control variational method (applied to arches
by Sprekels and Tiba [15]) is very similar to the approach of Ciarlet and Ciarlet
[5], [6], Gratie [8], Ciarlet and Gratie [7]. Using optimal control methods in the
minimization of the energy allows the application of powerful tools like the adjoint
equation and Pontryagin’s maximum principle.

Restriction (3.5) expresses that v1(1) = v2(1) = 0 (multiplying by W (1))
and completes the initial condition wv1(0) = v2(0) = 0, which is a consequence
of (3.4). The constraint (3.5) makes the control problem (3.3)—(3.5) nontrivial, in
contrast to (2.10)—(2.12) (which has the solution h =0).

As we have already mentioned, the following result reduces the solution to
(3.1) to the variational problem (3.3)—(3.5).

Theorem 3.1. If o € W3°°(0,1)?, then the unique optimal state [v,v}] of the
control problem (3.3)—(3.5) is the solution of (3.1).

Remark. The regularity assumption ¢ € W3°°(0,1)? is standard in the mathe-
matical literature on the subject. We study and solve (3.3)—(3.5) under the much
weaker hypothesis ¢ € W°°(0,1)?, which is one of the gains of the control vari-
ational method.

Theorem 3.2. Suppose that 6 € L>(0,1). The couple {[u*,z*], [vi,v3]} is optimal
for (3.3)=(3.5) if and only if there are X\i,\5 € R and p*,q* € L*°(0,1) such that:

U3

UT = / -1 S u*(s) 1(8) S or a.e.
[ }(t)O/W@W @ L Iae s prac e,

Remark. Theorem 3.2 gives the characterization of the solution to (3.3)—(3.5)
via the first-order optimality conditions, which are a variant of the Pontryagin
maximum principle. They allow, via further arguments, the explicit solution of
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(3.3)—(3.5). In particular, [\}, 3] € R? is the unique minimizer of the dual problem
1

: 1 : 2
[)\1%\;\[21]%]1%2 % /()\1 g cos(0(s)) + Aze sin(0(s)) + ££(s))” dx
0

+

|~

/[(/\1 w1 + A wy + ga) (s)] ds p (3.8)
0

where wy,ws € H2(0,1) N Hg(0,1) are some auxiliary mappings defined by
wy(s) = sin(A(s)), wi(s) = —cos(6(s)). (3.9)

Remark. This is possible since the constraint (3.5) has finite-dimensional range.
The dual problem (3.8) is unconstrained and equivalent to its first-order optimality
system (a (2x2) linear algebraic system). This gives the explicit solution for A}, A}
and subsequently, one can compute p*, ¢*, and u*, z* by the formulas in Theorem
3.2. The state equation (3.4) gives the explicit computation of the deformation
(only some integrals have to be approximated by quadrature formulas).

Some examples of deformation computations using (3.8), (3.9), and Theo-
rem 3.2 are given in Figures 3.1-3.3. Notice that in the case of Gothic arches such
as in Figure 3.1, # has indeed jumps, that is, the hypothesis 8 € L*°(0,1) is
essential.

0.80 —
0.60 —

0.40 —

Legend
— initial
- £=0.01
+ £-005
® =01

® =015

0.20 —

0.00 —4—%
I I I I |

0.00 0.20 0.40 0.60 0.80 1.00

FIGURE 3.1. 0(t)=t, te€ [0,5],0(t)=t+ %, te [, 5],
fi(t)=0, fo(t) =55, E=10, (© SIAM.
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FIGURE 3.3. 0(t) =t , fi(t) =220 fo(t) = <2l ¢ ¢ [0,27]
E =100, © SIAM.
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Based on this efficient solution method of (3.1), we consider associated shape
optimization problems. We study the model problem of the minimization of the
normal component of the deflection:

. 1
Min {5 / [va(s)]? ds (3.10)
0
subject to the optimality system defined in Theorem 3.2.

Notice that this optimality system becomes the state equation for the opti-
mization problem (3.10), and all the unknowns appearing there, v1,ve,u, z,p,q,
A1, A2, are the new state parameters. The new control unknown is just 6 € U,q C
L>(0,1) (control constraints), which completely characterizes the geometry of the
arch (its shape).

Remark. The significance of the problem (3.10) is to minimize the normal de-
flection (safety requirement) by choosing an advantageous shape of the structure.
The field of forces [f1, f2] € L?(0,1)? is assumed to be given (for instance, the
maximal load to which the arch may be subjected). General cost functionals may
be studied in a similar way.

Theorem 3.3. If U,q is compact in L>°(0,1), then the problem (3.10) has at least
one solution 0* € Uy,q .

Figures 3.4-3.6 are related to the problem (3.10) for three examples of pre-
scribed forces and of constraints on 6. The values of the cost functional obtained
in various iterations (corresponding to the two-dimensional curves represented by
different graphical symbols) are written in the legend of each figure.

Remark. Problem (3.10) is a control-by-the-coefficients optimization problem. In
the classical setting, the assumption that ¢’ = 6” (the curvature) is bounded in
L"(0,1), r > 1, ensures existence. Theorem 3.3 uses a much weaker assumption,
due to the application of the control variational method. It is possible to use gra-
dient methods for the solution of (3.10) under the same assumption § € L>°(0,1).
This is a rather technical subject, and we refer to Ignat, Sprekels, and Tiba [9],
Neittaanmaéki, Sprekels, and Tiba [11], Ch. 6.1.2, for a complete treatment. Figures
3.4-3.6 give some examples of optimal shapes computed by the above approach
together with several intermediate iterations. One should notice that Figures 3.4
and 3.5 admit a physical interpretation perfectly matching our numerical experi-
ments. This is a hint that the model and the optimization method are well founded
from the viewpoint of physics and have good stability properties.
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4. Curved rods in dimension three

Let 0 € W2°°(0,1)% be the parametrization of a three-dimensional Jordan curve,
and let w € R? be some bounded Lipschitzian domain, not necessarily simply
connected. If {f,n,b} denotes some local orthonormal frame associated with the
curve 6, we define the geometric transformation

F:Q=uwx]0,1[— F(Q) = QcCR3,

F(Z) = F(x1,20,23) = 0(x3) + 21 7(x3) + z2b(23),
YV (r1,22) Ew, Vas€]0,1]. (4.1)

Denote by (hi;(7)); jot3 = J(Z)~" the Jacobian of F, J = VF.If diam ()
is “small”, then det J(Z) > ¢y > 0, VZ € Q, and F : Q — Q is a one-to-one
transformation, Ciarlet [4], Thm. 3.1-1. A three-dimensional curved rod around
the line 6 of centroids is the domain Q) defined by (4.1).

Starting from the linear elasticity system, and using the supplementary as-
sumption that the displacement at & € Q has the form

g(i’) = 7_'(1’3) + T N(Ig) + i) B(Ig) (42)
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with Z = (21,72, 23) = F~1(2) € 2, we obtain the following model for the curved
rod:

3
B(y, Z [ (23) h14(Z) + Bi(x3) hoi (%) + (7] (x3) + 21 N/ (23)
2 i1

2 Bl(w3)) hai(@)] - [M; () (@) + Dj(as) hay (2)

+(1(x3) + 21 Mj(23) + 22 Dfj(23))hs; (T) || det J (Z)| dz

Jrﬁ/Z [Ni(xg) hij(Z) + Bi(x3) hoj (Z) + (7 (z3) + 21 N} (23)
& i<i

+ a2 Bi(x3)) hs; (T) + Nj(3) hni(Z) + Bj(w3) hai(T)
+(7)(s) + 21 N (w5) + 25 B)(w3)) hgi(g—:)}

[ Mi(as) b (@) + Dilws) hoy (@) + (1 (ws) + 71 M (ws)
+ a2 Di(w3)) ha; (%) + Mjj(23) h1i(Z) + Dj(3) hai ()
(1 (3) + 21 Mj (w3) + 22D (w5) s (2) || det J (2)|dz

3
+2ﬂ/2 [Ni(IS) h1:(Z) + Bi(ws) hai(Z) + (7/(x3) + z1 N/ (x3)
Q

i=1

+x9 B;(Qﬁg)) hgl(f)} . [Mi(xg)hli(f)—f‘Di(aﬁg) hgi(f)
+(pi(ws) + o1 M (x3) + 22 D}(x3))hs; (z) || det J(z)|dz

/ V(pe(zs) + x1 Mo(xs) + 2 De(xs))| det J(Z)| dZ , (4.3)
=1

for any test functions i = (u1, 2, u3), M = (My, My, M3), D = (D, Da, D3) €
HL0,L)3.

We have denoted © = (fi, M, D) € H}(0,1)°, and § = (11, 72, 73, N1, N2, N3,
Bi, Ba, Bs) € H}(0,1)?, the vector of the nine unknowns. The bilateral null con-
ditions, given by the choice of the space H}(0,1), correspond to clamped curved
rods. The vector f = (f1, f2, f3) € L?(0,1)? represents the body forces acting on
the rod, and \ >0, i > 0 are the Lamé coeflicients.

The condition (4.2) is very similar to (5.2) in the next section, and the choice
of the test functions is, too. That is why we call the model (4.3) to be of a general-
ized Naghdi type, Ignat, Sprekels, and Tiba [10], by using the name for similar shell
models (see next section). Notice that the regularity assumption § € W2°°(0,1)3
is one degree less than the usual assumptions in the literature, Trabucho and Viano
[20]. In the work of Tiba and Vodék [19], an asymptotic model is introduced for
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curved rods under mere Lipschitz hypotheses for the parametrization. Shape opti-

mization problems associated with three-dimensional curved rods are analyzed in

Arndutu, Sprekels, and Tiba [2], Neittaanméki, Sprekels, and Tiba [11], Ch. 6.2.3,

including numerical experiments with a fairly complete mathematical justification.
We associate with (4.3) the following optimal control problem:

Min{ /ZUH z)| det J(z)| dz

Q =1
+u/2 5(®) + V(@) |det J(@)] do
1<J
3
+2u/2 z)| det J(Z |d:E722/f2 ) [ri(z3) + a1 Ni(xs)
Q =19
+ @5 Bi(w3)] | det J( )\dm} (4.4)

subject to the state system

Ni(x3) h1j(Z) 4+ Bi(w2) hoj(T) + [7] (23) + 21 N (x3) + 22 B{(23)] h3; (Z)

= U;(Z) in Q, (4.5)
N;(0) = B;(0) = ,(0) =0, i=1,3, (4.6)

and to the control constraints
U = {U},,—13 € V C L*(Q)°. (4.7)

Here, V # () is the closed linear subspace in L?(Q)Y generated by all functions in
L3(0,1) (with zero mean) used on the “position” of 7/, N/, B}, i =1,3, in (4.5).
Clearly, N;, B; can be immediately obtained by simple integration and (4.6), which
gives the form of U;; in the right-hand side of (4.6) and spans V.

Notice that the condition 7/, N/, B, € L3(0,1), i = 1,3, is the same thing
as

mi(1) = Ni(1) = Bi(1) = i=13,

which could be imposed instead of (4.7). We pr efer to impose the control constraint
(4.7) in this form, since it is explicit. In (4.6), (x1,22) € w appears as parameter,
and the definition of V ensures that (4.6) has a unique solution for any U =
(Uij); j—13 € V. If (4.7) is not fulfilled, then (4.6) may have no solution.

Theorem 4.1. The optimal control problem (4.4)—(4.7) has a unique optimal couple

= {Us} € V, [7/,Bf,N}l,i—13 € H(0,1)?, and the optimal state is the
unique solution to the system (4.3) that governs the Naghdi generalized model for
curved rods.

This shows that the problem (4.4)—(4.7) is well posed and may be solved
instead of (4.3). The next results underline the simplicity of (4.4)—(4.7).
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Proposition 4.2. If {U}} is known, then [7/, N/, Bf|,_73 may be computed ex-
plicitly.

This is, of course, valid for any {Uj;}, ;_13 and any [, N;, Bi],_73 that
satisfy (4.5), (4.6), that is, the state system may be solved explicitly. There are
certain orthogonality relations between the coefficients (hi;); j_13 = J —1 that
may be obtained by their explicit computation, and this yields

3

By =Y Usb;, i=1.3, (4.8)
j=1
3

Ny =Y U;n;, i=13, (4.9)
j=1

(1) + a1 (N7)' + 22(B])
3 3 3
= > UjtjdetJ(@) + > Ufnjca® = > Ufbjcxr, i=1,3, (4.10)
j=1 j=1 j=1

where ¢ together with a, 5 are L>°(0,1) coefficients of curvature and torsion type
that may be computed from the “equations of motion”

F(I’g) = (1(1'3) E(IS) + /8(13)7_1(1:3)3
V(zs) = —a(xs) t(zs) + c(xs) n(xs),
n(r3) = —B(x3) t(x3) — c(x3)b(xs).

Remark. Let us denote by A;(U;;) the right-hand side in (4.10). Then, we can
perform the following substitution in (4.4):

3
Z/fi[Ti‘f‘alei-i-angi]detde
=19
3 x3
= _Z/[Ti/‘*‘xl N{+$2Bz{]/fi($1,$27p) det J (21,22, p) dp dz
i=lq 0
3 3
= _Z/Ai(Uij)/fi(mlax%p) det J(z1, 22, p) dp dT .
=19 0

In this simple way, the optimal control (4.4)—(4.7) is transformed into a mathemat-
ical programming problem defined on V C L?(Q)?, since the state disappears. One
can also compare the approach from this section to the solution of the Kirchhoff—
Love model in Section 3, in dimension 2.
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5. Generalized Naghdi shells
Let w C R? be a bounded Lipschitzian domain, ¢ > 0 “small”, and Q=wx]—¢,¢].
We assume that
dw=vU, 0Nmn =0,
and we denote

Iy = VOX]7555[7

Iy = 00\ Ty,

V(w) = {@ = (v1,v2,03) € H' (W)} 0], = o}.

Let p:w — R be piecewise in C?(@), and let 7 : w — R3, 7 = (n1,n2,n3), be
the unit normal vector to the graph of p in R3. We denote by 7 = (71, 2, 73) =
(21, 22, p(x1,22)) this graph, which will represent the midsurface of the shell. We
define the transformation F : Q — F(Q) = Q C R3 by

F(i’) = F(Il,lf27l’3) = ﬁ(I17I2) + I3 T_l(l’hl’g). (51)

If ¢ > 0 is small enough, then (5.1) is a one-to-one transformation (Ciarlet [4],
Thm. 3.1-1), which justifies the definition of the shell’s geometry Q= F(Q).
Denote by J = VF the Jacobian of F, and let (hy;(%)); j_t3 = J(Z)~'. Starting
from the linear elasticity system, and using the assumption that the displacement
has the form

§(2) = a(wy, 22) + as7(z1,32), VEEQ, 2=F (&), (5.2)

the following generalized Naghdi shell model of the deformation was deduced in
Sprekels and Tiba [16]:

8ui+x8ri h+ 6ui+x8ri h+Th
(91’1 3 611 14 (91’2 3 61}2 2% 3 103q

; )
O Ip; L (Ok Ip; o
{ Z (91’1 + 3 6£E1 hl] + 61}2 + 3 61}2 hQ] + Pi hsj

Jj=1 -
| det J (Z)| dz
3ui 813 3uZ ari |
his ha; i N3
<8m1 + 3 8.1‘1) 1+ <8m2 + 3 8952) 2T 3

Ot 0pi Ot Opi N\ s
< r +x P >h1¢+( a + x3 P )h2i+p1h3i]|detj(x)dx
x 1 x O
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Ou; or; Ou; or;
+U/Z{[(ax1+zga—m> h1j+<8—$2+I38—x2) h2j+1"ih3j
Q 1<g
Ou; or; Ou; or;
+ (31} + x3 P > hii + (6:1:2 + x3 Dg hai + 7 hsi
Op; Op; O Op;
((91’1 + 3 6131) hlj + ((91’2 + 3 i) th + pi h3]

o, 9p; Oy, 9
— ] hy; —= ho; hs;
+<6z1+$36121 1 + 8x2+$38I2 2 + pjh3i

| det J(z)| dz

S

3
= > /fi(uz- + w3 pi) dT + / hi(pi + 3 pi)do o,
Q

=1 I
V= (g1, p2,13), Y p = (p1,p2,p3) €EV(w). (5.3)

n (5.3), f = (f1, fo, f3) represents the body forces, h = (hy, ho, h3) the surface
tractions, A > 0, u > 0 are the Lamé coefficients, and the shell is partially
clamped along T'g. The unknown @ € V(w) may be interpreted as the deformation
of the midsurface of the shell, and 7 € V(w) is the deformation of the normal 7
(which may also modify its length, in this sense generalizing the classical Naghdi
model, Ciarlet [4]).

We show that it is possible to solve directly the generalized Naghdi shell
model (5.3) via a control problem governed by a finite number of independent
Poisson equations. This choice is motivated by its simplicity, and other choices are
also possible (which is a general characteristic of the control variational method):

. 1 _ A 1
we[ll\//lgl(g)]n {L(w) = 56([11’3 52/ |U}1 r2 T |w2|R2} dxy dxo
1 3
52/ [|VU;‘|D2§2 + |VT¢|D2§2} dxq d.%‘g}, (5.4)
=1,
subject to

3 3
Z / [Vu; - Vi + Vr; - Vab] doydag = Z / [w} - Vo + wh - V] dzidas
=1 i=1

3
+Z /fi(¢i+zs¢i)df+/hi(¢i+I3¢i)d7 , Vo, e V(w). (5.5)
=1 0 Iy
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This is an unconstrained control problem with w = [wy,ws] as control parameter,
wy = [wi, w},wi] € L*(w)®, £=1,2.

Theorem 5.1. The optimal control problem (5.4), (5.5) has a unique optimal couple
[u*,r*] € V(w)?, [w,wi] € L*(w)*?, and [u*,r*] is the unique solution of the
Naghdi generalized model (5.3).

Remark. One can compute the gradient of the cost (5.4) and use gradient methods
for the solution of (5.4), (5.5) and, implicitly, of (5.3). In each iteration of the
algorithm a finite number of independent Poisson equations (for the state and
the adjoint system) have to be solved. If convex state constraints are added to
(5.4), (5.5), then one obtains a variational inequality for (5.3). Notice that (5.4)
may be interpreted as the energy of the generalized Naghdi model as it is usual
in the control variational method. We also quote the work of Sprekels and Tiba
[18], including full details of the results introduced in Sections 4 and 5. In the
paper Sprekels and Tiba [17], the control variational method is applied to the full
elasticity system.
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A New Non-linear Semidefinite Programming
Algorithm with an Application to
Multidisciplinary Free Material Optimization
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Abstract. A new method and algorithm for the efficient solution of a class of
nonlinear semidefinite programming problems is introduced. The new method
extends a concept proposed recently for the solution of convex semidefinite
programs based on the sequential convex programming (SCP) idea. In the
core of the method, a generally non-convex semidefinite program is replaced
by a sequence of subproblems, in which nonlinear constraint and objective
functions defined in matrix variables are approximated by block separable
convex models. Global convergence is proved under reasonable assumptions.
The article is concluded by numerical experiments with challenging Free Ma-
terial Optimization problems subject to displacement constraints.
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1. Introduction

In the last two decades semidefinite programming problems (SDP) have received
more and more attention. One of the main reasons is the large variety of applica-
tions leading to semidefinite programs; see [3, 15], for example. As a consequence,
various algorithms for solving semidefinite programs have been developed — most of
them specialized in linear SDPs. Famous examples are interior point or dual scaling
methods (see, for example, [15, 31, 33] and the references therein). Only recently,
some of the algorithmic concepts have been generalized to nonlinear semidefinite
programs. Nowadays, there are several approaches: For example, in [9] and [11] the

This work has been partially supported by the EU Commission in the Sixth Framework Program,
Project No. 30717 PLATO-N.
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sequential quadratic programming idea is generalized to semidefinite programs. A
similar approach combining interior point ideas with sequential semidefinite pro-
gramming is presented in [16]. As alternative to this class of generalized interior
point methods, some Lagrangian type methods have been explored, see, [28, 23],
for instance. A related concept based on the modified barrier idea [24] lead to an
efficient implementation in the code PENNON [19, 22].

However the situation is still such that many classes of semidefinite pro-
grams remain unsolved. The main difficulty is the high computational complexity.
On the one hand, for some classes of SDP instances exploitation of sparse data
structures is very well understood. For instance, the techniques described in [14]
are implemented in many linear SDP solvers [8, 18, 32]. In the last five years, effi-
cient algorithms involving Krylov type methods have been adopted to semidefinite
programming and have been successfully applied to relaxations of combinatorial
optimization problems; see [36, 25, 22]. Only very recently the authors in [10] found
that algebraic properties of certain SDP instances can lead to amazing computa-
tional complexity improvements. On the other hand there are still SDP instances,
for which all these techniques and concepts fail to work. One prominent example
is the so-called free material optimization problem.

Free material optimization (FMO) is a branch of structural optimization.
It represents a generalization of so-called topology optimization (see [4]) that,
nowadays, is being routinely used in the industry. FMO has been successfully used
for conceptual design of aircraft components; the most prominent example is the
design of ribs in the leading edge of Airbus A380 [17]. The underlying FMO model
was introduced in [5] and [26] and has been studied in several further articles
such as [2, 39]. The optimization variable is the (positive definite) material tensor
which is allowed to vary from point to point. The method is supported by powerful
optimization and numerical techniques, which are based on dualization of the
original convex problem and lead to large scale semidefinite programming problems
[2]. The dualization approach has however two major disadvantages. First of all, the
computational complexity of the method depends cubically on the number of load
cases [20], which makes the approach impractical for 3D problems with more than
a few (typically 3-5) load cases. This was the main motivation of the authors to
develop the method described in [27]. Moreover, it is almost impossible to apply the
dual approach to extended (multi-disciplinary) FMO problems, as these problems
are typically non-convex. This is a serious drawback, as many design constraints,
such as displacement-based constraints are typical requirements arising in many
real-world applications; compare [17, 21].

In this article we propose an algorithmic concept — a generalization of the
method described in [27] — which is able to cope with the latter class of prob-
lems. Like the original approach, the method is based on a class of sequential
convex programming algorithms, of which the most prominent representatives are
CONLIN [12], the method of moving asymptotes (MMA) [29, 30] and SCPIP
[37, 38]. In contrast to the results described in [27], where the focus was on con-
vex, potentially non-smooth semidefinite programs, our main interest here is in
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non-convex problems. We follow the ideas presented in [30] in order to establish a
global convergence result for our method. Moreover we discuss numerical details
of our algorithm and demonstrate by numerical experiments that the new method
is a viable alternative and supplement to existing methods in the field of material
optimization.

The structure of this article is as follows: In Section 2 we define the basic
problem statement. In the third section, we recall the definition of convex, separa-
ble hyperbolic approximations of functions defined on matrix spaces. In Section 4,
these approximations are used to construct a globally convergent algorithm. Then,
in Section 5, we briefly describe the free material optimization (FMO) model in-
cluding displacement constraints. Finally, in Section 6, we present results of nu-
merical studies with 2D- and 3D-FMO problems, of which the latter ones have not
been solved by any existing method yet.

Throughout this article we use the following notation: We denote by S? the
space of symmetric dxd-matrices equipped with the standard inner product (-, -)ga
defined by (A, B)ga := Tr(AB) for any pair of matrices A, B € S%. We denote by
Si the cone of all positive semidefinite matrices in S% and use the abbreviation
A =ga 0 for matrices A € Sff_. Moreover, for A, B € S%, we say that A =g: B if
and only if A — B =g« 0, and similarly for A <5« B.

2. Basic problem statement
Our aim is to solve the following generic semidefinite program:
i Y P
min fo(Y) (P)
subject to
fZ(Y)SOa 6:1727"'7L7
g(Y) <0, k=12,...,K,
E#S%K#S%YM i:172a"'7m
with
S=8%" x 8% x ... x S and (dy,da,...,dp) € N™.
We assume that, in general, m is large (103 — 10°) and d; are small (2 — 10). That
is, we have many small-size matrix variables and matrix constraints.
In what follows F' denotes the feasible domain of problem (P). Throughout

the paper we make the following assumptions:

(A1) The functions f; : S — R, (( =0,1,...,L) are continuously differentiable.

(A2) The functions g : S — R (k = 1,2,..., K) are continuously differentiable,
convex and separable with respect to the matrix variable Y.

(A3) Problem (P) admits at least one solution.

(A4) The non-degeneracy constraint qualification (see [15, 7]) holds for P.
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Problems of type (P) arise in various applications. Our main motivation is
to solve the free material optimization problems described in detail in Section 5.
However, other applications can be found, e.g., in spline approximation [1] and
sparse SDP relaxation of polynomial optimization problems [34].

Remark 2.1. Assumption (A1) differs from the assumptions made in [27]. There,
f and all constraint functions are required to be convex. On the other hand, we
have a stronger continuity condition in this article. The non-degeneracy constraint
qualification used in assumption (A44) is a straightforward generalization of the
well-known linear independency constraint qualification.

Remark 2.2. For a short note on moderately successful experiences with ‘standard
SDP solvers’ applied to a sub-class of (P)-type problems as well as a brief motiva-
tion for the choice of the sequential convex programming framework, the interested
reader is referred to [27]. Here we only remark that the concept described through-
out this article can not be seen as a universal cure for large-scale (nonlinear) SDP
problems, but, as we will see in Section 6, it turns out to be efficient when solving
generalized FMO problems.

3. A block-separable convex approximation scheme

In this section we briefly outline the concept of block-separable convex approxi-
mations (see [27]) of continuously differentiable functions

f: S—=R, where S =8 x 8% x ... x % and (dy,ds, ...,d,) € N". (3.1)

We introduce the following convenient notation: Let 7 = {1,2,...,m}. On S we
define the inner product (-, )s := >, (-, *)ga:, Where (-, -)ga; is the standard inner
product in S% (i € I). Moreover, we denote by || - ||s the norm induced by (-, -)s.
Finally, we denote the directional derivatives of f of first and second order in
directions V,W € S by 22 f(Y;V) and %f(}/; V, W), respectively.

Definition 3.1. We call an approximation g : S — R of a function f of type (3.1)

a convex first-order approzimation at Y = (Y1,...,Y,,) € S, if the following
assumptions are satisfied:

(AP1)  g(Y)=f(Y),
(AP2)  H-g(Y) = % f(Y) foralli € I,
(AP3) g is convex.

In the following, we recall the local block separable convez first-order ap-
prozimation scheme for functions of type f, proposed in [27]. We start with the
following definitions:

Definition 3.2. Let f : S — R be continuously differentiable on a subset B C S.
For all ¢ € I we define differential operators entry-wise by

(V'f),,; = (a‘f )Z Lo 1<Lji<d;
3J

9Y;
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and denote by V f(Y) and V. f(Y) the projections of V' f(Y) onto Si and S%,
respectively.
Definition 3.3. Let f : S — R be continuously differentiable on a subset B C S and
Y = (V1,Ys,...,Y,) € B. Moreover let asymptotes L = (L, Lo, . . .,Lm)T U =
(U1,Us,..., Um)T be given such that
Li <, Y; =qa; Up foralliel
+ +

and 7 := {71, 72,...,Tm } be a set of non-negative real parameters. Then we define
the hyperbolic appmmmatwn fL U of f atY as

EUT(Y) = (V)

+ Z< L), (U = Ya) (U = Ya) N (Ui = Vi) = (U = i),

=D (VEFO), (Vi = L)Y = L)~ (¥ = L) = (¥ = L),
Z LU= Y) T (Y = L) g, - (3:2)

The following Theorem ([27]) says that (3.2) is a convex approximation in
the sense of Definition 3.1.

Theorem 3.4.
a) fé’U’T satisfies assumptions (AP1) to (AP3).
b) fé’U’T is separable w.r.t. the matriz variables Y1,Ya, ..., Yy,.
c) Let B be a compact subset of S, T > 7; > 7 > 0 for alli € 1, and asymptotes L
and U in the sense of definition 3.3 be given. Then fL’U’T 1s strongly convex

) )T

on B. Moreover the second-order derivative of f— is uniformly bounded

for allY € B.

Remark 3.5. Theorem 3.4 differs from the original theorem in [27] in the choice of
the asymptotes. Here we restrict ourselves to only one (fixed) choice of asymptotes.
The reason for this simplification is twofold. First it helps to unburden the notation.
Second, and more important there is no efficient dynamic choice of asymptotes
known in the semidefinite programming case. This is in sharp contrast to the
standard nonlinear programming situation; see [6, 13, 29, 38].

4. A globally convergent algorithm based
on hyperbolic approximations
In the framework of this section we use the local hyperbolic approximations defined

in Section 3 in order to establish a solution scheme for the generic optimization
problem (P):
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Given an iteration index j and an associated feasible point Y7 of problem
(P), we define local hyperbolic approximations of f, (( =0,1,...,L) as

HO) = (s () = () 777 (V).
and local approximations of (P) close to Y7 as follows:
min fo? (V) (P")
subject to
(Y)<0, ¢=1,2,...,L,
Y)<o0, k=1,2,...,K,
i <sas Vi Sga Vi, i=1,2,...,m.

<t

El

g

~

We denote the feasible domain of problem (Pj ) by FU. By construction the
following corollary is an immediate consequence of Theorem 3.4:

Corollary 4.1. For all¢{=0,1,...,L:

a) F(Y9) = fu(Y).

b) The gradients of f] and fi coincide at Y.

c) The functions f* are convez.

d) The functions f* are separable w.r.t. Y1,Ya,...Yy,.

Remark 4.2. Note that the function Fy(Y,Y’,7) := (f¢)3.(Y) depends continu-
ously on all its arguments (not only on Y'). This fact will play an important role
in the convergence theory later.

The following proposition states a basic property of (P?).
Proposition 4.3. Fach subproblem (Pj) has a unique solution v,

Proof. The existence and the uniqueness of a solution follows from the strong
convexity of the objective function fg on the compact set FY. Furthermore, as-
sumption (A4) (non-degeneracy constraint qualification) and Corollary 4.1 a & b
imply that we can find a strictly feasible point of problem (Pj ) and the assertion
follows. O

Now we are able to present the basic algorithm for the solution of (P):
Algorithm 1. Let asymptotes L and U feasible with Definition 3.3 and a constant
¥ > 1 be given.

(0) Find Y! € F.
(1) Put j = 1.
(2) Choose 7> 7 ,7J,..., 71, > 1> 0.
(3) Solve problem (P7). Denote the solution by Y.
(4) If fJ(Y+) > fo(Y*) for all £ = 0,1,..., L, GOTO (6).



A Non-linear SDP Algorithm for Multidisciplinary FMO Problems 281

(5) Put ) — 97/ for all i € {z €{0,1,... . L}| fl(y+) < fz(Yﬂ}
and GOTO (3).
(6) Yitl =Y+,

(7) If Y7+ is stationary for problem (P), STOP; otherwise put j = j + 1
and GOTO (2).

An appropriate update scheme for the parameters Tf , Tg s, 73 (Step 2) will
be proposed in Section 6, where we will also discuss algorithmic details as, for
instance, a practical stopping criterion in Step 7. There we will further point out,
how we carry out Step 0 above. For a detailed description of the algorithm applied
to the solution of the subproblems arising from Step 3, we refer again to [27] and
the references therein.

Remark 4.4. Algorithm 1 consists of outer iterations (Steps 2-7) and inner itera-
tions (Step 3-5). The inner iterations replace the line search used in the original
algorithm stated in [27]. An interpretation of the inner iterations is as follows:
Whenever the condition in Step 4 fails to hold, we increase the influence of the
strong convexity term. This results in a more conservative model. In a sense this
is related to the trust region idea, which is a popular alternative to line search
methods.

We state now the central convergence result for Algorithm 1:

Theorem 4.5. Suppose that assumptions (A1)—(A3) are satisfied. Then, either Al-
gorithm 1 stops at a stationary point of (P), or the sequence {Y7}; generated by
Algorithm 1 has at least one accumulation point and each accumulation point is a
stationary point of (P).

In order to be able to prove the convergence theorem, we essentially follow
the lines of the convergence proof in [30]. Many arguments carry directly over from
[30]. Nevertheless we present all auxiliary results here in the semidefinite context
for the sake of completeness. We start with the following lemma.

Lemma 4.6. In each outer iteration only a finite number of inner iterations is
required until the condition

YY) > f(Yh) foral £=0,1,...,L (4.1)

is satisfied. Moreover the parameters 7; (i € 1) remain bounded throughout all outer
iterations.

Proof. Using Theorem 3.4 ¢ the assertion of the lemma follows directly from [30,
Lemma 7.2 and Lemma 7.3]. O

As a consequence of this lemma, inner iterations can be neglected in the
remainder of the convergence proof.
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Next we define the following auxiliary problem (F%):

i 5 (1) )
subject to

fE(Y) <0, €=1,2,...,L,

(V) <0, k=12,... K,

Y; <sa: Vi <s; Vi, i=1,2,...,m.

Lemma 4.7. For each 7 € © := [1,T]™ the following equivalence holds true: A
given point Y is stationary for problem (P) if and only if it is stationary for (P3).

Proof. The assertion of Lemma 4.7 follows directly from the first-order approxi-
mation properties of the model functions (f¢)3 stated in Theorem 3.4 a & b. 0

An immediate consequence of Lemma 4.7 is the following: If Algorithm 1 has
a fixed point, i.e., Y771 = Y7 then Y7 is stationary for problem (P). Hence we can
assume subsequently without loss of generality that

(A5) Y+l £ Y3,

Lemma 4.8. All iterates Y7, j>1 remain feasible. Moreover the sequence { fo(Y7)};
18 strictly decreasing.

Proof. The first assertion is implied by condition (4.1) and Lemma 4.6. The strict
monotonicity of the objective function follows from assumption (A5). O

Taking into consideration that all iterates are in the compact set defined
by the matrix bounds, we conclude from Lemma 4.8 that the sequence {Y7},
generated by Algorithm 1 has at least one accumulation point. We denote this
point by Y*. Now we argue exactly as in [30]: We can find an infinite index set K
such that

(C1) Y* - Y* as k € K and k — oo.
By the same reasoning there exists a set K C K and a point Y such that
(C2) Y1 .V ask € K and k — .

Lemma 4.9. The sequence of function values { fo(Y7)}; converges to fo(Y*).

Proof. The sequence of function values is monotonically decreasing due to Lemma
4.8. Moreover it is bounded by the global minimum of problem (P) — cf. assumption
(A4). Thus the sequence of function values converges to some f*. Finally we see
from assertion (C1) that f* = fo(Y™). O

Using the lemma above and the continuity of fy we immediately find

foY™) = fo(Y) (4.2)

and conclude:
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Lemma 4.10. Y is the unique solution of (P{;), where T is an accumulation point
of the bounded sequence {T};.

Proof. Without restriction of generality we assume that the sequence {7} ek con-
verges. Y711 is as optimal solution a feasible point of problem (Pj ). Now, letting
k € Kand k — oo we see that Y is in the feasible domain of (Pj.). It remains to
prove that fol. (V) < fol. (Y) for an arbitrary feasible Y. We argue by contradic-
tion. Assume that there exists a Y feasible for (P}~ ) such that fo}. (Y) < fol(Y).
Then by a continuity argument we can find a point Y in the interior of the feasible
domain of (Py.), which satisfies the inequality

foy-(Y') < foy-(Y). (4.3)
The fact that Y’ is strictly feasible guarantees the existence of a k > 0 such that
Y’ is a feasible point of all (P¥) with k > k. Now we conclude from Remark 4.2,
from Y1 5 ¥ vk By 78 K 2 and (4.3) that we find an index k' > k large

k  ~ k

enough such that fo3-.(Y') < folx(Y*+1). But this contradicts the optimality of
Y#+1 for (Pk) O
Lemma 4.11. ¥ = Y*.

Proof. By construction Y* is in the feasible domain of (P;i). From fo(Y*+1) <
1t follows by letting k£ € K an — 00 that
k(Y1) it follows by letting k € K and k h

fo(Y) < foy-(Y). (4.4)
By Lemma 4.7 we have fo(Y*) = fol.(Y*), but then (4.2) together with (4.4)

shows that foJ-. (Y*) < fol(Y). Now the assertion follows directly from Lemma
4.10. U

Finally the assertion from Theorem 4.5 follows from Lemma 4.7 and Lemma 4.11.

5. Free material optimization

We briefly introduce the free material optimization problem:

Let Q C R? be a two-dimensional bounded domain' with a Lipschitz bound-
ary. By u(z) = (u1(z),u2(x)) we denote the displacement vector at a point = of
the body under an external load, and by

1 [/ Ou;(z ou;(x .
eij(u(x)) = 5 ( 83:() + a]; )) fori,j =1,2
i i

the associated (small-)strain tensor. We assume that our system is governed by
linear Hooke’s law, i.e., the stress is a linear function of the strain

0ii(x) = Eijre(x)ere(u(x)) (in tensor notation),

1The entire presentation is given for two-dimensional bodies, to keep the notation simple. Anal-
ogously, all this can be done for three-dimensional solids.
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where E is the elastic stiffness tensor. The symmetries of F allow us to write the
274 order tensors e and o as vectors

e = (e11, e, V2e12)T €R?, 0 = (011,00, V2015)T €R®.
Correspondingly, the 4" order tensor F can be written as a symmetric 3 x 3 matrix

Eiii Frise V2FE1110
E= Bz V2Fa12 | - (5.1)
sym. 2E1212

In this notation, Hooke’s law reads as o(z) = E(z)e(u(x)).

Given an external load function f € [Lo(T')]?, where T is a part of 99 that is
not fixed by Dirichlet boundary conditions, we are able to state a basic boundary
value problem of the type:

Find u € [H'(9)]?, such that (5.2)
—div(e) = 0 in Q
on = f on I
U = 0 on [y
o = E-e(u) in Q.

Here I' and T’y are open disjunctive subsets of 992. Applying Green’s formula,
we obtain the weak equilibrium equation

Find u € V, such that (5.3)

(BE(z)e(u(z)), e(v(z)))dx = / f(z) -v(x)dz, YveV,

Q r

where V= {u e [H(Q)]*|u=0on Ty} D [HL()]? reflects the Dirichlet bound-
ary conditions.

In free material optimization (FMO), the design variable is the elastic stiff-
ness tensor E which is a function of the space variable x (see [5, 26]). The only
constraints on F are that it is physically reasonable, i.e., that E is symmetric and
positive semidefinite. This gives rise to the following definition

Ey={EeL®(Q)*? | E=E",E > pl ae. inQ},

where p € R* is a suitable non-negative number and I denotes the identity matrix.
The choice of L is due to the fact that we allow for maximal-material /minimal-
material situations. A frequently used measure for the stiffness of the material
tensor is its trace. In order to avoid arbitrarily stiff material, we add pointwise
stiffness restrictions of the form Tr(FE) < p, where p is a finite real number. Ac-
cordingly, we define the set of admissible materials as

E:={EeL*Q)*>?® | E=E",E = pl,Tr(E) <pae. in Q}.
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Now we are able to present the basic FMO problem:

inf [ f(z)- u(z)dx (5.4)

subject to
u solves the equilibrium equation (5.3),
v(E)<7v.

Here the volume v(E) is defined as [, Tr(E)dz and o € R is an upper bound
on overall resources. Moreover, the objective, the so-called compliance functional,
measures how well the structure can carry the load f. More details about the
infinite-dimensional problems are given in [2, 35].

Next we show, how we can incorporate so-called displacement constraints in
the problem formulation: Given a set of functions d* € [Lo(T)]? (k =1,2,...,n4),
we define linear displacement constraints as

/dk(m) cu(z)de <rF) k=1,2,... ng,
r

where r1,73,...,7™" are real numbers. Then we arrive at the following multidisci-
plinary FMO problem:
inf / f(z) - u(x)dx (5.5)
ueV, Jr
EcE
subject to

u solves the equilibrium equation (5.3),
/dk(x) cu(z)de <rF, k=1,2,...,n4,
r

v(E) <7.

Important questions like existence of an optimal solution of this generalized
FMO problem are discussed in a forthcoming paper by the authors. In order to
solve problem (5.5) numerically, we use the finite element scheme described in [27],
which is based on the discretization schemes used in [2, 35]. After discretization,
problem (5.5) becomes

min fTA™Y(E)f (5.6)
E€E
subject to

(@) TATNE) <%, k=1,2,. . na, (5.7)

i Tr(E;) <V,
i—1

where F is given as

E={Ee (S | E;=pl, Tt(E;) <P, i=1,...,m}, (5.8)
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V is a discrete upper bound on resources and f,d* (k =1,2,...,n,) are coefficient
vectors in RY associated with a finite element basis 91,7, ...,9x (note that the
discrete vectors are denoted by the same symbols as their infinite-dimensional
counterparts). Moreover A is the so-called global stiffness matrix associated with
the material E.

Remark 5.1. In [27] the authors have shown that the objective function given in
problem (5.6) is convex, smooth and has a dense Hessian. While the displacement
constraints (5.7) are smooth and lead to dense Hessians as well, they are in general
not convex.

Remark 5.2. Note that it is possible to work with several independently acting
load cases in all FMO problems above. For simplicity and because the multiple
load case is already extensively studied in [27] we restrict ourselves to single load
case scenarios in this article.

6. Numerical experiments

Before we report on results of our numerical experiments with FMO problems
described in the previous section we want to present some algorithmic details:

6.1. Algorithmic details
The choice of the asymptotes. As already mentioned in Section 3 we use fixed
asymptotes. The following choice turned out to be robust:
L; =0, U; =1.1pld,
where Id is the identity matrix in S® and S° for 2D- and 3D-problems, respectively.

The subproblems. During all iterations, we solve the subproblems approximately.
We use the following strategy: we start with a moderate accuracy of e = 1073
for the KKT error of the subproblem. During the outer iterations we adjust the
tolerance according to the current KKT error of the master problem.

The choice of 7. The parameters 77 (i € I) in the jth outer iteration are initialized
such that the following condition is valid:

V(BN + 7 T=61 (i€l

for all i € Tand all £ = 0,1,...,L. A typical choice for § is 10~%4. The constant
update factor 9 used in step 4 of Algorithm 1 is typically chosen from the interval
[2,10]. For a more sophisticated update scheme we refer to [30].



A Non-linear SDP Algorithm for Multidisciplinary FMO Problems 287

A practical stopping criterion. We use two stopping criteria for Algorithm 1. The
first one is based on the relative difference of two successive objective function
values. We consider this stopping criterion as achieved if the relative difference
falls below some given threshold €; (typically ¢; = 1078). The second stopping
criterion is based on the following KKT-related error measures:

err; = HVL(Yl,yl,ul,Ql,Ul),
erry = max{fo(Y'), (YY) | ¢=1,2,....L, k=1,2,...,K},
_l —
ety = max { b fe (Y, lubge (V) 1L, Y] =Y )1 1T, V5= Y |

(=1,....L, k=1,....K, j=1,...,m},

where Y! is the approximate solution at iterate I, L is the Lagrangian associated

with problem (P) and 3, u!, U Land T' are the corresponding vectors of Lagrangian
(matrix) multipliers associated with the constraint functions fo, gr and the lower
and upper matrix bound constraints, respectively. Recall that the feasibility of Y
w.r.t. the matrix bound constraints is maintained throughout all iterations. Now
we define our second stopping criterion as

3

1

3 Zerri < €9, (6.1)
i=1

where a typical value for € is 5-107°. Note that we only stop when both stopping
criteria are satisfied simultaneously.

How to find a feasible point? In general it is known that finding a feasible point
of a non-convex optimization problem may be as hard as solving the optimization
problem itself. It turns out however that the following strategy inspired by [38]
works well for our purposes: If no feasible point is known, we start by solving the
following auxiliary problem:

. j J
min fo? (V) + > mfl )
£=1,...,L
subject to
ge(Y) <0, k=12,...,K,
Yi Sst; Vi <ga: Y, i=1,2,...,m.

Here the parameters ny, £ = 1,2, ..., L are penalty parameters, which are increased
until a feasible solution is identified.

The code. We have implemented the new algorithm in the C programming lan-
guage. In what follows we refer to the resulting code as PENscp. All FMO and
finite element computations have been carried out by a prototype version of the
software platform PLATO-N.
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FI1GURE 1. Test case 1: no displacement constraint applied; density plot
(left) / deformed density plot (right)
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F1GURE 2. Test case 1: including displacement constraint; density plot
(left) / deformed density plot (right)

6.2. Numerical studies with displacement constrained FMO problems

2D examples. The first test case we consider consists of a rectangular domain
which is clamped on the corner elements of the right boundary and loaded in the
center of the left boundary edge. The design space is discretized by 14.400 quadri-
lateral elements. We first solved this problem without displacement constraints.
PENSCP needed 256 iterations in order to solve the problem. The optimal density
results are depicted in Figure 1.

Next we solve the same problem including a displacement constraint, which
forces the center of the right boundary edge to move to the left. The additionally
constrained problem was solved in 273 iterations. The resulting density distribution
is shown in Figure 2.

The compliance of the modified problem is only larger by approximately 0.5
per cent compared to the original problem. This is because not much additional
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FiGUuRrE 3. Test case 1: principal strain directions; no displacement con-
straint (left) / with displacement constraint (right)

Y-axis

Y-axis

-0.2 0 02 04 06 08 1 12 -0.2 0 02 04 06 08 1 12
X-axis X-axis

FIGURE 4. Test case 1: additional load & displacement constraint; den-
sity plot (left) / deformed density plot (right)

material is needed to move a point, where originally the material is on the lower
bound. As a consequence the resulting density plots differ only slightly. In Figure 3
we plot the principal strain directions for both problems. here the difference is
already much more significant.

A well-known trick in design of mechanisms which avoids the difficulties de-
scribed above leading to more significant changes in the design is to prescribe
some material in the area which should be moved by the displacement constraint.
Alternatively one can apply a small force. Using the latter idea, we obtain the
results displayed in Figure 4. This time the solution was found in 361 iterations.
The compliance is (of course) much higher now — by about 50 per cent.

In our second test case we load a horizontal bar by vertical forces in the left
and right upper corner of the design domain. At the same time the bar is supported
from below as indicated in Figure 5. The bar is discretized by 18.000 elements.
Solving the problem without displacement constraint (310 iterations) one observes
that the complete bar bends over the support. In particular, the central part of
the upper boundary moves up.

This time the displacement constraint should invert this effect, i.e., the cen-
tral part of the upper boundary should move down. The computed density results



290 M. Stingl, M. Koé¢vara and G. Leugering

Y-axis
o
o

Y-axis
o
&

FIGURE 5. Test case 2: no displacement constraint; density plot (top) /
deformed density plot (bottom)
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FIGURE 6. Test case 2: displacement constraint applied; density plot
(top) / deformed density plot (bottom)

(achieved after 327 iterations) can be seen in Figure 6. Figure 7 provides a compar-
ison of the principal strain directions. The increase of the compliance functional
in this example was about 16 per cent.

3D examples. In our third test case we want to design a cube, which is loaded
in the center of its top surface and clamped in the neighborhood of the corners
of the bottom surface. We discretize the cube by approximately 10.000 Hexa ele-
ments. The algorithm stops after 815 iterations yielding the density result shown
in Figure 8.
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F1GURE 7. Test case 2: principal strain directions; no displacement con-
straint (top) / with displacement constraint (bottom)

FIGURE 8. Test case 3: no displacement constraint; density plot (left) /
deformed density plot (right)

Similar as in test case 1, we now apply a displacement constraint, which
should move the area around the center of the bottom face upwards. We stopped
the algorithm close to the required precision after 1000 iterations. Figure 9 demon-
strates the effect of the displacement constraint. Note that similar as in our first
experiment, we added a small force to the center node in the bottom. We suppose
that the large number of iterations is related to a poor scaling of the problem.

Our last test case is the 3D counterpart of test case 2. We used a discretization
of approximately 8.000 finite elements in this case. Here the original problem
converges after 463 iteration, while after adding the displacement constraint 527
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FIGURE 9. Test case 3: displacement constraint applied; density plot
(left) / deformed density plot (right)

FIGURE 10. Test case 4: no displacement constraint; density plot (top) /
deformed density plot (bottom)

iterations are required. Figures 10 and 11 compare the results obtained in both
cases. In our last example the compliance increased by 8 per cent.

Remark 6.1. We note that in all examples a feasible point was detected after at

most five outer iterations. The associated penalty parameters took values between
1 and 100.
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FIGURE 11. Test case 4: displacement constraint applied; density plot
(top) / deformed density plot (bottom)

Remark 6.2. We want to remark that as alternative to problem (5.5) one could
minimize the volume functional subject to displacement and compliance con-
straints. We tested this formulation on a few examples. The results were compa-
rable with the only difference that the computation time was significantly higher
due to more iterations required by the sub solver.
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How to Check Numerically the
Sufficient Optimality Conditions for
Infinite-dimensional Optimization Problems

Daniel Wachsmuth and Arnd Rosch

Abstract. We consider general non-convex optimal control problems. Many
results for such problems rely on second-order sufficient optimality conditions.
We propose a method to verify whether the second-order sufficient optimality
conditions hold in a neighborhood of a numerical solution. This method is then
applied to abstract optimal control problems. Finally, we consider an optimal
control problem subject to a semi-linear elliptic equation that appears to have
multiple local minima.
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1. Introduction

Let us consider the following model problem. Let U be a Hilbert space. Denote
by U,q the space of admissible controls, where U,q is a closed, convex and non-
empty subset of U. In addition, let f : U — R be a twice continuously Fréchet-
differentiable function. Then we are considering the problem

min f(u). (1.1)

u€U,q

The first-order necessary optimality condition for (1.1) reads as follows. Let @ be
a local solution of (1.1). Then the variational inequality

f@uw—a)>0 Yu€ U (1.2)
is satisfied. An equivalent characterization is given by the inclusion

—f'(w) € Ny, (u),
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where Ny, (@) denotes the normal cone of U,q at @. We will not consider second-
order necessary conditions here, instead we refer to [3, 4].

A strong second-order sufficient optimality condition is satisfied at @ if the
condition (1.2) as well as the coercivity property

@, o] > alvlli; YwelU (1.3)

hold for some « > 0. This condition ensures that @ is locally optimal, and moreover,
the quadratic growth condition holds: there are constants r,d > 0 such that

flu) = f(@) +0llu —allf; Vu € Uaa s Ju—ally <.

Using the well-known concept of strongly active sets, see, e.g., [3, 4, 8], the sub-
space, where f” has to be positive definite, can be confined.

If the second-order sufficient conditions hold at the local minimum @ one can
prove several properties of the original optimization problem. At first, such a local
solution is stable with respect to perturbations. That is, a small perturbation
of the optimization problem leads only to a small perturbation in the solution.
This stability is a major ingredient for convergence results, since one can interpret
approximated problems as perturbations of the original one. This allows to prove
local fast convergence of optimization methods (SQP, semi-smooth Newton) as well
as convergence rates for finite-element discretizations of optimal control problems.

The importance of sufficient optimality conditions makes it desirable to verify
whether these conditions are satisfied for a given problem. However, in condition
(1.3) coercivity is assumed for the unknown solution. For finite-dimensional prob-
lems, one can compute eigenvalues of the Hessian matrix at some approximation
of the solution since it is possible to compute this Hessian exactly. In infinite-
dimensional problems, the computation of the second derivative is also prone to
discretization errors. Hence, it is difficult to check whether the condition is fulfilled.
This was the starting point for our investigations. We will propose a different con-
dition, which is in fact a condition at a given approximation u. Since only known
quantities are involved, there is a chance to check this condition. For the details,
we refer to Section 2. We have to admit that we can only deal with problems
without two-norm discrepancy. The two-norm discrepancy occurs, whenever the
the ingredients of the problem are differentiable with respect to a smaller space
(say L°°) and stronger norm, and coercivity of the second derivative only holds
with respect to weaker norms (say L?), see for instance [5].

The numerical solution of optimization problems in function spaces is often
done by discretization. Let U, be a finite-dimensional subspace of U with basis
b .. qﬁflv b, Then an example discrete problem, which hopefully can be solved on
a computer, reads as

uherll}jflanh f(Uh)

Given a discrete solution uy, one can introduce the discrete Hessian matrix asso-
ciated with the discrete problem by

H = (hij)?f]h:p hig = f"(an)[},, #7)-
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Then one can compute the eigenvalues of H and check positive definiteness of H.
If H is positive definite at @, then uy is a local minimum of the discrete problem.
However, it may happen that @y, is not even close to a local solution of the original
problem. Hence, the information in H is almost worthless in this case. We will
present an example in Section 3, where exactly this situation occurs.

In Section 4, we will extend our approach to optimal control problems with
partial differential equation. Here, we have in mind the following optimization
problem

min g(y) + j(u)

subject to

Ay +d(y) = Bu,
u € Uygq.

Here, a large class of semilinear elliptic state equation are covered by the analy-
sis. In particular, steady-state Navier-Stokes equation are included. However, the
differentiability requirements and the coercivity assumption are formulated with
respect to the same spaces and norms. That is, problems with two-norm discrep-
ancy are not covered.

In the article [12], the authors already suggested conditions for the numer-
ical verification of optimality conditions. However, the analysis relied heavily on
H?2-regularity of the solutions. We will overcome this restriction using a different
approach for the treatment of the discretization errors.

The plan of the article is as follows. The verifiable condition is developed in
Section 2. In Section 3, we introduce an example that shows that the computation
of eigenvalues of the discrete Hessian cannot be taken as substitute for the con-
dition of Section 2. The analysis concerned with optimal control problems for a
semilinear elliptic equation is done in Section 4. We end the article with a report
about an optimal control problem that admits two local solutions, see Section 5.

2. Coercivity condition for nonlinear programming

Let up € Uaq N Uy be an arbitrary, admissible point. Ideally, u;, would be the
solution of a discretized problem or an approximation of it as the outcome of
some iterative method. But we will not rely on this property, which is a major
improvement over [12].

Now, let us present the coercivity condition. At first, we assume that we can
find bounds of certain characteristics of f/ and f”.
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Assumption 2.1. There are constants €, a, M, R such that the following three in-
equalities hold:

I (up)(uw—up) > —€llu —upllv YV € Uspa, (2.1)
" (un)lo,v] = allvll?; Vv eU, (2.2)
(" (u) = £ (un))[vr, v2]| < Mllu = upllullvillulvell Yu € Usa,

Ju—unlv <R,
v1,v2 € U.

Let us comment on the three inequalities involved in the assumption. The first
one (2.1) measures in some sense the residuum in the variational inequality (1.2).
The second inequality is a coercivity assumption on f” at wy. The essential dif-
ference to (1.3) is that the point, where we have to check for coercivity of f”, is
known.

Moreover, these conditions are analogous to the pre-requisites of convergence
theorems of Newton’s method: smallness of initial residual, bounded invertibility,
and local Lipschitz estimates. See also the comments below.

Let us now take another admissible point u € U,q. With the help of As-
sumption 2.1, we can estimate the difference between f(u) and f(up) using Taylor
expansion as

Flu) = Fn) > ) ) 2 ) )
[ o= ) - 1) - s (24)

« M
2 —ellu—unllv + S llu - unlf = <5 e = g

In addition to Assumption 2.1, we need a further qualification, which relates
the constants appearing there to each other.

Assumption 2.2. There exists a real number r with R > r; > 0 such that

M
—ery + %ri — Fri >0, (2.5)
a—Mry >0 (2.6)

is satisfied.
Assumptions 2.1 and 2.2 allow us to prove the main result of this section.

Theorem 2.3. Let Assumptions 2.1 and 2.2 be satisfied. Then there exists a local
solution @ of the original problem (1.1) with

|u —unllo < 7y

Furthermore, the second-order sufficient optimality condition (1.3) is satisfied at .
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Proof. Let us consider the optimization problem (1.1) but restricted to the closed
ball centered at up with radius r4,
~ min f(u).
w€B(up,r4+)NUag
Due to (2.6), the function f is convex on B(up, ). Hence, the auxiliary problem
admits a global minimum @ with ||@ — up||y < r4. Moreover, the second derivative
of f is positive definite at @ by (2.2) and (2.6).

By (2.5), 4 cannot lie on the boundary of B(up,r4), since the value of f
is there larger than in wu;. That is, @ is also the global minimum of f over the
intersection of U,q with the open ball at u, with radius r4. Hence, @ is a local
solution of the original problem (1.1). O

The consequences of this result are threefold: at first we obtain existence
of a solution of the original problem in the specified neighborhood. Secondly, we
can estimate the distance to the solution. And third, we can prove that this yet
unknown solution fulfills the second-order optimality condition.

The inequality (2.5) is an assumption on the objective functional. We can
replace it by an assumption on the first derivative f/, and can prove an result
analogous to Theorem 2.3.

Assumption 2.4. There exists a real number 7 with R > 7, > 0 such that
M
f&Hﬁ+f§41>0 (2.7)
is satisfied.

Theorem 2.5. Let the assumptions 2.1 and 2.4 be satisfied. Then there exists a
local solution @ of the original problem (1.1) with
1@ —unllv <7y

Furthermore, the second-order sufficient optimality condition (1.3) is satisfied.

Proof. At first, we have to show that Assumption 2.4 implies the convexity of f
is a neighborhood of uy,. Let us define a polynomial p by p(r) = —e + aFf — &2,

We already know p(0) < 0 and p(74+) > 0. Hence, there is a 7y € (0,74 ) such that
p(7o) = 0. The root 7 is given by 7o = 7 (1 —4/1 - 2%6). Moreover, it holds

o — M7y = ay/1 — 22 > 0. Hence, there is a #; € (7o, 7 ) such that (2.6) and

OC2
(2.7) are satisfied for 7. This implies the convexity of f on the ball centered at
uyp, with radius 7.
As in the proof of the previous Theorem 2.3, we obtain then the existence of
a global solution @ of the problem

~ min f(u).
uEB(uhil)ﬂUad
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It remains to show that @ is not on the boundary of B(us,71). Let us take an
arbitrary u € Uyq with ||u — up||y = 71. Using (2.7), we obtain

f(u)(un —w) = f(un)(up, — ) + f"(un)(un — u,w —up)
+ / (F"(un +t(u —up)) — f"(un)) (up — w,u — up)dt
0

M 2
< (e~ allu—unlly + - llu—unlly ) llu —unllo <0.

Hence, the necessary optimality conditions of (1.2) are not fulfilled for any control
on the boundary of B(up,71). Thus, the solution @ satisfies ||a — up||v < 71 < 7.
Furthermore, it is a local solution of the original problem (1.1). O

A close inspection of the proof reveals that we can show an improved error
estimate:

Corollary 2.6. Let the assumptions of the previous theorem be fulfilled. Then it

holds
B « 2Me
||UUh||U§M<1 1-— 2).

(07

Proof. If Assumption 2.4 is satisfied with some 7, then it will be satisfied for all

r between 7 (1 —4/1— 2()—%), which is the first root of the polynomial in (2.7),

and 7. Then Theorem 2.5 yields the claim. 0

Theorems 2.3 and 2.5 state that the yet unknown solution @ satisfies the
second-order sufficient optimality condition. This implies that it is possible apply
deeper results, which rely on this conditions. For instance, we can apply results for
the fast local convergence of optimization methods. That is, if the initial guess is
close enough to the solution then the iterates will converge with a high convergence
rate towards the solution .

Let us show exemplarily the fast convergence of Newton’s method for gener-
alized equations in the sense of [1, 7] if started at uj. The key idea here is to write
the variational inequality (1.2) as the inclusion

—f'(@) € Ny, (u).

Then the generalized Newton method solves for ug1 the problem

= (" (we) (u = up) + f'(ur)) € Nu,, (w), (2.8)
which is the first-order necessary optimality condition of
o1
min = £ (ug)(u — ug)? + £ (up) (v — ug).
u€U,q 2
That is, only the objective function is linearized but not the constraint u € U,q.

It turns out, that the conditions of Theorem 2.5 are sufficient to ensure local
quadratic convergence of the simple iteration (2.8) for the initial choice ug = uy,.
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Theorem 2.7. Let the assumptions of Theorem 2.5 be satisfied. Set ug := up. Then
the sequence of iterates generated by the procedure (2.8) converges quadratically
to u.

Proof. Let us assume first, that the equation (2.8) is solvable for some k. The
iterate uyy1 satisfies the variational inequality

(f" (ug) (ugrr — ug) + f(ug), v —ugr1) >0 Vu € Uypg. (2.9)

Setting k = 0, ug = u = up, and using (2.1), we obtain the following estimate of
the initial step

€
[lur — wolly < —.
«
Let us denote by oy, the smallest eigenvalue of f”(uy). Then it holds ap = o and
Qg1 > ag — Mjug — ug41]|u. Setting w := uy, in (2.9), we find applying (2.9) for
ug
P (un) (ug, = ug1)® < f' (un) (ur, — wg1)

= (f"(ug—1) + f" (ug—1)(ur — up—1), Up — Ug+1)

1
+/0 (f" (ug—1 + t(ug —ug—1)) — f"(up—1)) (g — uk—1, up — up41)dt.

Setting k — 1 for k in (2.9), we find the optimality relation for uy, which implies
that the first part of the right-hand side is non-positive. Applying Assumption 2.1,
we obtain

S () (ury — urs1)® < =g — wp—1 |7 lue — ursa |,

M
2
which gives

M
ap—1 — M|ug — ug—1|v

M
lur — ups1llo < =—luk — up—1 |7 < 2

_ 2
S )||Uk ug—17-

Now, we can proceed as in Ortega’s proof of the Newton-Kantorovich theorem
[10], see also [6]. The technique applied there delivers (a) existence of solutions
of (2.9) for all k, and (b) quadratic convergence. Moreover, the convergence re-
gion of Newton’s method given by [10] is the ball at uj, with the radius given by
Corollary 2.6. O

The similarities to the convergence proof of Newton-Kantorovich type is ob-
vious. That is, the assumptions above can be interpreted as assumptions in the
context of Newton’s method and vice-versa. This observation allows also to apply
heuristic techniques to estimate the constants appearing in Assumption 2.1 during
the procedure of Newton’s method. For a detailed explanation of these techniques
we refer to the monograph of Deuflhard [6].
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3. On coercivity of f” and positive definiteness
of the discrete Hessian

The computation of the constants appearing in the Assumption 2.1 above is a
difficult task, it is especially hard to find a lower bound for the smallest eigenvalue
a of f”. Here, it would be advantageous if one could compute « as an eigenvalue
of the discrete problem, which fulfills

f(an)(v,0) > allollf; Vo € U,

for a finite-dimensional subspace U;, C U. This method is widely employed in nu-
merical experiments to indicate optimality of computed solution. However, despite
being attractive from a computational point of view, this method is not save in
general and may lead to wrong conclusions.
We will now construct an example with numerical solution u; that has the

following properties:

o f'(an) =0,

o f"(an)(vn,vn) > allvpl|f Vop € Uy, with a > 0,

e Uy is not close to a local minimum of the original problem.
That means in particular, that all eigenvalues of the discrete Hessian matrix are
positive. Hence, uy, is a local minimum of the discretized problem. Unfortunately, it
appears that uy, is not even in the neighborhood of a local minimum of the original
problem. Thus, the positive definiteness of the discrete Hessian is misleading.

Minimizing a fourth-order polynomial

We will consider now a special objective function. Let be given u; # ugy from the
Hilbert space U. Then we want to minimize

1
fu) = §||U—U1||%||U—U2||%r- (3.1)

Of course, both u; and us are global minima of this problem. Now, let us have a
look on the derivatives of f. The first derivative is given by

F1w) = (u—wu)llu— w2l + (u = uz)llu — |3 (3.2)

And it turns out that @ := %(ul +us) is a stationary point. If U is one-dimensional
then @ is a local maximum of f. For higher-dimensional U, @ is actually a saddle
point as we will see. Hence, let us assume in the sequel that the dimension of U is
greater than one.

The second derivative of f is given as bilinear form by
F(@)(vr,v2) = (lu = wl[f + lu = ua|[fr) (vi,v2)
+ 2(u — ug,v1)(u — ug,v2) + 2(u — ug, v1)(u — uz,v2). (3.3)

Formally, one can decompose f” into D +2V VT, where D is a positive multiple of
the identity and V'V 7 is a two-rank perturbation. This simplifies the computation
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of eigenvalues of f”. Let us set w = @ and v; = v2 = v in (3.3). We obtain

f (@) (v, v) = %llm —ua[fllvl[E — (v, ur — u2)*. (34)

Let us decompose the space U as the direct sum: span{u; — ua} @ {u; — ua}t.
Then we can write v = vy + vy with (v, u; — u2) = 0, which gives

_ 1
@), v) = Zllun = u2llg(loille + lv2ll) = (01,01 = u2)*. (3.5)

For vy € span{u; — us} it holds (vi,u1 — u2)? = |lug — ua||F||lv1]|%, which implies

_ 1
Fr(@)(w,v) = gl = ual[g (Joallfy = flor|3).

Thus, for the direction of negative curvature v = s(u; — ug) we have

. 1
F (@) (w,v) = =3 lur = wallglllI7-
With similar arguments, one finds the inequality

S (w) (v, 0) > A (u)||v]|7
with

M) = [l — w3 + = usll? — 2l — wnfloflu — sl + 200 — u, u — o).
(3.6)

Let us denote by Uj, a finite-dimensional subspace of U. The orthogonal projection
from U onto Uy, is denoted by IIj,. Let us recall the expression for f”(a), cf. 3.4,

. 1
F@),v) = Zllun = ualE ol — (v, u —us)*.
We will now derive conditions such that f”(a@)[vp,vp] > 0 is fulfilled for all vy, # 0
from the finite-dimensional space Up. Let us consider for a moment directions vy,

with ||lup|ly = 1. The supremum of (vp,u; — ug) over all such vy, is attained at
Hh(ul—u2)

Yh = M0, (ur —uz2) o2

which implies for ||vp||ly =1
. 1
(@) wn, vn) = S llur = wallfy = (o, ua = ua)?

1
> §||U1 —ug||fy — [Hp(ur — u2)|17

Using |lur — ual|f = ||(I — Ip)(ur — u2)||F + [|Hn(ur — uz)||?, we find that f”(a)
is positive definite on Uy, if

(I = TIn) (u1 = u2)llv = [[Th(ur — ug)llo

holds. That is, if the L2-norm of the projection ITj,(u; —us) captures less than one
half of the L?norm of u; — us, then the bilinear form f”(@) is positive definite
on U}, despite being indefinite on whole U. Or in other words, if the discretization
is too coarse to approximate the direction of negative curvature v = u; — us the
bilinear form is positive definite on Uy,.
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Let us demonstrate that such a situation may occur for a concrete optimiza-
tion problem. Let us define U to be the set of square integrable functions on
I =(0,1), U := L?(0,1). Take an integer number N, set h := 1/N. The interval
I is subdivided into N subintervals I; of equal length h, j = 1...N. The discrete
subspace Uy, is chosen as the space of piecewise constant function on the intervals
I;. Let us denote by IIj, the L?-projector onto Uy, I1j, : L*(I) — Uy. The functions
u1, us we will choose such that

1. @ = (u1 +u2)/2 is in Up, for all h,

2. the direction of negative curvature v is ‘hard to approximate’ with functions

from Uy,.

Let € > 0 be a small number. We define
ui (@) =272 up(z) = —uy(2).
Then obviously we have u; + us = 0 € Up. Moreover, it holds u; € LQ(I) and
uy ¢ H(I). The latter property is the reason, why u; can only be approximated
with low convergence rates with respect to h.

Lemma 3.1. For the above choice of Up, and wy it holds

lur — Tpusl|o > g(e)h

. _ |2e-1]
with g(e) = o

Proof. Let us only consider the approximation of u; by a function w that is con-
stant on the first subinterval (0, h) and equal to u on (h, 1),

w(z) = wo if x € (0,h)
CNui(z)  ifxelh1)

with wp in R. It is clear that ||us —ITpu1 ||y > ||ur—w]|y holds. A short computation

yields that wy = % minimizes ||u; —wl|3; over all choices of wp, which in turn
gives
h 2
2 2 (€—1/2)
_ dp = p2e /2
| o) = wopae = e g,
and the claim is proven. O

Let us remark, that the previous lemma not only gives an arbitrary small
convergence rate for ¢ — 0+ but also states that the constant explodes for e
tending to zero.

In Table 1 we computed the “critical values” of hO. If the mesh size h is larger
than h°, then one gets a wrong indication by the eigenvalues of the discrete Hessian:
The smallest eigenvalue of the Hessian of the discretized problem is positive, but
the computed solution is only a saddle point of the original problem. Consequently,
the usual strategy to look at the smallest eigenvalue of the Hessian fails for this
simple problem. The last line of Table 1 shows that this wrong indication can
occur even for very small discretization parameters.
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€ ho

0.05 1/18 = 0.056
0.04 1/106 = 0.0094
0.03 1/1917 =52-10"*

0.02 1/619660 =1.6-10"6

TABLE 1. Critical mesh sizes

4. Application to an abstract optimal control problem

Let us consider now a more complicated optimization problem. We will introduce
an additional constraint, which will mimic a partial differential equation. We in-
vestigate the minimization of the functional

J(y,u) = g(y) + j(u) (4.1)

subject to
Ay + d(y) = Bu, (4.2)
U € Uyq. (4.3)

Here, y denotes the state of the system, u the control. Let U,q be a closed, convex,
non-empty subset of the Hilbert space U.

Assumption 4.1. Let Y be a Banach space. Let A:Y — Y’ and B: U — Y’ be
linear operators. Moreover, we assume A to be coercive, i.e., it holds (Ay, y)y/y >
S|ly||3- for some § >0 and all y € Y.

The functions d, g, j are twice Fréchet-differentiable as functions from Y to
Y'Y to R, and U to R, respectively. Moreover, we assume for simplicity that d
is monotone with d(0) = 0.

Thus, the state equation (4.2) has to hold in Y’. Under the assumptions
above, this equation is uniquely solvable for each control u. Let us denote the
solution mapping by S, i.e., y = S(u) is the solution of (4.2). Since d is monotone,
the linearized equation

Ay +d (§)y = Bu

is solvable, where we set § = S(@). In addition, there exists an upper bound of the
norm of its solution operator S’(a),

IS (WL yy = 1A+ d @) Hleery) Sea YueUy=S(u).

In view of this estimate, we can directly give a Lipschitz estimate for solutions of
(4.2)

15(u1) = S(u2)lly < callBl - [lur — uz|lv- (4.4)
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Assumption 4.2. Let us take R > 0 and uj € U.,q. Then we assume that there
exist positive constants ¢y, car, car, cgr, cjo depending on R such that the local
Lipschitz estimates

1d'(y) — d'(yn) | Levyry < carlly —ynlly
9" () = 9" wn)lly < eqlly = ynlly
Nd" (y) = d" (yn)lLev xv,yry < carlly — ynlly
19" (W) — 9" ()l (v xvy < corlly —unlly
15" (w) = 3" (un) wxvy < ejrllu—unlly
hold for all u € Uyq with |Ju — upllv < R and y = S(u).

The problem class covered by Assumptions 4.1 and 4.2 is wide enough to
cover distributed or boundary control problems for semilinear elliptic equations.
Moreover, the case of the steady-state Navier-Stokes equations fits also in the
assumption. However, we have to admit that optimal control problems with two-

norm discrepancy are not included.
Let us define the reduced cost functional ¢ : U — R by

$(u) := g(S(u)) + j(u).
The conditions in Section 2, i.e., Assumptions 2.1, 2.2, and 2.4, have now to be
interpreted as conditions on the reduced cost functional. The reduced functional
of course inherits the structure of the optimal control problem (4.1)—(4.3). So we
will express the conditions on ¢ in terms of the original problem.
Let (@,y) be an admissible pair for (4.1)—(4.3). If @ is locally optimal, then
there exists an adjoint state p € Y such that it holds

A'p+d(y)'p=9(7)
and
(' (@) + B*p, u —u) >0 Vu € Unq.

Let now (up, yn,pn) be some triple consisting of approximations of a locally
optimal control, state, and adjoint. Suppose uy is an admissible control. Let us
assume that we can control the residuals of the optimality system.

Assumption 4.3. There are positive constants e€,, €, €, such that it holds

(' (un) + B*ph, u —up) > —eu|lu — upllu Vu € Uyg, (4.5)
| Ayn + d(yn) — Bunl|lyr < ey, (4.6)
A ph +d'(yn) " pr — 0" (yn) v+ < € (4.7)

This assumption corresponds to (2.1) in Assumption 2.1 of Section 2. We
will now investigate the error in the variational inequality (2.1), i.e., we want to
estimate € in

& (up)(u —up) > —€llu—uplly Vu € Usg.
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To characterize the derivative ¢’ in terms of the original problem let us introduce
two auxiliary functions y" and p” as the solutions of

Ayh + d(yh) = Uh,

A+ d (") " =g (). 4
We have the following error estimates for these states and adjoints:
Lemma 4.4. Let y" and p" be given by (4.8). Then it holds
" = ynlly < caey, (4.9)
Ip" = prlly < ca((cg + calpnly)y" = yally +¢) - (4.10)

Proof. The difference p” — py, solves the equation
A" —pn) + d (") (" —pn) = 9 (") — 9 (yn)
— (A%pn +d'(yn) " pr— ' (yn) + (' (yn)* — &' (¥™) ),

which immediately gives (4.10) using the notations of Assumption 4.2. The differ-
ence y" — y, can be treated similarly, and one obtains ||y — yx|ly < caey. O

Observe, that 4" and p" can be written as y" = S(uy,) and p" = ' (uz)*g' (y").
Hence, we can rewrite the first derivative ¢’ as

¢ (un)(u = un) = (' (un) + B*S'(un)"g'(y"), u — up)
= (' (un) + B*p", u — up).
Lemma 4.5. The following inequality is satisfied for all admissible controls u € Uyq
¢ (un)(u —up) = —€llu — unv,

where € is given by
e:=eu+ B[ " —pully

Proof. The claim follows immediately from
¢' (un)(u —up) = (5 (un) + Bp", u — uy,)
= (§'(un) + B*pp + B* (" — pn),u — un)
> — (eu+ 1Bl - [P" = pally) lu — unllv- O

Next, we need a coercivity condition on the second derivative of the La-
grangian involving known quantities only.

Assumption 4.6. There is a constant § > 0 such that
3" (un) (v, v) + " (yn) (2, 2) + d" (yn) (2, 2)pn = 6]|v]|? (4.11)

holds for all v = u — up, u € Uyq with z being the solution of the linearized
equation.
Az +d (yn)z = Bo. (4.12)
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This condition is especially fulfilled for convex j and g and under the sign
condition d”(yr)pr > 0. We will now derive a lower bound for the eigenvalues of
¢" analogously to (2.2).

Lemma 4.7. Let v = u — up, u € Uaq be given. Then it holds
¢ (un)(v,v) > allv||f
with a given by
a =68~ (cgr +Ip" = pully (car + 14" (wn)) + carllpnlly) ly" = ynlly (call BI)?
= (Ilg" )l v vy + Ipally ld” (wa) Loy cvyy) Qeallyn — y" Iy €4l B)1?).
Proof. We can write the second derivative of ¢ as
¢ (un)(v,0) = j" (un)(v,0) + " (y") (2", 2") + d" (") (", ", (4.13)
where 2" solves
Azl 4 d (y")2" = Bu. (4.14)

Let us denote by z the solution of (4.12). A priori bounds of z and z" can be
calculated as above, and we obtain

Izl 12"y < callB]l - [[v]lv-
The difference 2" — 2z solves A(z" — 2) +d'(y")(z" — 2) = (d'(yn) — d’(y"))z, hence
it holds
12" = 2lly < cacallyn —y"[lycall Bl [[v]lv-
Let us introduce the abbreviations s := ¢”(y") + d”(y") (-, )p", s := g"(yn) +
d"(yn) (-, )pn; 8", sn 1 Y x Y — R. Then we write

sh(2" ) = sp(z, 2) + (s = sp) (2", 2") + sn (2", 2") = (2, 2)).

Here, the first addend appears in the coercivity assumption (4.11). The second
addend is estimated as

5" = sullovry < (e + 0" = plly la” @)l sy
+ (lpnlly + 12" = pally) car ) ly" = yully-
For the third one we obtain
lsn((z",2") = (22Dl v ey

< (9" )l xvy + lonlly ld” )l <viyn) 12" + 2y l[2" = 2]y
Putting everything together we finally find

¢ (un)(v,v) > allvll;

with a equal to
§ = (cgr + [Ip" = pally (car + 14" (yn) 1) + car[lpnlly ) [Iy" = ynlly (call BI))?
— (" ) lloy vy + lpnlly ld” i)l ey xyv.yny ) Ceallyn — " v <41B]1%). O
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According to Lemma 4.4, that the negative terms in the estimate of a are
of the order of €, €,. That is, there is hope that « is positive for small residuals
in the optimality system. That will be true in particular, if (up,yp,prn) solves a
very fine discretized problem and a second-order sufficient optimality condition is
fulfilled for the original problem (4.1)-(4.3).

Corollary 4.8. If Assumption 4.6 holds with the linearized equation (4.14) instead
of (4.12), then the statement of Lemma 4.7 is valid with

a =08~ (cg + Ip" = pally (car + ld" (yn)|}) + carllpnlly) I1y" —ynlly (call B])*.

Finally, we have to compute the Lipschitz constant of ¢” as equivalent to
inequality (2.3) in Section 2.

Lemma 4.9. There is a constant M > 0 such that it holds for all u € U,q with
|u—unllv <R

(8" (u) = ¢" (un))(v1,v2)| < Mllu—un|lullvillulvzllo Yoi, vz €U
An upper bound of M is given in the course of the proof.

Proof. Let y and p be the solutions of the state and adjoint equations associated
with u, i.e., they satisfy

Ay+d(y) =u,  A'p+dy)p=4(y).
Then it holds
(¢" (u) — ¢ (un))(v1,v2) = (5" () — 5" (un)) (v1,v2) + (¢" (y) — ¢" (¥™)) (21, 22)
+ (pd" (y) — p"d" (y")) (21, 22),

where the z;, i = 1,2, are the solutions of the linearized equations Az; +d'(y")z; =
Bu;. Using Lipschitz continuity of the solution mapping, cf. (4.4), we obtain

ly = y" Iy < cal Bl - llu — | < cal B[R,

(4.15)
ly = wnlly < callBll - [lu—unll+€) < callBl|R+e).
Similarly to (4.10), the difference of the adjoint states is estimated by
lp ="y < caley +car([p" = pally + llpnly Dy — "Iy (4.16)

< caleg +ca([p" = pully + llpally))call Bl R.

Employing the splitting

pd"(y) —p"d"(y") = (p — p")d" (y) + p"(d" (p) — d"(y"))
=(p—p") (d"(yn) + d"(y) — d"(yn))
+ (pn + 9" —pr)(d"(y) — d"(y"))
we can estimate

14" () (-, )p = d" (") )" v vy < Hlp = 2" v ld” (m)ll Loy vy
+car (I ="y lly = yally + (lpnlly + 2" = pallv)lly = y"lly) -
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And the claim of the Lemma holds with
M > cjr + (CAIIBII)Q(Cg// ly = y"lly + llp = p" Iy 4" (wn) | Ly vy

+car (I ="y Iy = wnlly + (pally + 9" = pallv)lly = 5"1lv) ),

where for ||y —y"|lv, [ly—vnlly, ||[p—p" ||y the corresponding upper bounds (4.15)-
(4.16) has to be used. O

Lemmata 4.5, 4.7, and 4.9 give the possibility to estimate the constants
€, a, M that are needed to proceed with the results of Section 2.

Theorem 4.10. Let the constants given by Lemmata 4.5, 4.7, and 4.9 fulfill the
Assumption 2.4. Then there exists a local solution u of the optimal control problem
(4.1)—~(4.3), which satisfies

_ 2Me
||7.L7uh||U§Ot 1-— 5
(67

Moreover, the second-order sufficient condition holds at «.

5. An optimal control problem with two local minima

Now, let us apply the technique described above to the following optimal control
problem: Minimize

Sy~ vl ey + 5l — ey v — usl3aco) (5.1)

subject to the semilinear state equation
~Ay(z) +y(2)* =u(r) inQ (5.2)
y(x) =0 onT

and the control constraints
ua () < ulz) < up(x) ae. on Q. (5.3)

Let Q € R d = 2,3, be a bounded domain with Lipschitz boundary T.
Furthermore, functions yg, ta, up € L2(Q), uq(z) < up(w) a.e. on Q, are given.

At first, let us choose the function spaces. We set Y := H}(Q) with ||y||y :=
VYl L2 and U = L*(Q), |Jullu = ||ul|r2(q). The operator A is given by A = —A.
The right-hand side operator B is the embedding operator L?(Q) — H~1(Q). Its
norm is bounded as || B|r,y)y < I2. Using the notation of the previous section,
we define

d(y) =y’
1 2
9(y) == §||y - yd||L2(Q)7

. v
Ju) = §||U - U1||%2(Q)||U - UQ”%?(Q)
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Due to the embedding H!(Q) — L*(£2), the function d is differentiable from Y =
H}(2) to Y. Let us denote upper bounds of the embedding constants Hg(Q) —
LP(Q) by I,, p < oo. They can be computed by eigenvalue estimates for the
Laplacian. Furthermore, formulas for I,, are given in [11].

We computed (up,yn,pr) as the solution of the discretized optimal control
problem. The discretization was carried out using P2-elements for the state and
P1l-elements for the control.

In Section 4, many constants have to be computed. Let us report, how we
computed them for the particular example.

Solution estimates. By monotonicity of the semilinearity d(y) we have,
15 (u1) = S(u2)lly < Iaflur — uzllu.
Since d'(y) is non-negative, it holds,

[(A+d ) y,y <1=:ca.

Lipschitz estimates. Let u € U be taken with |[[u — up|ly < R. Then we have
ly — y*|ly = [|S(u) — S(un)|ly < I2R. Some of the Lipschitz constants, will

depend on R. After an easy computation, one finds

I1(d' () = d'(yn)zllys < Li(lynlly + LRy — ynllvllzlly
=:ca(R)|ly — ynlyllzlly
lg'() = ' (wn)llyr < I3lly — wnlly
12" (y) = " )l Loy <viyny < Lilly = ynlly
lg" () = 9" ()| = 0.

The function j coincides with the function f analyzed in Section 3, its derivative
was derived in (3.3). Let us now write

(7" (w) = 5" (un))(v1, v2)
= (llu = willg + llu = wallf = [lun — wrl|f — llun — uall) (v1,v2)
+ 2(u — ug,v1)(u — ug,v2) + 2(u — ur, v1)(u — ug, v2)

—2(up, — ug,v1)(up — u1,v2) — 2(up — ug, v1)(up — ug, vVa).
Using the identity
lu = willfy = llun — willfy = (u—un, 2(un —w1) + (u—un)),
we find for ||u — uplly < R

= wrly = lun — wl3] < @llun = willo + R)llu - unlo.
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Analogously, we get
(u — uz,v;)(u —ur,v;) — (up — vz, v;)(up — u1,vy)
= (= 2,v) = (un =z, 00) ) (=, 05) + (= o, 03) (w0 = wn, )

= (u — un, vi)(up — u1,v;5) + (u — up + up — uz, v;) (v — un, vy),

which implies the estimate

[(u = u2,v3)(u — ur,v5) — (up — u2,v;) (up — w1, v5) ||
< (lun = wallo + llun = vellu + R)|lw — unllu|villullv;llo-
Hence, we obtain the following value of c;:
cjr(R) = 6([lun — urllv + lun — u2llv + R).

Residual estimates. Now, let us explain how we obtained bounds for the residuals
in Assumption 4.3. If one could compute a function g such that the inequality

(' (un) + B pn +q, u —up) >0

holds for all admissible controls u € Uyq, then the lower bound in (4.5) is realized
by €, = ||g]|u- The computation of such a function g is described for instance in [9].
There are quite a few possibilities to estimate the residuals in the state and
the adjoint equation. For instance, one can apply standard a posteriori error esti-
mators of residual type. We used another possibility, as described in [11].
Let o € H(div) be given, i.e., o € L*(Q)¢ with div(c) € L?(Q2). Then we can
estimate
[=Ayn +d(yn) — Bunl|g-+ < [|=Ayn —div(o)|[g-1 + [[div(e) + d(yn) —Bun|| g1
< |IVyn = o> + Ll div(e) + d(yn) —Bun|| 2.

In our computations, we used the Raviart-Thomas elements RT; to discretize the
space H(div). In a post-processing step, we computed o}, as minimizer of

IVyn — oll7 + I div(o) + d(yn) — Bua|z.-
A similar technique was applied to compute the adjoint residual (4.7).

Coercivity check. The lower coercivity bound § as in Assumption 4.6 was com-
puted as § = A1 (up), where A\ (u) is defined by (3.6). Since it holds

9" (yn) (2, 2) + d" (yn) (2, 2)pn = /Q(g”(yh(x)) + d" (yn (2))pn(2)) (2(2))*da,

we checked the sign of ¢”(yn) + d”’(yn)pn. If the sign was positive, § was chosen
as above, and we could use the estimate given by Corollary 4.8. Otherwise, the
computation were repeated on a finer mesh.

Computation of ;. As one can see above, some of the constants depend on the
safety radius R. That implies that the constants €, a, M depend on R as well.
Let us report, how we computed the value 7, cf. Assumption 2.4. By a bisection
method, we computed an interval [rq,r2] that contains the smallest positive root
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of the polynomial
1
p(r) = —e(r+p) +alr+p) = FM(r+p)r®

with small p = 107°. Then 7, was chosen as the right border of the interval,
7+ = rg. That is, all the assumptions are fulfilled for 7 and R := 74 + p. If the
bisection method was not able to find r such that p(r) was positive, the whole
computation was restarted on a finer mesh.

Data. The domain 2 was chosen as 2 = (0,3)? \ [1,2]?. Hence, € is not convex.
This implies that the solution of the elliptic equation does not belong to H?()
in general. Thus, the theory as developed in [12] cannot be applied. Furthermore,
we took
ya(x1,x2) = 0.02 - sin(wx;) sin(mxs)

and

ui(x) =0.1, uz(x) = 0.4,

uq(z) = 0.394, up(z) = 0.099.

Solution method and results. The mesh was chosen as a uniform triangulation of
the domain with 25.600 triangles, which yields a mesh size of about h = 0.035.
We solved the discretized optimal control problem by the SQP-method with semi-
smooth Newton’s method for the inner problems. As initial guesses we used y§) = 0
and p) = 0 for state and adjoint. Starting the SQP-method at u) = 0 yields the
solution depicted in Figure 1.

S A

o &> ka

FEREN!

F1Gure 1. First solution: control ﬂ}l, state g}l, adjoint state ﬁ}t

For a different starting point, we obtained a different solution. Choosing
ug = 0.5 yields the solution triple shown in Figure 2.

The results of the numerical verification technique are as follows. The radius
o= 5.773 - 10~* satisfies Assumption 2.4 and thus the requirements of Theo-
rem 4.10. Hence, there exists a local solution %! of (5.1)—(5.3) in the neighborhood
of u}, with the error estimate

@' — ajllo <5.773 - 107
Moreover, the second derivative of the reduced cost functional is positive definite

and it holds
¢ (@')(v,v) > 0.7202||v||7; Yo € U.
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' S

FIGURE 2. Second solution: control @, state 77, adjoint state p7

Similarly, we found the radius 77 = 2.727 - 103 for the second discrete solution,
which gives the existence of a locally optimal control %2 with

|a* — 47|y < 2.727-107°

and
¢ (@?%)(v,v) > 0.5991||v||3 Vo € U.

Since ||uj, — u} ||y is much larger than 7} + 72, the controls @' and @? are clearly
separated. Consequently, the optimal control problem (5.1)—(5.3) with the data as
given above has at least to locally optimal controls.

Convergence rates. We computed solutions for different mesh sizes. The coarsest
mesh was obtained by a uniform triangulation with 400 triangles. The meshes were
then refined using a grading strategy [2] to cope with the re-entrant corners.

The convergence behaviour of the SQP-method did not change: depending
on the initial guess the obtained solutions were either near @' or @2. In Table 2 we
listed the error bounds T}r and ri.

h T i

0.28284 2.7311-10"3 1.2382.1072
0.18284 1.2450-103 5.7057-1073
0.09913 5.8972-10~* 2.7202-1073
0.05134 2.8629-10"% 1.3268-103
0.02609 1.4096-10"* 6.6074-10*
0.01315 6.9948-107° 3.3381-10*

TABLE 2. Error bounds for different meshes

As one can see, the error bounds ’I"}F and ri decrease like h. For a uniform
discretization of the non-convex domain €2 one would expect lower convergence
rates. The optimal convergence rate is then recovered using mesh-grading in the
vicinity of the re-entrant corners.
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Hidden Boundary Shape Derivative
for the Solution to Maxwell Equations
and Non Cylindrical Wave Equations

Jean-Paul Zolésio

Abstract. This paper deals with the shape derivative of boundary shape func-
tionals governed by electromagnetic 3D time-depending Maxwell equations
solution E,H (or non cylindrical wave equation to begin with) involving
derivatives terms at the boundary whose existence are related to hidden-
like regularity results. Under weak regularity of data we compute the shape
derivative of L? norms at the boundary of the electrical field F and mag-
netic field H solution to the 3D Maxwell system. This analysis is obtained
via MinMax parameter derivative under saddle point existence, so that no
shape sensitivity analysis of the solution F, H is needed, see [1]. The results
are completely new concerning the non-cylindrical wave equation as well as
for Maxwell equations. Of course this technic is true for all classical shape
derivative of quasi convex functionals governed by classical linear problems
such as elliptic or parabolic problems (including elasticity). For these situa-
tions the result as been developed in many former papers after [12] and later
the book [11]. So that the strong material and shape derivative of the “state”
is still necessary only for non linear problems for which the Langrangian is
definitively not convex-concave, then we use the weak form of the Implicit
function theorem (in order to deal with the minimum regularity), see [14] R.
Dziri and J.P. Zolesio, but there is still hope to extend this analysis to a larger
class of “local saddle points”.
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Keywords. Shape derivative, sharp regularity, saddle point, moving domain,
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1. Introduction

We obtain shape derivative results associated with Neumann boundary-like con-
ditions under minimal regularity of the data, extending some older results derived
for the Dirichlet boundary condition for wave equations. In fact we extend here the
results in two directions: the context of the more difficult Neumann conditions and
the full sharp regularity for the Maxwell equation in presence of metallic obstacle,
leading to mixed Dirichlet-Neumann condition at the boundary for the Electrical
vector field E. For example ([7],[4]) this situation includes the very simple example
for the classical wave equation with homogeneous Dirichlet boundary conditions:

Yy — Ay = fin Q, y = 0on .

With (y(0),4:(0)) € HE(Q) x L2(Q), f € L*(I, L?(f2)), this situation leads to a
solution y which fails to be in L2(I, H2(f2)), nevertheless, by hidden regularity, the
normal derivative satisfies %y € L*(I x 09); then we consider shape functionals

in the following form:
0= [, (o) o
EIOR

and we show the shape differentiability for any perturbation 2, in the form Q; =
Ts(Z)(2) where the vector field Z is assumed to be Lipschitz continuous. The
proof makes use of the extractor technique introduced at ICTAM 1995 ([6]) and
several papers ([7]),[4],[3]);

The paper is based on two “main ingredients”, the so-called “extractor iden-
tity” (whose proof will be derived in the next section):

9 2
o & @), | ( (5m0) + |vrs¢|2> a0 = o, (6),
where

jo (9) = /ﬂ (D% V6, V) + [VOPAM — AgVe.V Jdr (L)

and the Min Max differentiability (for convex-concave Lagrangian L(s,.,.) with
saddle points. . .)

J(9s) = Minge g (o) Maxye k(o) L(s, ¢, ¥)

where K(Q) = H}(Q2), for the homogeneous Dirichlet boundary value problem,
K(Q) = HY(Q) for the Neumann boundary condition and

L(s,¢,9) = jo.(¢oT ') + / [V(¢oT ).V (ol ) — Fupol ] da
Q.

which, by the Min Max parameter derivative principle (1987) that we recall in the

next section, insure the existence of the derivative

0 0
_L(07 y7p)

d7(Q,2) = 5 -

J(Qs)lszo =
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where (y, p) is the saddle point. Here we must assume F := Ay € L?(D), s C
D, 0 < s. By considering the calculus of this derivative by change of variable T
or as moving domain derivative we immediately derive the distributed expression
and the shape gradient supported by the boundary (and associated with a new
regularity result), see also ([7]).

To illustrate this technique with a new result, we begin with the scalar wave
equation in a moving domain (or non cylindrical evolution), then we adapt this
technique to the for the time depending Electric field on a metallic obstacle. The
Maxwell case is much more delicate but uses exactly the same steps. The expression
of the two Lagrangian functionals under consideration will be more technical as
we shall be obliged to treat separately the vector wave equation solution F, the
tangential part E7 then the normal component e.

We consider a domain €2 with boundary I' on which the boundary condition
Er = 0 applies (). Assuming free divergence initial data E; € H(Q, RN), i =
0,1 and free divergence current J € L?(0,7, L2(Q, RN)); we derive that, at the
boundary, the magnetic field verifies H € H/?(0,7, L*(T, R?)) while curlE €
H~Y2(0,7, L*(T, R%)). Associated with hidden regularity associated respectively
with the “tangent electric field” E™ and the normal one e we introduce a new
singular boundary functional J(£2,) which, through hidden regularity and a new
convex-concave Lagrangian formulation turns out to be shape differentiable (i.e.,
differentiable with respect to s with a shape derivative d.J(2, Z) linear continuous
with respect to the direction field Z). We also investigate the expression of the
shape gradient density on the boundary. The place in this paper does not allow
for complete analysis of this gradient but we give here the complete keys in order
to reach it in finite number of pages... This analysis is critical in electromagnetic
as far as the effect of shape singularities (for example discontinuity lines for the
normal to the surface) play a central role. Namely when dealing with harmonic
regimes one usually prefers the integral representation of the solution. This theory
based on the Corton-Kreiss isomorphism assumes the boundary to be of regularity
C?. We first derive that (DE.n)p € L%(]0,7[xT",R?), E.n € HY?(I, L*(T")) and
VrE.n € H-Y2(I, L*(T)). This last regularity proof follows a pseudo-differential
extractor technique. To derive the differentiability under weak regularity we make
use of the derivative (with respect to a parameter s) of a Min Max formulation
under continuous saddle point. We then introduce the Lagrangian L(s,y,p) and
we recall the basic semi-derivative result we use in several papers since 1987.

2. The derivative of a MinMax with saddle point

For convenience we recall here a result from ([1], 1987). Let E, F' be two Banach
spaces and L(s, e, f) be a function defined from [0,1] x Kg x K into R, where
Kpg, Kr are convex sets, respectively in F and F. The Lagrangian functional L is
convex l.s.c. with respect to e, concave u.s.c. with respect to f and continuously

lFor N = 3 this condition can be written E x n =0
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differentiable with respect to the parameter s. Assume there exists a non empty
set S(s) of saddle points. Then it always takes the following form:

S(s) = A(s) x B(s), A(s) C Kg, B(s) C Kp,
such that:
Va(s) € A(s), Vb(s) € B(s), Ya € K4, V3 € Kp,
L(s,a(s), 8) < L(s, a(s),b(s)) < L(t, a, b(s)),
so that Vo' € Kg, V3 € Kr we have
L0, a',5(0)) < ~L(0,0(0), b(0)) < ~L(0,a(0), )

by choosing o = a(0), 8 = b(0), o = a(s), /' = b(s), and adding the two
previous inequalities we get: for any s > O:
L(Sv 0,(5)7 b(O)) — L(07 CL(S), b(O)) L(57 0,(5)7 b(S)) — L(O7 CL(O), b(O))

< L(s,a(0),b(s)) — L(0, a(0), b(s))

s
Under reasonable smoothness assumptions on L and Kuratowski continuity of the
sets A(s) and B(s) we get the semi-derivative of

Z(S) = Mingex, Maxper, L(S, a, b)

, . ) (2.1)
1'(0) = Minge a(0) Maxyep(o) EL(O%W

In the following section we shall make use of that semi-derivative in the specific
situation in which the set S(0) is reduced to a unique pair, A(0) = {y}, B(0) =
{p}, where Y and p will be the “state” and “adjoint-state” solution associated
with the wave (or Maxwell) equation under consideration. In this situation the
function [ is differentiable at s = 0 and the derivative (2.1) takes the following
form:

, 0
(0) = 5-L(0.4.p).

3. Shape derivative for singular boundary term
in non-cylindrical wave equation

In order to illustrate on a simple example (a non-vectorial one) the method, while
giving a very new result, we consider the non-cylindrical wave equation under
homogeneous Dirichlet boundary condition on a moving domain ;. We assume
that this moving domains evolves under the action of a smooth vector field V
whose flow vector T3(V) is a smooth one to-one mapping from the bounded domain
D C RY into itself and letting invariant the boundary dD which is also assumed
to be smooth.

Q =Ti(V)(Q) C D, Qv =Upcter {t} xQ
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For any F € L*(0, 7, L?(D)) we consider the solution y € H := C1([0, 7], Hg(£:))N
C°([0,7], L*(Q4)) as solution to

yu— Ay = F in Qv, y(0) =yo, 4:(0) = y1.
For any given elements yo € Hg (D), y1 € L*(D).

3.1. Perturbation field Z

Consider a smooth vector field Z(s, ¢, xz) where s is the small perturbation param-
eter and consider the perturbed tube Qf = T(Z(¢))(2;) and denote

Q° = Up<rar{t} x &
and consider the element
y* € H® := CH([0,7], Hy(27)) n C°([0, 7], L*(2))

solution to
Y — Ay = F in Q°, y*(0) = yo, y;(0) = y1.
(We assume Z(s,0,2) = 0, so that Q§ = Qq.)

3.2. Extractor identity

Let
5) = / (- enZ0) 1+ Vo (Z() )P Ydodt
o Jasg
and
0
e = gE(S)\s:O'

The calculus by moving domains leads to:

e = / / — ()2 + V2 HZ(0,t,2), mi(w) T () dt

+2// { y,(t,z) Vyu(t,x).Z(0,t,z)
—(Vy(t, I) V({Vy, (2(0,t,2))),) } dadt.

The calculus by change of variable leads to:

g( / ' [~ twom ) Pori(2)

+ |V(yoTs(Z) " )|?0Ts(Z) } det DTS(Z)dxdt)

o( [ ) y i
%(/0 AW +IDT(2) VW) }detDTs(Z)dxdt>.
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That is
= [ [ -+ V)P Haiv(Z 0.t a)do )
0 Q

- /T {(Vy, DZ(0,t,2)*.Vy) dxdt).
o Jo,
We pay attention to the second term of ey:
2 [ [ {lt) Vunlt.)-20,1.2) — (Fy(t.0). (9. 20,1.2))) }dods
0o Ja,
:/ ye(7,x) Vy(r,2).Z(0,7,2)dx — / y:(0,2) Vy(0,2).Z(0,0,x) dx
Q, Qo
=2 [ [ e Vut.a).2(0.t.0)
- Z/OT A {v:(t,x) Vy(t,z).Z:(0,t, )
- / ’ / yi(t,z) (Vy(t o), 2(0,6,2)) v(t,x) dTy(x) dt
o Jogq,
+ 2/T Ay (Vy, Z(0,t,x)) dadt
0o Ja,
— Z/OT /aQ (Vy(t,z),ni(x)) (Vy, Z(0,t,2)) dT(z) dt.

We choose the transverse perturbation vector field Z such that Z(0,7,2) = 0 so
that the second term cancels with (for example) Z in the s-autonomous form

Z(s,t,x) = (1 —t)W(t,x),
with W = Vbg we have < Vy,Z(0,t,2) >= (7 — 1) ( 99)% and y(t,x) +

ony
aimy v(t,x) = 0 on 0. We obtain the (non-cylindrical) extractor identity e; =
eo which leads to:

/T {(r=1) (a%y)2 (1 —o(t)?) dTy(z) dt
0 o0, t
*/ / yi(t,z) (Vy(t,z), Z(0,t,z)) v(t,z) dl(z) dt
o Jog,
_2/0 /aQtWy(t’x)mt(x» (Vy, Z(0,t,2)) dTy () dt
- /Q 1(2) (Voo Vbg,) do+ 2 /0 (r—1) /S  Flta) Dyt 90,

+2 / / { a(t.2) Vy(t,2). 0,
0 Jao,
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+ [ Yt [ (@) + V)P A, (0.t 2)dr dt)
0 Q4
_ /O (r=0) | {(Vy. Dy (0.4.2).Vy) do )

and we obtain:

/T/ { (-1 (ainy)2 dly(x) dt (3.1)
o Jogq, t

:—T/ y1(x) (VymegU}dx—Q/ {(r—t)F + yt}Vy.ngt
Q() Qt,

4 / (r—t) [ (D%, .Yy, Vo) + (4 — [VyP)Ab, Jdo dt.
0 Q

4. Derivatives

Let Z(s,t,x) be any smooth vector field with Z(s,0,2) = 0 and Q5 := T5(Z)(2).
Let y* € H(Q®) and

ys :=y°0Ts(Z) € H(Q).

We have ¢ € H(Q) iff poT5(Z)~ € H(Q?), so that we introduce the following
Lagrangian:

L(s, 6,0) = —7 /Q 1 () (Yo, Vb, ) da (4.1)
— Q/T {(T =) F + (¢oTs(Z)™")1 } V(¢oT(Z) ™). Vb,
0o Jas

n / Yoty [ (D V(6T (2) ), V(eoTa(Z) )
0 QS

($0Ts(Z)™1)e)? = [V (00T (Z) ™) [*) Abgy; Yda dt

/ (T tvor. 2,

(V(G0To(Z)™1), V(oTu(Z) ™)) — Fu)dudt + / i b(0)dz

Qo

4.1. Adjoint equation

We characterise the second component p = b(0) of the saddle point S(0); this is
done by writing the necessary condition of optimality with respect to ¢, at ¥ = p.
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We get the following variational problem:

Yo, —2 /O i { 6 (Vy, Vb)) + v (V,Vbj, ) }dudt (4.2)
2 [0 [ (D%, Ty, Vo) + 2 0r — (V4. V6)) Abh, Jdo d
0 Q,

+/ ( ¢epr — (Vo,Vp))dzdt = 0.
0o Ja,

4.2. The shape functional J
We set:

- [ ] -0y ara a (43)
0 Joqs t

= Minggen(Q), 6=y} MaxX{yen(Q), pn=0y Lls,¢:¢),

such that
0

s _ 0
(@) om0 = 510, 3.7)

where p turns out to be the (unique) backward adjoint state which will be made
more precise.

4.3. s-derivative of the Lagrangian

By obvious change of variable we have:
L(s,gb,@/}):—T/Q 1(z) (Vyo, Vb)) / X {(r —t) FoT,
+ (T, )ioTs } V(poT; ")oTs.(Vb, )oTs J(s)
/ T—t/ {(D?b 20T (VopoT V)oTs, (VoI )oT,)

(0T 1)y)oTs)? — |(V (0T V) oTy|?) Abl 20T }da dt

// (0T 1)0Ts (VoI ) )oT,

(V(¢oT; M oTs, V(poT; H)oTs) — FoTsb)J ()dxdtf/ y19(0)dx

Qo

where J(s) = det(DT,. Now we assume that the vector field Z does not depends
on t so that (¢poT; 1);0Ts = ¢; Then it simplifies for

L(s. 6 ) = 7 ﬂ 1 (2) (Vyo, Vbl ) do — 2 / (r—t)Fol,  (44)

Q,
+ ¢ (DT, *.V, (Vbh,)oTs ) }J(s) dudt

+ / (1 —1) / { (D%, 0T, DT * N g, DT * N ¢)
0 Q, !
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31)* = [(V(9)[?) Abgs; 0T }da dt

. / i / (éutby — (DT V6, DT—*.V) — FoTyb)J(s)dadt
0o Ja,

- / yﬂ/}(())dx
Qo

4.3.1. The s derivative. This derivative is now very simple, as the perturbation
parameter s just appears through the geometrical terms, then we get:

S o002 [ ' | A =0 VEZ0) = 60(V6.D20).V8,)) } dade
+ ¢ (Vo, Db Z(0)) + ¢ ( Ve, Vb ) divZ(0))

+ / T(T —t) [ {{[D°b, .Z(0) — D*b5,.DZ*(0)].V¢, V)
0 Q, )

—/T(T—t)/ {(D*}, V¢, DZ*(0).V9)
0
)2 = [(V(9)?) V(Abg).Z(0) }da dt

/ / ((DZ(0).V¢, V)

+(V¢, DZ(0).Vy) — VE.Z(0) ) dxdt
+ / (pepr — (V, Vb)) — Fp) divZ(0) dadt.
0 JQ,

This expression completely proves that the Lagrangian is s-differentiable for any
¢ and ¢¥ in H(Q) so that the derivative of the Lagrangian fully applies as soon
as we will show that the adjoint problem has a unique solution p in H(Q) which
turns out to be the solution of the classical so-called “adjoint problem” in optimal
control theory. The previous expression of the derivative is rather heavy and from
the structure theorem (of the derivative) we know that this expression should be
obtained as a boundary one, that is as a measure acting at the lateral boundary
Y = Ugci<r{t} x 09 on the normal component term z(t) := (Z(0,t,.),n.(.)).
To obtain this expression we could make intensive use of the Stoke’s by part
integration in the previous expression of the Lagrangian derivative but we do
prefer to do moving boundary derivative from the expression of the Lagrangian
itself (4.1) and not from (4.4):

dJ(Q;Z) = -2 /T /BQ {(t =) F + y: } Vy. Vb, zdldt (4.5)

+/OT(Tt) /am {(D*}s, .Vy, Vy)
+ ((1r)* = [Vy[P)Ab, } zdTy(x) dt
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+/ / (ye pr — (Vy,Vp) — Fp)) z(t,x) dl¢(x)dt.
o Joo,

4.4. The shape gradient
It is a measure concentrated on X given by:
G={(r—t)F + y: } Vy.Vb}, + { (Db, .Vy, Vy)
+ ((ye)* = |Vy|2)Ab?2t }+ (ye pe — (Vy,Vp) — Fp)).
This expression simplifies a lot as D*bVy = 0 (Dirichlet condition),
0

= —-v—vy, etc. ...
Yt 8nty

0 0

- _HOF —p— -

G {(T t) U@nty}ant
0 0

0 2
2 AR 2 _ oy —
(r=t (" =1 (8nty> ba, + (v D antyﬁntp'

4.4.1. Distribution on the boundary. The shape gradient associated with the cylin-
drical evolution problem would be obtain simply by making v = 0 in this expres-
sion. The existence of the shape derivative d.J(Q;Z) implies the existence, as an
element in W1>°(9Q))’ of the non-linear weak term

d o\ .. o 9
g=(1-1) {F Y <%y> Abg} = 5950

5. Maxwell equations

5.1. Free divergence solutions to Maxwell and wave equations

As F is the electrical field we deal with vector functions, say
E € C°([0,7], H' (2, R™))

where the time interval is I =|0, 7[ while Q is a bounded smooth domain with
boundary I'. Throughout this paper we shall be concerned with divergence free
initial conditions FEjy, £ and right-hand side F' for the classical wave equation
formulated in the cylindrical evolution domain @ = I x 2. We shall discuss the
boundary conditions on the lateral boundary ¥ =1 x T

5.2. Wave deriving from Maxwell equation

Assuming perfect media (e = p = 1) the Ampere law is

0
I1H=—F+ J, 5.1
cur o + J, ( )
where J is the electric current density. The Faraday’s law is
0
curl E = — —H. (5.2)

ot
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The conservations laws are:
divE = p, divH =0, (5.3)
where p is the volume charge density. From (5.1,5.2), as div curl = 0, we obtain
divJ = —div(E:) = —ps.

We assume p = 0, which implies divJ = 0. Under this assumption any E solving
(5.1) is divergence free as soon as the initial condition Fy is. We shall also assume
divEy = 0 so that (5.5) will be a consequence of (5.1). With F' = —.J;, we similarly
get divF = 0 and F solves the usual Maxwell equation:

Eiy + curlcurl E = F, E(0) = Ey, E:(0) = . (5.4)

Lemma 5.1. We assume divF = divEy = divEy; = 0 then any solution E to
Mazwell equation (5.4) verifies the conservation condition (5.3) (with p = 0):

divE = 0. (5.5)
We have the classical identity
curlcurl E = —AE + V(divE)
so that E also solves the following wave problem
E, - AE =F, E(0)=E,, E/(0)=EF. (5.6)

5.3. Boundary conditions
The physical boundary condition for metallic boundary is £ x n = 0 which can
be written as the homogeneous Dirichlet condition on the tangential component
of the field:

Er=0on T (5.7)
We introduce the following Fourier-like boundary condition involving the mean
curvature Abg = A1 + Ao of the surface T.

AbgEn + (DEn,n) =0 onT. (5.8)

In flat pieces of the boundary this condition simplifies to the usual Neumann
condition.

Proposition 5.2. Let E be a smooth element (E € H?, see below) and the 3 free
divergence elements (Eg, Eq, F) be given in

H?*(Q,R*) x H'(Q, R*) x L*(0, 7, H*(Q, R%)).

Then:
i) Let E be solution to Mazwell-metallic system (5.4), (5.7). Then E solves the
mized wave problem (5.6), (5.7), (5.8) and, from Lemma 5.1, E solves also
the free divergence condition (5.5).
i) Let E be solution to the wave equation (5.6) with “metallic” b.c. (5.7), then
E wverifies the Fourier-like condition (5.8) if and only if E verifies the free
divergence condition (5.5).
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ili) Let E be a free divergence solution to the “metallic” wave problem (5.6),
(5.5), (5.7), then E solves the Mazwell problem (5.4), (5.7), (5.8).

Proof. We consider e = divE; if E is solution to Maxwell problem (5.4) then e
solves the scalar wave equation with initial conditions e; = divE; = 0,7 = 0,1
and right-hand side f = divF = 0. If E solves (5.8) then we get e = 0 as from the
following result we get e = 0 on the boundary:

Lemma 5.3. Let E € H?(Q) solving the tangential Dirichlet condition (5.7), then
we have the following expression for the trace of divE:

divE|r = Abq (E,n) + (DE.n,n) on T. (5.9)

Proof of the lemma. The divergence successively decomposes as follows at the
boundary (see ([12],[11]) as follows:
divE|r = divp(E) + (DE.n,n) = divp(E.nn) + divp(Er) + (DE.n,n)

= (Vr(E.n),n) + Endivp(@) + divr(Er) + (DE.n,n).
Obviously (Vr(E.n),n) = 0, the mean curvature of the surface I' is Abg = divp(7)
and if the field E solves the tangential Dirichlet condition (5.7) we get the following
simple expression for the restriction to the boundary of the divergence:

div(E)|r = Abg (E,n) + (DE.n,n).

Then if E solves the extra condition “Fourier-like” (5.8) we get e = 0 on I so that
e=0.
5.4. The Wave-Maxwell mixed problem

From the previous considerations it derives that under the free divergence assump-
tion for the 3 data Ey, E1, F' the 3 following problems are equivalents (in the sense
that any smooth solution of one of them is solution to the two others): Maxwell
problem (5.4, 5.7), Free-Wave pb (5.6, 5.5, 5.7), Mixed-Wave pb (5.6, 5.7, 5.8).
We emphasis that any solution to Maxwell pb solves the free divergence condi-
tion (5.5) and the Fourier-like condition (5.8). Any solution to the Mixed-Wave pb
solves (for free) the free div condition (5.5). Any solution to Free-Wave pb solves
(for free) the Fourier-like condition (5.8). The purpose of this paper is to develop
the proof of the following regularity result:

Proposition 5.4. Let (Ey, E1,J) be divergence free vectors fields in
HY(Q, R*)? x L*(Q, R®) x H'(I, L*(Q, R?)).

with zero tangential components: (Eo)r =0. Assume also curlEy =0. The Mazwell
problem (5.4,5.7) has a unique solution

E e C%I,HY(Q, R?)) N C (I, L*(Q, R?))
verifying the boundary reqularity:
curl E|lp € H~Y2(I x T, R%). (5.10)



Hidden Shape Derivative 331

so that the magnetic field H at the boundary verifies

H|r € HY*(I,L*(T, R%)). (5.11)
Moreover we have
Elr € HY*(I, L* (T, R%)). (5.12)
Moreover, if J|r € L?(I, L*(T)), from Ampére’s law (5.1) we obtain
curl H|p € H™Y2(I, L*(T', R?)). (5.13)

5.4.1. Tangential decomposition. For any vector field G € H'(Q, RY) we desig-
nate by Gr the tangential part Gr = G|r — (G, n)7 and (see ([11], [9], [5], [10]) we
consider its tangential Jacobian matrix DrG = D(Gopr)|r and its transposed Df..
To derive the regularity result we shall be concerned the three following terms at
the boundary:

(DE.TL)F, VF(E.TZ),Et.

Lemma 5.5. VE € H?(Q, RY), we have by direct calculus:
DE|r = DEn®&n + DrE. (5.14)
Obviously, as E = Er + (E,n)n, we have:
DrE = DrEr + Dr(E.nn)

such that

when Er =0, DrE = Dr({E,n)n ). (5.15)
Now, as Dr((E,n)n ) = (E,n) Dr(n) +n® Vr({(E,n)), and as Dr(n) = D?bq, we
get the

Lemma 5.6. Assume Eyr = 0, then we have
DrE =< E,n > D?*bg|r + n® Vr((E,n)).
Moreover as
divpE := divE|r — (DE.n,n).
When divE = 0 we get (DE.n,n) = —divpE, and if also Er = 0 we have
(DE.n,n) = —divp((E,n)n), that is:

Lemma 5.7. We consider the mean curvature H = Abgq, then:

Er=0,divE=0 (5.16)
mmply
i DE.n,n)y=—-—HFE.n
) ( ;)
ii) DEn=(DEn,nyn+ (DEn)r = —HEnn+ (DE.n)r (5.17)
and
iii) |DE.n|> = H?|E.n|? + |(DE.n)r|?. (5.18)

DE=-HEnn®n+ (DEn)r®@n+ EnD?*+ n® Vr(En)> (5.19)
iv) DE.DE = H? |En|? + |(DEn)r|? + |E.nf2D?..D% + [Vr(En).  (5.20)
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Proposition 5.8. Let E € H?(Q), RY), divE =0, Er—o, then:
DE..DE|r = (H? + D*..D?*b) |[En|* + |(DE.n)r|* + |Vr(E.n)?

that is
DE..DE|r = |DE.n|? + |E.n|? D?b..D*b + |Vr(E.n)|?. (5.21)

5.5. DFE boundary estimate
We have 2¢ = DE + D*E, 20 = DE — D*E, so that

DE = €(E)+ o(E).

And

lcurl E| 2 v gy < 41DE|, (5.22)

RN
From the decomposition (5.14) we have:
|DE||r2(1,r2(r,r2)) < |[DEn&@n|| + ||D*b E.nl|.
But

||DE.n®n||2:/ /(DE.n@n)..(DE.n@n)dtdF.
o Jr

That is
HDE-”®”H%2(1,L2(F,R3))S/ /F|DE.n|2dtdF
0
:/ /{I(DE-n)rl2 + [(DE.n,n)|?} dtdr.
o Jr

But as (DE.n,n) = —(E,n) D?bg we get the desired estimate.

5.6. Extractor identity

Let I =]0,7[ be the time interval and for k¥ > 1 we consider:
H* = C%I, H*(Q, R®)) n CY(I, H*1(Q, R?)), (5.23)
H"={Fc H* divE=0, Er=0onT}. (5.24)

Let Fe L?(I,L2(,R)), Egc H'(Q,R?), Ey € L2(Q,R%) with divEy =divE, =0.
We consider E € H! solution to

AE:=Ey;—AE=F € L*(I,L*(, R?)), (5.25)
E(0) = Ey, E(0) = E. (5.26)
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5.7. The extractor e(V)

Let E € H% and V € C°([0,7],C?(D,RY)), (V(t,.),n) = 0 on dD; we consider
its flow mapping Ts = T4(V') and the derivative:

o(V) = 2 {B(V,5) Hao (5.27)
where
E(V,s) = /01/Q (|EwoT > — D(EoT; '..D(EoT ) Ydxdt. (5.28)
By change of variable |
D(EoT; Y)oTs, = DE.DT; . (5.29)

We get the second expression
1
E(V,s):/ /(|E,5|2 — (DE.DTY)..(DE.DT; ') ) J(t) dzdt. (5.30)
0 JQ

We have two expressions (5.28) and (5.30) for the same term E(V s). The first one
is an integral on a mobile domain Q4(V') while the second one is an integral over
the fixed domain §2. Therefore, taking the derivative with respect to the parameter
s we shall obtain two different expressions for e that we shall respectively denote
by e1 and es.

5.7.1. Expression for e;. As the element E is smooth, H? we can directly apply
the classical results from ([11]) and setting For shortness assume divV” = 0 so that
J(t) = 1, in this specific case we get

0
= —E|,
© Js ls=0
we get
1
e = 2/ {E;.(-DE;.V) — DE..D(—DE.V) }dxdt (5.31)
0 JQ

1
+/ /{|Et|2 — DE..DE }vdldt.
0 r

5.7.2. Green-Stokes Theorem. The by part integration formula applies as:

/ 1 {DE..D(DE.V) }dadt = / 1 / (=AE,DE.V)dzdt (5.32)
0 Q 0 Q

n /O 1 /F (DE.n, DE.V) dT'(x)dt.
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5.7.3. By part time integration. Then
1 1
/ E:.(DE..V)dxdt :/ / (—Eu.(DEV)+ E.(DEW) dxdt  (5.33)
0 JQ 0 JQ

- / E,(0).(DE(0).W) dz.
Q

Then assuming the initial condition Ey € H'(2, R3), E1 € L*(Q, R?)),
1
e1 = 2/ {(Ew.(DE.V) — E.(DE.W) — (AE,DE.V) }dedt  (5.34)
0o Jo
Q

1
+ / / {(IE;|* = DE..DE)(V,n) +2(DE.n, DE.V) }dI'(x)dLt.
o Jr
The discussion is now on the last boundary integral.

5.7.4. Specific choice for V at the boundary. As the boundary I' = 02 € C? we
can apply all intrinsic geometry material introduced in ([5]) and p = pr denoting
the projection mapping onto the manifold " (which is smoothly defined in a tubular
neighborhood of T') we consider the oriented distance function b = bg = dg. — dg
where Q¢ = R"\ Q, and its “localized version” defined as follows (see([8]):

Let h > 0 be “a small” positive number and pp(.) > 0 be a cutting scalar smooth
function such that pp(z) = 0 when |z| > h, p(z) = 1 when |z| < h/2; then we set

bty = proba
and the associate localized projection mapping
pn = Iq — b Vb,

smoothly defined in the tubular neighborhood Uy, (T") = {x € D s.t. |ba(z)| < h }.
Let be given any smooth element v € C°(T") we consider the vector field V in the
following form

V(t,z) =W(z)(1—t), W(z) = vop, Vb. (5.35)
Then the last term (boundary integral) in (5.34) takes the following form:

/1/ {(|E4|* = DE..DE) + 2(DE.n, DE.n) }v (1 — t) dT(z)dt
0 T
we get:

1
o = / /( \E,|? — DE..DE +2|DE.n|? Jvdl'dt
0 N

+2/(Ett.DE.V—(AEDE.V)dmdt— /(Et(O),DE(O).WMx.
Q Q



Hidden Shape Derivative

As from (5.21) we have
DE..DE = |DE.n|* + D*bq..D*bq |E.n|* + |VrE.n)?

and as
|DE.n|2 = |(DE.n)p|2 + (Abg)2 |En|2

we obtain:

Proposition 5.9.
1
el :/ /(Tft){ B2 + |(DE.n)r|?
0 T
— |Vr(En)[? + |Enf?(H? — D?b..D?) }vdth

+2 /Q<A.E,DE.V>dQ 2/{2<E1,D(E0).W>dx

335

(5.36)

5.7.5. Second expression for e. From (5.30) we obtain the s derivative as a dis-

tributed integral term as follows

ey = / {(|E|* = DE..DE)divV(0) — 2 DE..(~DE.DV) }dxdt
Q

5.7.6. Extractor identity. As e = e; = e2 we get

/gr — (B — V(B + ((DEn)0l? + | Enf? (H? — D*..D%)) }vds

= / {(|E|* - DE..DE)divV —2DE..(~DE.DV) }dxdt
Q

f/ 2(Ett—AE).DE.VdQ+/2<E1,DE0.W>dx;
Q Q

that is

/Z(T*lt){(lEtl2 — |Vr(En)? + (DE.n)rf*)}vds

= / {(|E,|> - DE..DE)divV —2DE..(~DE.DV) }dadt
Q
—2/@2<A.E,DE.V> dQ—i—/ﬂ2<E1,DEO.W)da:

+ / (1 —t)|E.n|*(D?*..D* — H*)v dX.
b

Notice that the curvature terms
D?b.D*h — H? = M} + 23 — (A1 + \2)? = —2k.

where kK = A1 Ao is the Gauss curvature of the boundary I'.

(5.37)

(5.38)



336 J.-P. Zolésio

6. Regularity at the boundary
We shall apply twice this last identity.
6.1. Tangential field E™
In a first step we consider the “tangential vector field” obtained as
E™:=F — E.Nbj Vbp,.
We get
El, — AE™ = (Ey — AE) — (Ey — AE).VbY, Vbp + C.E,

that is A.E™ =(A.E)™ + C.E., where the commutator is C.E € L?(0,T,L?(), R?))
is given by:

C.E = —EN(AbY) Vbp —2D*..DE  Vb},
— E.Vb V(AY) — 2 D*8 . V(E.Vbp).
The conclusion formally derives as follows: as E™ € L?(I, H*(Q, R?)) we get the

traces terms
E".n=FE] =0¢ L*(I, HY*(T)),
then as e; = e we conclude by taking the vector field in the form
V(t,x) = (1 —t) Vby = (1 —t) pjoba Vbg.
That is v = 1, and we get:

| =0 [oem e pyara

:/ (r —t){ (~DE"..DE")div(Vb{) + 2 DE™..(DE™.D(Vbp) }dxdt
Q

72/(Tft)<A.ET,DET.(Vb§3)>dQ+/ 2(E7, DE].(VbY))dz.
Q Q

6.1.1. Regularity result for 7.

Proposition 6.1. Let Q be a bounded domain in R> with boundary T being a C?
manifold. Let h verifying the condition (6.3). There exists a constant M > 0 such
that for any data (Eo, E1, F) € L?(Q, R3) x HY(Q, R®) x L*(Q, R?), the vector
E™ € HY(0,27) := C°([0, 27], HY(Q, R?)) N C*([0, 27], L?(Q, R3)) wverifies

(DET.n)r € L*(0, 7, L*(T, R*)) (6.1)

and

/0 /F{|(DET.n)p|2}dth (6.2)

< MYIVb[lwroe@.rn) { Bl 0.0r) + 1FlL2(0.21)x0.59)
+1/T |E(7)—|%11(S2,R3) +1/T |EI|%2(Q,R3) }-
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Notice that
Vbl = pj,0baVbg

such that
V86l () < Max{o<scny [6(5)]
while
Db, = D(p0ba Vo)
= pjobaVba x Vbq + pj,0bo D?bg
such that

||D2b5}3||L°°(R",RN2) < {MaX{OSSSh} |plfi(8)|
+ Maxo<s<n} |P%(S)| ||D2bQ||L°°(Uh(F),RN2) 2

By the choice of pp, in the form pn(s) = f(2s/h — 1) when h/2 < s < h and
F(z) = 22% — 322 + 1 we obtain

8
llonllezom) < 73
Thus the previous estimate is in the form

1
1D 66| oo (g, ey < Co 75 [1D%boll L (v, vy, mr2)
For the larger h such that the condition holds

D?bg € L®(U,(T), RV). (6.3)

6.2. Boundary functional
It can be verified that

D(E")n = (DE.n)r,
such that

J(Q):/OT(Tt)/F{|(DE.n)p|2)}dth
/O (T—t)/r{|(DET.n)p|2)}dth
:/ (1 —t){(~DET..DET)div(Vb}) + 2 DE"..(DE™.D(VbY) Ydxdt
Q

— 2/ (r —t)(FT +C,DE".(Vbh))dQ + / 2(ET, DEJ.(Vb5))da.
Q Q
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6.2.1. The Lagrangian. Let Q, = T5(Z)(f2) and we consider E® the solution of the
previous Maxwell system in the cylinder Q% = Up<t<r{t} X Qs then

i@ = [ e f (DB,

= Min{(R,qﬁ)eKJxKo} MaX{(S,w)e(KT)Z} L(s; R, ¢, S,9)

2} dr ydt

where
K{ ={ReH(,7), R(0)=E] }
K,={ReH(0,7), R0)=E, }
K, ={SeH(0,7), S(r)=0 }
L(s, R, ¢, S,v) (6.4)

= / (1 —t) { (=D(RoT; %)..D(RoT1))div(Vb)
+ 2D(RoT;)..(D(RoT ). D(VbY) }dadt

— 2/5(7 —t)(F™ 4+ C, D(RoT; 1).(Vbh)) dQ + /Q 2(E7, DE].(Vbd)dx

+/s( (@0T 7)ol h)e — (V((@0TM)e), V(oI 1)) — F (ol )

+/S (1 —t) { (=D(RoT;")..D(RoT; "))div(Vbh)
+ 2 D(RoT;1)..(D(RoT ). D(VbY) }dadt
+/ (E7(SoT; 1)y + E,(voT; 1) )da.
Qs)
where

C.R=—RN(Ab}) Vb, —2D% .DR Vbl
— R.VbYy, V(AbY ) — 2 D% V(R.Vb ).

6.3. s-derivative

By change of variable T we obtain the expression of the Lagrangian as an integral
over the non perturbed domain 2 and concerning the element R and S (rather
than RoT; ! and SoT,!). Notice that

(C.(RoT; "))oTs = —(R, DT, *.V((Abg,)oTs )) DT, *.V (b, oTy)
—2(D?b§, )oTs.. (DR)oDT; ' DT, *.V(bf, oT)
— (R, DT; *.V (b oTs) DT, *.V(Ab} oTy)
—2D%¢ oT,. { DT;*V((DT;'.R, DT;*.V(b} oT)))}
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Obviously as soon as E and P are in the space energy H(Q) the functional J(Q*)
is differentiable as soon as all the geometrical terms are differentiable in L*°(D),
which is true for a C® boundary.

6.4. Gradient calculus
As in the previous wave example, the moving domain derivative of (6.4) is easier.
We get

4J(@:2) (65)
:/T/ (r —){ (-DE"..DE" div(Vb})
0 o0
-  P2ph
+ / /8 _2DET.(DET.D*})} 2(t.z) dU(x)ds
4/7/ (r —t){ (DE".n, [2D?b$ — Abg, Ij].DE™.n)) 2(t,x) dT (x)dt
0 o0

- 2/7/ (1 —t)(F" + {E".VAbn —2(D*b..DE")n
— E:L VZSZ —2D*Vr(E,n)},DE™.n) z(t,z) dT (x)dt
+ 2/7/ (r —t)(F™ + C.E,DE".n) 2(t,z) dU(z)dt
0 oN
+/OT /m( E,P, — DE"..DP — (C.E,P) )z(t,x) d'(z)dt

+2 / DE™nDPn +(t,z)d0(@)dt + | E1P(0) 2(t,2) dT()dt.
0 [o19] o0

7. The normal vector field e

We set
e = E.Vbl
Lemma 7.1.
ewr — Ae=(Ey — AE).Vb} + 0.E, (7.1)

where

0.E = D?b}..DE + div( D*}.E) (7.2)

)

= (DE.n,n) = —Abge onT. (7.3)

Then e solves the wave problem with curvature Fourier-like boundary condi-
tion:

e — Ae = FENOS + D?0)..DE + div(D*.E) = F, +6 (7.4)

aie + Abge=0, e(0)=E.Vbh, e(0)=F.Vbl,
n
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where F,, = F.Vb?27 we shall use the notation
O = FVb +6

and Abg is the mean curvature R% + RLZ of the surface I'.

7.1. Extension to R
Let
pe€C*R), p>0,supp p C [-27, +27], p=1on [T, +7].
We set
e=p(t)e(t), t>0, = p(t)(eg + ter), t <0,
which turns out to be solution on R to the wave problem
éw — Ae = H, 3ézg,
on

where

g=—Aboe on I' fort>0.
0

g=p(t) <%60 + t%q) on I' fort <0,

where H € L*(R, L*(Q)) verifies

ot

0
H=pt)® + p'e+2p e ift >0
H=p"(eo+ter1)+2p e1 — p(Aeg +tAey) ift <0

8. Fourier transform

We consider
“+o0
0@ = [ exw(-ict (e, d (8.1)
which turns out to be a solution to
%z =F.g onT.

We consider the perturbed domain Qs = T5(V)(Q2) with boundary I's = T,(V)(T),
and

+oo
_ —112
E@W—/ %Awmew>|+

— 00

1 —1y)2
Tl [V (z0Ts(V) )" )d.

Moreover

= (Lrem)

We compute this by two different ways:
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8.0.1. By moving domain derivative. Let

+oo
v [ [ IR (o T2V} + ot RV, V(VEV) ) o

1
T
e 2 1 2
e [l + o 195 ) V) D))

By Stokes Theorem we get,

/- [ e ~IRe(V(2).V(VE-V))} o

+o0
:/_OO d(/Q m2Re{A(z),(V2.V)} da

[ L oRe((Vem, VEVI ).
oo Jr 14

As V =wvn on I' we get for the last term:

~ [ +: /F %IQZR&KVZ.H, Vi) ) .

But on I we have
(Vz.n, Vz.n) = |F.g|?
Finally we get

cm [ [+

+oo
+/_OO c /Q(|C|2Re{ (2, VZ.(=V))} +

(Vz,Vz)} —2|F.g[*}o

1
T 2Re{Az,(VzZ.V)} )dx.

/+°O/{|<|||2+ L vy
—0o0 N : 1+|<| e !

400 1 9
[ Jam

+oo
_/ g/ T 2ReAIC: ¢ FH)(VEY)) )

Then

+oo
+/_OO d¢ /Q(|C|2Re{ (2, VZ.V)} + ea.

From which there exists M > 0 such that

+o0 1
/ / 02 + g 1902} 3 € MLl Bagn o + el oy 1
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We have /|C|z € L?(R¢, L*(T)) and ﬁvpz € L*(R¢, L*(T', RY)), we conclude
that
E.n e HY2(I,L*(I)) N L3(I, HY*(T))
Vr(E.n) € HY2(1, L*(T, RN)).

8.1. Expression by change of variable
We obtain

+oo 1
B(s.V)= [ ¢ [P 10+ g5 DTS 0a  J() )ds

+o0 2 1
= [ el [ U + g VAPV (0) = 2 (DV(0)2, 7)o

8.1.1. The shape functional.

400
_ 2
Q) = / ) / {11122 + |<| Vrzl? ) drdC

Then, taking V = Vbj, v = (V(0),n) = 1 on 99, we get

+oo
0) = —— _|F.g|?dldt
) /,oo /p1+|<|| 4l

+o0 1

7/7 d¢ /Q mzRe{m?z + F.H)(Vz.Vb})} )dx
“+o0

4 / G /Q<|<|2Re{ (2, VEVHL))

+oo 1 )
[ ([ Oallr + g v Fanv o)
(DVby.2 Vz>>

’1 1+]¢
with
Qs =Ts(Q2), Ts =Ts(Z).

We get:

J(Q) = Ming 4 9)ex,} Maxqy,wyer,y Ls, (¢, ®), (¥, V),
where, with the notation

Hi = C*([0,7], Hy(2)) N C*™H([0,7], L*(2))

H' ={®ecC(0,7], H (Q))nC™([0,7], L*(R2), ®r = 0)

Ko ={(¢,®) € H' x H3, ¢(0) = Ey.n, ®(0)=Ep }

K. ={(¢,¥) € H' x Hg, ¢(1) =0, ¥(1) =0}
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, (6,@), (1, 7))

+oo
F.g|? dTdt
/ 1+|<|' |

+oo 1 _
—/ dg/ 2Re{[¢|*z0T; " + F.H)(VzoTs Vb4 7))} )da
0.(z) 1+ ¢

+o0 -
+ / d¢ (I¢| 2Ref (zoT L, vons—l.ngs(ZQ}

—00 Qs (

e ~112 4 .
+ / A KR g 92T i 0)

—2—— <ngg2 (22015 L VzoT Y )da

/ / 0,.[@0T; Y ol b dl'(z)dt
/ / (PoT; ). (WoT; )y — D(®0T,Y)..D(VoT ) — FWoT; ) dadt.
Qs (
Notice that
05.[®0T; '] = D?b¢, ..D(®0T; ') + div(D?by . @oT, ")
such that
0,.[@0T,; oTy, = Dby oTy..D(®).(DTs)~" + div(D?b . @oT, ).

Thus, with (8.1), and the change of variable Ts we get:
J(82s)

/m g/ Ty ZRellKP + B (DT DT V(b o )} J(s)d

+oo
+/ d¢ /(|¢|2Re{Z<DT;1.vz,DT;l.ngsoTs>}J(s)
—00 Q

+o0 1
[l [ Al g 1T VP 0)(s)

1
—2——(D?b¢, 0T, DT, *.Vz)) J(s)da

+/ (¢:( D*by oTs..D(®).(DT,) " + div(D?bf, @),
0 Q
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— (V(D?b, 0T..D(®).(DTy) " + div( D205y .@oT ), V(O[yoT, 1)) J(s)dadt
Jr/O /Q (<I>t.‘1/t - (DT; -D(I))'-(DT; D\If) )J(S)dxdt
4+

And we would get by similar calculus the expression of

0
d‘](Q§ Z) = %J(QSNS:O-
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