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Preface

This volume contains a collection of papers devoted to modern aspects in the
study of partial differential equations. A number of them stem from plenary and
invited session lectures presented at the 7th International ISAAC Congress which
was held at Imperial College London in the period 13–18 July 2009. ISAAC is the
International Society for Analysis, its Applications, and Computation, and it is
already a tradition that its biannual congresses include a wide selection of sessions
devoted to the analysis of partial differential equations. Motivated by this tradition
and as an instrument to further strengthen the PDE community within ISAAC an
interest group ‘Partial Differential Equations’ (IGPDE) was founded during the
congress. The editors of this volume took this as one of the incentives to publish
this collection of papers. It is aimed at a broad audience, beginners as well as
specialists, and intended as a presentation of a wide range of topics addressed in
contemporary research in the field.

Papers associated to the plenary lectures given by L. Boutet de Monvel,
V. Kokilashvili and B.-W. Schulze appear in this volume. In addition we collected
selected papers from PDE-related sessions and further contributions on closely
related topics. Altogether, this volume touches upon several aspects of ordinary
and partial differential equations, such as boundary value problems, maximum and
extremum principles, wave, Schrödinger and parabolic equations, applications to
elasticity and thermoelasticity, and further numerical aspects.

A second special collection of papers presented at the congress and devoted to
the analysis of evolutionary partial differential equations has appeared as a special
volume of Rendiconti dell’Istituto di Matematica dell’Università di Trieste, edited
by D. Del Santo, F. Hirosawa and M. Reissig.

Last, but not least, it is our pleasure to thank F. Bucci, I. Lasiecka,
V. Smyshlyaev and Y. Kurylev for all the editorial work they undertook for papers
arising from their sessions. They are mentioned as communicators in this volume.

Michael Ruzhansky and Jens Wirth
London, August 2010
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Toeplitz Operators and
Asymptotic Equivariant Index

L. Boutet de Monvel

Abstract. This is an account of a lecture given at the 7th ISAAC Congress,
where I described a joint work with E. Leichtnam, X. Tang and A. Weinstein
giving a proof of the Atiyah-Weinstein index formula. This concerns the index
of an operator closely related to Toeplitz operators, for which analogues of the
Atiyah-Singer index formula do not make sense. Instead we used an equivari-
ant asymptotic index formula, which does; it is an outgrowth of Atiyah and
Singers theory of equivariant index for transversally elliptic pseudodifferential
operators.

Mathematics Subject Classification (2000). 19L47; 32A25; 53D10; 58J40.

1. Szegö projectors, Toeplitz operators

We first describe generalized Szegö projectors and Toeplitz operators, which gen-
eralize pseudo-differential operators on arbitrary contact manifolds. An important
case arises from complex (CR) analysis.

Let M be a compact manifold, and Σ ⊂ T •M a symplectic subcone1.

Definition 1. A generalized Szegö projector associated to Σ (or Σ-Szegö projector)
is a self adjoint elliptic Fourier integral projector S of degree 0 (S = S∗ = S2),
whose complex canonical relation C is � 0, with real part the diagonal diagΣ
(elliptic means that the principal symbol of S does not vanish on Σ).

Specially useful examples are
1) Σ is the full cotangent bundle T •M , S is the identity operator.
2) M is the boundary of a strictly pseudoconvex bounded complex domain, S

is the Szegö projector (see below). More generally, M is a compact oriented
contact manifold, Σ ⊂ T •M is the set of positive multiples of the contact
form (a generalized Szegö projector always exists, see below).

1T • denotes the cotangent bundle deprived of its zero section.
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1.1. Example 1: Microlocal model

The following example was described in [6]. It is universal in the sense that any gen-
eralized Szegö projector is microlocally isomorphic to it, via some elliptic Fourier
integral transformation (with dim Σ = 2p, dimM = p+ q).

Let (x, y) = (x1, . . . , xp, y1, . . . , yq) denote the variable in Rp+q. Set D =
(Dj), with

Dj = ∂yj + |Dx|yj (j = 1, . . . , q).

The Dj commute; the complex involutive variety charD is defined by the
complex equations ηj − i|ξ|yj = 0; it is � 0, in the sense of [20, 21]. Its real part
is the symplectic manifold Σ : {ηj = yj = 0}.

The kernel of D in L2 is the range of the Hermite operator H (in the sense
of [6]) defined by its partial Fourier transform:

f ∈ L2(Rp) �→ Hf with FxHf(ξ, y) =
( |ξ|
π

) q
4
e−

1
2 |ξ|y2

f̂(ξ).

The orthogonal projector on kerD is S = HH∗:

f �→ (2π)−p
∫

R2p+q

ei(〈x−x
′,ξ〉+i |ξ|2 (y2+y′2)

( |ξ|
π

) q
2
f(x′, y′)dx′dy′dξ.

As H , it is a Fourier integral operator, whose complex canonical relation is � 0,
with real part the graph of Id Σ.2.

1.2. Example 2: Holomorphic model

Let X be the boundary of a strictly pseudoconvex Stein complex manifold (with
smooth boundary); the contact form of X is the form induced by Im ∂φ where φ
is any defining function (φ = 0, dφ �= 0 on X , φ < 0 inside).

E.g., if X is the unit sphere bounding the unit ball of C
n, with defining func-

tion z̄ · z − 1, the contact form is Im z̄ · dz|X .
The Szegö projector S is the orthogonal projector on the holomorphic sub-

space H = ker ∂̄b of boundary values of holomorphic functions (the fact that S
is Fourier integral operator as above was proved in [14]). The system of (pseudo)
differential operators playing the role of D is the tangential Cauchy–Riemann sys-
tem ∂̄b.3

Remark. A basic example of Toeplitz structure is Σ = T •M (M a compact man-
ifold), S = Id : the Toeplitz algebra is the algebra of pseudodifferential operators
acting on the sheaf of microfunctions on M . This is in fact a special case of the
holomorphic case – Example 2.

2Fourier integral operators are described in [19]. Fourier integral operators with complex canon-

ical relation are described in [20, 21]
3at least if the dimension n is > 1 – if n = 1, S is the Hilbert projector

∑∞
−∞ fkzk �→ ∑∞

0 fkzk,

it is a pseudodifferential projector.
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1.3. Main properties

Cf. [11, 9, 10]
1) A Σ-Szegö projector S always exists. All such projectors have a unique mi-

crolocal model (via some elliptic FIO transformation) depending only on
dimΣ, dimM .

2) Toeplitz operators defined by S are the operators on H of the form u ∈ H �→
TP (u) = SPS(u) with P a pseudodifferential operator on M . They form an
algebra EX (or EΣ or E4. Modulo smoothing operators, they form a sheaf
acting on µH, locally isomorphic to the sheaf of pseudodifferential operators
acting on the sheaf of microfunctions (in p variables if dim Σ = 2p).

3) If S, S′ are two Σ-Szegö projectors with range H,H′, S′ induces a quasi iso-
morphism H → H′ (the restriction of SS′ to H is a positive (≥ 0) elliptic
Toeplitz operator).

More generally, if Σ ⊂ T •M,Σ′ ⊂ T •M ′ are two symplectic cones and
f : Σ → Σ′ a homogeneous symplectic isomorphism, there always exists a
Fourier integral operator F from M to M ′, inducing an “elliptic” Fredholm
map H→ H′ (such elliptic FIO exist, they were called “adapted” in [11, 9]).
The pair (EΣ, µH) consisting of the sheaf of micro-Toeplitz operators (i.e.,

smoothing operators), acting on µH is well defined, up to (non unique) isomor-
phism: it only depends on the symplectic cone Σ, not on the embedding.

4) H is the set of solutions of a system (an ideal) of pseudo-differential equa-
tions described by a pseudo-differential complex DΣ mimicking the ∂̄b in the
holomorphic case (see below).
The K-theoretic element [DΣ] ∈ KX(S∗M) it defines is precisely the Bott

element, defining the Bott periodicity isomorphism K(X)→ KX(S∗M).
5) All these constructions allow a compact group action.

We also use a vector bundle extension: an equivariantG-bundle is an invariant
direct factor E of a trivialG vector-bundleX×V , defined by an invariant projector
p (V a finite representation of G). The corresponding Toeplitz space (or Toeplitz
bundle) HE , with symbol E, is the range of an equivariant Toeplitz projector
P of degree 0 in H ⊗ V , with symbol p. Here again HE is only defined up to a
Fredholm map. Equivalently, H is defined by a ‘good’ projective E module M,
i.e., the range of Toeplitz projector P ′ of degree 0 in some free left-module EN :
E = Hom E(M,H).

If E,F are two equivariant Toeplitz bundles, there is an obvious notion of
Toeplitz operator P : E→ F, and of its principal symbol σd(P ) if it is of degree d,
which is a homogeneous vector-bundle homomorphism E → F on Σ.

P is elliptic of degree d if its symbol is invertible; then it is a Fredholm
operator E(s) → F(s−d) and has an index (which does not depend on s)5.

4if M is a manifold one writes EM for ES∗M .
5
E

(s) its space of Sobolev Hs sections of E.
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1.4. Miscellaneous

Toeplitz-Fourier integral operators. The analogue of Fourier integral transfor-
mations is the following: let X,X ′ be two contact manifolds, S, S′ generalized
Szegö projectors, and f : X → X ′ a contact isomorphism. The pushforward
map u �→ u ◦ f−1 does not send H to H′: we correct it as for Toeplitz opera-
tors Tf (u) = S′(u ◦ f−1); this behaves as an elliptic Fourier operator attached
to the contact map f . Other analogues of F.I.O attached to f are of the form
u �→ A′Tfu, A′ a Toeplitz operator on X ′.

Atiyah-Weinstein problem. The Atiyah-Weinstein problem can be described as fol-
lows: If X is a compact contact manifold, and S, S′ two Szegö projectors defined by
two embeddable CR structures giving the same contact structure, then the restric-
tion of S′ to H is a Fredholm operator H → H′ (SS′ induces an elliptic Toeplitz
operator on H). In this case the spaces H,H′ and the index are well defined. The
Atiyah-Weinstein conjecture computes the index in terms of topological data of
the situation (topology of the holomorphic fillings of which X is the boundary).

2. Equivariant Toeplitz algebra

In the sequel we use the following notations:
G a compact Lie group, with Haar measure dg (

∫
dg = 1), Lie algebra g.

Σ a G-symplectic cone, basis X (a compact oriented contact G-manifold).
ω its symplectic form,
λ the Liouville form (ω = dλ) (G-invariant).
Σ is canonically identified with the set of positive multiples of λX in T ∗X .
S a G-invariant generalized Szegö projector, with range H =

⊕̂
Hα (where α

runs over the set of irreducible representations, and Hα is the corresponding
isotypic component of H).

2.1. Equivariant trace

The G-trace and G-index were introduced by M.F. Atiyah in [4] for equivariant
pseudo-differential operators on a G-manifold. The G-trace of P is a distribution
on G, describing tr (g ◦ P ). We adapt this to Toeplitz operators.

Any v ∈ g defines a vector field Lv on X and a Toeplitz operator Tv on H

(or any Toeplitz bundle E).

Definition 2. charg (characteristic set of g) denotes the closed subcone of Σ where
all symbols of infinitesimal operators Tv, ξ ∈ g vanish.

The base Z of char g is the set of points ofX where all Lie generators Lv, v ∈ g
are orthogonal to the Liouville form λX . char g contains the fixed point set ΣG,
whose basis is the fixed point set XG because G is compact. Note that ΣG is always
a smooth symplectic cone and its base XG a smooth contact manifold; charg and
Z may be singular.
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Let E be an equivariant Toeplitz bundle as above, E =
⊕

Eα its the decom-
position in isotypic components. If P : E→ E is a Toeplitz operator of trace class
(degP < −n), the trace function TrGP (g) = tr (g ◦ P ) is a continuous function on
G (it is smooth if P is of degree −∞), and we have

TrGP (g) =
∑
α

1
dα

trP |Hα χα ; (1)

χα is the character of α, dα the dimension (the Fourier coefficient is 1
dα

trP |Eα).
The following result is an immediate adaptation of the similar result of [4]

for pseudo-differential operators.

Theorem 3. Let P : E → E be a Toeplitz operator, with P ∼ 0 near charg. Then
TrGP (g) = tr g ◦ P is defined as a distribution on G; P |Eα is of trace class for each
α and formula (1) holds.

We have TrGPQ(g) = TrGQP (g) if one of the two operators is equivariant and
one ∼ 0 near char g; so TrG defines a trace map on the algebra of equivariant
Toeplitz operators.

Proof. This is true if P is of trace class. For the general case, we choose a bi-
invariant elliptic operator D of order m > 0 on G, e.g., the Casimir of a faithful
representation, with m = 2; it defines an invariant Toeplitz operator DX : E→ E,
elliptic outside of char g. If P ∼ 0 near Σ, we can divide it repeatedly by DX (mod.
smoothing operators) and get for any N :

P = DN
XQ+R (with R ∼ 0)

Then TrGP = DNTrGQ+TrGR: this is well defined as a distribution since Q is of trace
class if N is large, and it does not depend on the choice of D,N,Q,R.

The series is convergent in distribution sense, i.e., the coefficients have at
most polynomial growth with respect to the eigenvalues of D.

More generally if we have an equivariant Toeplitz complex of finite length:

(E, d) : · · · → Ej
d−→ Ei+1 → · · · ,

i.e., E is a finite sequence Ek of equivariant Toeplitz bundles, d = (dk : Ek → Ek+1)
a sequence of Toeplitz operators such that d2 = 0. Then for a Toeplitz operator
P : E→ E, P ∼ 0 near char g, its equivariant supertrace TrGP =

∑
(−1)kTrGPk

is well
defined; it vanishes if P is a supercommutator [A,B] where A,B are equivariant,
and one of them vanishes near char g.

2.2. Equivariant index

Let E0,E1 be two equivariant Toeplitz bundles.

Definition 4. We will say that an equivariant Toeplitz operator P : E0 → E1 is
G-elliptic (transversally elliptic in [4]) if it is elliptic on charg, i.e., the principal
symbol σ(P ), which is a homogeneous equivariant vector bundle homomorphism
E0 → E1, is invertible on charg.
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If P is G-elliptic it has a G-parametrix Q, i.e., Q : F→ E is equivariant, and
QP ∼ 1E, PQ ∼ 1F near char g.

The G-index IndGP is then defined as the distribution

IndGP = TrG1−QP − TrG1−PQ. (2)

More generally, an equivariant complex (E, d) as above is G-elliptic if the
principal symbol σ(d) is exact on charg. Then there exists an equivariant Toeplitz
operator s = (sk : Ek → Ek−1) such that 1− [d, s] ∼ 0 near char g ([d, s] = ds+sd).
The index (Euler characteristic) is the super trace

IG(E,d) = supertr (1− [d, s]) =
∑

(−1)jTrG(1−[d,s])j
.

If P is G-elliptic, the restriction Pα : E0,α → E1,α is a Fredholm operator for
any irreducible representation α. Its index Iα is finite (resp. more generally the
cohomology H∗

α of d|Eα is finite dimensional), and we have

IndGP =
∑ 1

dα
Iα χα

(
or IndG(E,d) =

∑ (−1)
dα

j

dimHj
α χα

)
. (3)

2.3. Asymptotic index

The G-index IndGP is obviously invariant under compact perturbation and defor-
mation, so for fixed Ej it only depends on the homotopy class of the symbol σ(P ).
But it does depend on the choice of Szegö projectors: the Toeplitz bundles Ej are
known in practice only through their symbols Ej , and are only determined up to
a space of finite dimension, just as the Toeplitz spaces H.

However if E,E′ are two equivariant Toeplitz bundles with the same symbol,
there exists an equivariant elliptic Toeplitz operator U : E→ E′ with quasi-inverse
V (i.e., V U ∼ 1E, UV ∼ 1′

E
). This may be used to transport equivariant Toeplitz

operators from E to E′: P �→ Q = UPV . Then if P ∼ 0 on X0, Q = UPV and
V UP have the same G-trace, and since P ∼ V UP , we have TP − TQ ∈ C∞(G).
Thus the equivariant G-trace or index are ultimately well defined up to a smooth
function on G.

Definition 5. We define the asymptotic G-trace TrasGP as the singularity of the
distribution TrGP (i.e., TrGP mod. C∞(G)).

If P ∼ 0, we have TrGP ∼ 0, i.e., the sequence of Fourier coefficients is of rapid
decrease, O(cα)−m for all m, where cα is the eigenvalue of DG in the representa-
tion α.

Definition 6. If P is elliptic on char g, the asymptotic G-index IndasGP is defined
as the singularity of IndGP .

It can also be viewed as a virtual trace-class representation or character∑
nαχα of G, mod finite representations.

It only depends on the homotopy class of the principal symbol σ(A), and
since it is obviously additive we get:
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Theorem 7 (Main theorem).

1) The asymptotic index defines an additive map from KG(X−Z) to Sing (G) =
C−∞/C∞(G) (Z ⊂ X denotes the basis of charg).

2) If u : X → X ′ is a contact map, then the asymptotic index map Indas
commutes with the Bott periodicity map KG(X − Z)→ KG(X ′ − u(Z)).

The Bott periodicity map is described below.
KG(X −Z) denotes the equivariant K-theory of X with compact support in

X−Z, i.e., the group of stable classes of triples (E,F, u) where E,F are equivariant
G-bundles on X , u an equivariant isomorphism E → F defined near Z, with the
usual equivalence relations ((E,F, a) ∼ 0 if a is stably homotopic near Z to an
isomorphism on the whole of X).

The asymptotic index is as well defined for equivariant Toeplitz complexes,
exact on Z.

Example. Let Σ be a symplectic cone, with free positive elliptic action of U(1),
i.e., the Toeplitz generator A = 1

i ∂θ is elliptic with positive symbol (this is the
situation studied in [11]). Then the algebra of invariant Toeplitz operators (mod.
C∞) is a deformation star algebra, setting as “deformation parameter” � = A−1.
char g is empty and the asymptotic trace or index is always defined. The asymp-
totic trace of any element A is the series

∑∞
−∞ ake

kiθ , ak = trA|Hk
, mod smooth

functions of θ, i.e., the sequence (ak) is known mod rapidly decreasing sequences.
It is standard knowledge that the sequence (ak) has an asymptotic expansion in
(negative) powers of k:

ak ∼
∑
j≤j0

αjk
j . (4)

In this case the asymptotic trace is as well defined by this asymptotic expan-
sion; it encodes the same thing as the residual trace, viewed as a power series of
� = k−1.

Remark. For a general circle group action, with generator A = eiθ, all simple
representations are powers of the identity representation, denoted T , and all rep-
resentations occurring as indices can be written as formal power series with integral
coefficients: ∑

k∈Z

nkT
k (mod. finite sums).

In fact, using the sphere embedding below, it can be seen that the positive and
negative parts of the series are “weakly periodic”, of the form

P±(T, T−1)
(1− T±k)k

for suitable polynomials P± and some integer k, i.e., both the positive and negative
parts are the Taylor series of rational functions whose poles are roots of 1; the
asymptotic index corresponds to the polar parts.



8 L. Boutet de Monvel

2.4. K-theory and embedding

It is convenient (even though not technically indispensable), in particular to follow
the index in an embedding (Lemma 10), to reformulate some constructions above
in terms of sheaves of Toeplitz algebras and modules. In the C∞ category E is not
coherent and general E-module theory is not practical. We will just stick to two
useful examples.6

As above we use the following notation: for distributions, f ∼ g means that
f − g is C∞; for operators, A ∼ B (or A = B mod. C∞) means that A −B is of
degree −∞, i.e., has a smooth Schwartz kernel; if M is a manifold, T •M denotes
the cotangent bundle deprived of its zero section; it is a symplectic cone with
base the cotangent sphere S∗M = T •M/R+. As mentioned earlier, if Σ is a G-
symplectic cone, the sheaf EΣ of Toeplitz operators (mod C∞) acting on µH is well
defined, with the action of G, up to isomorphism, independently of any embedding
Σ → T •M . The asymptotic trace TrasGP resp. index IndasGP are well defined for
a section P of EΣ vanishing (resp. invertible) near charg. (If M is a G-manifold
and X = S∗M (Σ = T •M), EΣ identifies with the sheaf of pseudodifferential
operators acting on the sheaf µH of microfunctions on X ; even in that case the
exact index problem does not make sense: a Toeplitz bundle E corresponds to a
vector bundle E on the cotangent sphere X = S∗M , not necessarily the pullback
of a vector bundle on M , and E is in general at best defined up to a space of finite
dimension.)

An E-moduleM, corresponds to a system of Toeplitz operators, whose sheaf
of micro-solutions is Hom E(M, µH); likewise a locally free complex (L, d) of E-
modules defines a Toeplitz complex (E, D) = Hom (L,H).

We will say that the E-moduleM is “good” if it is finitely generated, equipped
with a filtrationM =

⋃
Mk (i.e., EpMq =Mp+q,

⋂
Mk = 0) such that the sym-

bol σ(M) = M0/M−1 has a finite locally free resolution (as a C∞(X)-modul7).
A locally free resolution of σ(M) lifts to a “good resolution” of M (i.e., locally
free and whose symbol is a resolution of σ(M)).8 Two resolutions of σ(M) are ho-
motopic, and if σ(M) has locally finite locally free resolutions it also has a global
one (because on compact X (or on the cone Σ with compact basis) we dispose of
smooth (homogeneous) partitions of unity); this lifts to a global good resolution
ofM.

Similarly we will say that a G-elliptic complex (E, d) is “good” if its symbol
is exact on char g. Note that “good” is not indispensable to define the asymptotic
index, but it is to define the K-theoretic element [(E, d)] ∈ KG(X − Z).

6In the proof of the Atiyah-Weinstein conjecture we need to patch together two smooth embedded
manifolds near their boundaries: this cannot be done in the real analytic category, even if things
work slightly better there.
7The symbol map identifies E0/E−1 with C∞(X); since there exist global elliptic sections of E,
grM is completely determined by the symbol, same for the resolution.
8The converse is not true: if d is a locally free resolution of M its symbol is not necessarily a
resolution of the symbol of M – if only because filtrations must be defined to define the symbol
and can be modified rather arbitrarily.
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All this works just as well in presence of aG-action (one must choose invariant
filtrations etc.).

The asymptotic trace and index extend in an obvious manner to endomor-
phisms of good complexes or modules:

• ifM = EN is free, End E(M) identifies with the ring of N ×N matrices with
coefficients in the opposite ring Eop, and if A = (Aij) vanishes near char g we
set TrasG(A) =

∑
TrasG(Ajj).

• If M is isomorphic to the range PN of a projector P in a free module N
(this does not depend on the choice of N ) and if A ∈ End E(M) we set
TrasG(A) = TrasG(PA).

• If (L, d) is a locally free complex and A = (Ak) is a endomorphism, vanishing
near charg, we set TrasG(A) =

∑
(−1)kTrasG(Ak) (the Euler characteristic

or super trace; if A,B are endomorphisms of opposite degrees m,−m, we
have TrasG[A,B] = 0, where [A,B] = AB− (−1)m

2
BA is the superbracket).

• If M is a good E-module, (L, d) a good locally free resolution of M, A ∈
End E(M), we set TrasG(A) = TrasG(Ã), where Ã is any extension of A to
(L, d) (such an extension exists, and is unique up to homotopy, i.e., up to a
supercommutator).
• Finally ifM is a locally free complex with symbol exact on charg, or a good
E-module with support outside of charg, it defines a K-theoretical element
[M] ∈ KG

Z (X), and its asymptotic index (the supertrace of the identity), is
the image by the index map of Theorem 7 of [M].

Remark. The equivariant trace or index are defined just as well for modules ad-
mitting a projective resolution (projective meaning direct summand of some EN ,
with a projector not necessarily of degree 0). What does not work for these more
general objects is the relation to topological K-theory.

2.5. Embedding and transfer

Let Σ be a G-symplectic cone, embedded equivariantly in T •M with M a compact
G-manifold, and S an equivariant Szegö projector. As recalled in §1, the range µH

of S is the sheaf of solutions of an ideal I ⊂ EM . The corresponding EM -module is
M = EM/I; it is “good”, as is obvious on the microlocal model or the holomorphic
model (for which a good resolution near Σ is ∂̄b).

Endomorphisms of M are induced by right multiplications m �→ ma where
aI ⊂ I (a ∈ [I : I], so E ′ = EndMop � [I : I]/I. The map which to a ∈ [I : I]
associates the Toeplitz operator Ta gives an isomorphism from End E(M)op to the
Toeplitz algebra (mod C∞). (This is easily seen by successive approximations since
the symbol of Ta is σ(a)|Σ, or because, as indicated in [11], any Toeplitz operator
is also of the form TP where P commutes with the Szegö projector.)

If P is a Toeplitz module, i.e., a left E ′-module supported by Σ, the transferred
module is M ⊗E′ P (also supported by Σ); it has the same solution sheaf as
P , since we have Hom(M⊗ P ,H) = Hom (P ,Hom (M,H)) and Hom (M,H) =
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H′. In this equality we can replace P by its global good resolution (i.e., replace
Hom by Rhom0), because this resolution is locally isomorphic to ∂̄b which has no
cohomology mod C∞ near Σ in degree> 0. Thus the transfer preserves asymptotic
traces and indices.

This extends obviously to the case where Σ is embedded equivariantly in
another symplectic cone Σ ⊂ Σ′: the Toeplitz sheaf µH is Hom EΣ(M, µH′), with
M = E/I and I ⊂ E is the annihilator of the Szegö projector S of Σ.

Theorem 8. Let X ′, X be two compact contact G-manifolds and f : X → X ′ be an
equivariant embedding. Then the K-theoretical push-forward (Bott homomorphism)
KG(X − Z)→ KG(X ′ − Z ′) commutes with the asymptotic G index of G-elliptic
equivariant Toeplitz operators.

Let F : EΣ → EΣ′ be an equivariant embedding of the corresponding Toeplitz
algebras (over f), and letM be the E ′Σ-module associated with the Szegö projector
SΣ (transfer module). We have seen that transfer P �→ M ⊗ P preserves the
asymptotic index.

Lemma 9. Notations being as above, the K-theoretical element (with support in Σ)
[M] ∈ KG

Σ (T •M) is precisely the Bott element used to define the Bott isomorphism
KG(X)→ KG

X(X ′); [M⊗P ] is the Bott image of [P ].9

Proof. The transfer module M is good: it has, locally (and globally), a good
resolution. Its symbol is a locally free resolution of σ(M) = C∞(X)/σ(I). We may
identify a small equivariant tubular neighborhood of Σ with the normal tangent
bundle N of Σ in Σ′; N is a symplectic bundle; the ideal I endows it with a
compatible positive complex structure N c (for which the first-order jet of elements
of σ(I) are holomorphic in the fibers of N c). In such a neighborhood a good
symbol resolution is homotopic to the Koszul complex of N (or the symbol of ∂̄b
in the holomorphic case): the K-theoretical element it defines is precisely the Bott
element.

Example. Let X = S2N−1 be the unit sphere of CN , H the space of holomorphic
functions (the symplectic cone Σ can be identified with CN ). Similarly X ′ = C2k−1

and H′. We can embed X ′ as a subsphere of X (equivariantly if we are given
suitable unitary group actions).

We can identify H′ with the subset of functions independent of zk+1, . . . , zN .
The corresponding operators are the ∂zj , k < j ≤ N and the corresponding com-
plex of Toeplitz operators is the partial De Rham complex.

9If f : X → Y is a map between manifolds (or suitable spaces), the K-theoretical push-forward
is the topological translation of the Grothendieck direct image in K-theory (for algebraic or
holomorphic coherent modules). Its definition requires a spinc structure on the virtual normal
bundle of f (cf [11], §1.3) and this always exists canonically if X, Y are almost symplectic or

almost complex, or as here if f is an immersion whose normal tangent bundle is equipped with
a symplectic or complex structure.
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Another way of relating the two is to identify H′ to H/
∑N
k+1 zjH, identifying

H
′ with the cohomology of the Koszul complex.

Note that we have ∂zm = (N +
∑N

1 zj∂j)Tz̄m so up to a positive factor, the
De Rham complex is the adjoint of the Koszul complex, and both define the same
K-theoretical (equivariant) element.

Remark. It is always possible to embed equivariantly a compact contact manifold
in a canonical contact sphere with linear G-action (this reduces the problem of
computing asymptotic indices to the case where the base space is a sphere – but
if G �= 1 this is still complicated):

Lemma 10. Let Σ be a G cone (with compact base), λ a horizontal 1-form, homoge-
neous of degree 1 (Lρλ = λ, ρ�λ = 0, where ρ is the radial vector field, generating
homotheties). Then there exists a homogeneous embedding x �→ Z(x) of Σ in a
complex representation V c of G such that λ = Im Z̄.dZ

In this construction, Z is homogeneous of degree 1
2 as above. This applies

of course if Σ is a symplectic cone, λ its Liouville form (the symplectic form is
ω = dλ and λ = ρ�ω. We first choose a smooth equivariant function Y = (Yj),
homogeneous of degree 1

2 , realizing an equivariant embedding of Σ in V−{0}, where
V is a real unitary G-vector space (this always exists if the basis is compact).

Then there exists a smooth function X = (Xj) homogeneous of degree 1
2

such that λ = 2X.dY . We can suppose X equivariant, replacing it by its mean∫
g.X(g−1x) dg if need be. We have 2ρ�dY = Y (Y is of degree 1

2 ) so X.Y =
ρ�X.dY = 0. Finally we get λ = Im Z̄.dZ with Z = X + iY (the coordinates
zj on V are homogeneous of degree 1

2 so that the canonical form Im Z̄.dZ is of
degree 1).

3. Relative index

Let Ω,Ω′ be two strictly pseudo convex Stein domains with smooth boundaries
X,X ′. Let f be a smooth contact isomorphism X → X ′. Then the holomorphic
push-forward

W : u ∈ H �→ S′(u ◦ f−1) ∈ H
′ (5)

is well defined, and is a (Toeplitz FIO) Fredholm map. The Atiyah-Weinstein
formula computes its index in terms of the geometrical data.

The original Atiyah question was: if M,M ′ are two smooth manifolds, f :
S∗M → S∗M ′ a contact isomorphism, F an elliptic FIO associated to f , then F
has an index, which should be given by a similar formula.

This reduces to the former problem since ΨDO on M are the same thing as
Toeplitz operators on the boundary of a small tubular neighborhood of M in a
complexification M c (cf. [7]).10

10Except one should also take into account the homotopy class (“winding number”) of the prin-
cipal symbol.
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The main difficulty in this problem is that, with a fixed contact structure,
we are changing the CR structure, hence the Szegö projectors, and there is no
formula, using only the contact boundary data, telling how the index behaves.

To overcome this, we enlarge the spaces of holomorphic boundary values
in such a manner that the index is repeated infinitely many times and can be
interpreted as an asymptotic index, which can be handled geometrically.

3.1. Enlargement

Let Ω be as above, with defining function −φ (φ > 0, I have changed the sign).
We denote the boundary by X0 rather than X .

Ω̃ ⊂ C×Ω̄ denotes the ball |t|2 < φ. Its boundary X is strictly pseudoconvex,
provided that Log 1

φ is strictly psh. (e.g., −φ strictly psh. on Ω̄11). We still denote
by Σ ⊃ Σ0 the symplectic cones.

The circle group U(1) acts on X̃: (t, x) �→ (eiθt, x).

The volume element on X̃ is dθ dv (smooth, positive, invariant) with dv a
smooth positive density on Ω̄; S denotes the Szegö projector, H its range (space
of boundary values of holomorphic functions of moderate growth near X).

D denotes the Toeplitz operator defined by 1
i ∂θ on H. It is self-adjoint, ≥ 0,

equal to TtT∂t .
The expansion of a function in the Fourier decomposition

H =
∑
k≥0

Hk (Hk = ker (D− k) )

is equivalent to its Taylor expansion:

f =
∑

fk(x)tk.

H0 identifies with the set of holomorphic distributions onX0 (set of boundary
values of holomorphic functions on Ω with moderate growth at ∂Ω).

Note that the L2 norm of a holomorphic function tkf(x) on X is∫

X

|tkf |2 = 2π
∫

Ω

φk|f2|dv

(because |t|2 = φ on X and the measure on X is dθ dv)
If we decompose S in its equivariant components S =

∑
Sk, we get a sequence

closely related to that of Berezin (see [5, 16]).
It will be convenient to replace the Toeplitz FIO operator W by a unitary

multiple
E0 = (WW ∗)−

1
2W : H0 → H

′
0 (6)

with the convention that (WW ∗)−
1
2 vanishes on the kernel of W ∗; E0 is in any

case unitary mod smoothing operators and has obviously the same index as W .
We are using the norm of H0, i.e., the L2 norm of X (or of Ω̄), which is not the

11φ can always be chosen so.
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L2 norm of X0 (it is rather related to the Sobolev H− 1
2 norm) – but for the index

this makes no difference).
As mentioned above the Toeplitz operator corresponding to rotations is

D = t∂t

(
=

1
i
∂θ

)
.

we have D = D∗ = T ∗
∂t
T ∗
t ; it follows that

∂∗t = tC, (t∗ = C−1∂t).

for an invariant Toeplitz operator C > 0 (unique)12

We set τ = tC
1
2 . (7)

This is a Toeplitz operator of degree 1
2 , not an integer, but for the commu-

tation constructions below this does not matter

D = ττ∗, [D, τ ] = τ, [τ∗, τ ] = 1 (8)

τ is globally defined, a positive multiple of t , τHk = Hk+1

τ is uniquely defined by by these conditions.13

There is a similar construction for Ω′.

Theorem 11 (embedding). There exists an equivariant Toeplitz FIO:
E : X → X ′ (with microsupport close to X0) such that (modC∞).

1) E is unitary elliptic (modC∞) near X0.
2) E induces E0 on H0 (mod smoothing operators).
3) Eτ = τ ′E.

Then the Ek = Hk → H′
k all have the same index IndexE0.

If 2) holds, E is elliptic on X0 hence G-elliptic (because here G = U(1) acts
freely, with a positive action, on the “interior” X−X0). The last assertion follows:
we have E − τ ′Ek = Ek+1τ and since τ is a bijection Ek → Ek+1 (same for τ ′),
Ek, Ek+1 have same index.

The theorem replaces the relative index Index (E0) by the G-asymptotic index
Indas (E).

12If we have a factorization D = PQ with [D, P ] = P , there exists a (unique) invariant invertible
Toeplitz operator U such that P = tU, Q = U−1∂t. Here we have D = tCt∗, so C = C∗ > 0
since D is ≥ 0 and Tt injective.
13In fact we need a little less than that: τ should be globally defined over Ω, and τk : Hk → Hk+1

should have index zero; the Hamiltonians of the real and imaginary parts of τ should commute.
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3.2. Collar isomorphism

The geometric counterpart is: there is a (unique) equivariant homogeneous sym-
plectic isomorphism f of some equivariant neighborhood of Σ0 in Σ to (same for
Σ′) such that f |Σ0 = Id , and σ(τ) ◦ f = σ(τ ′), i.e., f commutes with the Hamilto-
nians of the real and imaginary parts of τ, τ ′. This works because the Hamiltonians
of Re τ, Im τ commute.14

The operator statement follows from the geometric one in the usual manner.
Notice that E is at first only defined mod smoothing operators nearX0. We extend
it globally using any Toeplitz cut-off.

3.3. Embedding

embeddings more precisely.
Let X̃ = S2N+1 ⊂ CN+1 be a large sphere, with variables (T, Z).
The circle group G = U(1) acts by

(T, Z) �→ (eiθT, Z).

The base of char g is the diameter Z(T = 0); it is equal to the fixed point set.

Theorem 12. There exist equivariant contact embeddings F, F ′ of X,X ′ in the
sphere S2N+1 (with U(1)-action as above) such that F = F ′ ◦ f near the bound-
ary X0.

We are now reduced to the case where X,X ′ sit in a large sphere S and

homomorphism, a complex A of Toeplitz operators on the large sphere X̃, whose
K-theoretical element in KG

X(S) is the equivariant Bott image. Same for X ′.
The Toeplitz FIO E of Theorem 11 provides a Toeplitz isomorphism A→ A′

near the boundary X0, thus defining a G-elliptic complex on X̃, whose asymptotic
G-index is precisely what we want to compute.

3.4. Index

Now U(1) acts freely on S − S0 and U(1)\(S − S0) is the open unit ball B ⊂ CN ,
so the pull back is an isomorphism K0(CN ) = Z → KG

S−S0
(S) (the generator is

the symbol of the partial De Rham complex ∂X , or of the Koszul complex).
We may now go back to the original situation: Ω and Ω′ are complex man-

ifolds, glued together by the symplectic map f0; the result Y is not a manifold,
but the K-theoretical index is well defined: χ : Kcomp(Y )→ Z:

Theorem 13. The relative index is χ(1Ω − 1Ω′); χ is the K-theoretical character
defined by the Bott periodicity theorem; the two trivial bundles 1Ω − 1Ω′ are glued
together along the boundary to give an element of compact support.

14This would not work if we replaced τ by t because the Hamiltonians of Re t, Im t do not
commute in general.

in a standard contact sphere with linear unitary action of G. Here we choose

coincide near the fixed points. The trivial bundle of X defines, via the transfer

We have mentioned that any G-contact manifold (compact) can be embedded
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The K-theoretical element defined by the complex above is the difference
element between the K-theoretical (spinc) images of Ω and Ω′ defined by F0 on
the boundary (or its extension near the boundary defined by F ; any symplectic
diffeomorphism near the boundary would do as well since these are all isotopic.

This can be readily translated in terms of cohomology, using the Chern char-
acters and Todd class, as done in [12]; the Todd class appears when comparing
the Chern class of the Bott element with the Euler class used for integration along
fibers.
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1. Introduction

The study of boundary value problems and related boundary integral equations in
domains with intricate geometrical structure of the boundary is one of challenging
problem nowadays. The first part of the present survey deals with the Riemann–
Hilbert problem

Re
[
(a(t) + ib(t))Φ+(t)

]
= c(t), t ∈ Γ, (1)

in a domain with nonsmooth boundary and in the frame of Banach function spaces
with nonstandard growth condition. Several authors studied this problem in do-
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mains with sufficiently smooth boundaries under various assumptions with regard
to the coefficients and unknown functions (see, e.g., [18], [5] and references therein).

In this section the Riemann–Hilbert problem is considered in the following
setting: find a function Φ ∈ Kp(·)(D;ω) whose boundary values satisfy (1) a.e.
on Γ. Here D is a simply connected domain not containing z =∞ and bounded by
a simple piecewise smooth closed curve Γ, and Kp(·)(D;ω) is the set of functions

Φ(z) =
1

ω(z)

∫

Γ

ϕ(t) dt
t− z , z ∈ D, ϕ ∈ Lp(·)(Γ),

when ω(z) is an arbitrary function of the form

ω(z) =
ν∏
k=1

(z − tk)αk , tk ∈ Γ, αk ∈ R.

Special properties of Banach function spaces with nonstandard growth were
singled out from the Banach space theory in the 30s of the last century. The initial
works related to this topic belong to W. Orlicz and J. Musielak. At that time these
works were of purely theoretical value, but nowadays there has arisen a necessity
to investigate these spaces as they play an essential role in mathematical models
of nonlinear elasticity and mechanics of incompressible fluids. They are also im-
portant for the investigation of various physical phenomena via variational models
(e.g., V. Zhikov’s study of Lavrentiev’s phenomena), the construction of models
of the mechanics of incompressible fluids (M. Růzička), also for the study of the
related integral operators and Sobolev spaces with variable exponent (H. Hudzik,
O. Kováčik and J. Rakosnik, S. Samko, L. Diening, X. Fan and D. Zhao). Research
of p(x)-Laplacian nonlinear differential equations and function spaces associated
with them that unable to describe physical events by “point variable” character-
istics, for example, in the elasticity theory of nonhomogeneous media (E. Acerbi
and G. Mingione, P. Marcelini, X. Fan, H. Zhang and others).

Let Γ = {t ∈ C : t = z(s), 0 ≤ s ≤ l < ∞} be a simple closed rectifiable
curve with arc-length measure ν(t) = s. Let C1

D(A1, . . . , Ai; ν1, . . . , νi) be the set
of simple piecewise smooth curves Γ having angular points A1, . . . , Ai whose angle
values with respect to the domain D with boundary Γ are equal to πνk, k = 1, i,
0 ≤ νk ≤ 2. The set of piecewise-Lyapunov curves contained in this class is denoted
by C1,L

D (A1, . . . , Ai; ν1, . . . , νi).
Let p be a measurable function on Γ such that p : Γ → (1,∞). By P(Γ) we

denote the set of functions p(t) satisfying the conditions:

1 < p− := ess inf
t∈Γ

p(t) ≤ ess sup
t∈Γ

p(t) =: p+ <∞ (2)

and there exists a constant A such that

|p(t)− p(τ)| ≤ A

− ln |t− τ | , t ∈ Γ, τ ∈ Γ. (3)

The set of functions p satisfying the conditions (2) and (3) we denote by P(Γ).
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A generalized Lebesgue space with variable exponent is defined via the mod-
ular

IpΓ(f) :=
∫

Γ

|f(t)|p(t)dν(t)

by the norm

‖f‖Lp(·)(Γ) = inf
{
λ > 0 : IpΓ

(
f

λ

)
≤ 1

}
. (4)

For a given weight function ω we denote by Lp(·)(Γ, ω) a weighted Banach
function space of all measurable functions f : Γ→ C such that

‖f‖Lp(·)(Γ;ω) = ‖fω‖Lp(·)(Γ) <∞.

For such spaces see, e.g., [1], [2], [9], [11]–[14], etc.
There naturally arises the question of studying boundary value problems

of the function theory, including problem (1), too, in the classes of holomorphic
functions representable by a Cauchy type integral with a density from Lp(·)(Γ, ω).
The investigation of problems in this setting not only generalizes the previously
considered cases, but is more naturally, so far as also makes it possible to take into
consideration the integral behavior of the solution not only on the boundary as a
whole, but also locally, near any point of the boundary.

In [12], [7], [8], [10], [3] and other works, the boundary value problems are
studied under the assumption that the boundary values of a sought solutions
belongs to a variable exponent Lebesgue space.

In our paper [8], problem (1) was investigated in a simply connected domain
D not containing z =∞ and bounded by a simple piecewise-Lyapunov curve with
nonzero angles in the class Kp(·)(D;ω), i.e., in the class of analytic functions Φ
representable in the form

Φ(z) =
1

ω(z)
1

2πi

∫

Γ

ϕ(t) dt
t− z , z ∈ D, ϕ ∈ Lp(·)(Γ), (5)

where ω(z) is an arbitrary power function. With regard to the coefficients a(t),
b(t) it was assumed that they are piecewise-Hölder and inf

t∈Γ
(a2(t)+ b2(t)) > 0, and

c ∈ Lp(·)(Γ, ω). An analogous problem was investigated in [17] for p(t) = const.
In the present paper, the investigation of problem (1) is carried out under

the following assumptions:

i) Γ is a closed piecewise-smooth curve from the class C1(A1, . . . ,Ai; ν1, . . . ,νi),
where A1, . . . , Ai are all angular points of the curve Γ, while the values of
angles, which are internal with respect to a finite domain bounded by Γ, are
equal to πνk, 0 < νk ≤ 2;

ii) the coefficients a(t), b(t) are piecewise-continuous;
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iii) a function p(t) belongs to the class

P̃(Γ) =
⋃
ε>0

P1+ε(Γ),

where P1+ε(Γ) denotes the set of those real functions p, for which condition
(2) is fulfilled and there exists positive numbers A and ε such that

|p(t1)− p(t2)| <
A

| ln |t1 − t2| |1+ε
(6)

for arbitrary points t1 and t2 on Γ.
Let z = z(w) be the conformal mapping of the circle U = {w : |w| < 1} into

D and let w = w(z) be the inverse function.
Assume that l(τ) = p(z(τ)), τk = w(tk), ak = w(Ak).
Let

D(t, r) = Γ ∩B(t, r), t ∈ Γ, r > 0
where B(t, r) = {z ∈ C : |z − t| < r}.

We remind that a curve is called the Carleson curve (regular curve), if there
exists a constant c0 > 0 nondepending on t and r, such that

νD(t, r) ≤ c0r.
In the sequel we consider the power weights of the form

w(t) =
n∏
k=1

|t− tk|β , tk ∈ Γ, ti �= tj when i �= j.

It is well known that to solve boundary value problems for analytic and
harmonic functions boundedness in weighted spaces of the Cauchy singular integral

SΓf(t) =
1
πi

∫

Γ

f(τ)
τ − tdτ

is crucial.
One basic result of our investigation is the following

Theorem A [14],[9]. Let p ∈ P(Γ). The Cauchy singular operator SΓ is bounded in
L
p(·)
w (Γ), if and only if Γ is a Carleson curve and

− 1
p(tk)

< βk <
1

p′(tk)
k = 1, 2, . . . , n.

When investigating problem (1) in the case of a piecewise-smooth boundary,
we have to deal with the following problems:

1) Denote by W p(·)(γ) the set of weight functions ρ for which the operator

T : f → Tf, (Tf)(τ) =
ρ(τ)
πi

∫

γ

f(ζ) dζ
(ζ − τ)ρ(ζ) , τ ∈ γ, f ∈ Lp(·)(γ), (7)

is continuous in Lp(·)(γ) (γ is a unit circle).
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As is well known, if −[�(τk)]−1 < αk < [�′(τk)]−1, � ∈ P(γ), �′(τ) = �(τ)
�(τ)−1 ,

and ϕ is a continuous real function on γ, then

ρ(τ) =
ν∏
k=1

(τ − τk)αk exp
(

1
π

∫

γ

ϕ(ζ) dζ
ζ − τ

)
∈ W �(·)(γ) (8)

(see [10, Corollary 6.2]).
This result was used in investigating problem (1) when Γ is a piecewise-

Lyapunov curve [8]. If however Γ is a piecewise-smooth curve, then for the inves-
tigation we need to know whether the function

ρ(τ) =
ν∏
k=1

(τ − τk)αk exp
(

1
�(τ)

1
π

∫

γ

ϕ(ζ) dζ
ζ − τ

)
, − 1

�(τk)
< αk <

1
�′(τk)

(9)

possesses the same property.
2) If X(w) is a canonical function for a piecewise-continuous function, then

we do not know whether the functions X+(τ) and ρ(τ)X+(τ), where ρ(τ) is given
by equality (9), belong to the class W �(·)(γ).

3) When Γ is a piecewise-smooth curve from C1(A1, . . . , Ai; ν1, . . . , νi), and
z(ak) = Ak, where z = z(w) is the conformal mapping of the unit circle U =
{w : |w| < 1} on D, then we must know the weight properties of the function
z(τ)− z(ak).

4) We must know whether the Log-Hölder condition holds for the function
�(τ) = p(z(τ)) on γ when p(t) satisfies the Log-Hölder condition on Γ.

The reasoning in [8] clearly implies that positive answers to the above four
questions make if possible to establish the validity of the results obtained there also
for the case where Γ is piecewise-smooth, while a(t), b(t) are piecewise-continuous.

As to questions 1) and 2), we succeeded in showing that they both have a
positive answer if p ∈ P̃(Γ).

As to question 3), the following was clarified: if we follow the method of
investigation of the functions z′ and z, which is used in [4] (Ch. III) and apply
inclusion (8) given above, then it can be shown that

i∏
k=1

(z(τ)− z(ak)) ∈ W �(·)(γ)

for 0 < νk <
1

�′(ak) .
As to question 4), we can state that the function �(τ) = p(z(τ)) belongs

to the class P̃(γ) if so does the function p(t) on Γ ∈ C1(A1, . . . , Ai; ν1, . . . , νi).
The proof is obtained by a slight modification of the proof of Lemma 1 from [7]
if instead of Warshavski’s result on the derivative of the conformal mapping of a
circle onto a domain with piecewise-Lyapunov boundary we use the result from [4]
on the behavior of z′ in the case of piecewise-smooth curves.
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2. The Riemann–Hilbert problem in the class Kp(·)(D;ω)
in the case of piecewise-smooth boundaries and
piecewise-continuous coefficients

2.1. Reducing of problem (1) to a linear conjugation problem
with an additional condition

We will use the well-known method of N. Muskhelishvili by which the Riemann–
Hilbert problem is reduced to the Riemann problem (see [18, §§ 36–43]).

Assume Γ ∈ C1(A1, . . . , Ai; ν1, . . . , νi), 0 < νi ≤ 2, k = 1, i, bounds the
domain D not containing z =∞. Let further tk ∈ Γ, k = 1, ν, αk ∈ R and

ω(z) =
ν∏
k=1

(z − tk)αk (10)

be an arbitrary fixed branch of analytic function in D. Denote by Kp(·)(D;ω)
the set of analytic functions in D, that are representable by equality (5). If ω ∈
W p(·)(Γ), then the class Kp(·)(D;ω) coincides with the class Kp(·)(Γ;ω) (see [8,
Theorem 1]), where

Kp(·)(Γ;ω) =
{

Φ : Φ(z) =
1

2πi

∫

Γ

ϕ(τ) dτ
t− z , ϕ ∈ Lp(·)(Γ, ω), z ∈ D

}
. (11)

Let, further, c ∈ Lp(·)(Γ, ω), a(t) and b(t) be piecewise-continuous functions
on Γ, with the condition inf

t∈Γ
(a2(t+b2(t)) > 0, andBk, k = 1, λ, be the discontinuity

points of the functions G̃(t) = −[a(t)− ib(t)] [a(t) + ib(t)]−1.
Let us consider the Riemann–Hilbert problem: find a function Φ∈Kp(·)(D;ω)

satisfying the boundary condition (1). Let Ψ(w) = Φ(z(w)). Then

Ψ+(τ) = −[A(τ)− iB(τ)] [A(τ) + iB(τ)]−1Ψ+(τ)

+ 2C(τ)[A(τ) + iB(τ)]−1,

A(τ) = a(z(τ)), B(τ) = b(z(τ)), C(τ) = c(z(τ)).

(12)

For the function F (w), analytic outside γ, we assume

F∗(w) =

{
F (w), |w| < 1,
F
(

1
w

)
, |w| > 1.

Let us introduce the new unknown function

Ω(w) =

{
Ψ(w), |w| < 1,
Ψ
(

1
w

)
, |w| > 1.

(13)

Then (12) takes the form

Ω+(τ) = G(τ)Ω−(τ) + C1(τ),

G(τ) = −[A(τ) − iB(τ)] [A(τ) + iB(τ)]−1,

C1(τ) = C(τ)[A(τ) + iB(τ)]−1,

(14)
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and thereby we have to find a solution of the problem
{

Ω+(τ) = G(τ)Ω−(τ) + C1(τ), τ ∈ γ, C1 ∈ Lp(·)(γ),

Ω∗(w) = Ω(w), |w| �= 1, Ω(∞) = const .
(15)

2.2. Solution of problem (15)

In Problem (15), for the time being the question in what class the function Ω
should be sought for remains open.

Let G(B−
k )/G(B+

k ) = exp2πiuk, k = 1, λ (uk ∈ R since |G| = 1). Let
w = w(z) be the inverse function to z = z(w) and bk = w(Bk). The scheme of our
investigation will be as follows.

Step I. Write G in the form G(τ) = X+(τ)[X−(τ)]−1, where

X(w) = r(w)X1(w), r(w) =
λ∏
k=1

rk(w),

rk(w) =

{
(w − bk)uk , |w| < 1,(

1
w − bk

)uk
, |w| > 1,

(16)

X1(w) =





C exp
{

1
2πi

∫

γ

lnG1(τ)τ−κ1dτ

τ − w

}
, C = const,

Cw−κ1 exp
{

1
2πi

∫

γ

lnG1(τ)τ−κ1dτ

τ − w

}
.

(17)

Here G1(τ) =
λ∏
k=1

r+k (τ)[rk(τ)]−1G(τ) is a continuous function and κ1 =

indG1(τ).

Step II. Rewrite the boundary condition from (15) in the form

Ω+(τ)
X+(τ)

=
Ω−(τ)
X−(τ)

+
C1(τ)
X+(τ)

.

Step III. Construct a rational function Q(w) with zeros and poles on γ, such
that the function F (w) = Q(w)Ω(w)[X(w)]−1 belongs to K�(·)(γ; ρ), where �(τ) =
p(z(τ)) and ρ(τ) is a power function from W �(·)(γ). For this construction, the
numbers αk, νk, uk together must satisfy a certain condition (see condition (21)
below).

To construct Q(w), we proceed as follows.
Let

T = {τk : τk = w(tk)},
A = {ak : ak = w(Ak)}, B = {bk : bk = w(Bk)}.

(18)
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These sets may have common sets. Let us enumerate the points of the set T ∪A∪B
as follows:

w1 = τ1 = a1 = b1, . . . , wµ = τµ = aµ = bµ,

wµ+1 = τµ+1 = aµ+1, . . . , wµ+r = τµ+r = aµ+r,

wµ+r+1 = τµ+r+1 = bµ+1, . . . , wµ+r+q = τµ+r+q = bµ+q,

wµ+r+q+1 = aµ+r+1 = bµ+q+1, . . . , wµ+r+q+p = aµ+r+p = bµ+q+p,

wµ+r+q+p+1 = τµ+r+q+1, . . . , wµ+r+q+p+m = τµ+r+q+m,

wµ+r+q+p+m+1 = aµ+r+p+1, . . . , wµ+r+q+p+m+n = aµ+r+p+n,

wµ+r+q+p+m+n+1 = bµ+q+p+1, . . . , wµ+r+q+p+m+n+s = bµ+p+q+s.

(19)

Thus we have j = µ+ r + q + p+m+ n+ s points wk.
Let

δk=




αkνk+ νk

�(ak) +uk, k = 1, µ,

αkνk + νk−1
�(ak) , k = µ+ 1, µ+ r,

αk + uk−r, k = µ+ r + 1, µ+ r + q,
νk−q−1
�(ak−q) + uk−r, k = µ+ r + q + 1, µ+ r + q + p,

αk−p, k = µ+ r + q + p+ 1, µ+ r + q + p+m,
νk−q−m−1
�(wk−q−M ) , k = µ+r+q+p+m+1, µ+r+q+p+m+n,

uk−r−m−n, k=µ+r+q+p+m+n+1, µ+r+q+p+m+n+s.

(20)

For the real number x we write x = [x] + {x}, where 0 ≤ {x} < 1.
Assume

{δk} �=
1

�′(wk)
. (21)

Assume

γk = [δk], if {δk} <
1

�′(wk)
,

γk = [δk] + 1, if {δk} >
1

�′(wk)
,

k = 1, j. (22)

Then

− 1
�(wk)

< δk − γk <
1

�′(wk)
, k = 1, j. (23)

Let

Q(w) =
j∏

k=1

(w − wk)γk . (24)
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2.3. Main result

Let:
1) D be an internal domain bounded by a curve Γ ∈ C1(A1, . . . , Ai; ν1, . . . , νi),

0 < νk ≤ 2;
2) p ∈ P̃(Γ);

3) ω(z) =
ν∏
k=1

(z − tk)αk , − 1
p(tk) < αk <

1
p′(tk) ;

4) a(t), b(t) be piecewise-continuous real functions with the condition inf(a2(t)+
b2(t)) > 0 such that the function G(t) = −[a(t) − ib(t)][a(t) + ib(t)]−1 has
discontinuity points Bk, G(B−

k )/G(B+
k ) = exp 2πiuk, uk ∈ R;

5) c(t)ω(t) ∈ Lp(·)(Γ).

Theorem 1. Let
i) the points τk, ak, bk be enumerated according to (19); the numbers δk be

defined by equalities (20) and {δk} �= 1
�′(wk) , and the integer numbers γk be

chosen according to (22);
ii) Q(w) be the rational function defined by equality (24), and κ0 be its order at

the point w =∞;
iii) the functions r(w) and X1(w) be defined by equalities (16), (17) and therefore

X1 have order (−κ1) at infinity.
Assume that κ = κ0 + κ1. Then:

a) if κ < 0, then for problem (1) to be solvable in the class Kp(·)(D;ω) it is
necessary and sufficient that the conditions∫

γ

c(z(τ))Q(τ)
X+(τ)[a(z(τ)) + ib(z(τ))]

τkdτ = 0, k = 0,κ, (25)

would be fulfilled. Thus there exists a unique solution

Φ0(z) = Ω(w(z)) = Ω̃c(w(z)) =
1
2

(Ωc(w(z)) + (Ωc)∗(w(z))) , (26)

where

Ωc(w) =
X(w)
Q(w)

1
2πi

∫

γ

c(z(τ))Q(τ)
X+(τ)[a(z(τ)) + ib(z(τ))]

dτ

τ − w ; (27)

b) if κ ≥ 0, then problem (1) is solvable unconditionally and all its solutions are
given by the equality

Φ(z) = Φ0(z) +X(w(z))Q−1(w(z))Pκ(w(z)), (28)

where Pκ(w) is an arbitrary polynomial Pκ(w) =
κ∑
k=0

hkw
k whose coefficients

satisfy the condition

hk = Ahκ−k , k = 0,κ, A = (−1)κ0

κj∏
k=1

w−γk

k .
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3. Some particular cases

3.1. The Riemann–Hilbert problem with Hölder coefficients a(t), b(t) in the class
Kp(·)(Γ;ω) for ω ∈ W p(·)(Γ)

In this case there are no points bk and − 1
p(tk) < αk <

1
p′(tk) . Only the points τk and

ak may coincide; to simplify numeration (19) it is assumed that w1 = τ1, . . . , wm =
τm, wm+1 = a1, . . . , wm+n = an, wm+n+1 = τm+1 = an+1, . . . , wm+n+r = τm+r =
an+r. Accordingly, δ1 = · · · = δm = 0, δm+k = νk−1

p(Ak) , k = 1, n, δm+n+k =

αn+kνn+k + νn+k−1
p(An+k) , k = 1, r. Therefore γ1 = γ2 = · · · = γm = 0,

γm+k =

{
0 if νk < 1

p′(Ak) ,

1 if νk > 1
p′(Ak) ,

k = 1, n,

γm+n+k =
{[
αn+kνn+k + νn+k−1

�′(an+k)

]
if
{
αn+kνn+k + νn+k−1

�′(an+k)

}
< 1

p′(An+k) ,[
αn+kνn+k + νn+k−1

�′(an+k)

]
+ 1 if

{
αn+kνn+k + νn+k−1

�′(an+k)

}
> 1

p′(An+k) ,

(29)

k = 1, r.
The latter numbers can be considered in more detail: let β = γm+n+k, α ∈

{αn+1, . . . , αn+r}, ν ∈ {νn+1, . . . , νn+r}, � = p(An+k) = �(an+k), �′ = p′(An+k) =
�′(an+k) and v = αν + ν−1

� . Then (29) takes the form

β =

{
[v] if {v} < 1

�′ ,

[v] + 1 if {v} > 1
�′ .

Since − 1
� < α < 1

�′ ,
1−�−ν
�ν < − 1

� and 2�−ν
�ν ≥ 1

�′ , it is sufficient to consider
the following possible cases:

i) 1−�−ν
�ν < α ≤ 1−ν

�ν ; ii) 1−ν
�ν < α < �−ν

�ν ;
iii) �−ν

�ν < α < 1+�−ν
�ν ; iv) 1+�−ν

�ν ≤ α < 2�−ν
�ν .

Case i) We have −1 < v ≤ 0. If v = 0, then [v] = {v} = 0 and therefore β = 0.
If −1 < v < 0, then [v] = −1, {v} = 1 + v = αν + ν−1

� + 1 = αν + ν
� + 1

�′ >(
− 1

�

)
ν + ν

� + 1
�′ = 1

�′ and therefore β = −1 + 1 = 0.

Case ii) We have 0 < v < 1
�′ . Hence [v] = 0, {v} = v = αν+ ν−1

� < �−ν
� + ν−1

� = 1
�′ ;

thus β = 0.

Case iii) We have 1
�′ < v < 1, i.e., [v] = 0, {v} = v = αν + ν−1

�′ > 1
�′ and therefore

β = [v] + 1 = 1.

Case iv) We have 1 ≤ v < 2− 1
�′ (< 2). If v = 1, then [v] = 1, {v} = 0, and therefore

β = 1. If v > 1, then [v] = 1, {v} = v − 1 = αν + ν−1
� − 1 < 2�−ν

� + ν−1
� − 1 = 1

�′ .
Therefore β = [v] = 1.
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Thus 

β = 0 if

1− �− ν
�ν

< α <
�− ν
�ν

,

β = 1 if
�− ν
�ν

< α <
2�− ν
�ν

.

(30)

Equalities (30) can be written in the form



β = 0 if 0 < ν <
�

1 + α�
,

β = 1 if
�

1 + α�
< ν <

2�
1 + α�

.

By virtue of (30), it follows from (24) that Q(τ) is a polynomial and its order
is equal to

κ0 = N{wk : νk > �(wk)}

+N
{
τk = ak :

�(ak)
1 + αk�(ak)

< νk <
2�(ak)

1 + αk�(ak)

}
(31)

where N (E) denotes the number of elements of a set E.
Thus we derive the following

Proposition 2. If problem (1) is considered in the class Kp(·)(Γ;ω), ω ∈ W p(·)(Γ)
and a(t), b(t) belong to the Hölder class, the number κ0 in Theorem 1 is calculated
by equality (31).

3.2. The Dirichlet problem in the class ReKp(·)(Γ;ω)

In what follows, the set of functions u(z) =Reφ(z) where φ ∈ Kp(·)(Γ;ω) is denoted
by ReKp(·)(Γ, ω). Let a(t) = 1, b(t) = 0, ω is defined by (5), ω ∈ W p(·)(Γ),
c ∈ Lp(·)(Γ;ω). Then by virtue of Theorem 1 we have Kp(·)(D;ω) = Kp(·)(Γ;ω).
Problem (1) is posed as follows: find a function φ ∈ Kp(·)(Γ;ω) that satisfies the
condition Reφ+(t) = c(t) a.e. on Γ, i.e., we deal with the Dirichlet problem: find
a function u for which

{
�u = 0, u = Reφ, φ ∈ Kp(·)(Γ;ω),

u+(t) = c(t), t ∈ Γ, cω(t) ∈ Lp(·)(Γ).
(32)

Then r(w) = 1,

X1(w) =

{
−i, |w| < 1,
i, |w| > 1

(we need this to have (X1)∗(w) = X1(w)). Thus κ1 = 0, i. e. κ = κ0, where κ0 is
calculated by formula (31) and therefore κ ≥ 0.
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3.3. The Dirichlet problem in the class ReKp(·)(Γ;ω) for w ≡ 1

In that case, r, X1 and κ1 are calculated as in the previous case. From condition
(21) we obtain νk �= p(Ak), k = 1, i. The order κ0 of Q(w) at infinity is equal to
the number of angular points for which νk > p(Ak).

Let us find the solution when i = 1, ν > p(A1) = �(a1) and c(t) = 0.
From (28) we have

Ψ(w) = i
P1(w)
w − w1

= i
h0 + h1w

w − w1
, w1 = w(A1),

where the coefficient h1 = is1 with s1 ∈ R (this fact follows from equality Ω(∞) =
Ω̃(∞) = 1

2 (Ψ(0) + Ψ(0))). From the equality

hk = Ahκ−k , k = 0,κ, A = (−1)κ0

κj∏
k=1

w−γk

k

we have h0 = −Ah1, where A = − 1
w1

(see (23)). Hence h0 = is1
w1

= is1w1 and
therefore

φ(w) = i
is1w1 + is1w

w − w1
= −s1

w + w1

w − w1
, s1 ∈ R.

Thus for ν > p(A1) the problem
{
�u = 0, u ∈ ReKp(·)(Γ), p ∈ P(Γ), Γ ∈ CL(A, ν),

u+(t) = 0, t ∈ Γ,

has a solution

u(z) = s1 Re
w(z) + w(A1)
w(z)− w(A1)

depending on one real parameter.
If ν < p(A1), then the problem has only a trivial solution.

Remark 3. In [7] the Dirichlet problem was investigated in the Smirnov class

e1,p(·)(D) =
{
u : u = Reφ, φ ∈ E1,p(·)(D)

}

where

E1,p(·)(D) =
{
φ : φ ∈ E1(D), φ+ ∈ Lp(·)(Γ)

}

and assumed that Γ is an arbitrary piecewise-Lyapunov curve.
It is clear, that e1,p(·)(D) = ReKp(·)(Γ) and, therefore, the results of this

subsection are contained in Theorem 3 from [7].
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3.4. The Neumann problem

Define a harmonic function u = Re Φ, where Φ is an analytic function such that
Φ′ ∈ Kp(·)(D), which satisfies the condition

(
∂u

∂n

)
(t) = f(t), f ∈ Lp(·)(Γ),

a.e. on Γ.
Let

K̃p(·)(Γ;ω) =
{

Φ : Φ(z) =
1

2πi

∫

Γ

ϕ(τ) dτ
t− z + const , ϕ ∈ Lp(·)(Γ, ω), z ∈ D

}
.

Following [18, pp. 243–248], we come to the problem in the class K̃p(·)(D)

Re
[
ie−2iϑΨ+(t)

]
= f(t), Ψ = Φ′, (33)

where ϑ is the angle formed by the tangent to Γ at the point t and the abscissa
axis. Here the sets of points {ak} and {bk} coincide, while the set {τk} is empty.
Furthermore, uk = 1−νk and thus condition (21) takes the form

{
νk−1
p′(Ak)

}
�= 1

p′(Ak) .
It is not difficult to verify that this is equivalent to the condition νk �= p′(Ak).
For problem (33) to be solvable it is necessary that f(t) would be orthogonal to
solutions of the class K̃p′(·)(D) of the problem

F+ = e2iϑF−

(which is the conjugate problem to the Riemann problem corresponding to problem
(33)). It has κ(p′) + 1 solutions, where

κ(p′) = N{Ak : νk > p′(Ak)}
(see [8, Subsection 7]).
Thus we have the following statement:

If 0 < νk ≤ 2, νk �= p′(Ak), then for the posed Neumann problem to
be solvable it is necessary that κ(p′) + 1 conditions would be fulfilled. If
these conditions are fulfilled, then the problem has solutions depending
on κ(p)+1 = N{Ak : νk > p(Ak)}+1 arbitrary constants. To find them
we proceed as follows: using the formulas from Theorem 1, we find Φ′,
then integrate it and separate the real part.

4. Non-Fredholm case

In the assumptions we have considered above, problem (1) has turned out to
be Fredholmian in the sense that the homogeneous problem has a finite number
of linearly independent solutions, while the set of functions c(t), for which it is
solvable, is closed in Lp(·)(Γ;ω).

Let us now consider the case where condition (21) is violated at individual
points wk and assume that a(t), b(t) are piecewise-Hölder functions.
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Let
{δki} =

1
�′(wki )

. (34)

In that case, we choose integer numbers γki such that we have

δki − γki =
1

�′(wki)
. (35)

Then it is not difficult to verify that all possible solutions of the considered
problem lie in the set of functions given by equality (26) (for κ < 0) and by equality
(28) (for κ ≥ 0). In order that the functions defined by these equalities would
indeed be solutions, it is necessary and sufficient that their boundary functions
would belong to the class Lp(·)(γ; ρ). This is equivalent to the requirement that
the function

(Mc)(t) =
X+(t)
Q(t)

∫

γ

c(z(τ))Q(τ)
X+(τ)(a(z(τ)) + ib(z(τ)))

dτ

τ − t , t ∈ Γ, (36)

would belong to the class Lp(·)(γ; ρ), where

ρ(τ) ∼ ω(z(τ))r(τ)|z′(τ)|
1

�(τ)
/
Q(τ) (37)

(see [8, equality (25)]). Under our assumptions we have

ρ(τ) =
j∏

k=1

(τ − wk)βk , βk = δk − γk, βki =
1

�′(wki)
. (38)

Thus it is required that the condition

ρ(t)(Mc)(t) ∈ L�(·)(γ) (39)

or, which is same, the conditions

ω(z(t))r(t)|z′(t)|
1

�(t)

Q(t)

∫

γ

c(z(τ))Q(τ)
X+(τ)(a(z(τ)) + ib(z(τ)))

dτ

τ − t ∈ L
�(·)(γ)

be fulfilled.
Since in the case of piecewise-Hölder coefficients we have X+(t) ∼ r(t), the

latter condition can be written in the form

ω(z(t))r(t)|z′(t)|
1

�(t)

Q(t)

∫

γ

c(z(τ))ω(z(τ))|z′(τ)|
1

�(τ)Q(τ)

ω(z(τ))|z′(τ)|
1

�(τ)X+(τ)(a(z(τ)) + ib(z(τ)))

dτ

τ − t

= ρ(t)
∫

γ

g(τ)
ρ(τ)

dτ

τ − t ∈ L
�(·)(γ), (40)

where

g(τ) = c(z(τ))ω(z(τ))|z′(τ)|
1

�(τ) (a(z(τ)) + ib(z(τ)))−1 ∈ L�(·)(γ). (41)

Assume that

(Tg)(t) = ρ(t)
∫

γ

g(τ)
ρ(τ)

dτ

τ − t , t ∈ γ. (42)
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Finally, we have

Lemma 4. For problem (1) to be solvable it is necessary and sufficient that the
function Tg would belong to the class L�(·)(γ), where ρ is given by equality (38),
and g by equality (41).

Under assumptions (34)–(35) this condition is not fulfilled for all c ∈
Lp(·)(Γ;ω); otherwise the Cauchy operator Sγ would turn out to be continuous
in L�(·)(γ; ρ), where ρ is given by equality (38), which is impossible because con-
dition − 1

l(a) < ν < 1
l′(a) is violated.

We naturally pose the problem of indicating wide subclasses of a function
g ∈ Lp(·)(γ), for which Tg ∈ L�(·)(γ).

If p(t) = p = const > 1, then one of such possible classes is a family of those
functions g, for which

g(τ) ln |τ − τki | ∈ L�(·)(γ)

(see [4, p. 163]).
If on Γ there is a point t0, for which δ(w0) = 1

�′(w0)
(w0 = w(t0)) and also

p(t0) = p = min
t∈Γ

p(t), then, using the condition

g(τ) ln |τ − w0| ∈ L�(·)(γ) (43)

we have Tg ∈ L�(·)(γ) (see [6]).
As a result of the above consideration we come to

Theorem 5. If a(t), b(t) are piecewise-Hölder functions and the conditions of
Theorem 1, except condition (21), are fulfilled, then for problem (1) to be solvable
it is necessary and sufficient that, in addition to conditions (25) (for κ < 0), the
conditions

(Mc) ∈ L�(·)(γ; ρ)

would be fulfilled, where Mc is the function given by equality (36), and ρ by equal-
ity (38).

If p(t) attains a minimum at the point t0, at which condition (21) is violated
(i.e., δ(w0) = 1

�′(w0) , w0 = w(t0)) and if c(t) is such a function that the function g
constructed by means of it according to formula (41) satisfies condition (43), then
for this function c(t), problem (1) is solvable.

Remark 6. Condition (43) is equivalent to the condition

c(t)ω(t) ln |w(t) − w(t0)| ∈ Lp(·)(Γ),

and if Γ ∈ C1,L(A1, . . . , Ai; ν1, . . . , νi), 0 < νk < 2, then to the condition

c(t)ω(t) ln |t− t0| ∈ Lp(·)(Γ).
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5. Generalization of Vekua’s integral representations of
holomorphic functions

In many boundary value problems of function theory and mathematical physics the
boundary conditions contain not only the sought function, but also its derivatives
up to certain order. Therefore it is useful to have formulas giving an integral rep-
resentation of this holomorphic function. One form of such representations, quite
convenient for applications, was proposed by I. Vekua ([16], [17]). N. Muskhe-
lishvili expounded them in his book, where they are called I. Vekua’s integral
representations (see [18, pp. 224–232]).

Theorem [I. Vekua]. Let D+ be a finite domain bounded by a simple closed Lya-
punov curve Γ and Φ(z) be a holomorphic function in D+, whose derivative of or-
der m is continuous in D+ and the boundary belong to the Hölder class H. Then,
assuming that the origin is in D+, the function Φ is representable for m = 0 as

Φ(z) =
∫

Γ

ϕ(t) dt
1− z

t

+ id (44)

and for m ≥ 1 as

Φ(z) =
∫

Γ

ϕ(t)
(
1− z

t

)m−1

ln
(
1− z

t

)
ds+

∫

Γ

ϕ(t) ds + id, (45)

where ϕ(t) is a real function from the class H, and d is a real constant; ϕ(t) and
d are defined uniquely with respect to Φ(z).

Subsequently, B. Khvedelidze [5] gave a generalization of this theorem to the
case where a derivative of order m of the function Φ(z) is representable in D+ by
a Cauchy type integral with a density from the Lebesgue space Lp(Γ;ω), where
p > 1 and

ω(t) =
n∏
k=1

|t− tk|αk , tk ∈ Γ, −1
p
< αk <

1
p′
, p′ =

p

p− 1
. (46)

In that case, ϕ belongs to Lp(Γ;ω).
I. Vekua used these representations for investigating quite a general boundary

value problem, namely, the Riemann–Hilbert–Poincaré problem.

Definition 7. If m ≥ 0 is an integer number, then we denote by Kp(·)
D,m(Γ;ω) the set

of functions Φ holomorphic in D for which Φ(m)(z) ∈ Kp(·)
D (Γ;ω). It is assumed

that Φ(0)(z) = Φ(z) and thus Kp(·)
D,0(Γ;ω) = K

p(·)
D (Γ;ω).

Theorem 8. Let

i) Γ be a curve of the class C1
D+(A1, . . . , Ai; ν1, . . . , νi), 0 ≤ νk < 2, k = 1, i

and p ∈ P̃(Γ) or Γ ∈ C1,L
D+ (A1, . . . , Ai; ν1, . . . , νi), 0 ≤ νk < 2, k = 1, i and

p ∈ P(Γ);
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ii) ω be a power function of form (46);
iii) the point z = 0 lie in D+; z = z(w) be a conformal mapping of the circle

U onto the domain D− = CD+; z(0) = ∞ and w = w(z) be its inverse
mapping. Let ak = w(Ak), k = 1, i, τk = w(tk), k = 1, n, and the points of
the set {a1, . . . , ai} ∪ {τ1, . . . , τn} be numbered so that

w1 = a1 = τ1, . . . , wµ = aµ = τµ,

wµ+1 = aµ+1, . . . , wµ+p = aµ+p,

wµ+p+1 = τµ+1, . . . , wµ+p+M = τµ+M

and

δk =




αkλk + νk−1
�(wk) + νk − 1, k = 1, µ, λk = 2− νk,

νk−1
�(wk) + νk − 1, k = µ+ 1, µ+ p,

αk−p, k = µ+ p+ 1, µ+ p+M,

where �(τ) = p(z(τ)), |τ | = 1;

iv) Φ ∈ Kp(·)
D+,m(Γ;ω).

If

{δk} �=
1

�′(wk)
, k = 1, j, j = n+ i− µ = µ+ p+M, �′(τ) =

�(τ)
�(τ)− 1

,

then there exist a real function ϕ ∈ Lp(·)(Γ;ω) and a real constant d such
that the representations (1) and (2) are valid.

The function ϕ and the constant d are defined in a unique manner.
Representations (1) and (2) are valid in the following particular cases:

I. a) Γ is a smooth curve and p ∈ P̃(Γ) or Γ is a Lyapunov curve and p ∈ P(Γ);
b) ω is a weight function of form (46).

II. a) Γ is a curve of the class C1(A1, . . . , Ai; ν1, . . . , νi) and p ∈ P̃(Γ) or Γ is a curve
of the class C1,L(A1, . . . , Ai; ν1, . . . , νi) and p ∈ P(Γ) (in both cases 0 < νk < 2,
k = 1, i);

b) ω(t) = 1;

c)
{
νk−1
p(Ak) + νk − 1

}
�= 1

p′(Ak) .

The problem of representation of holomorphic functions in terms of new as-
sumptions reduces to the investigation of the Riemann–Hilbert problem in the
class Kp(·)

D− (Γ;ω). In Section 2 this problem is solved in the class Kp(·)
D (Γ;ω) when

D is a bounded domain with the boundary Γ. The case of an unbounded domain
can be easily investigated by reducing it to the considered one.
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6. The Riemann–Hilbert–Poincaré problem

in the class K
p(·)
D+,m

(Γ;ω)

I. Vekua applied the representations (1), (2) to the investigation of the Riemann–
Hilbert–Poincaré problem

Re

[
m∑
k=0

(
ak(t)Φ(k)(t) +

∫

Γ

Hk(t, τ)Φ(k)(τ) dτ
)]

= f(t), (47)

where ak, Hk, f are the given functions of Hölder’s class, Γ is a Lyapunov curve
bounding the finite domain D+, and the sought function Φ has a continuous de-
rivative of order m in D+ and with boundary values from H ([19], [20]). In [5]
this problem is considered when ak(t) are continuous and Φ(m)(z) is representable
by a Cauchy type integral with a density from Lp(Γ;ω), where p > 1 and ω is a
power function.

Here we assume that for p, Γ and ω the conditions of Theorem 3 are ful-
filled. We want to solve problem (47) in the class Kp(·)

D+.m(Γ;ω), therefore it is
assumed that f ∈ Lp(·)(Γ;ω). Since Φ(m) ∈ Kp(·)

D+ (Γ;ω) ⊂ E1(D+), the functions
Φ(0)(z) = Φ(z), Φ′(z), . . . ,Φ(m−1)(z) are continuous in D+ and absolutely contin-
uous on Γ with respect to the arc abscissa. Thus it is natural to assume that in
condition (47) the coefficients ak(t), k = 0,m− 1, belong to Lp(·)(Γ;ω). As to the
coefficient am(t), we should assume that it is bounded. However this is not enough.
Following [17], [18], [20], we reduce the problem to a singular integral equation in
the class Lp(·)(Γ;ω), which is investigated in various conditions depending on the
assumptions made for p, Γ and ω ([3], [9]). It is assumed for simplicity that am(t)
is piecewise-continuous on Γ and inf |am(t)| > 0.

So, let Γ be a curve of the class C1
D+(A1, . . . , Ai; ν1, . . . , νi), 0 ≤ νk < 2, ω be

the power function (46), the coefficients a0, a1, . . . , am−1 belong to Lp(·)(Γ;ω), p ∈
P̃(Γ), am ∈ C(B̃1, . . . , B̃λ) (i.e., am is piecewise-continuous on Γ with discontinuity
points B̃k), and the operators

Hkϕ =
∫

Γ

Hk(t0, t)ϕ(t) dt, t0 ∈ Γ,

be compact in Lp(·)(Γ;ω).
It is required to find a function Φ ∈ K

p(·)
D+,m(Γ;ω) for which equality (47)

holds a.e. on Γ. Note that the compactness of the operators Hk is provided, for
instance, by the fulfillment of the conditions

|Hk(t0, t)| <
A

[s(t0, t)]λ
, k = 0,m,

where A, λ ∈ [0, 1), are constants and s(t0, t) is the length of the smallest of two
arcs connecting the points t0 and t on Γ (see [11]).

Following [18, p. 233] this problem will sometimes be called Problem V.
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Since under the above assumptions the conditions of Theorem 3 are fulfilled,
the sought solution Φ is representable by equality (1) for m = 0 and by equality
(2) for m ≥ 1.

Assuming first that m ≥ 1, we calculate the derivatives of the function Φ
given by equality (2) and substitute them into (47). Thus we obtain (see [18,
pp. 234–235]) that the function ϕ satisfies the condition

Nϕ = A(t0)ϕ(t0) +
∫

Γ

N(t0, t)ϕ(t) ds = f(t0)− dσ(t0), (48)

where

A(t0) = Re
[
(−1)m(m− 1)!πit1−m0 t′0am(t0)

]
, (49)

σ(t0) = Re
[
ia0(t0) + i

∫

Γ

h0(t0, t) ds
]
,

N(t0, t) =
m∑
l=0

Re [al(t0)Nl(t0, t1)Nl(t1, t) ds1]

+ Re
[
(−1)m(m− 1)!πihm(t0, t)t1−mt′

]
,

N0(t0, t) =
(

1− t0
t

)m−1

ln
(

1− t0
t

)
+ 1, Nm(t0, t) =

(−1)m(m− 1)!
tm−1(t− t0)

,

Nl(t0, t) = (−1)l
(m− 1) · · · (m− l)

tl

(
1− t0

t

)m−l−1

×
(

ln
(

1− t0
t

)
+

1
m− 1

+ · · ·+ 1
m− l

)
, l = 1,m− 1.

It is evident that

Nϕ = N0ϕ+ Tϕ,

where

N0ϕ = A(t0)ϕ(t0) +
B(t0)
πi

∫

Γ

ϕ(t) dt
t− t0

, (50)

B(t0) =
1
2

(−1)m(m− 1)!πi
[
t1−m0 t′0am(t0) + t1−m0 t′0am(t0)

]
, (51)

Tϕ =
∫

Γ

m−1∑
l=0

Re
[
al(t0)Nl(t0, t) +

∫

Γ

Hl(t0, t1)Nl(t1, t) ds1

]
ϕ(t) ds

+
∫

Γ

Re
[
(−1)m(m− 1)!πiHm(t0, t)t1−mt′

]
ϕ(t) ds.

Moreover, (49) implies that the function A(t0) can be written in the form

A(t0) =
1
2

(−1)m(m− 1)!πi
[
t1−m0 t′0am(t0)− t1−m0 t′0am(t0)

]
. (52)
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By virtue of our assumptions about Γ, the coefficients a0(t0), . . . , am−1(t0) and
operators Hk and using the above-mentioned result from [11] it is not difficult to
establish that the operator T is compact in Lp(·)(Γ;ω).

The operator

(N ′g)(t) = A(t)g(t) +
∫

Γ

N(t0, t)g(s0) ds0

considered in the space Lp(·)(Γ;ω−1) is the conjugate operator to N . We prove that
the operator N is Noetherian in Lp

′(·)(Γ;ω) and we calculate the index indN = κ.

Theorem 9. Let the conditions of Theorem 3 be fulfilled. Then for Problem V to be
solvable in the class Kp(·)

D+,m(Γ;ω) it is necessary and sufficient that for some real

d the function f̃(t0) = f(t0)− dσ(t0) should satisfy the conditions
∫

Γ

f̃(t0)gk(s0) ds0, k = 1, n′,

where g1, . . . , gn′ are linearly independent solutions from the class Lp
′(·)(Γ;ω−1)

of the equation N ′g = 0, where N ′ is the adjoint operator to the operator N .
In order that Problem V has a solution, for any right-hand part f it is nec-

essary and sufficient that n′ = 0 or n′ = 1 and in the latter case the solution g of
the equation N ′g = 0 must satisfy the condition

(g, σ) =
∫

Γ

g(t0)σ(t0) ds0 �= 0.

In both cases the homogeneous problem has κ + 1 linearly independent solutions
(where κ ≥ −1).

If these conditions are misobserved, then: if (gk, σ) = 0 for any k = 1, n′, then
the homogeneous problem has κ + n′ linearly independent solutions, and if among
the numbers (gk, σ) there is at least one nonzero number, then it has κ + n′ + 1
solutions.

If σ(t) = 0, then problem (47) is solvable for any right-hand part f(t0) if and
only if n′ = 0; in that case the homogeneous problem has κ+1 linearly independent
solutions.

7. The Poincaré problem

We will consider this problem formulated as follows:
Find, in the domain D+, a harmonic function u from the set

e
p(·)
D+,1(Γ;ω) =

{
u : u = Re Φ, Φ ∈ Kp(·)

D+,1(Γ;ω)
}
,

for which a.e. on Γ we have

α(s)
∂u

∂n
+ β(s)

∂u

∂s
+ γ(s)u = f(s). (53)
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Here α(s), β(s), γ(s), f(s) are the real functions given on Γ, s is an arc abscissa, ∂u∂n
is normal derivative. It is assumed that p ∈ P̃(Γ), Γ ∈ C1(A1, . . . , Ai; ν1, . . . , νi),
0 < νk < 2, k = 1, i; α and β belong to Hölder’s class, while γ and f belong to
Lp(·)(Γ;ω).

Let

a(t) = −α(s) sinϑ(s) + β(s) cosϑ(s), b(t) = α(s) cosϑ(s) + β(s) sinϑ(s),

where ϑ(s) is the angle formed between the tangent to Γ at the point t(s) and the
axis of abscissa. Then condition (30) takes the form

a(t)
∂u

∂x
+ b(t)

∂u

∂y
+ γ(t)u = f(t), t ∈ Γ,

which can be rewritten as

Re [(a(t0) + ib(t0))Φ′(t0) + γ(t0)Φ(t0)] = f(t0), t0 ∈ Γ.

Using representation (2), for m = 1 we obtain the equality

Nϕ = Re
[
−πit′0(a(t0) + ib(t0))

]
ϕ(t0)

+
∫

Γ

Re
[
γ(t0) ln e

(
1− t0

t

)
− a(t0) + ib(t0)

t− t0

]
ϕ(t) ds = f(t0).

Let us assume that (a2 + b2) > 0 (or, which is the same, α2 + β2 > 0).
Assume that

n =
1
2π

[arg(α(t) + iβ(t))]Γ , (54)

where [f ]Γ denotes an increment of the function f(t) when the point t performs
one-time movement along the curve Γ. In that case the index of the operator N is
calculated by the equality κ = κ0 + κ1, where κ1 = 2n and

κ0 = N
{
Ak : Ak /∈

⋃
{tj}, νk > p(Ak)

}
(55)

+N
{
tk = Ak :

p(Ak)
1 + αkp(Ak)

< νk <
2p(Ak)

1 + αkp(Ak)

}

(recall that Ak are the angular points of Γ and αk are power exponents from
weight (46)).

Theorem 10. For the Poincaré problem to have a solution in the class ep(·)D+,1(Γ;ω)
for any right-hand part f(t) it is necessary and sufficient that the equation

N ′g = Re
{
−πit′0 [a(t0) + ib(t0)]

}
g(t0)

+
∫

Γ

Re
{
γ(t0) ln e

(
1− t0

t

)
+
a(t) + ib(t)
t− t0

}
g(t) ds = 0

would not have nonzero solutions in the class Lp
′(·)(Γ;ω−1).

When this condition is fulfilled, the problem has κ + 1 linearly independent
solutions, where κ = 2n+ κ0.
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Edge-degenerate Operators
at Conical Exits to Infinity

B.-Wolfgang Schulze

Abstract. We develop elements of a calculus of pseudo-differential operators
on an infinite cylinder B� := R × B � (t, ·) where the cross section B is
a compact manifold with smooth edge Y. The space B� is regarded as a
manifold with edge Y � with conical exits to infinity t → ±∞. The amplitude
functions are families of operators in the edge algebra on B depending on
parameters (t, τ, ζ), ζ �= 0. We impose a special degenerate behaviour for |t| →
∞, motivated by the structure of principal edge symbols of the next higher
corner calculus, consisting of operators on an infinite singular cone with base
B and axial variable t. In this framework we study ellipticity and parametrices.

Mathematics Subject Classification (2000). Primary 35S35; Secondary 35J70.

Keywords. Edge pseudo-differential operators, conical exits to infinity,
parameter-dependent symbols, ellipticity and parametrices.

Introduction

This investigation is motivated by the task to understand the structure of para-
metrices of elliptic operators on a corner manifold M in terms of the symbolic
structure adapted to the nature of the underlying singular space M. A topological
space M (under some reasonable assumptions on the topology, e.g., paracompact,
etc.) belongs to the category Mk of manifolds with singularities of order k ∈ N\{0}
if there is a subspace sk(M) ∈ M0 (where 0 indicates the category of C∞ man-
ifolds), such that M \ sk(M) ∈ Mk−1, and sk(M) contains a neighbourhood V
which has the structure of a (locally trivial) X∆-bundle over sk(M) for

X∆ := R+ ×X/({0} ×X) for some X ∈Mk−1.

In addition for any transition function Ω×X∆ → Ω̃×X∆ between different triv-
ialisations of V (where Ω, Ω̃ ⊆ R

q correspond to charts on sk(M), q = dim sk(M))
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we have a restriction to an Mk−1-isomorphism

Ω×X∧ → Ω̃×X∧; X∧ := R+ ×X, (0.1)

which is asked to be extendible to an Mk−1-isomorphism Ω×(R×X)→ Ω̃×(R×X).
In particular, M1 is the category of manifolds with edge-singularities s1(M) ∈M0,
and those for dim s1(M) = 0 form the subcategory of manifolds with conical
singularities.

Let Diffν(·) denote the space of differential operators of order ν ∈ N with
smooth coefficients (in local coordinates) on the respective smooth manifold in
parentheses. For ν = 0 this space has the meaning of C∞(·).

From M ∈ Mk and M \ sk(M) ∈ Mk−1 we find an sk−1(M) := sk−1(M \
sk(M)) ∈M0 such that (M \ sk(M)) \ sk−1(M) ∈Mk−2, and so on. By iterating
this process we obtain a disjoint decomposition

M = sk(M) ∪ sk−1(M) ∪ · · · ∪ s1(M) ∪ s0(M) (0.2)

ofM into strata sj(M) of different dimensions, in fact, dim sj(M) < dim sj−1(M),
j = 1, . . . , k. We call s0(M) the main stratum of M, and set dimM := dim s0(M).
Now on a singular manifold M ∈ Mk we define spaces of differential operators
in an iterative manner. The space Diffµdeg(M) is defined to be the set of all A ∈
Diffµdeg(M \ sk(M)) which are

(i) in the case q = dim sk(M) > 0, close to sk(M) in the splitting of variables
(t, x, z) ∈ R+ ×X × Ω of the form

A = t−µ
∑

j+|α|≤µ
aj,α(t, z)(−t∂t)j(tDz)α (0.3)

for coefficients aj,α(t, z) ∈ C∞(R+ × Ω,Diffµ−(j+|α|)
deg (X)),

(ii) in the case q = dim sk(M) = 0, close to sk(M) in the splitting of variables
(t, x) ∈ R+ ×X of the form

A = t−µ
µ∑
j=0

aj(t)(−t∂t)j , (0.4)

for coefficients aj(t) ∈ C∞(R+,Diffµ−jdeg (X)).

Let us briefly recall from [22] the idea of formulating a principal symbolic hierarchy

σ(A) := {σ0(A), σ1(A), . . . , σk(A)} (0.5)

of operators A ∈ Diffµdeg(M), also defined in an iterative manner. For M ∈ M0

we define σ0(A) as the homogeneous principal symbol of A in the standard sense,
an invariantly defined function in C∞(T ∗s0(M) \ 0), (positively) homogeneous
of order µ in the fibre variables. Since A ∈ Diffµdeg(M) for M ∈ Mk for general
k ∈ N, induces an operatorA|s0(M) ∈ Diffµ(s0(M)) we define σ0(A) := σ0(A|s0(M))
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for every k. More generally, an A ∈ Diffµdeg(M),M ∈ Mk, induces an operator
A|M\sk(M) ∈ Diffµdeg(M \ sk(M)). Assuming by induction that we already defined

σ(A|M\sk(M)) := {σ0(A|M\sk(M)), σ1(A|M\sk(M)), . . . , σk−1(A|M\sk(M))}, (0.6)

for k > 0 we set
σ(A) := {σ(A|M\sk(M)), σk(A)} (0.7)

for

σk(A)(z, ζ) := t−µ
∑

j+|α|≤µ
aj,α(0, z)(−t∂t)j(tζ)α when dim sk(M) > 0, (0.8)

(z, ζ) ∈ T ∗sk(M) \ 0, and

σk(A)(z, v) :=
µ∑
j=0

aj(0)vj when dim sk(M) = 0, (0.9)

v ∈ C. Both (0.8) and (0.9) are operator-valued, namely, with values in Diffµdeg(X
∧)

for dim sk(M) > 0 and Diffµdeg(X) for dim sk(M) = 0. As such they first define
families of mappings

σk(A)(z, ζ) : C∞(s0(X∧))→ C∞(s0(X∧)), (0.10)

and
σk(A)(z, v) : C∞(s0(X))→ C∞(s0(X)), (0.11)

respectively. In the context of ellipticity the spaces in (0.10) and (0.11) should be
replaced by suitable weighted Sobolev spaces over s0(X∧) and s0(X), respectively.
In addition the complex variable v is to be restricted to a suitable weight line

Γβ := {v ∈ C : Re v = β} (0.12)

for some real β. We do not discuss such questions here but focus on some new
effects on the mapping properties of σk(A)(z, ζ) over X∧ for t → ∞ in the case
k = 2. Compared with k = 1 which corresponds to the situation of edge symbols
on a manifold with smooth edge, from k = 2 on there appear new structures that
are connected with the interpretation of X∧ as a singular manifold with conical
exit to ∞. What concerns the behaviour of σ2(A)(z, ζ) for t → 0 we refer to the
article [17]. Therefore, in order to simplify some formulations we consider the case
X
 := R×X rather than X∧ for X ∈M1.

1. Edge-degenerate operators

1.1. Conical exits for smooth cross section

In the singular analysis there are many reasons to study operators on manifolds
with conical exit to infinity. For instance, if X is a smooth compact manifold and

A = r−µ
∑

j+|α|≤µ
aj,α(r, y)(−r∂r)j(tDy)α (1.1)
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an edge-degenerate differential operator on an open stretched wedge R+×X×Ω �
(r, x, y), with coefficients aj,α(r, y) ∈ C∞(R+ × Ω,Diffµ−(j+|α|)(X)), the homoge-
neous principal edge symbol is a family of operators on X∧ = R+ ×X

σ1(A)(y, η) := r−µ
∑

j+|α|≤µ
aj,α(0, y)(−r∂r)j(rη)α (1.2)

parametrised by (y, η) ∈ T ∗Ω \ 0,

σ1(A)(y, η) : Ks,γ(X∧)→ Ks−µ,γ−µ(X∧), (1.3)

for the Kegel spaces

Ks,γ(X∧) := ω(r)Hs,γ(X∧) + (1 − ω(r))Hs
cone(X

∧). (1.4)

Here ω(r) is a cut off function on the half-axis (throughout this paper a cut off
function means any element of C∞

0 (R+) that is equal to 1 in a neighbourhood
of 0). The space Hs,γ(X∧) for s ∈ N is the defined to be the set of all u(r, x) ∈
r−n/2+γL2(X∧)drdx, n = dimX, such that (r∂r)jDlu ∈ r−n/2+γL2(X∧) for every
Dl ∈ Diffl(X) and j, l ∈ N, j + l ≤ s. For −s ∈ N we can define Hs,γ(X∧) via
duality with respect to the scalar product of

H0,0(X∧) = r−n/2L2(X∧)

and then for arbitrary s by complex interpolation (cf. also [11] concerning inter-
polation properties of spaces on a cone). The space Hs

cone(X
∧) for X = Sn (the

unit sphere in R
1+n
x̃ ) may be defined by {u|X∧ : u ∈ Hs

loc(R × X), (1 − ω(|x̃|) ∈
Hs(R1+n

x̃ ))} where R
1+n
x̃ \{0} is identified with R+×X via polar coordinates R

1+n
x̃ \

{0} → R+×Sn, x̃→ (r, x). It is now easy to pass to arbitrary X by identifying U∧

with a conical set in R
1+n
x̃ \{0} via a diffeomorphism χ1 : U → U1 for a correspond-

ing open U1 ⊂ Sn, forming χ(U∧) := {x̃ ∈ R
1+n
x̃ \ {0} : x̃/|x̃| ∈ χ1(U)} and then

pulling backHs(R1+n
x̃ )|χ(U∧) to U∧. What concerns local coordinates in U without

loss of generality we may identify U with the set {(1, x) ∈ R
1+n
x̃ \{0} : x ∈ B1} for

the open unit ball B1 in Rnx (in this case we write x̃ = (x0, x1, . . . , xn) = (x0, x)).
Then the transformation (r, x)→ (r, rx) gives us a difffeomorphism U∧ → Γ to an
open conical subset of R

1+n
x̃ \ {0} where r in the first component is interpreted as

x0. Then u ∈ Hs
cone(X∧) is equivalent to u ∈ Hs

loc(R × X)|X∧ together with the
property

(1− ω(r))ϕ(x)u(r, rx) ∈ Hs(R1+n) (1.5)
for every coordinate neighbourhood U on X identified with B1 ⊂ R

n, any cut-off
function ω, and ϕ ∈ C∞

0 (B1). Recall that

(κλu)(r, x) := λ(n+1)/2u(λr, x), λ ∈ R+, (1.6)

defines a strongly continuous group of isomorphisms

κλ : Ks,γ(X∧)→ Ks,γ(X∧) (1.7)

for every s, γ ∈ R, and homogeneity of σ1(A)(y, η) means

σ1(A)(y, λη) = λµκλσ1(A)(y, η)κ−1
λ , λ ∈ R+. (1.8)
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The ellipticity of operators (1.1) is a condition on the pair of principal symbols
(σ0(A), σ1(A)). For σ0(A) we ask non-vanishing on T ∗(X∧ × Ω) \ 0 and close to
the edge

σ̃0(A)(r, x, y, ρ, ξ, η) �= 0 for (ρ, ξ, η) �= 0, up to r = 0 (1.9)
where

σ̃0(A)(r, x, y, ρ, ξ, η) := rµσ0(A)(r, x, y, r−1ρ, ξ, r−1η). (1.10)
The condition on σ1(A) as an operator-valued symbolic component should be the
bijectivity of (1.3) for some prescribed weight γ, and for all (y, η) ∈ T ∗Ω \ 0. This
may happen, indeed, as a special case. The ellipticity in general, already stud-
ied in [18] (and after that in different monographs and applications) admits to
pose extra edge conditions, provided that a natural topological obstruction van-
ishes (which is automatically satisfied when (1.3) itself is bijective). In this case,
we ask the bijectivity of a corresponding 2 × 2 family of block matrix operators
with σ1(A) in the upper left corner and other entries of finite rank. The latter
property has the consequence that the upper left corner is a family of Fredholm
operators. It turns out that from the operator algebra aspect there is no essen-
tial difference between the case of bijectivity of σ1(A) or its Fredholm property,
provided that the above-mentioned topological condition is satisfied. Therefore,
we consider the Fredholm property and ask the existence of a parametrix within
a pseudo-differential calculus. It is known from the theory developed in [19], or
[20] that a certain (y, η)-dependent version of cone algebra over X∧ just contains
the parametrices. In particular, for r → ∞ we need what is called the pseudo-
differential calculus on a manifold with conical exit to ∞ in the corresponding
parameter-dependent form. We do not repeat this material here but only note
that the task is partly embedded into the analysis of edge symbols. We need anal-
ogous constructions later on for the case that X is replaced by a manifold with
edge, and then we have to employ the edge symbols anyway.

1.2. Edge symbols and wedge spaces

Edge symbols in our terminology are specific operator-valued symbols over Ω×Rq,
where the open set Ω ⊆ Rq represents local coordinates on the edge Y. In this
section we recall a few necessary notions from this context. A Hilbert space H is
said to be endowed with a group action κ = {κλ}λ∈R+ if κ is a strongly continuous
group of isomorphisms κλ : H → H , and κλκλ′ = κλλ′ for every λ, λ′ ∈ R+.
Similarly, if E is a Fréchet space, written as a projective limit for Hilbert spaces
Ej continuously embedded in E0 for all j where E0 is endowed with a group
action κ that induces a group action κ|Ej in Ej for every j, then we say that κ is
a group action in E. Now if H and H̃ are Hilbert spaces with group action κ and
κ̃, respectively, we have spaces of operator-valued symbols

Sµ(Ω× R
q;H, H̃) ⊆ C∞(Ω× R

q,L(H, H̃)) (1.11)

for any open set Ω ⊆ Rp, and µ ∈ R, defined by the system of symbolic estimates

‖κ̃−1
〈η〉{D

α
yD

β
ηa(y, η)}κ〈η〉‖L(H,H̃) ≤ c 〈η〉

µ−|β| (1.12)
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for all α ∈ Np, β ∈ Nq and (y, η) ∈ K × Rq, for all K ⊂⊂ Ω, for constants
c = c(α, β,K) > 0. For instance, if an a(µ)(y, η) ∈ C∞(Ω× (Rq \ {0}),L(H, H̃)) is
(“twisted”) homogeneous in the sense

a(µ)(y, λη) = λµκ̃λa(µ)(y, η)κ
−1
λ , λ ∈ R+, (1.13)

and χ ∈ C∞(Rq) an excision function (i.e., ≡ 0 close to 0 and ≡ 1 off some other
neighbourhood of 0), then χ(η)a(µ)(y, η) ∈ Sµ(Ω×Rq;H, H̃). Classical symbols are
defined in terms of asymptotic expansions into symbols of the form χa(µ−j), j ∈
N, for arbitrary a(µ−j) that are homogeneous of order µ − j. The corresponding
subspace of (1.11) is denoted by

Sµcl(Ω× R
q;H, H̃).

If a consideration is valid for classical and general symbols we write as subscript
“(cl)”. Analogous notation is used for pairs of Fréchet spaces E, Ẽ with group
action. In this case a(y, η) ∈ Sµ(cl)(Ω×Rq;E, Ẽ) means that for every k ∈ N there

is an l = l(k) ∈ N such that a(y, η) ∈ Sµ(cl)(Ω× Rq;El(k), Ẽk).
Another crucial notion for our exposition are wedge spaces modelled on spaces

with group action. For a Hilbert space H with group action κ the corresponding
“abstract” wedge space Ws(Rq, H) is defined to be the completion of S(Rq , H)
with respect to the norm

‖u‖Ws(Rq,H) := ‖〈η〉sκ−1
〈η〉û(η)‖L2(Rq

η ,H). (1.14)

In the case of a Fréchet space E = proj limj∈N
Ej space with with group action

κ we simply set Ws(Rq, E) := proj limj∈N
Ws(Rq, Ej). Examples for spaces with

group action are

Ks(X∧) with κλu(r, x) := λ(n+1)/2u(λr, x)

for n = dimX. Examples for operator-valued symbols are edge symbols, furnished
by edge-degenerate pseudo-differential families

p(r, y, ρ, η) := p̃(r, y, rρ, rη) for p̃(r, y, ρ̃, η̃) ∈ Lµcl(X,R
1+q
ρ̃,η̃ ) (1.15)

and associated operator families

h(r, y, z, η) := h̃(r, y, z, rη) for h̃(r, y, z, η̃) ∈ C∞(R+ × Ω,Mµ
O(X ; Rqη̃)). (1.16)

Here Lµcl(X ; Rl) is the space of classical parameter-dependent pseudo-differential
operators of order µ (with parameters in R

l) over the C∞ manifold X . Moreover,
Mµ

O(X ; Rq) is the subspace of all h(z, η) ∈ A(C, Lµcl(X ; Rq)) such that h(β+iρ, η) ∈
Lµcl(X ; R1+q

ρ,η ) for every β ∈ R, uniformly in compact β-intervals, where A(U,E)
for an open set U ⊆ C and a Fréchet space E means the space of holomorphic
functions on U with values in E. Given any f(r, z) ∈ C∞(R+, L

µ
cl(X ; Γ1/2−δ)) for

Γβ := {z ∈ C : Re z = β} for any real β where the parameter in Γ1/2−δ � z is
interpreted as Im z, we can form the weighted Mellin pseudo-differential operator

opδM (f)u(r) :=
∫ ∫ ∞

0

(r/r′)1/2−δ+iρf(r, 1/2− δ + iρ)u(r′)dr′/r′d̄ρ (1.17)
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for d̄ρ := (2π)−1dρ, first on C∞
0 (R+, C

∞(X)), and later on extended to larger
distribution spaces.

In the following we assume that the operator functions p and h in (1.15) and
(1.16), respectively, are connected via a Mellin quantisation, namely, the relation

Opr(p)(y, η) = opγ−n/2M (h)(y, η) modC∞(Ω, L−∞(X∧; Rq)), (1.18)

as operator families C∞
0 (X∧)→ C∞(X∧).

For any ϕ ∈ C∞(R+) we set

ϕη(r) := ϕ(r[η]) for any fixed [η] ∈ C∞(Rq), [η] > 0, [η] = |η| when |η| ≥ 1.
(1.19)

Moreover, for ϕ, ϕ′ ∈ C∞(R+) we write

ϕ ≺ ϕ′ if ϕ ≡ 1 on suppϕ. (1.20)

Now let ω, ω′, ω′′ be cut-off functions with ω′′ ≺ ω ≺ ω′, and form the operator
families

aM (y, η) := r−µωηopγ−n/2M (h)(y, η)ω′
η, (1.21)

and

aψ(y, η) := r−µχηOpr(p)(y, η)χ
′
η for χ := 1− ω, χ′ := 1− ω′′. (1.22)

Let ε and ε′ be cut-off functions. Then we have

ε{aM (y, η) + aψ(y, η)}ε′ ∈ Sµ(Ω× R
q;Ks,γ(X∧),Ks−µ,γ−µ(X∧)) (1.23)

for every s ∈ R. Other examples of operator-valued symbols are families

σOpr(pint)(y, η)σ′ ∈ Sµ(Ω× R
q;Ks,γ(X∧),Ks−µ,∞(X∧)) (1.24)

for any σ, σ′ ∈ C∞
0 (R+), s, γ ∈ R, and pint(r, y, ρ, η) ∈ C∞(R+ × Ω, Lµcl(X,R

q)).
Both (1.23) and (1.24) belong to the amplitude functions of the edge algebra.
Other ingredients are what we call smoothing Mellin and Green symbols. We
content ourselves here with a minimal asymptotic information of the edge calculus
that could be encoded by the latter symbols. For the definition of Green operators
we set Sγ(X∧) := proj limN∈N

〈r〉−NKN,γ(X∧). By a Green symbol of the edge
calculus of order ν associated with the weight data (γ, δ) ∈ R

2 we understand a
symbol

g(y, η) ∈
⋂
s∈R

Sνcl(Ω× R
q;Ks,γ(X∧),Sδ+ε(X∧)) (1.25)

for some ε = ε(g) > 0, such that

g∗(y, η) ∈
⋂
s∈R

Sνcl(Ω× R
q;Ks,−δ(X∧),S−γ+ε(X∧)). (1.26)

The “ ∗ ” in (1.26) means the (y, η)-wise formal adjoint with respect to the non-
degenerate sesquilinear pairings

Ks,γ(X∧)×K−s,−γ(X∧)→ C

induced by (. , .)K0,0(X∧) : C∞
0 (X∧)× C∞

0 (X∧)→ C.
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In order to define smoothing Mellin symbols of the edge calculus we first con-
sider an f(y, z) ∈ C∞(Ωy , L−∞(X ; Γ(n+1)/2−γ)). Then for any two cut-off func-
tions ω, ω′ the operator family

m(y, η) := ωηr
−µopγ−n/2M (f)(y)ω′

η (1.27)

belongs to Sµcl(Ω× R
q;Ks,γ(X∧),Sγ−µ(X∧)) for every s ∈ R. For our calculus we

impose a minimal “asymptotic” information on f, namely f ∈ C∞(Ωy,M−∞
γ (X))

where M−∞
γ (X) :=

⋃
ε>0M

−∞
γ (X)ε, and

M−∞
γ (X)ε := {f(z)∈A((n+ 1)/2− γ − ε < Re z < (n+ 1)/2− γ + ε), f(β + iρ)

∈ L−∞(X ; Γβ) for every (n+ 1)/2− γ − ε < β < (n+ 1)/2− γ + ε,

uniformly in compact subintervals}.
(1.28)

We are now in the position to formulate the spaces of edge amplitude functions with
respect to the weight data g := (γ, γ−µ) for a weight γ ∈ R and a weight shift µ ∈
R. The latter comes from the order of operators in the context of ellipticity. First
let RµM+G(Ω×Rq,g) denote the set of all m(y, η)+g(y, η) wherem(y, η) is as (1.27)
for an arbitrary f(y, z) ∈ C∞(Ωy,M−∞

γ (X)), and an arbitrary Green symbol of
order µ associated with the weight data (γ, γ − µ). Moreover, let RµG(Ω × Rq,g)
denote the subspace of Green symbols (i.e., for vanishing m).

Definition 1.1. By Rµ(Ω × Rq,g) for g := (γ, γ − µ) we denote the space of all
operator functions of the form

a(y, η) := ahol(y, η) + aint(y, η) +m(y, η) + g(y, η) (1.29)

where
ahol(y, η) = ε{aM (y, η) + aψ(y, η)}ε′ (1.30)

for some cut-off functions ε, ε′, cf. (1.23),

aint(y, η) = σOpr(pint)(y, η)σ′ (1.31)

for some σ, σ′ ∈ C∞
0 (R+), cf. (1.24), and m(y, η) + g(y, η) ∈ RµM+G(Ω× Rq,g).

Let us now briefly recall the principal symbolic structure of the operators
A = Opy(a), a ∈ Rµ(Ω × Rq,g). First observe that A ∈ Lµcl(X∧ × Ω); thus there
is the homogeneous principal symbol as a function over T ∗X∧ × Ω \ 0, namely,
σ0(A)(r, x, y, ρ, ξ, η). Here x refers to local coordinates on X, and σ0(A) is (posi-
tively) homogeneous of order µ in (ρ, ξ, η) �= 0.We also observe the reduced symbol
σ̃0(A)(r, x, y, ρ, ξ, η) := rµσ0(A)(r, x, y, r−1ρ, ξ, r−1η) which is smooth up to r = 0.
In addition we have the so-called homogeneous principal edge symbol which is a
family of operators

σ1(A)(y, η) : Ks,γ(X∧)→ Ks−µ,γ−µ(X∧) (1.32)

defined for (y, η) ∈ T ∗Ω \ 0 and homogeneous in the sense

σ1(A)(y, λη) = λµκλσ1(A)(y, η)κ−1
λ (1.33)
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for all λ ∈ R+. For A = Opy(a), a ∈ Rµ(Ω × Rq,g), we set σ1(A)(y, η) :=
σ1(a)(y, η) where

σ1(a)(y, η) := σ1(ahol)(y, η) + σ1(m)(y, η) + σ1(g)(y, η).

The summands are as follows. For any ϕ ∈ C∞(R+) we set ϕ|η|(r) := ϕ(r|η|).
Then

σ1(ahol)(y, η) := r−µ{ω|η|opγ−n/2M (h0)(y, η)ω′
|η| + χ|η|Opr(p0)(y, η)χ′

|η|} (1.34)

for

h0(r, y, z, η) := h̃(0, y, z, rη), p0(r, y, ρ, η) := p̃(0, y, rρ, rη).

Moreover,

σ1(m)(y, η) := r−µω|η|opγ−n/2M (f)(y)ω′
|η|, σ1(g)(y, η) := g(µ)(y, η) (1.35)

with g(µ)(y, η) being the (twisted) homogeneous principal part of the classical
symbol g.

Summing up, for edge amplitude functions a(y, η) ∈ Rµ(Ω × R
q,g),g :=

(γ, γ − µ), we formulated the principal symbolic hierarchy

σ(a) := (σ0(a), σ1(a)). (1.36)

Setting for the moment σ0(a) := σ(a) we define the subspace Rµ−1(Ω× R
q,g) of

all a ∈ Rµ(Ω × Rq,g) such that σ0(a) = 0. In Rµ−1(Ω × Rq,g) we have again a
two-component principal symbolic hierarchy σ−1(·). Inductively we define

Rµ−j−1(Ω× R
q,g) for g = (γ, γ − µ), j ∈ N,

by {a ∈ Rµ−j(Ω× R
q,g) : σj(a) = 0}.

Remark 1.2. There is an equivalent way of defining the symbol spaces of Definition
1.1 which employs a result of [7]. The space Rm(Ω×Rq,g) for g := (γ, γ−µ),m =
µ− j, j ∈ N is equal to the space of all operator functions of the form

a(y, η) := ahol(y, η) + aint(y, η) +m(y, η) + g(y, η) (1.37)

where

ahol(y, η) := r−mωopγ−n/2M (h)(y, η)ω′, (1.38)

for arbitrary cut-off functions ω(r), ω′(r), and h(r, y, z, η) = h̃(r, y, z, rη) for an
h̃(r, y, z, η̃) ∈ C∞(R+ × Ω,Mm

O (X ; Rqη̃)), moreover, aint(y, η) = σOpr(pint)(y, η)σ′

for any σ, σ′ ∈ C∞
0 (R+), s, γ ∈ R, and pint(r, y, ρ, η) ∈ C∞(R+ × Ω, Lmcl (X,R

q)),
and m(y, η) + g(y, η) ∈ RmM+G(Ω× Rq,g).
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1.3. The parameter-dependent edge calculus

Let B be a compact manifold with smooth edge Y. Recall from the general defini-
tions of the Introduction we have B \ Y ∈M0, and every point on Y has a neigh-
bourhood V with the structure of a trivial cone bundle over V ∩Y with fibre X∆.
This admits local variables in V \Y of the form (r, x, y) ∈ R+×X×Ω for some open
set Ω ⊆ Rq. We often take y ∈ Rq as local coordinates on V ∩Y. Since we assume B
to be compact there are finitely many such neighbourhoods V1, . . . , VN such that
V1 ∩ Y, . . . , VN ∩ Y form an open covering of Y . Let ϕ1, . . . , ϕN be a subordinate
partition of unity, and ψ1, . . . , ψN be another system of functions ψj ∈ C∞

0 (Vj∩Y )
such that ϕj ≺ ψj for all j = 1, . . . , N, cf. the notation (1.20). The amplitude func-
tions a(y, η) of Definition 1.1 also make sense in the variant a(y, η, λ) where η ∈ Rq

is formally replaced by (η, λ) ∈ Rq+l for some l ∈ N. In other words we have the
spaces Rm(Ω × Rq+l,g) for g := (γ, γ − µ), µ − m ∈ N, and the corresponding
subspaces RmM+G and RmG . The above-mentioned symbols now depend also on the
parameters λ. Based on a system of charts on B and a subordinate partition of
unity we have weighted spaces Hs,γ(B) consisting of all u ∈ Hs

loc(B \ Y ) that
are locally near Y in the splitting of variables (r, x, y) ∈ X∧ × Rq modelled on
Ws(Rq,Ks,γ(X∧)). (In the transition maps close to the edge we assume, for sim-
plicity, independence of r for small r.) Let L−∞(B,g) defined to be the set of all
C ∈

⋂
s∈R
L(Hs,γ(B), H∞,γ−µ(B)) that induce continuous operators

C : Hs,γ(B)→ H∞,γ−µ+ε(B), C∗ : Hs,−γ+µ(B)→ H∞,−γ+ε(B)

for all s ∈ R and some ε = ε(C) > 0. The “ ∗ ” in the latter relation means the
formal adjoint with respect to the non-degenerate sesquilinear pairings

Hs,γ(B) ×H−s,−γ(B)→ C

induced by (. , .)H0,0(B) : C∞
0 (B\Y )×C∞

0 (B\Y )→ C.Moreover, let L−∞(B,g; Rl)
:= S(Rl, L−∞(B,g)).

Definition 1.3. The space Lm(B,g; Rl) for g := (γ, γ − µ), µ −m ∈ N, is defined
to be the set of all operator families

A(λ) =
N∑
j=1

φj{χ−1
j,∗ωOpy(aj)(λ)ω′}ψj +Aint(λ) + C(λ) (1.39)

for arbitrary aj(y, η, λ) ∈ Rm(Rq×Rq+l,g), singular charts χj : Vj \Y → X∧×Rq,
cut-off functions ω, ω′, moreover, Aint(λ) ∈ Lmcl (B \Y ; Rl) the distributional kernel
of which is compactly supported in (B \Y )× (B \Y ), and C(λ) ∈ L−∞(B,g; Rl).

Other elements of the edge calculus without parameters are valid in analogous
form also in the parameter-dependent case. In particular, we have a correspond-
ing parameter-dependent principal symbolic structure. From now on we more or
less freely use the tools of the parameter-dependent edge calculus, in particular
continuity properties in edge spaces, and the behaviour of edge operators under
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compositions and formal adjoints. Details may be found in a number of systematic
monographs, especially, in [5], [20], [11], or [8].

Ellipticity of elements A ∈ Lm(B,g; Rl) for g := (γ, γ−µ), µ−m ∈ N, refers
to the case m = µ.

1.4. Norm growth estimates

In (abstract) edge spaces Ws(Rq, H) for some Hilbert space with group action
κ = {κλ}λ∈R+ we can define parameter-dependent norms. Let

Ws
λ(R

q, H)

denote the space Ws(Rq, H) equipped with the family of norms

‖u‖Ws
λ(Rq,H) :=

{∫
〈η〉2s‖κ−1

〈η,λ〉û(η)‖2Hdη
}1/2

. (1.40)

Clearly (1.40) is equivalent to ‖u‖Ws(Rq,H) =
{ ∫
〈η〉2s‖κ−1

〈η〉û(η)‖2Hdη
}1/2 for every

fixed λ.

Proposition 1.4. Let a(η, λ) ∈ Sµ(Rq×(Rl\{0});H, H̃). Then Opy(a)(λ), regarded
as a family of continuous operators

Opy(a)(λ) :Ws
λ(R

q, H)→Ws−ν
λ (Rq, H̃), (1.41)

s ∈ R, for any ν ≥ µ satisfies the estimate

‖Opy(a)(λ)‖L(Ws
λ(Rq,H),Ws−ν

λ (Rq,H̃)) ≤ c〈λ〉
max{µ,µ−ν} (1.42)

for some c > 0, independent of λ.

Proof. We have

‖Opy(a)(λ)u‖2Ws−ν
λ (Rq,H̃)

=
∫
〈η〉2(s−ν)‖κ̃−1

〈η,λ〉a(η, λ)û(η)‖2
H̃
dη. (1.43)

Using the symbolic estimate

‖κ̃−1
〈η,λ〉a(η, λ)κ〈η,λ〉‖L(H,H̃) ≤ c〈η, λ〉

µ

it follows that (1.43) can be estimated by∫
〈η〉2(s−ν)‖κ̃−1

〈η,λ〉a(η, λ)κ〈η,λ〉‖2L(H,H̃)
‖κ−1

〈η,λ〉û(η)‖
2
Hdη

≤ c supη∈Rq〈η〉−2ν〈η, λ〉2µ
∫
〈η〉2s‖κ−1

〈η,λ〉û(η)‖2Hdη

≤ c〈λ〉max{µ,µ−ν}‖u‖2Ws
λ(Rq,H).

(1.44)

This yields the asserted continuity together with the estimate (1.42). �

Proposition 1.5. The operator Mϕ of multiplication by a function ϕ ∈ S(Rq)
induces continuous operators Mϕ : Ws

λ(R
q, H) → Ws

λ(R
q, H) for every s ∈ R,

and we have ‖Mϕ‖L(Ws
λ(Rq,H)) ≤ c(ϕ) for some λ-independent constant c(ϕ) that

tends to zero as ϕ→ 0 in S(Rq).
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Proof. We apply Peetre’s inequality

〈η〉s ≤ 〈η − ξ〉|s|〈ξ〉s, (1.45)

and the estimate
‖κ−1

〈η,λ〉/〈ξ,λ〉‖L(H) ≤ c〈η − ξ〉M (1.46)

for some M ∈ R, depending on the group κ. First we have

‖Mϕ‖2Ws
λ(Rq,H) =

∫
〈η〉2s‖κ−1

〈η,λ〉F (ϕu)(η)‖2Hdη.

Setting

m(η, λ) := ‖〈η〉sκ−1
〈η,λ〉

∫
(Fϕ)(η − ξ)Fu(ξ)d̄ξ‖H

it follows that
‖Mϕ‖Ws

λ(Rq,H) = ‖m(η, λ)‖L2(Rq). (1.47)

From (1.45) and (1.46) we obtain

m(η, λ) = ‖
∫
〈η〉sκ−1

〈η,λ〉ϕ̂(η − ξ)û(ξ)d̄ξ‖H

= ‖
∫
〈η〉sκ−1

〈η,λ〉/〈ξ,λ〉ϕ̂(η − ξ)κ−1
〈ξ,λ〉û(ξ)d̄ξ‖H

≤
∫
〈η〉s‖κ−1

〈η,λ〉/〈ξ,λ〉ϕ̂(η − ξ)κ−1
〈ξ,λ〉û(ξ)‖H d̄ξ

≤ c
∫
〈η − ξ〉M+|s|−N 〈η − ξ〉N |ϕ̂(η − ξ)| ‖〈ξ〉sκ−1

〈ξ,λ〉û(ξ)‖H d̄ξ

≤ c cϕ
∫
〈η − ξ〉M+|s|−N‖〈ξ〉sκ−1

〈ξ,λ〉û(ξ)‖H d̄ξ

(1.48)

for cϕ = supξ∈Rq〈ξ〉N |ϕ̂(ξ)| < ∞. Now we choose N large enough, set h(ξ) :=
〈η − ξ〉M+|s|−N , g(ξ) := ‖〈ξ〉sκ−1

〈ξ,λ〉û(ξ)‖H , and apply Young’s inequality. Then

‖m(η, λ)‖L2(Rq) ≤ c cϕ‖h ∗ g‖L2(Rq)

≤ c cϕ‖h‖L1(Rq)‖g‖L2(Rq) = c(ϕ)‖u‖Ws
λ(Rq,H)

(1.49)

for c(ϕ) = c cϕ‖h‖L1(Rq). �

Corollary 1.6. Let a(y, η, λ) ∈ Sµ(Rqy × Rqη × (Rl \ {0});H, H̃) be a symbol that
is independent of y for large |y|. Then Op(a)(λ) induces a family of continuous
operators (1.41), and we have the estimate (1.42) for a constant c > 0, independent
of λ.

For purposes below we formulate a parameter-dependent variant of a version of
the Calderón-Vaillancourt Theorem for operators with operator-valued symbols in
the set-up with group actions. To this end we fix Hilbert spaces H and H̃ with
group actions κ = {κδ}δ∈R+ and κ̃ = {κ̃δ}δ∈R+ , respectively. Recall that there are
constants c̃ and M̃ such that ‖κ̃δ‖L(H̃) ≤ c̃max(δ, δ−1)M̃ for all δ ∈ R+.
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Theorem 1.7. Let a(y, η, λ) ∈ C∞(Rqy × Rqη × (Rlλ \ {0}),L(H, H̃)), and assume

π(a)(λ) := sup(y,η)∈R2q,α≤A,β≤B‖κ̃−1
〈η,λ〉{D

α
yD

β
ηa(y, η, λ)}κ〈η,λ〉‖L(H,H̃) <∞

(1.50)
for A := (M̃ + 1, . . . , M̃ + 1), B := (1, . . . , 1). Then Op(a)(λ) induces continuous
operators

Op(a)(λ) :W0
λ(R

q, H)→W0
λ(R

q, H̃) (1.51)
and we have ‖Op(a)(λ)‖L(W0

λ(Rq,H),W0
λ(Rq,H̃)) ≤ c π(a)(λ) for all λ ∈ R

l \ 0 and a
constant c > 0 independent of a and λ.

Theorem 1.7 can be proved in a similar manner as a corresponding result of the
article of Seiler [23] who extended a proof of the Calderón-Vaillancourt theorem
of Hwang [10] from the scalar case to the case of operator-valued symbols with
group action. An inspection of the details shows that we may admit a dependence
on parameters as assumed in the theorem.

Corollary 1.8. Let a(y, η, λ) ∈ C∞(Rqy × Rqη × (Rlλ \ {0}),L(H, H̃)), and let

‖κ̃−1
〈η,λ〉{D

α
yD

β
ηa(y, η, λ)}κ〈η,λ〉‖L(H,H̃) ≤ cα,β 〈η, λ〉

−j (1.52)

for all (y, η, λ) ∈ Rqy ×Rqη × (Rlλ \ {0}), |λ| ≥ ε > 0, for all α, β as in Theorem 1.7
for constants cα,β = cα,β(ε) > 0. Then

‖Op(a)(λ)‖L(W0
λ(Rq,H),W0

λ(Rq,H̃)) ≤ c 〈λ〉−j (1.53)

for all λ ∈ Rl \ {0}, |λ| ≥ ε for a constant c = c(ε) > 0.

Theorem 1.9. Let a(y, η, λ) ∈ Rm(Rq ×Rq ×Rl,g) for g = (γ, γ − µ), µ−m ∈ N,
and m ≤ ν, and assume that a is independent of y for large |y|. Then we have

‖Op(a)(λ)‖L(Ws
λ(Rq,Ks,γ(X∧)),Ws−ν

λ (Rq,Ks−ν,γ−µ(X∧))) ≤ c〈λ〉
max{m,m−ν} (1.54)

for all λ ∈ R
l, for a constant c > 0. In the case µ = ν = 0 it follows that

‖Op(a)(λ)‖L(Ws
λ(Rq,Ks,γ(X∧)),Ws

λ(Rq,Ks,γ(X∧))) ≤ c〈λ〉m, (1.55)

for all λ ∈ Rl.

A result about the growth of operator norms between spaces with norms
without parameters can also be deduced.

Theorem 1.10. Let a(y, η, λ) ∈ Rm(Rq ×Rq ×Rl,g) for g = (γ, γ−µ), µ−m ∈ N,
and m ≤ ν, and assume that a is independent of y for large |y|. Then we have

‖Op(a)(λ)‖L(Ws(Rq,Ks,γ(X∧)),Ws−ν(Rq,Ks−ν,γ−µ(X∧))) ≤ c〈λ〉max{m,m−ν}+M (1.56)

for all λ ∈ R
l, for a certain constants c > 0, and M = M(s, ν) > 0. In the case

µ = ν = 0 and s = γ = 0 we have

‖Op(a)(λ)‖L(W0(Rq,K0,0(X∧)),W0(Rq,K0,0(X∧))) ≤ c〈λ〉m, (1.57)

for all λ ∈ R
l.
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After the above considerations the proof is straightforward and left to the
reader. Another useful norm growth result for parameter-dependent edge operators
is the following theorem.

Theorem 1.11. Let g := (γ, γ − µ); for every s′, s′′ ∈ R and every N ∈ N there
exists an m with µ−m ∈ N such that for every A(λ) ∈ Lm(B,g; Rl)

‖A(λ)‖L(Hs′,γ(B),Hs′′,γ−µ(B)) ≤ c 〈λ〉−N (1.58)

for all λ ∈ Rl and some constant c > 0. Moreover, for every A(λ) ∈ Lm(B,g; Rl)
and s′, s′′ ∈ R with s′ −m ≥ s′′ there exists an L ∈ R such that

‖A(λ)‖L(Hs′,γ(B),Hs′′,γ−µ(B)) ≤ c 〈λ〉L (1.59)

for all λ ∈ R
l and some constant c > 0.

The proof is simple as well and dropped here.

2. Operators on singular manifolds with conical exits

2.1. Edge operator-valued amplitude functions

We establish spaces of parameter-dependent edge operators over B
 := R×B for
a compact manifold B with smooth edge Y. First we fix weight data g = (γ, γ−µ)
and an m ≤ ν such that µ−m ∈ N, and an exit order ν ∈ R in the variable t ∈ R.

Definition 2.1. We define

Sm;ν(g) := {ã(t, [t]τ, [t]ζ) : ã(t, τ̃ , ζ̃) ∈ Sν(R, Lm(B,g; R1+d

τ̃ ,ζ̃
))}. (2.1)

Let us first observe that Opt(a)(ζ) induces a continuous operator

Opt(a)(ζ) : C∞
0 (R, Hs,γ(B))→ C∞(R, Hs−m,γ−µ(B)) (2.2)

for every s ∈ R and ζ �= 0. The proof is straightforward. We will show below that

Opt(a)(ζ) : S(R, Hs,γ(B))→ S(R, Hs−m,γ−µ(B)) (2.3)

is continuous for every s ∈ R and ζ �= 0.

Remark 2.2. We have Sm;ν′
(g) ⊇ Sm;ν(g) for ν′ ≥ ν.

Proposition 2.3.

(i) ϕ(t) ∈ Sσ(R), a(t, τ, ζ) ∈ Sm;ν(g) implies ϕ(t)a(t, τ, ζ)
∈ Sm;σ+ν(g). Moreover, a(t, τ, ζ) ∈ Sm;ν(g), b(t, τ, ζ) ∈ Sm̃;ν̃(g̃) for g =
(γ, γ−µ,Θ), g̃ = (γ̃, γ̃−µ̃,Θ), γ = γ̃−µ̃, implies (ab)(t, τ, ζ) ∈ Sm+m̃;ν+ν̃(g◦
g̃) for g ◦ g̃ = (γ̃, γ̃ − (µ+ µ̃),Θ).

(ii) For every a(t, τ, ζ) ∈ Sm;ν(g) we have

∂lta ∈ Sm;ν−l(g), ∂kτ a ∈ Sm−k;ν+k(g), ∂αζ a ∈ Sm−|α|;ν+|α|(g)

for every k, l ∈ N, α ∈ Nd.
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Proof. (i) is evident. For (ii) for simplicity we assume q = 1 and compute

∂tã(t, [t]τ, [t]ζ) =
(
(∂t + [t]′τ∂τ̃ + [t]′ζ∂ζ̃)ã

)
(t, [t]τ, [t]ζ)

where [t]′ := ∂t[t]. Since τ̃ ã(t, τ̃ , ζ̃), ζ̃ã(t, τ̃ , ζ̃) ∈ Sν(R, Lm+1(B,g; R1+d

τ̃,ζ̃
)), and

∂τ̃ ã, ∂ζ̃ ã ∈ Sν(R, Lm−1(B,g; R1+d)), we obtain

∂tã(t, [t]τ, [t]ζ) =
(
(∂t + ([t]′/[t])[t]τ∂τ̃ + ([t]′/[t])[t]ζ∂ζ̃)ã

)
(t, [t]τ, [t]ζ) ∈ Sm;ν−1.

It follows that ∂lta ∈ Sm;ν−l(g) for all l ∈ N. Moreover, we have ∂τ ã(t, [t]τ, [t]ζ) =
[t](∂τ̃ ã)(t, [t]τ, [t]ζ) which gives us ∂τa ∈ Sm−1;ν+1, and, by iteration, ∂kτ a ∈
Sm−k;ν+k. In a similar manner we can argue for the η-derivatives. �

Proposition 2.4. Let ϕ1, ϕ2 ∈ C∞(R) be strictly positive functions such that ϕj(t) =
|t| for |t| ≥ cj for some cj > 0, j = 2. Then we have

Sm;ν(g) = {a(t, ϕ1(t)τ, ϕ2(t)ζ) : a(t, τ̃ , ζ̃) ∈ Sν(R, Lm(B,g; R1+d

τ̃,ζ̃
))}.

Proof. We can write a(r, ϕ1(r)�, ϕ2(r)η) = a(r, ψ1(r)[r]�, ψ2(r)[r]η) for ψj(r) ∈
C∞(R), ψj(r) = 1 for |r| > c for some c > 0, j = 2. Then it suffices to verify that
a(r, ψ1(r)�̃, ψ2(r)η̃) ∈ Sν(R, Lm(cl)(X ; R1+q

�̃,η̃ )); however, this is straightforward. �

Proposition 2.5. a(r,�,η)∈Sm;ν(g) implies a(λt,�,ζ)∈Sm;ν(g) for every λ∈R+.

Proof. It is evident that ã(t, τ̃ , ζ̃) ∈ Sν(R, Lm(B,g; R1+d

τ̃,ζ̃
)) implies ã(λt, τ̃ , ζ̃) ∈

Sν(R, Lm(B,g; R1+d

τ̃,ζ̃
)). Therefore, it suffices to show ã(t, [λt]τ, [λt]ζ) ∈ Sm;ν(g).

Let us write ã(t, [λt]τ, [λt]ζ) = ã(t, ϕλ(t)[t]τ, ϕλ(t)[t]ζ) for ϕλ(t) := [λt]/[t]. We
have ϕλ(r) = λ for |t| > c for a constant c > 0, i.e., ϕλ(t) − λ ∈ C∞

0 (R). Thus
there is an r-excision function χ(t) (i.e., χ ∈ C∞(R), χ(t) = 0 for |t| ≤ c0,
χ(t) = 1 for |t| ≥ c, for certain 0 < c0 < c1) such that χ(t)ã(t, [λt]τ, [λt]ζ) =
χ(t)ã(t, [t]λτ, [t]λζ), and this function certainly belongs to Sm;ν(g). It remains to
characterise (1 − χ(t))ã(t, ϕλ(t)[t]τ, ϕλ(t)[t]ζ) which vanishes for |t| ≤ c0, and a
simple calculation shows (1 − χ(t))ã(t, ϕλ(t)τ̃ , ϕλ(t)ζ̃) ∈ C∞

0 (R, Lm(B,g; R1+d

τ̃ ,ζ̃
)),

which is contained in Sm;−∞(g). �

Lemma 2.6. For every a(t, τ, ζ) and b(t, τ, ζ) as in Proposition 2.3(i) we have

(∂kτ aD
k
t b)(t, τ, ζ) = c(t, τ, ζ) ∈ Sm+m̃−k;ν+ν̃(g ◦ g̃).

Proof. The assertion is a direct consequence of Proposition 2.3. �

Proposition 2.7. Let ãj(t, τ̃ , ζ̃) ∈ Sν(R, Lµ−j(B,g; R1+d)), j ∈ N, be an arbitrary
sequence, µ, ν ∈ R fixed, and assume that the asymptotic types in the involved
Green symbols are independent of j. Then there is an ã(t, τ̃ , ζ̃) ∈ Sν(R, Lµ(B,g;
R1+d)) such that ã −

∑N
j=0 ãj ∈ Sν(R, Lµ−(N+1)(B,g; R1+d)) for every N ∈ N,

and ã is unique modSν(R, L−∞(B,g; R1+d)).
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Proof. The proof is similar to the standard one on asymptotic summation of sym-
bols. We can find an asymptotic sum as a convergent series

∑∞
j=0 χ

(
(τ̃ , ζ̃)/cj

)
ãj(t,

τ̃ , ζ̃) for some excision function χ in R1+d, with a sequence cj > 0, cj →∞ as j →
∞ so fast, that

∑∞
j=N+1 χ

(
(τ̃ , ζ̃)/cj

)
ã(r, τ̃ , ζ̃) converges in Sν(R, Lm−(N+1)(B,g;

R
1+d)) for every N . �

2.2. Compositions

Our next objective is to study compositions Opt(a)(ζ)Opt(b)(ζ) for a(t, τ, ζ) ∈
Sm;ν(g), b(t, τ, ζ) ∈ Sm̃;ν̃(g̃) for fixed ζ �= 0.

Theorem 2.8. For every fixed ζ �= 0 we have

Opt(a)(ζ)Opt(b)(ζ) = Opt(a#b)(ζ), (2.4)
a#b(t, τ, ζ) =

∫∫
e−ir�a(t, τ + �, ζ)b(t+ r, τ, ζ)drd̄�,

a#b(t, τ, ζ) =
N∑
k=0

1
k!
∂kτ a(t, τ, ζ)D

k
t b(t, τ, ζ) + rN (t, τ, ζ), (2.5)

for

rN (t, τ, ζ) =
1
N !

∫∫
e−ir�

{∫ 1

0

(1− θ)N (∂N+1
τ a)(t, (2.6)

τ + θ�, ζ)dθ
}

(DN+1
t b)(t+ r, τ, ζ)drd̄�.

Proof. Theorem 2.8 is formally of the same structure as the composition result
in Kumano-go’s formalism. The only point is to verify that the involved oscilla-
tory integrals make sense, i.e., that the standard regularising process gives rise to
convergent integrals. We shall see the details when we characterise the remainder
term according to the following Lemma 2.9. �
Lemma 2.9. Let a(t, τ, ζ) ∈ Sm;ν(g), b(t, τ, ζ) ∈ Sm̃;ν̃(g̃), respectively, with the
weight data as in Lemma 2.6. Then for every s′, s′′ ∈ R, and I, J,A, k, l, n ∈ N

there is an N ∈ N such that

‖Di
tD

j
τD

α
ζ rN (t, τ, ζ)‖L(Hs′,γ+µ̃(B),Hs′′,γ−µ(B)

) ≤ c〈τ〉−k〈t〉−l〈ζ〉−n (2.7)

for all (t, τ) ∈ R2, |ζ| ≥ ε > 0, i, j ∈ N, α ∈ Nd, 0 ≤ i ≤ I, 0 ≤ j ≤ J, |α| ≤ A, for
some c = c(s′, s′′, I, J, A, k, l, n,N , ε) > 0.

Proof. For abbreviation we set

‖ · ‖s′,s′′ := ‖ · ‖L(Hs′,γ+µ̃(B),Hs′′,γ−µ(B)),

‖ · ‖s′,s0 := ‖ · ‖L(Hs′,γ+µ̃(B),Hs0,γ(B)), ‖ · ‖s0,s′′ := ‖ · ‖L(Hs0,γ(B),Hs′′,γ−µ(B)).

Moreover, let

ãN+1(t, [t]τ + [t]θ�, [t]ζ) :=
(
∂N+1
τ a

)
(t, τ + θ�, ζ),

b̃N+1(t+ r, [t+ r]τ, [t+ r]ζ) :=
(
DN+1
t b

)
(t+ r, τ, ζ).
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Then

rN (t, τ, ζ) =
1
N !

∫∫
e−ir�

{∫ 1

0

(1− θ)N ãN+1 (2.8)

(t, [t]τ + [t]θ�, [t]ζ)dθ
}
b̃N+1(t+ r, [t+ r]τ, [t+ r]ζ)drd̄�.

Since b̃N+1(t, τ̃ , ζ̃) takes values in Lm̃(B, g̃) it can be interpreted as an operator
function with values in L(Hs′,γ+µ̃(B), Hs′−m̃,γ(B)). Similarly ãN+1(t, τ̃ , ζ̃) takes
values in Lm−(N+1)(B,g), i.e., in L(Hs′−m̃,γ(B), Hs′−m̃−m+(N+1),γ−µ(B)), for any
given s′. Thus, when also s′′ is prescribed we take N so large that s′ −m − m̃+
(N + 1) ≥ s′′.

By virtue of Proposition 2.3(ii) we have

b̃N+1(t, τ̃ , ζ̃) ∈ Sm̃;ν̃−(N+1)(g̃), ãN+1(t, τ̃ , ζ̃) ∈ Sm−(N+1);ν+(N+1)(g),

and it follows that

‖b̃N+1(t, τ̃ , ζ̃)‖s′,s0 ≤ c〈t〉ν̃−(N+1)〈τ̃ , ζ̃〉B (2.9)
for some B ≥ 0. Moreover, for every M ≥ 0 the number N can be chosen so large
that

‖(∂Gτ̃ ãN+1)(t, τ̃ , ζ̃)‖s0,s′′ ≤ c〈t〉ν+(N+1)〈τ̃ , ζ̃〉−M−G (2.10)

for every G and all t, τ̃ , ζ̃. Those properties alone, regardless of the concrete nature
of the operator functions (here belonging to the parameter-dependent edge calcu-
lus), will imply the desired estimates (2.7). The regularised oscillatory integral
(2.8) has the form

rN (t, τ, ζ) =
1
N !

∫∫
e−ir�〈r〉−2L(1− ∂2

�)
L〈�〉−2K(1 − ∂2

r )
K
{∫ 1

0

(1 − θ)N

ãN+1(t, [t]τ + [t]θ�, [t]ζ)dθ
}
b̃N+1(t+ r, [t+ r]τ, [t+ r]ζ)drd̄�

for sufficiently large L,K. For simplicity we assume that ζ is a one-dimensional
variable. For l ≤ L, k ≤ K we have

∂2l
� ãN+1(t, [t]τ + [t]θ�, [t]ζ) =

(
∂2l
τ̃ ãN+1

)
(t, [t]τ + [t]θ�, [t]ζ)([t]θ)2l, (2.11)

∂2k
r b̃N+1 (t+ r, [t+ r]τ, [t + r]ζ) =

(
(∂2k
r + (τ∂r [t+ r])2k + (ζ∂r [t+ r])2k) (2.12)

b̃N+1

)
(t+ r, [t+ r]τ, [t+ r]ζ) +R

where R denotes several mixed derivatives of a similar (‘better’) behaviour. The
estimates concerning R are left to the reader. From (2.10), (2.11) we obtain

‖∂2l
� ãN+1(t, [t]τ + [t]θ�, [t]ζ)‖s0,s′′ ≤ c〈t〉ν+(N+1)〈[t]τ + [t]θ�, [t]ζ〉−M−2l([t]θ)2l,

(2.13)
and (2.9), (2.12) yield

‖∂2k
r b̃N+1(t+ r, [t+ r]τ, [t+ r]ζ)‖s′,s0 ≤ c〈t+ r〉ν̃−(N+1)〈[t+ r]τ, [t+ r]ζ〉B (2.14)
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where we take N so large that ν̃ − (N + 1) ≤ 0, and

‖
(
∂2k
τ̃ b̃N+1

)
(t+ r, [t+ r]τ, [t+ r]ζ)(τ∂r [t+ r])2k‖s′,s0 (2.15)

≤ c〈t+ r〉ν̃−(N+1)〈[t+ r]τ, [t+ r]ζ〉B−2k|τ∂r[t+ r]|2k,
(
∂2k
ζ̃
b̃N+1

)
(t+ r, [t+ r]τ, [t+ r]ζ)(ζ∂r [t+ r]2k‖s′,s0 (2.16)

≤c〈t+ r〉ν̃−(N+1)〈[t+ r]τ, [t + r]ζ〉B−2k|ζ∂r[t+ r]|2k.
The above-mentioned mixed derivatives admit similar estimates (even better ones;
so we content ourselves with (2.13), (2.14), (2.15), (2.16)). Let us now establish
an estimate for ‖rN (t, τ, ζ)‖s′,s′′ . First we have

‖rN (t, τ, ζ)‖s′,s′′ ≤
∫∫ ∫ 1

0

‖〈r〉−2L(1− ∂2
�)
L〈�〉−2K(1− ∂2

r )
K(1− θ)N ãN+1

(t, [t]τ + [t]θ�, [t]ζ)b̃N+1(t+ r, [t+ r]τ, [t+ r]ζ)‖s′,s′′dθdrd̄�.
The operator norm under the integral can be estimated by expressions of the kind

I := 〈t〉ν+(N+1)〈t+ r〉ν̃−(N+1)〈r〉−2L〈�〉−2K〈[t]τ + [t]θ�, [t]ζ〉−M−2l([t]θ)2l

〈[t+ r]〉τ, [t+ r]ζ〉B{1 + 〈[t+ r]τ, [t + r]ζ〉−2k(|τ | + |ζ|)2k|∂r[t+ r]|2k},
l ≤ L, k ≤ K, plus terms from R of a similar character, containing several mixed
derivatives. Peetre’s inequality gives us

〈t〉ν+(N+1)〈t+ r〉ν̃−(N+1) ≤ 〈t〉ν+ν̃〈r〉|ν̃−(N+1)|.

Moreover, we have 〈[t]τ + [t]θ�, [t]ζ〉−2l([t]θ)2l ≤ c〈[t]ζ〉−2l[t]2l ≤ c for fixed ζ �= 0,
and

〈[t+ r]τ, [t+ r]ζ〉−2k(|τ |+ |ζ|)2k|∂r[t+ r]|2k

≤ {〈[t+ r]τ〉−2k([t+ r]|τ |)2k + 〈[t+ r]ζ〉−2k([t+ r]|ζ|)2k}[t+ r]−2k ≤ c,
using |∂r[t+r]|2k ≤ c, [t+r]−2k ≤ c for all t, r ∈ R, and |η| ≤ c〈η〉 for every η ∈ Rd.
This yields

I ≤ c〈t〉ν+ν̃〈r〉|ν̃−(N+1)|〈r〉−2L〈�〉−2k〈[t]τ + [t]θ�, [t]ζ〉−M 〈[t+ r]τ, [t+ r]ζ〉B .
Writing M = M ′ + M ′′ for suitable M ′,M ′′ ≥ 0, B ≤ M ′′, to be fixed later on,
we have

〈[t]τ + [t]θ�, [t]ζ〉−M = 〈[t]τ + [t]θ�, [t]ζ〉M ′ 〈[t]τ + [t]θ�, [t]ζ〉M ′′

≤ c〈[t]ζ〉−M ′ 〈[t]τ, [t]ζ〉−M ′′ 〈[t]θ�〉M ′′ ≤ c〈[t]ζ〉−M ′ 〈[t]τ〉−M ′′ 〈[t]θ�〉M ′′
.

Here we applied once again Peetre’s inequality which gives us also

〈[t+ r]τ, [t + r]ζ〉B ≤ c〈[t+ r]τ〉B〈[t+ r]ζ〉B

since B ≥ 0. It follows that

I ≤ c〈t〉ν+ν̃〈r〉|ν̃−(N+1)|−2L〈[t]ζ〉M ′′−M ′〈�〉−2K〈[t]θ�〉M ′′ 〈[t+ r]τ〉B

〈[t]τ〉−M
′′
〈[t+ r]ζ〉B〈[t]ζ〉−M .
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A straightforward consideration gives us

〈r〉−B〈[t+ r]τ〉B〈[t]τ〉−B ≤ c
for all r, t, τ , which yields

I ≤ c〈t〉ν+ν̃〈r〉|ν̃−(N+1)|−2L+2B〈[t]ζ〉B−M ′ 〈[t]τ〉B〈�〉−2K〈[t]θ�〉B .
Finally, using 〈�〉−B〈t〉−B〈[t]θ�〉B ≤ c for all 0 ≤ θ ≤ 1 and all t, � we obtain for
|ζ| ≥ ε > 0

I ≤ c〈t〉ν+ν̃+2B〈r〉|ν̃−(N+1)|−2L+2B〈�〉−2K+B〈[t]τ〉B−M ′′ 〈[t]ζ〉−M

for all t, r ∈ R, τ, � ∈ R, 0 ≤ θ ≤ 1. Choosing K,L sufficiently large it follows that

‖rN (t, τ, ζ)‖s′,s′′ ≤ c〈t〉ν+ν̃+2B−M 〈τ〉B−M ′′
〈ζ〉−M ,

using 〈[t]τ〉B−M ′′ ≤ c〈τ〉B−M ′′
for B−M ′′ ≤ 0. We have 〈[t]ζ〉−M ≤ c[t]−M 〈ζ〉−M

for |ζ| ≥ ε > 0.
Now B is fixed, but M,M ′′ can be chosen independently as large as necessary.

Therefore, we proved that for every s′, s′′ ∈ R and k, l, n ∈ N there is an N ∈ N

such that
‖rN (t, τ, ζ)‖s′,s′′ ≤ c〈τ〉−k〈t〉−l〈ζ〉−n

for all (t, τ) ∈ R2, |ζ| ≥ ε > 0, for some c = c(ε) > 0. In an analogous manner we
can show that

‖Di
tD

j
τrN (t, τ, ζ)‖s′,s′′ ≤ c〈τ〉−k〈t〉−l〈ζ〉−n

for all i, j ∈ N and all (t, τ) ∈ R2, |ζ| �= 0, for constants c = c(ε, i, j) > 0. �

Remark 2.10. Analogously as (2.4) we can study the composition

Opt(a)(ζ)Opt(b)(ζ̃) = Opt(a#b)(ζ, ζ̃)

where in this case

(a#b)(t, τ, ζ, ζ̃) =
N∑
k=0

1
k!
∂kτ a(t, τ, ζ)D

k
t b(t, τ, ζ̃) + rN (t, τ, ζ, ζ̃)

for every N ∈ N. The remainder is of analogous form as that in Lemma 2.9.

Lemma 2.11. For every s′, s′′ ∈ R, I, J,A, k, l, n ∈ N there exists an N ∈ N such
that

‖Di
tD

j
τD

α
ζD

β

ζ̃
rN (t, τ, ζ, ζ̃)‖L(Hs′,γ1+µ̃(B),Hs′′,γ1−µ(B)) ≤ c〈τ〉−k〈t〉−l〈ζ〉−n〈ζ̃〉B

for all (t, τ) ∈ R2, |ζ|, |ζ̃| ≥ ε > 0, i, j ∈ N, α, β ∈ Nd =≤ i ≤ I, 0 ≤ j ≤ J, |α|, |β| ≤
A, for some constant c = c(s′, s′′, I, J, A, k, l, n,N, ε) > 0 and some B ≥ 0.

The proof follows by a simple modification of the proof Lemma 2.9.

Proposition 2.12. Let g = (γ, γ − µ,Θ),m, ν ∈ R, µ − m ∈ N. Then for every
s′, s′′ ∈ R and I, J,A, k, l, n ∈ N there exists an N ∈ N such that a(t, τ, ζ) ∈
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Sm−(N+1);ν(g) implies

‖Di
tD

j
τD

α
ζ rN (t, τ, ζ)‖L(Hs′,γ(B),Hs′′,γ−µ(B)

) ≤ c〈τ〉−k〈t〉−l〈ζ〉−n (2.17)

for all (t, τ) ∈ R
2, |ζ| ≥ ε > 0, i, j ∈ N, α ∈ Nd, 0 ≤ i ≤ I, 0 ≤ j ≤ J, |α| ≤ A, for

some c = c(s′, s′′, I, J, A, k, l, n,N , ε) > 0.

Proposition 2.12 can be proved in a similar manner as Lemma 2.9.

Theorem 2.13. Let a(t, τ, ζ) ∈ Sm;ν(g); then for every ζ ∈ R
d \ {0} the operator

Op(a)(ζ) extends to a continuous operator (2.3) for every s ∈ R.

Proof. Theorem 2.13 can be obtained in a similar manner as Theorem 2.8. We
only have employed a special case of when the second factor in (2.4) is only the
multiplication by a function in Sν̃(Rt); then the conclusions to obtain Lemma 2.9
do not employ the continuity of (2.3) but only (2.2). �

Note that the composition in Theorem 2.8 refers to the continuity of operators
in Schwartz spaces which makes the composition formally possible.

2.3. Edge calculus up to infinity

Definition 2.14. We define Lm;ν(B
,g; Rd \ {0}) for g = (γ, γ − µ,Θ), µ−m ∈ N,
to be space of all

A(ζ) = Opt(a)(ζ) + C(ζ),
ζ ∈ Rd \ {0}, for arbitrary a(t, τ, ζ) ∈ Sm;ν(g), C(ζ) ∈ L−∞;−∞(B
,g; Rd \ {0}).
Here L−∞;−∞(B
,g; Rd \ {0}) is the space of all operator families

C(ζ)u(t) =
∫

R

c(t, t′, ζ)u(t′)dt′ (2.18)

for kernels c(t, t′, ζ) ∈ S(Rdζ \ {0}, S(R× R, L−∞(B,g)).

Remark 2.15. It can be verified that the space

L−∞;−∞(B
,g; Rd \ {0}) (2.19)

coincides with
⋂
j∈N

Lµ−j;ν(B
,g; Rd \ {0}) for any fixed ν ∈ R. Moreover, every
C ∈ L−∞;−∞(B
,g; Rd \ {0}) can be represented in the form C(ζ) = Opt(c)(ζ),
c(t, τ, ζ) = c̃(t, [t]τ, [t]ζ) for a c̃(t, τ̃ , ζ̃) ∈ S−∞;ν(g). Here we may take ν = −∞.

Theorem 2.16. A(ζ) ∈ Lm;ν(B
,g; Rd \ {0}), B(ζ) ∈ Lm̃;ν̃(B
, g̃); Rd \ {0}) for
g = (γ, γ − µ,Θ), g̃ = (γ̃, γ̃ − µ̃,Θ), γ = γ̃ − µ̃, implies

A(ζ)B(ζ) ∈ Lm+m̃;ν+ν̃(B
,g ◦ g̃; Rd \ {0}).
For A(ζ) = Op(a)(ζ) + C(ζ), B(ζ) = Op(b)(ζ) + D(ζ) for a(t, τ, ζ) ∈ Sm;ν(g),
b(t, τ, ζ) ∈ Sm̃,ν̃(g̃) it follows that

A(ζ)B(ζ) = Op(c)(ζ) mod L−∞;−∞(B
,g ◦ g̃; Rd \ {0})
for a c(t,τ,ζ)∈Sm+m̃;ν+ν̃(g◦ g̃). In particular, A(ζ)∈L−∞;−∞(B
,g;Rd\{0}) or
B(ζ)∈L−∞;−∞(B
, g̃; Rd \ {0}) implies A(ζ)B(ζ)∈L−∞;−∞(B
,g◦ g̃;Rd \{0}).
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Proof. Let us first assume A = Op(a), B = A = Op(b). Theorem 2.8 gives us
AB = Op(cN ) + Op(rN ) for cN (t, τ, ζ) =

∑N
k=0 1/k! ∂kτ a(t, τ, ζ)D

k
t b(t, τ, ζ) ∈

Sm+m̃;ν+ν̃(g ◦ g̃), cf. Lemma 2.6, with rN as in (2.6). The symbols a(k)(t,τ,ζ) :=
∂kτ a(t,τ,ζ), b(k)(t,τ,ζ) :=D

k
t b(t,τ,ζ), have the form ã(k)(t, [t]τ, [t]ζ) and b̃(k)(t, [t]τ,

[t]ζ) for corresponding ã(k)(t, τ̃ , ζ̃) ∈ Sν+k(Lm−k(B,g; R1+d)), and b̃(k)(t, τ̃ , ζ̃) ∈
Sν−k(Lm̃(B, g̃; R1+d)), respectively. By virtue of Proposition 2.7 we have an as-
ymptotic sum p̃(t,τ̃ ,ζ̃)∼

∑∞
k=0 ã

(k)(t,τ̃ ,ζ̃)b̃(k)(t,τ̃ ,ζ̃) in the space Sν(R, Lm+m̃(B,
g ◦ g̃; R1+d)). In particular, we have

p̃(t, τ̃ , ζ̃)−
N∑
k=0

ã(k)(t, τ̃ , ζ̃)b̃(k)(t, τ̃ , ζ̃) ∈ Sν(R, Lm+m̃−(N+1)(B,g ◦ g̃; R1+d)).

Setting p(t, τ, ζ) := p̃(t, [t]τ, [t]ζ) it follows that

Op(a)Op(b) = Op(p)−Op
(
p−

N∑
k=0

a(k)b(k)
)

+ Op(rN )

for every N ∈ N. A similar identity holds on the level of amplitude functions.
From (2.5) it follows that a�b = p− p+

∑N
k=0 a

(k)b(k) + rN , and we see that −p+∑N
k=0 a

(k)b(k) +rN := l is independent of N. By virtue of Lemma 2.9 and Proposi-
tion 2.12 the function l(t, τ, ζ) satisfies the estimates (2.7) for every pair (s′, s′′) and
all i, j, α. Such an l can be represented by a kernel c(t, t′, ζ) as in the second part
of Definition 2.14, such that Opt(l(ζ)) = C(ζ). It follows altogether Op(a)Op(b) ∈
Lm+m̃;ν+ν̃(B
,g ◦ g̃; Rd \ {0}). From the above norm growth characterisations of
L−∞;−∞ we can also easily deduce the second part of Theorem 2.16. �

Let us define the formal adjoint A∗(ζ) an operator family A(ζ) ∈ Lm;ν(B
, g̃;
Rd \ {0}) by

(A(ζ)u, v)L2(R,H0,0(B)) = (u,A∗(ζ)v)L2(R,H0,0(B))

for all u, v ∈ S(R, H∞,∞(B)). Then for A(ζ) = Opt(a)(ζ) + C(ζ), a(t, τ, ζ) =
ã(t, [t]τ, t[ζ]) ∈ Sm;ν(g), C(ζ) ∈ L−∞;−∞(B
,g; Rd \ {0}) we obtain

A∗(ζ) = Opt(a
∗)(ζ) + C∗(ζ)

for a∗(t′, τ, ζ) = ã(∗)(t′, [t′]τ, [t′]ζ) with (*) indicating the pointwise formal ad-
joint in the edge calculus over B and a∗(t′, τ, ζ) being treated as a right symbol.
Moreover, if the smoothing operator is given in the form (2.18), then

C∗(ζ)v(t′) =
∫

R

c(∗)(t, t′, ζ)v(t)dt

where c(∗) means the pointwise formal adjoint in the space of smoothing operators
over B.
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Theorem 2.17. A(ζ) ∈ Lm;ν(B
,g; Rd \ {0}) for g = (γ, γ−µ,Θ) implies A∗(ζ) ∈
Lm;ν(B
,g∗; Rd \{0}) for g∗ = (−γ+µ,−γ,Θ). In particular, A(ζ) = Opt(a)(ζ),
a(t, τ, ζ) ∈ Sm;ν(g), entails

A∗(ζ) = Op(a∗)(ζ) mod L−∞;−∞(B
,g∗; Rd\{0}), for an a∗(t, τ, ζ) ∈ Sm;ν(g∗).

The proof is straightforward and left to the reader.

2.4. Ellipticity

Definition 2.18. An element A(ζ) ∈ Lµ;ν(B
,g; Rd \ {0}) for g = (γ, γ − µ,Θ) is
called elliptic if in a representation

A(ζ) = Opt(a)(ζ) mod L−∞;−∞(B
,g; Rd \ {0})

for an a(t, τ, ζ) ∈ Sµ;ν(g) there is an element b(t, τ, ζ) ∈ S−µ;−ν(g−1) for g−1 =
(γ − µ, γ,Θ), such that 1 − ba ∈ S−1;0(gl), 1 − ab ∈ S−1;0(gr) for gl := (γ, γ,Θ),
gr := (γ − µ, γ − µ,Θ).

Remark 2.19. Let A(ζ) ∈ Lµ;ν(B
,g,Rd \ {0}), B(ζ) ∈ Lµ̃;ν̃(B
, g̃; Rd \ {0})
for g = (γ, γ − µ,Θ), g̃ = (γ̃, γ̃ − µ̃,Θ), be elliptic, where γ = γ̃ − µ̃. Then
A(ζ)B(ζ) ∈ Lµ+µ̃;ν+ν̃(B
,g ◦ g̃; Rd \ {0}) is also elliptic.

Theorem 2.20. Let A(ζ) ∈ Lµ;ν(B
,g; Rd \ {0}) for g = (γ, γ − µ,Θ) be elliptic.
Then there exists a parametrix B(ζ) ∈ L−µ;−ν(B
,g−1; Rd \ {0}) in the sense

1−B(ζ)A(ζ) ∈ L−∞;−∞(B
,gl; Rd \ {0}),
1−A(ζ)B(ζ) ∈ L−∞;−∞(B
,gr; Rd \ {0})

(cf. the notation in Definition 2.18).

Proof. Let us construct a B(ζ) such that 1−B(ζ)A(ζ) has the asserted property.
The construction from the right is similar; the a standard algebraic argument
shows that both operators coincide modulo L−∞;−∞. From Definition 2.18 we
have c := 1− ba ∈ S−1;0(gl) for a corresponding symbol b. From now on the proof
is straightforward after the prepared tools. We represent b�a by an asymptotic sum
p ∈ S0;0(gl) modulo a smoothing family (cf. also the proof of Theorem 2.16). It
follows that p = 1− d for a d ∈ S−1;0(gl). By a formal Neumann series argument
we find an f ∈ S−1;0(gl) such that Op(1 − f)Op(p) = Op((1− f)�p) = 1 modulo
L−∞;−∞. This allows us to set B := Op(1 − f)�b. �

Remark 2.21. Let A(ζ) ∈ Lµ;ν(B
,g; Rd \ {0}) be elliptic, and let B(ζ), B̃(ζ) ∈
L−µ;−ν(B
,g−1; Rd \ {0}) be two parametrices of A(ζ). Then we have B(ζ) =
B̃(ζ) mod L−∞;−∞(B
,g−1; Rd\{0}). Moreover, also B(ζ)+C(ζ) for any C(ζ) ∈
L−∞;−∞(B
g−1; Rd \ {0}) is a parametrix of A(ζ).
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On a Method for Solving Boundary
Problems for a Third-order Equation
with Multiple Characteristics

Yusupjon P. Apakov

Abstract. The first boundary problem ∂3u
∂x3 − ∂2u

∂y2 = f (x, y) is considered in the

domain D = {(x, y) : 0 < x < p, 0 < y < l} . Uniqueness of the solution is
proven with the method of energy integral. The Green function is constructed
for the first boundary value problem, through which the explicit solution of
the problem is obtained.

Mathematics Subject Classification (2000). 35G15.

Keywords. Third-order partial differential equation, fundamental solutions,
Green function, boundary value problem.

1. Introduction

The third-order equation with multiple characteristics

L (u) =
∂3u

∂x3
− ∂2u

∂y2
= f (x, y) (1.1)

was considered for the first time in [1–4]. Then it has appeared in [5–6] where
various boundary problems were studied using the method of potentials.

We note that the equation (1.1) is conjugate to the equation

uxxx + uyy = F (x, y)

which is the linear part (for ν = 0) of the so-called VT-equation (Viscous Transonic
equation)

uxxx + uyy −
ν

y
uy = uxuxx.

For ν = 1, the VT-equation expresses an axi-symmetric flow, and for ν = 0, it
expresses a plane parallel flow [7–8].
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In [9] the fundamental solution of the equation (1.1) is constructed expressed
by the degenerate hypergeometric function in the form

U (x, y; ξ, η) = |y − η|
1
3 f (t) , −∞ < t <∞,

V (x, y; ξ, η) = |y − η|
1
3 ϕ (t) , t < 0,

(1.2)

here

f(t) =
2 3
√

2√
3π
tΨ
(

1
6
,
4
3
; τ
)
, ϕ(t) =

36Γ (1/3)√
3π

tΦ
(

1
6
,
4
3
; τ
)
,

τ =
4
27
t3, t =

x− ξ
|y − η|

2
3
,

where Ψ(a, b;x), Φ(a, b;x) are degenerate hypergeometric functions (see [10]).
Using estimates of degenerate hypergeometric functions estimates of the fun-

damental solutions are obtained when the argument approaches infinity. For the
function U(x, y; ξ, η), the estimate:

∣∣∣∣
∂h+kU

∂xhdyk

∣∣∣∣ � Ckh |y − η|
1−(−1)k

2 |x− ξ| − 1
2 [2h+3k−1+ 3

2 (1−(−1)k)]

as ∣∣∣∣
x− ξ
|y − η|

2
3

∣∣∣∣→∞

holds, where Ckh − const, k, h = 0, 1, 2, . . . are constants.
For V (x, y; ξ, η), there are analogue estimates for (x− ξ) |y − η|−

2
3 → −∞.

In [11, 12] some boundary problems for equation (1.1) are studied in a rect-
angular domain. In these papers the solution is attained by the Fourier method
and, for this, zeros at y = 0 and y = l were required. In this work the Green
function is constructed for the first boundary problem and through it the explicit
solution is obtained.

2. Statement of the problem

In the domain D = {(x, y) : 0 < x < p, 0 < y < l} we consider the equation (1.1)
where p > 0, l > 0 are constant numbers.

The function u(x, y) satisfying the equation (1.1) in D and belonging to the
class C3,2

x,y (D) ∩ C1,0
x,y

(
D
)

is said to be a regular solution of equation (1.1).

Problem A. Find a regular solution of the equation (1.1) satisfying in D the bound-
ary conditions

u (x, 0) = ϕ1 (x) , u (x, l) = ϕ2 (x) , (2.1)

u (0, y) = ψ1 (y) , u (p, y) = ψ2 (y) , ux (p, y) = ψ3 (y) (2.2)

where

ϕi (x) ∈ C [0, p] , i = 1, 2, ψj (y) ∈ C [0, l] , j = 1, 3 , f (x, y) ∈ C0,2
x,y

(
D
)
.
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Besides, the compatibility conditions

ϕ1 (0) = ψ1 (0) , ϕ1 (p) = ψ2 (0) , ϕ′
1 (p) = ψ3 (0) , ϕ2 (0) = ψ1 (l) ,

ϕ2 (p) = ψ2 (l) , ϕ′
2 (p) = ψ3 (l) , f (x, 0) = f (x, l) = 0.

are satisfied.

3. Uniqueness of the solution

Theorem 1. Problem A cannot have more than one solution.

Proof. Let Problem A have two solutions, say u1(x, y) and u2(x, y). Then u(x, y) =
u1(x, y)−u2(x, y) satisfies the equation uxxx−uyy = 0 and homogenous boundary
conditions. We will prove that u(x, y) ≡ 0 in D. Consider the identity

∂

∂x

(
uuxx −

1
2
u2
x

)
− ∂

∂y
(uuy) + u2

y = 0. (3.1)

Integrating identity (3.1) over the domain D and considering homogenous bound-
ary condition, we obtain

1
2

l∫

0

u2
x (0, y) dy +

∫∫

D

u2
y (x, y) dxdy = 0

Hence uy(x, y) = 0, that is u(x, y) = φ (x) . From u (x, 0) = 0, we get φ (x) = 0,
then u(x, y) ≡ 0. �

4. Existence of the solution

Let us move prove existence of the solution for Problem A. We consider the con-
jugated differential operators

L ≡ ∂3

∂ξ3
− ∂2

∂η2
, L∗ ≡ − ∂3

∂ξ3
− ∂2

∂η2
.

There is the identity:

ϕL [ψ]− ψL∗ [ϕ] ≡ ∂

∂ξ
(ϕψξξ − ϕξψξ + ϕξξψ)− ∂

∂η
(ϕψη − ϕηψ)

where ϕ, ψ are sufficiently smooth functions.
Integrating this identity over the domain D, we obtain∫∫

D

[ϕL [ψ]− ψL∗ [ϕ]] dξdη =
∫∫

D

∂

∂ξ
(ϕψξξ − ϕξψξ + ϕξξψ) dξdη

−
∫∫

D

∂

∂η
(ϕψη − ϕηψ)dξdη. (4.1)
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Now we take the fundamental solution U(x, y; ξ, η) of equation uxxx−uyy = 0,
as the function ϕ. As the function of (ξ, η) U(x, y; ξ, η) satisfies

L∗ [U ] ≡ −Uξξξ − Uηη = 0

at (x, y) �= (ξ, η) . As the function ψ, we take any regular solution u(ξ, η) of the
equation uxxx − uyy = f(x, y). Observing that Uη(x, y; ξ, η) has a singularity at
y = η, we divide the domain D into two domains: D = lim

ε→0
(Dε

1 ∪Dε
2) where

Dε
1 = {(ξ, η) : 0 < ξ < p, 0 < η < y − ε} ,

Dε
2 = {(ξ, η) : 0 < ξ < p, , y + ε < η < l} .

Then the identity (4.1) gets the form
∫∫

D

U(x, y; ξ, η)f(ξ, η) dξdη

= lim
ε→0+

p∫

0

y−ε∫

0

∂

∂ξ
(Uuξξ − Uξuξ + Uξξu)dξdη

+ lim
ε→0+

p∫

0

l∫

y+ε

∂

∂ξ
(Uuξξ − Uξuξ + Uξξu)dξdη

− lim
ε→0+

p∫

0

y−ε∫

0

∂

∂η
(Uuη − Uηu) dξdη− lim

ε→0+

p∫

0

l∫

y+ε

∂

∂η
(Uuη − Uηu) dξdη

= lim
ε→0+

y−ε∫

0

(Uuξξ − Uξuξ + Uξξu) |ξ=pξ=0dη + lim
ε→0+

l∫

y+ε

(Uuξξ − Uξuξ + Uξξu) |ξ=pξ=0dη

− lim
ε→0+

p∫

0

(Uuη − Uηu)
∣∣∣η=y−ξη=0 dξ − lim

ε→0+

p∫

0

(Uuη − Uηu)
∣∣∣η=lη=y+ε dξ

=

y∫

0

(Uuξξ − Uξuξ + Uξξu) |ξ=pξ=0dη+

l∫

y

(Uuξξ − Uξuξ + Uξξu) |ξ=pξ=0dη

− lim
ε→0+

p∫

0

[U (x, y; ξ, y − ε)uη (ξ, y − ε)− U (x, y; ξ, 0)uη (ξ, 0)] dξ

+ lim
ε→0+

p∫

0

[Uη (x, y; ξ, y − ε)u (ξ, y − ε)− Uη (x, y; ξ, 0)u (ξ, 0)] dξ
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− lim
ε→0+

p∫

0

[U (x, y; ξ, l)uη (ξ, l)− U (x, y; ξ, y + ε)uη (ξ, y + ε)] dξ

+ lim
ε→0+

p∫

0

[Uη (x, y; ξ, l) u (ξ, l)− Uη (x, y; ξ, y + ε)u (ξ, y + ε)]dξ

=

l∫

0

(Uuξξ − Uξuξ + Uξξu) |ξ=pξ=0dη

−
p∫

0

[U (x, y; ξ, l)uη (ξ, l)− U (x, y; ξ, 0) uη (ξ, 0)] dξ

+

p∫

0

[Uη (x, y; ξ, l)u (ξ, l)− Uη (x, y; ξ, 0)u (ξ, 0)] dξ

+ lim
ε→0+

p∫

0

Uη (x, y; ξ, y − ε)u (ξ, y − ε) dξ

− lim
ε→0+

p∫

0

Uη (x, y; ξ, y + ε)u (ξ, y + ε) dξ.

Simplifying this expression, we obtain∫∫

D

U(x, y; ξ, η)f(ξ, η) dξdη

=

l∫

0

[Uuξξ − Uξuξ + Uξξu] |ξ=pξ=0dη

−
p∫

0

U(x, y; ξ, η)uη(ξ, η)|η=lη=0dξ

+

p∫

0

Uη(x, y; ξ, η)u(ξ, η)|η=lη=0dξ

+ lim
ε→0+

p∫

0

Uη (x, y; ξ, y − ε)u (ξ, y − ε) dξ

− lim
ε→0+

p∫

0

Uη (x, y; ξ, y + ε)u (ξ, y + ε) dξ. (4.2)
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Considering Theorem 3 in [13], we obtain from (4.2)
∫∫

D

U(x, y; ξ, η)f(ξ, η) dξdη

=

l∫

0

(Uuξξ − Uξuξ + Uξξu) |ξ=pξ=0dη

−
p∫

0

U(x, y; ξ, η)uη(ξ, η)|η=lη=0dξ +

p∫

0

Uη(x, y; ξ, η)u(ξ, η)|η=lη=0dξ − 2u(x, y).

Hence, we have finally

2u(x, y) =

l∫

0

(Uuξξ − Uξuξ + Uξξu) |ξ=pξ=0dη −
p∫

0

(Uuη − Uηu) |η=lη=0dξ

−
∫∫

D

U(x, y; ξ, η)f(ξ, η) dξdη. (4.3)

Let now W (x, y, ξ, η) be any regular solution of the equation L∗[u] = 0, and
u(x, y) be any regular solution of the equation uxxx−uyy = f(x, y). Then assuming
in (4.1) ϕ = W (x, y; ξ, η), ψ = u(ξ, η), we have

0 =

l∫

0

(Wuξξ −Wξuξ +Wξξu) |ξ=pξ=0dη −
p∫

0

(Wuη −Wηu) |η=lη=0dξ

−
∫∫

D

W (x, y; ξ, η)f(ξ, η) dξdη; (4.4)

2u(x, y) =

l∫

0

(Guξξ −Gξuξ +Gξξu) |ξ=pξ=0dη −
p∫

0

(Guη −Gηu) |η=lη=0dξ

−
∫∫

D

G(x, y; ξ, η)f(ξ, η) dξdη. (4.5)

where
G(x, y; ξ, η) = U(x, y; ξ, η)−W (x, y; ξ, η).

Now we construct the function G(x, y; ξ, η) which for (x, y) must have the
following properties: as a function of (x, y) �= (ξ, η)





L[G] = 0,
G(x, 0; ξ, η) = G(x, l; ξ, η) = 0,
G(0, y; ξ, η) = G(p, y; ξ, η) = Gx(p, y; ξ, η) = 0,

(4.6)
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as a function of (ξ, η) :



L∗[G] = 0,
G(x, y; ξ, 0) = G(x, y; ξ, l) = 0,
G(x, y; 0, η) = G(x, y; p, η) = Gξ(x, y; 0, η) = 0.

(4.7)

For this purpose we solve the following auxiliary problem.

Problem A1. Find the regular solution of the equation (1.1) satisfying the boundary
conditions:

u(x, 0) = 0, u(x, l) = 0, 0 < x < p, (4.8)

u(0, y) = u(p, y) = u′x(p, y) = 0, 0 < y < l. (4.9)

We will seek the solution of the stated problem in the form of (see [14])

u(x, y) =
∞∑
k=1

Xk(x) sin
kπ

l
y (4.10)

The function f(x, y) can be decomposed with respect to the particular system{
sin

kπ

l
y

}
of trigonometric functions as

f(x, y) =
∞∑
k=0

fk(x) sin
kπ

l
y (4.11)

where

fk(x) =
2
l

l∫

0

f(x, y) sin
kπ

l
ydy.

Substituting (4.10), (4.11) into (1.1), we obtain
∞∑
k=0

(
X ′′′
k (x) + λ3

kXk(x)− fk(x)
)
sin

kπ

l
y = 0

To find the function Xk(x), we obtain the following problem
{

L[Xk] = X ′′′
k (x) + λ3

kXk(x) = fk(x)

Xk(0) = Xk(p) = X ′
k(p) = 0

(4.12)

where

λ3
k =

(
kπ

l

)2

.

We look for the solution of problem (4.12). Using the method of constructing
Green’s function [15] which has following characteristic properties:
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1. Gk(x, ξ) is continuous and has continuous derivatives for 0 ≤ x ≤ p;
2. Its second-order derivative with respect to x has a jump discontinuity at
x = ξ being equal to 1, i.e.,

∂2Gk(x, ξ)
∂x2

∣∣∣∣
x=ξ+0

− ∂2Gk(x, ξ)
∂x2

∣∣∣∣
x=ξ−0

= 1.

3. In each of the intervals 0 ≤ x ≤ ξ and ξ ≤ x ≤ p, the following function
Gk(x, ξ), considered as a function of x, is the solution of the equation

L[Gk] =
∂3Gk
∂x3

+ λ3
kGk = 0.

4. The following Gk(0, ξ) = Gk(p, ξ) = Gkx(p, ξ) = 0.

We construct the Green function. So linearly independent solutions of the
equation

X ′′′
k + λ3

kXk = 0

have the form

X1 = e−λkx, X2 = e
λk
2 x cos

√
3

2
λkx, X3 = e

λk
2 x sin

√
3

2
λkx.

We represent the Green function to be sought in the form

Gk(x, ξ) =




a1e
−λkx + a2e

λk
2 x cos

√
3

2
λkx+ a3e

λk
2 x sin

√
3

2
λkx, 0 ≤ x ≤ ξ;

b1e
−λkx + b2e

λk
2 x cos

√
3

2
λkx+ b3e

λk
2 x sin

√
3

2
λkx, ξ ≤ x ≤ p

(4.13)
where a1, a2, a3, b1, b2, b3 are yet unknown functions of ξ.

Using Properties 1) and 2) of the Green function and substituting ck(ξ) =
bk(ξ) − ak(ξ), k = 1, 2, 3, we obtain the system of linear equations for finding the
function ck(ξ) :




c1e
−λkξ + c2e

λk
2 ξ cos

√
3

2
λkξ + c3e

λk
2 ξ sin

√
3

2
λkξ = 0,

−c1e−λkξ + c2e
λk
2 ξ cos

(√
3

2
λkξ +

π

3

)
+ c3e

λk
2 ξ sin

(√
3

2
λkξ +

π

3

)
= 0,

c1e
−λkξ + c2e

λk
2 ξ cos

(√
3

2
λkξ +

2π
3

)
+ c3e

λk
2 ξ sin

(√
3

2
λkξ +

2π
3

)
=

1
λ2
k

.

The determinant of this system is equal to the value of the Wronskian
W (X1, X2, X3) at the point x = ξ, therefore it is different from zero and is equal
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to
3
√

3
2
. Calculating ∆c1 , i = 1, 2, 3, we find:

c1(ξ) =
eλkξ

3λ2
k

, c2(ξ) = −
2e−

λk
2 ξ sin

(√
3

2
λkξ +

π

6

)

3λ2
k

,

c3(ξ) =

2e−
λk
2 ξ cos

(√
3

2
λkξ +

π

6

)

3λ2
k

.

Next, we use Property 4) of Green’s function. In our case, these relations will take
the form



b1 + b2 =
1

3λ2
k

(
eλkξ − 2e−

λk
2 ξ sin

(√
3

2
λkξ +

π

6

))
,

b1e
−λkp + b2e

λk
2 p cos

√
3

2
λkp+ b3e

λk
2 p sin

√
3

2
λkp = 0,

−b1e−λkp + b2e
λk
2 p cos

(√
3

2
λkp+

π

3

)
+ b3e

λk
2 p sin

(√
3

2
λkp+

π

3

)
= 0.

Because X1 (0) , X2 (l) , X ′
3 (l) , are linearly independent the determinant of this

system is different from zero:

∆ =
√

3
2

(
eλkp − 2e−

λk
2 p sin

(√
3

2
λkp+

π

6

))
�= 0.

Calculating ∆bi , i = 1, 2, 3, we find

b1 =

eλkξ − 2e−
λk
2 ξ sin

(√
3

2
λkξ +

π

6

)

3λ2
k

(
1− 2e−

3
2λkp sin

(√
3

2
λkp+

π

6

)) ,

b2 = −
2e−

3
2λkp

(
eλkξ − 2e−

λk
2 ξ sin

(√
3

2
λkξ +

π

6

))
sin

(√
3

2
λkp+

π

6

)

3λ2
k

(
1− 2e−

3
2λkp sin

(√
3

2
λkp+

π

6

)) ,

b3 =

2e−
3
2λkp

(
eλkξ − 2e−

λk
2 ξ sin

(√
3

2
λkξ +

π

6

))
cos

(√
3

2
λkp+

π

6

)

3λ2
k

(
1− 2e−

3
2λkp sin

(√
3

2
λkp+

π

6

)) .



74 Y.P. Apakov

Taking into account that ak (ξ) = bk (ξ)−ck (ξ) , k = 1, 2, 3, we find ak, k = 1, 2, 3:

a1 =

2e−λk( 3
2p−ξ) sin

(√
3

2
λkp+

π

6

)
− 2e−

λk
2 ξ sin

(√
3

2
λkξ +

π

6

)

3λ2
k

(
1− 2e−

3
2λkp sin

(√
3

2
λkp+

π

6

)) ,

a2 = −a1 = −
2e−λk( 3

2p−ξ) sin

(√
3

2
λkp+

π

6

)
− 2e−

λk
2 ξ sin

(√
3

2
λkξ +

π

6

)

3λ2
k

(
1− 2e−

3
2λkp sin

(√
3

2
λkp+

π

6

)) ,

a3 =

2e−λk( 3
2p−ξ) cos

(√
3

2
λkp+

π

6

)
− 2e−

λk
2 ξcos

(√
3

2
λkξ +

π

6

)

3λ2
k

(
1− 2e−

3
2λkp sin

(√
3

2
λkp+

π

6

))

+
4e−

λk
2 (3p+ξ) sin

√
3

2
λk (p− ξ)

3λ2
k

(
1− 2e−

3
2λkp sin

(√
3

2
λkp+

π

6

)) .

Substituting the obtained values into (4.13), we obtain the function Gk (x, ξ) in
the form:

Gk(x, ξ) =
1
∆

{
2e−λk( 3

2p+x−ξ) sin

(√
3

2
λkp+

π

6

)
(4.14a)

− 2e−
λk
2 (2x+ξ) sin

(√
3

2
λkξ +

π

6

)

− 2e−λk( 3
2p−ξ− x

2 ) sin

[√
3

2
λk (p− x) +

π

6

]

+ 2e−
λk
2 (ξ−x) sin

[√
3

2
λk (ξ − x) +

π

6

]

+ 4e−
λk
2 (3p+ξ−x) sin

[√
3

2
λk (p− ξ)

]
sin
√

3
2
λkx

}
,

0 � x � ξ;
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Gk (x, ξ) =
1
∆

{
−2e−

λk
2 (2x+ξ) sin

(√
3

2
λkξ +

π

6

)
(4.14b)

− 2e−λk( 3
2p−ξ− x

2 ) sin

[√
3

2
λk (p− x) +

π

6

]
+ e−λk(x−ξ)

+ 4e−
λk
2 (3p+ξ−x) sin

[√
3

2
λk (p− x) +

π

6

]
sin

(√
3

2
λkξ +

π

6

)}
,

ξ � x � p

where

∆ = 3λ2
k

(
1− 2e−

3
2λkp sin

(√
3

2
λkp+

π

6

))
.

It is easy to verify that the function determined by formula (4.14) possesses all the
properties formulated for the Green function. Thus the Green function has been
constructed, hence, the solution of the problem A1 has the form

Xk (x) =

p∫

0

Gk (x, ξ) fk (ξ)dξ, (4.15)

Then by the formula (4.10), taking into account (4.15), the solution of prob-
lem A1 becomes the form

u (x, y) =
∞∑
k=1

p∫

0

Gk (x, ξ)fk (ξ) dξ sin
πk

l
y =

p∫

0

∞∑
k=1

Gk (x, ξ) sin
πky

l
fk (ξ) dξ.

(4.16)
If the function u(x, y) and its derivations uxxx, uyy converge uniformly in D, then
the function u(x, y) gives the solution of problem A1. We estimate the function
(4.16) as:

|u (x, y)| �

∣∣∣∣∣∣

p∫

0

∞∑
k=1

Gk (x, ξ) sin
πky

l
fk (ξ) dξ

∣∣∣∣∣∣
(4.17)

�
p∫

0

∞∑
k=1

|Gk (x, ξ)|
∣∣∣∣sin

πk

l
y

∣∣∣∣ |fk (ξ)| dξ �
p∫

0

∞∑
k=1

|Gk (x, ξ)| |fk (ξ)| dξ.

Under the assumptions stated above, the following inequality [16] is valid for the
function f(x, y) :

|fk(ξ)| �
M1

k2
, M1 = const > 0,

since fk(ξ) are the Fourier coefficients of f(x, y) in the segment (0, l).
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Taking this into account, (4.17) can be rewritten as:

|u (x, y)| �
p∫

0

∞∑
k=1

|Gk (x, ξ)| |fk (ξ)|dξ � M1

p∫

0

∞∑
k=1

1
k2
|Gk (x, ξ)| dξ. (4.18)

Estimating Gk (x, ξ), we find from (4.14):

|Gk(x, ξ)| �





10
3
e−

3
2λkp

λ2
k

+
2
3
e−

1
2λkδ1

λ2
k

, 0 � x < ξ, 0 < δ1 < ξ − x,

8
3
e−

3
2λkp

λ2
k

+
1
3
e−

1
2λkδ2

λ2
k

, ξ < x � l, 0 < δ2 < x− ξ,

or

|Gk (x, ξ)| � 10
3
e−

3
2λkp

λ2
k

+
2
3
e−

1
2λkδ

λ2
k

= M2k
− 4

3 . (4.19)

Then we obtain from (4.18)

|u (x, y)| � M3k
− 10

3 .

Hence the series (4.16) converges uniformly. Next we show that the series of the
derivatives uxxx converges uniformly. We have

∂3u (x, y)
∂x3

=

p∫

0

∞∑
k=1

∂3

∂x3
Gk (x, ξ)fk (ξ) dξ =

p∫

0

∞∑
k=1

λ3
kGk (x, ξ) fk (ξ) dξ, (4.20)

∣∣∣∣
∂3u (x, y)
∂x3

∣∣∣∣ �
p∫

0

∞∑
k=1

∣∣λ3
k Gk (x, ξ)

∣∣ |fk (ξ)| dξ � M4

p∫

0

∞∑
k=1

1
k2

∣∣λ3
kGk (x, ξ)

∣∣ dξ,

(4.21)
hence, ∣∣λ3

kGk (x, ξ)
∣∣ � 10

3
λke

− 3
2λkp +

2
3
λke

− 1
2λkδ � M5k

2
3

and we have from (4.21)
∣∣∣∣
∂3u(x, y)
∂x3

∣∣∣∣ ≤M6k
− 4

3 , Mi = const ≥ 0, i = 1, 6.

We obtain that the series (4.20) converges uniformly. Since

∂2u (x, y)
∂y2

=
∂3u (x, y)
∂x3

,

the uniform convergence of the derivatives
∂2u

∂y2
is also proven.

That is, it is possible to differentiate the series (4.16) term by term, what
is necessary to satisfy the equation (1.1). Change of the order of summation and
integration is always valid, since the series under the integral (4.16) converges with
respect to ξ.
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Replacing fk(ξ) with their values in the solution (4.16), we obtain the final
solution of the auxiliary problem A1 in the form

u (x, y) =

p∫

0

∞∑
k=1

Gk (x, ξ) sin
πky

l
fk (ξ) dξ

=
2
l

p∫

0

∞∑
k=1

Gk (x, ξ)

l∫

0

f (ξ, η) sin
πk

l
η sin

πk

l
ydηdξ

=

p∫

0

l∫

0

f (ξ, η)
2
l

∞∑
k=1

Gk (x, ξ) sin
πk

l
η sin

πk

l
y dξdη

=

p∫

0

l∫

0

G (x, ξ, y, η) f (ξ, η) dξ dη

where

G (x, ξ, y, η) =
2
l

∞∑
k=1

Gk (x, ξ) sin
πk

l
η sin

πk

l
y. (4.22)

It is easy to be sure that the function G (x, ξ, y, η) satisfies all the conditions
of the problems (4.6) and (4.7).

The function (4.22) is the Green function of the first boundary problem for
the domain D. Convergence of the series (4.22) follows from the estimate (4.17)
for the function Gk (x, ξ) at x �= ξ. Taking the boundary conditions (4.6), (4.7)
for the function G (x, ξ, y, η) and the boundary conditions (2.2), (3.1) into account
from (4.4) the solution of problem A is attained in the explicit form:

2u (x, y) =

l∫

0

Gξξ (x, y, p, η)ψ2 (η) dη−
l∫

0

Gξξ (x, y, 0, η)ψ1 (η) dη

−
l∫

0

Gξ (x, y, p, η)ψ3 (η) dη +

p∫

0

Gη (x, y, ξ, l)ϕ2 (ξ) dξ

−
p∫

0

Gη (x, y, ξ, 0)ϕ1 (ξ) dξ−
∫∫

D

G (x, y, ξ, η) f (ξ, η) dξdη. (4.23)

Eventually we have gained the solution in explicit form. Thereby we have proved
the following result.

Theorem 2. Let ϕi (x) ∈ C [0, p] , i = 1, 2, ψj (y) ∈ C [0, l] , j = 1, 3, f (x, y) ∈
C0,2
x,y

(
D
)
, and the condition of convergence is valid. Then the solution of problem

A has the form (4.23) where the Green function G (x, ξ, y, η) is determined by the
formula (4.22).
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Zξξξ − Zη = 0, Zξξξ − Zηη = 0. Ark. Mat. Astron. Fys. 1916, 11, p. 32–43.

[4] L. Cattabriga, Potenziali di linea e di dominio per equazioni non paraboliche in due
variabili a caratteristiche multiple. Rendiconti del seminario matimatico della univ.
di Padova. 1961, vol. 31, 1–45.

[5] S. Abdinazarov, On one third-order equation. Izv. AN UzSSR, ser. fiz.-mat. nauk,
1989, 6, 3–6 (in Russian).

[6] A.R. Khashimov, On one problem for the equation of the mixed type with multiple
characteristics. Uzbek Math. Journal, 1995, 2, 93–97 (in Russian).

[7] O.S. Ryzhov, Asymptotical portrait for flow of rotation bodies with the stream of
viscous and head conducting gas. Prikladnaya matematika i mekhanika, 1952, 2(6),
1004–1014 (in Russian).

[8] V.N. Diesperov, On the Green function for the linearized viscous transonic equation.
Jurnal vychislitelnoy matematiki i matematicheskoy fiziki, 1972, 12(5), 1265–1279
(in Russian).

[9] T.Dj. Djuraev, Yu.P. Apakov, On the automodel solution of one third-order equation
with multiple characteristics. Herald of the Samara State Technical University, series
of Physical and Mathematical Sciences, 2007, 2(15), 18–26 (in Russian).

[10] H. Bateman, A. Erdelyi, Higher Transcendental Functions. Vol. 1. “Nauka”, Moscow,
1973, 296 p. (in Russian).

[11] Yu. Irgashev, Yu.P. Apakov, The first boundary value problem for the third-order
equation of pseudoelliptic type. Uzbek Math. Journal, 2006, 2, 44–51 (in Russian).

[12] Yu.P. Apakov, On the solution of one boundary-value problem for a non homogenous
equation of the 3rd order. Thesis of the International Conference “Differential Equa-
tions, Theory of Functions and Applications”, 2007, 28 May–2 June. Novosibirsk,
65–66 (in Russian).

[13] T.Dj. Djurayev, Yu.P. Apakov, To the theories of the equation of third order with
multiple characteristics containing the second derivative on a time. Ukrainian math-
ematical journal. Kiev, 2010, 62, No. 1, 40–51 (in Russian).

[14] A.N. Tikhonov, A.A. Samarskiy, Equation of Mathematical Physics. “Nauka”,
Moskov, 1977, 735 p. (in Russian).

[15] M.L. Krasnov, A.I. Kiselyev, G.I. Makarenko, Integral Equations. The 2nd edition.
“Nauka”, Moscow, 1976, 216 p. (in Russian).

[16] L.D. Kudryavtsev, Kurs Matematicheskogo Analiza (Calculus). Vol. 3. The 2nd edi-
tion. “Visshaya Shkola”, Moscow. 1989, 352 p. (in Russian).

Yusupjon P. Apakov
Namangan Engineering-Pedagogical Institute, Namangan, Uzbekistan
e-mail: apakov.1956@mail.ru

mailto:apakov.1956@mail.ru


Operator Theory:
Advances and Applications, Vol. 216, 79–91
c© 2011 Springer Basel AG

On Stability and Trace Regularity of Solutions
to Reissner-Mindlin-Timoshenko Equations

George Avalos and Daniel Toundykov

Communicated by F. Bucci and I. Lasiecka

Abstract. Uniform stability of Reissner-Mindlin-Timoshenko (RMT) plates is
addressed. Similarly to waves, Kirchhoff plates, and elastodynamics, boundary
stabilization of the RMT model relies on an observability inequality, which
in turn necessitates the derivation of certain trace regularity estimates. The
exponential stability of RMT plates has been quoted for many years, yet, to
the best of our knowledge, a detailed analysis of a requisite trace regularity
result does not appear to exist in the literature. The purpose of this note is
to provide such details.

Mathematics Subject Classification (2000). Primary: 74K20, 93B07; Secondary:
93D15.

Keywords. Reisser-Mindlin plate, Mindlin-Timoshenko plate, boundary damp-
ing, Neumann feedback, stability, trace regularity.

1. Introduction

In the past few years there has been an increased interest in Reissner-Mindlin-
Timoshenko (RMT) plate equations, inasmuch as they provide a more accurate
description of flexural vibrations of thin elastic plates (vis-a-vis Kirchhoff plate
models). In addition to a large body of results on applications of the finite element
method to this system – a topic beyond the scope of this article – a number of
new analytic developments have emerged.

For modeling and variational framework see the articles by R. Paroni, P.
Podio-Guidugli, and G. Tomassetti [PPGT06, PPGT07]; M. Pedersen [Ped07c,

The research of George Avalos was partially supported by the National Science Foundation under
Grants DMS-0606776 and DMS-0908476.
The research of Daniel Toundykov was partially supported by the National Science Foundation
under Grant DMS-0908270.
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Ped08]; V. Rensburg, L. Zietsman and Merve [vRZvdM09]. Coupled PDE dynam-
ics was discussed by C. Giorgi and M. Naso [GN06] (RMT with thermal effects),
and M. Grobbelaar [Dal06, Dal08] (coupling with acoustic and thermal dynamics).

I. Chueshov and I. Lasiecka studied global exponential attractor for the sys-
tem with full interior damping [CL06]. Boundary controllability of RMT plates
was addressed by M. Pedersen in [Ped07a, Ped07b]; C. Giorgi, F. Vegni [GV07]
proved uniform stability of a viscoelastic model with exponentially decaying mem-
ory kernels.

The focus of the discussion below will be on the uniform stability of the RMT
system subject to boundary feedback controls. In this area the known results are
somewhat less comprehensive. S. Fernández and D. Hugo [FS09] proved (strong)
non-exponential stability, when boundary feedbacks act only on the filament angles
of the state vector. Uniform stability of a (3D) structural acoustics model with an
interface on an RMT plate is treated in an upcoming paper by the authors [AT10].

While an analytic approach to exponential stability of linear RMT plates was
presented by J. Lagnese back in 1980s [Lag89], we do not believe there exists in the
literature a comprehensive analysis of the necessary trace estimates arising in the
general problem of boundary stabilization for this model. The associated challenges
can be circumvented by imposing additional geometric constraints on the shape
of the domain. Thus, the observability result established in [Ped07b] requires the
domain to be star-shaped; likewise [FS09] deals with a rectangular boundary. The
result in [Lag89] does not explicitly place geometrical conditions on the boundary
where the feedback is active, however, it omits the discussion of the necessary
trace estimates (for example, [Lag89, equation (3.38)] involves well-defined traces
of the solutions and cannot be justified by quoting Korn’s inequality). The key
role played by trace regularity in this context was first noted by I. Lasiecka and
R. Triggiani in [LT92] for wave equations; analogous conclusions for plates and
linear elasticity were later made by M.A. Horn [Hor98a]; in a more recent paper
M. Grobbelaar [Dal06] remarked on the importance of trace regularity estimates
for RMT plates. The goal of this note is to address this aspect which, as far as we
are aware, has been missing from the literature to date.

1.1. Role of geometry and trace regularity in stabilization of PDE’s

Boundary observability of hyperbolic PDE systems is intrinsically linked with the
geometric configuration of the underlying physical domain. This phenomenon was
first rigorously exhibited for wave equations in the seminal paper by C. Bardos,
G. Lebeau and J. Rauch [BLR92], which proved that observability of finite-energy
solutions necessarily requires all rays of geometric optics within the domain to
interact with the controlled boundary. For a comprehensive overview of geometric
aspects of control theory see R. Gulliver, I. Lasiecka, W. Littman, R. Triggiani
[GLLT04].

However, when considering the construction of such “reverse” inequalities
for second-order hyperbolic PDE’s, even Neumann feedbacks acting on the entire
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boundary require some form of geometrical restrictions. In fact, dating from the
earliest boundary controllability studies, which focused on the wave equation, the
analysis relied on the star-shaped property of the underlying domain. In the course
of invoking a so-called multiplier method, the key to obtaining the necessary esti-
mates was in finding a smooth vector field h(x) whose Hessian was strictly positive
definite in the interior of the domain, while on the boundary h(x) · ν(x) > 0, with
ν denoting the outward unit normal field. A sufficient geometric assumption would
be for the domain to be star-shaped with respect to some fixed interior point x0.
Sufficiency of this condition for control and observation was first conjectured by J.
Quinn and D. Russell in [QR77], and subsequently established in the work of G.
Chen [Che79]; the corresponding vector field is radial and given by h(x) = x− x0.
Existence of fields with similar properties was applied by J. Lagnese to study
uniform stability of elasticity systems, [Lag83] and thin plates [Lag89].

One would, however, expect that full boundary damping of Neumann type –
for instance on a wave equation:

wtt(x, t) −∆w(x, t) = 0, x ∈ Ω ⊂ R
n, t ∈ (0, T )

∂w

∂ν
(x, t) + w(x, t) = −g(wt(x, t)), x ∈ Γ := ∂Ω, t ∈ (0, T ),

(1.1)

– would not necessitate any geometric restrictions, and, at least for a suitable feed-
back map g, would suffice to exponentially stabilize the system. However, the proof
of stability in this situation requires showing that Neumann feedback also “con-
trols” the tangential derivatives on the boundary – a conjecture whose argument
has historically been a highly nontrivial challenge and which became the primary
reason why the star-shaped condition was being employed even for full boundary
dissipation. The fact that indeed no restrictions are actually necessary was first
discovered by I. Lasiecka and R. Triggiani [LT92]. The proof required microlocal
analysis and regularity theory for elliptic PDE’s. Essentially the theorem showed
that the normal component and the velocity feedback of the solution to (1.1) also
offered control on tangential derivatives of the solution on the boundary:

∫ T−λ

λ

∫

Ω

∣∣∣∣
∂w

∂τ

∣∣∣∣
2

dxdt ≤ CT,λ
∫ T

0

∫

Ω

(∣∣∣∣
∂w

∂ν

∣∣∣∣
2

+ w2
t

)
dxdt + l.o.t.(w), (1.2)

(where l.o.t. represents “lower-order terms” which essentially correspond to semi-
norms of w in spaces that compactly embed into the finite-energy space H1×L2).
A need for an inequality of this type arises whenever boundary stabilization of a
hyperbolic system is considered, however, because of relatively canonical appear-
ance of the microlocal quantities involved, the proof of (1.2) does not immediately
carry over to other types of PDE’s, especially when a system is comprised of sev-
eral coupled equations. An extension of the estimate (1.2) to linear elasticity was
first carried out by M. Horn [Hor98a]; for an excellent overview of boundary trace
regularity and its connection to stability see also another paper by that author
[Hor98b]. For another proof and some additional details on this result for elasto-
dynamics see [AT09].
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Extensions to Kirchhoff plates were developed by I. Lasiecka and R. Triggiani
in [LT93, LT00]; a substantially more challenging analog for shells was later treated
by them in [LT02]. To this date, however, no versions of this argument have been
available for RMT plates.

1.2. Goals and challenges

The necessity of (1.2)-type inequality for stabilization of plates was pointed out in
[Hor98b], and for the RMT model in particular, by M. Grobbelaar in [Dal06]. The
difficulty in attempting to follow the program outlined in [LT92] is that the system
now consists of three 2nd-order coupled hyperbolic equations which entails special
algebraic considerations: namely, the connection between the “damped” co-normal
derivative (associated to the divergence-form elliptic part of the system) and the
tangential gradient on the boundary must be addressed; a similar challenge is
known to arise in the case of the system of dynamic elasticity. The corresponding
inequality for the RMT plate is presented in Theorem 3.1; it constitutes the main
result of this paper and is a key technical step to the proof of the exponential
stability of the associated linear system, as presented in Theorem 2.1.

2. Reissner-Mindlin-Timoshenko (RMT) plate

The RMT equations were introduced by Reissner [Rei45] and Mindlin [Min51].
The origins of the model go back to the theory of flexural vibrations of elastic
beams: it had been long known that the classical Euler-Bernoulli (EB) equations
offer limited accuracy when it comes to vibrations of higher modes; the EB model
is also inapplicable when the cross-sectional dimension of the beam is comparable
to the wave-length of flexural motions. Rayleigh [RS45] (first published in 1877–
1878) attempted to correct the error by taking into account the effect of rotatory
inertia. Subsequently Timoshenko (e.g., see the 1921 and 1937 papers in [Tim53])
included the effect of shear deformations. The RMT system is a 2-dimensional
analog of the Timoshenko beam.

Unlike the classical Kirchhoff plate theory, the hypotheses underlying the
RMT equations do not assert that the filaments of the plate remain perpendicular
to the deformed mid-surface, and shear and rotatory inertia are taken into account.
For a summary of equations see, for instance, [Lag89, Ch. 3]. The state vector of
the plate is given by a vector [u, ψ, φ], where u is the deflection of the plate’s mid-
surface occupying domain Ω ⊂ R

2, and ψ, φ are rotation angles of the filaments
of the plate.

Let the parameters ρ and h stand respectively for the (constant) mass density
of the plate and its thickness; α is the shear modulus, β: the modulus of flexural
rigidity, and 0 < µ < 1. Functions f1, f2, f3 represent generic forcing terms. The
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RMT equations read:

(ρh)
∂2u

∂t2
−α div

[
ψ + ux, φ+ uy

]
= f1 (2.1)

(
ρh3

12

) ∂2

∂t2

[
ψ
φ

]
−β div

[
ψx + µφy 1

2 (1−µ)(ψy + φx)
1
2 (1−µ)(ψy + φx) µψx + φy

]
+ α

[
ψ + ux
φ+ uy

]
=
[
f2
f3

]
.

The div operator in the second equation denotes the divergence applied to each
row vector (or divergence of the column vectors). The initial data for this system
belongs to the following finite energy space:{

{u(0), ψ(0), φ(0)}, {ut(0), ψt(0), φt(0)}
}
∈H ∼= [H1(Ω)]3 × [L2(Ω)]3.

Let us introduce a more compact notation:

U =



u
ψ
φ


 , F =



f1
f2
f3


 , M :=

[
ρh

ρh3/12

]
, Cµ := 1

2 (1 − µ)

S = S(U) :=




α(ψ + ux) α(φ + uy)
β(ψx + µφy) βCµ(ψy + φx)
βCµ(ψy + φx) β(µψx + φy)


 , Q = Q(U) :=




0
α(ψ + ux)
α(φ+ uy)


 .

Then a generic RMT system with a Neumann boundary data can be written as

MUtt − div S + Q = F in QT := Ω× (0, T ) (2.2)

{U(0),Ut(0)} = {U0,U1} ∈H (2.3)

S ν +KU = −G in ΣT := Γ× (0, T ); Γ := ∂Ω, (2.4)
for a symmetric positive definite matrix K. Here Sν stands for the regular matrix-
vector multiplication (i.e., the column vector whose entries are the dot-products
of ν with the row-vectors of S).

The energy functional for the above system is equivalent (via a version of
Korn’s inequality) to the squared norm of the solution {U,Ut} on H , and is
given by [AT10]:

E(t) = E(Ut(t),U(t))

:= 1
2

(
ρh‖ut(t)‖2L2(Ω) +

ρh3

12
‖ψt(t)‖2L2(Ω) +

ρh3

12
‖φt(t)‖2L2(Ω)

)

+
α

2
‖ψ(t) + ux(t)‖2L2(Ω) +

α

2
‖φ(t) + uy(t)‖2L2(Ω)

+
β

2

(
‖ψx(t)‖2L2(Ω) + 2µ

〈
ψx(t), φy(t)

〉
Ω

+ ‖φy(t)‖2L2(Ω)

)

+
βCµ

2
‖ψy(t) + φx(t)‖2L2(Ω).

(2.5)

Well-posedness of (2.2)–(2.4) for linear boundary feedbacks follows the standard
semigroup theory assuming the source F has a suitable structure; in fact, the
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argument extends to non-linear boundary feedbacks via the theory of m-accretive
operators. The reader is referred to [AT10] for details.

Consider a simplified version of this model with F = 0 and with a linear
dissipative. Then the following uniform stability result holds:

Theorem 2.1 (Exponential stability of the linear model). Let F = 0 and G =
G(Ut) for a positive definite 3× 3 matrix G. Then the system (2.2)–(2.4) is expo-
nentially stable, in the sense that there exists T > 0 (dependent on the diameter
of Ω), γ > 0, and C(E(0)), the latter dependent only the initial energy, such that
E(t) ≤ C(E(0))e−γt for all t > T .

As was mentioned above, the known versions of this result omit some de-
tails of the necessary trace estimates. The complete argument can be found in
the upcoming paper by the authors [AT10], which, in addition, addresses a more
general setting of coupled wave and plate dynamics, with fully nonlinear feed-
backs restricted to portions of the boundary. The argument uses weighted multi-
pliers based on non-radial fields, and relies on the aforementioned trace regularity
estimates, which show that the co-normal derivative and the velocity feedback
uniformly control the gradient of the solution on the boundary.

3. Trace regularity of solutions to RMT equations

The following inequality is one of the key arguments leading to the proof the
uniform boundary stability of (2.2)–(2.4); e.g., as stated in Theorem 2.1 for the
linear version of the system.

Theorem 3.1 (Trace estimates for the RMT plate). Let {U,Ut} be a solution to
(2.2). Then for any T > 0, δ > 0 and positive λ < T/2, there exists a constant
CT,λ,δ such that

∫ T−λ

λ

∫

Γ

|∇U|2 dx dt ≤ CT,λ,δ
∫ T

0

∫

Γ

(
|S ν|2 + |Ut|2

)
dx dt

+ CT,λ,δ‖F‖2[
H− 1

2+δ(QT )
]3

+ CT,λ,δ l.o.t.

l.o.t. = l.o.t.(U,Ut) :=
∥∥U∥∥2

[H1/2+δ(QT )]3
+ ‖Ut‖2[H−1/2+δ(QT )]3 + |U|2[L2(ΣT )]3 .

For any ε > 0, l.o.t. satisfies

CT,λ,δ l.o.t. ≤ ε
∫ T

0

E(t)dt+ CT,λ,δ,ε

∫ T

0

|U|2[L2(Ω)]3 . (3.1)

In addition,

M [ux, uy, ψx, ψy, φx, φy]t = [S ν, ∇u · τ , ∇ψ · τ , ∇φ · τ ]t, (3.2)
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where τ (x) = {τ1(x), τ2(x)}, x ∈ Γ is a smooth tangential frame on Γ and

M =




αν1 αν2 0 0 0 0

0 0 βν1 βCµν2 βCµν2 βµν1
0 0 βµν2 βCµν1 βCµν1 βν2
τ1 τ2 0 0 0 0

0 0 τ1 τ2 0 0

0 0 0 0 τ1 τ2



, detM = const = αβ2

Cµ > 0.

(3.3)

Remark 3.2 (Regularity of solutions). To derive the result of Theorem 3.1 one
needs the trace of the gradient of a solution to be well defined on the boundary;
in particular, it is convenient to assume that the solutions are strong (or, more
generally, at least possess the regularity {U,Ut} ∈ [H3/2+ε(Ω)]3 × [H1(Ω)]3).
However, that does not prevent one from utilizing this result when investigating
stability of weak solutions. In fact, it is a standard procedure in the multiplier
method to carry out all the calculations for smooth initial data, and then extend
only the very final estimate to all weak solutions by density. All that is needed for
stability analysis of weak solutions is that the RHS of the estimate in Theorem
3.1 depends solely on the finite-energy norms and on the boundary data.

The rest of the paper is devoted to the proof of Theorem 3.1. The argument
follows the pioneering strategy of I. Lasiecka and R. Triggiani [LT92], and em-
ploys special technical arguments similar to the ones invoked for elastodynamics
in [Hor98a, AT09].

Pick x̄ on the boundary Γ. Let O be a small open neighborhood of x̄; apply a
smooth cutoff that localizes U to O ∩Ω. Then using a change of coordinates pass
to a locally equivalent elliptic system on a half-space (see, e.g., [Hör03, Sect. 6.4]).
Define

Ω := R
+
x × Ry,

Q := Rt ×Ω, Σ := Rt × {x = 0, y ∈ R}.
Subsequently we will suppress multiplicity when indicating norms, i.e., Hα(Q) will
stand for [Hα(Q)]3 etc. Use notation

Dx :=
1
i

∂

∂x
, Dy :=

1
i

∂

∂y
, Dt :=

1
i

∂

∂t

to write the equations in general form as

P(x, y,Dx, Dy, Dt)U = F in Q (3.4a)

B(0, y,Dx, Dy)U
∣∣
{x=0} = G in Σ. (3.4b)

where
P(x, y,Dx, Dy, Dt) := −k(x, y)D2

t +A(x, y,Dx, Dy) (3.5)

with k(x, y) being is a strictly positive definite diagonal matrix, and A: a strongly
elliptic (3 × 3 matrix) operator of order 2. Under a Fourier-Laplace transform
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(except in the normal direction) substitute

Dx � ξ, Dy → η, Dt → τ = σ − iγ (γ > 0), ν = {−1, 0}.
The entries of the corresponding principal (3 × 3 matrix) symbol Symb[A] of the
operator A are homogeneous second-order polynomials in ξ and η. Since A is
strongly elliptic, there exists a0 > 0 such that

� Symb[A] ≥ a0(|η|2 + |ξ2|) Id . (3.6)

Henceforth we shall restrict the analysis to σ, η ≥ 0 since the proof in the other
quadrants is analogous. For a constant c0 > 0, to be defined in a moment, split
the quadrant into three regions as illustrated in Figure 1:

Re :=
{
{η, σ} : |σ| < c0|η|}

Rtr :=
{
{η, σ} : c0|η| ≤ |σ| ≤ 2c0|η|}

Rh :=
{
{η, σ} : |σ| > 2c0|η|}.

(3.7)

�

�����������

�
�

�
�

�
�

��

σ

η
|σ| = c0|η|

|σ| = 2c0|η|

Rh

Re

Rtr

Figure 1. Decomposition of the frequency domain into elliptic (Re),
and non-elliptic regions, the latter consisting of the hyperbolic (Rh) and
the “transitional” (Rtr) sectors.

In order to use the solution U of the original system (2.2) in the local version
(3.4), we must restrict it in time. For 0 < λ < T/2 let θ(t) ∈ C∞

0 (R) be such that

θ(t) =





1 t ∈]λ, T − λ[
0 t ∈ R \ [0, T ]
a C∞ function with range ]0, 1[ elsewhere .

In addition, define an “elliptic cutoff,” namely an operator X(x, y; t) with a ho-
mogeneous symbol of order 0 in the class S0(R3

txy), given by a C∞ function which
satisfies

χ(σ, η) =

{
1 in Re

0 in Rh

. (3.8)

Apply these cutoffs sequentially:{
P(XθU) = [P , X ]θU +X [P , θ]U +XθF
B(XθU) = [B, X ]θU +XθG .
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Define
Ũ := θU, F̃ := θF, G̃ := θG,

then suppXŨ is restricted to a compact set Ω× [λ, T − λ] ⊂ Q = Rt × Rx × Ry

with boundary Σ = Rt × Ry, and the system reads:

(PX)Ũ = [P , X ]Ũ−Xk(x, y)
(
θ′′U + 2θ′Ut

)
+XF̃ in Q,

(BX)Ũ = [B, X ]Ũ +XG̃ in Σ.
(3.9)

3.1. Elliptic region Re

Due to the strong ellipticity property (3.6) of A it is possible to choose c0 > 0
from (3.7) sufficiently small, so that in Re:

� Symb[P ](x, y; ξ, η, τ) ≥ 1
2
� Symb[A](x, y; ξ, η).

Moreover, the pair {A,B} satisfies the L-condition (the Shapiro-Lopatinskii con-
dition, see, e.g., [WRL95, Sect. 9.3]) as follows from the unique solvability of the
associated elliptic problem {AU = 0, BU = 0}, via, for instance, the Lax-Milgram
Theorem. Consequently, PX is also strongly elliptic, and BX is elliptic with re-
spect to PX .

Taking into account that X belongs to the operator class OPS0
0,0(Σ), the

standard elliptic estimate holds (see, for example, [LM68, P. 188, Theorem 7.4]):

‖XŨ‖H3/2(Q) + ‖Ũ‖H1(Σ)

� ‖[P , X ]Ũ‖
H− 1

2 +δ(Q)

+ ‖θ′′U‖
H− 1

2+δ(Q)
+ ‖θ′Ut‖

H− 1
2+δ(Q)

+ ‖F̃‖
H− 1

2 +δ(Q)

+ ‖[B, X ]Ũ‖L2(Σ) + ‖G̃‖L2(Σ);

(3.10)

where here and henceforth, the notation a(s) � b(s) will indicate a ≤ Cb(s) for
some constant C independent of s. In (3.10) since we have measured the 3/2 frac-
tional power of the elliptic operator, then the interior norms cannot be identified
with spaces in the Sobolev scale and must account for the distance of points to
the boundary. In order to replace these norms with regular Sobolev norms we have
increased the order of terms in the interior by adding δ > 0.

Adjust the elliptic estimate (3.10) appealing to the following facts:

• Operator B can be decomposed as ∂
∂ν +Btan where Btan ∈ OPS1

1,0(Σ). Since
X is a 0-order tangential operator, then

[B, X ] = [Btan, X ] ∈ OPS0
1,0,

which follows from the asymptotic representation of composition operators,
see, e.g., [Tay81, Theorem 4.4, p. 46].
• Similarly [P , X ] ∈ OPS1

1,0.
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Ultimately arrive at:

‖Ũ‖H1(Σ) (3.11)

�
∥∥U∥∥

H1/2+δ(Q)
+ ‖Ut‖H−1/2+δ(Q) + ‖U‖L2(Σ) + ‖F‖H−1/2+δ(Q) + ‖G‖L2(Σ).

3.2. Hyperbolic region Rh

Now, according to the frequency domain decomposition (3.7)

|η|c0 ≤ |σ|. (3.12)

Hence it suffices to estimate ∇U on the boundary via Ut and the tangential
derivatives ∂

∂τ
U, for they are likewise dominated by the velocity component in the

hyperbolic sector. Let ν = {ν1, ν2}, τ = {τ1, τ2} = {−ν2, ν1}, and matrix M , as
in (3.3), be such that

M(∇U) = M [ux, uy, ψx, ψy, φx, φy]t = [S ν,∇u · τ ,∇ψ · τ ,∇φ · τ ]t.

Direct calculation shows:

detM = det




αν1 αν2 0 0 0 0
0 0 βν1 βCµν2 βCµν2 βµν1
0 0 βµν2 βCµν1 βCµν1 βν2
τ1 τ2 0 0 0 0
0 0 τ1 τ2 0 0
0 0 0 0 τ1 τ2




= αβ2
Cµ > 0

since Cµ := 1
2 (1− µ) and µ < 1. Therefore, it is possible to find a constant C > 0

so that
|∇(1 −X)Ũ| ≤ C

(∣∣S[(1 −X)Ũ
]
ν
∣∣+ |∂τ (1−X)Ũ|

)
.

Note that the commutator of the tangential operators ∂τ and (1 −X) has order
zero, hence we may commute them modulo lower-order terms; in addition let us
bound the tangential derivatives by velocity via (3.12):

‖∇(1−X)Ũ‖L2(Σ) �
∥∥∥S[(1−X)Ũ]ν

∥∥∥
L2(Σ)

+
∥∥∥(1−X)Ũt

∥∥∥
L2(Σ)

+ ‖U‖L2(Σ).

(3.13)

3.3. Combined estimates

Put together (3.11) and (3.13); after squaring and adjusting the constants get

‖∇U‖2L2(Σ) � ‖XŨ‖2L2(Σ) + ‖(1−X)Ũ‖2L2(Σ)

�
∥∥U∥∥2

H1/2+δ(Q)
+ ‖Ut‖2H−1/2+δ(Q) + ‖U‖2L2(Σ)

+ ‖Ut‖2L2(Σ) + ‖S[(1−X)Ũ]ν‖2L2(Σ) +
∥∥∥(1−X)Ũt

∥∥∥
2

L2(Σ)

+ ‖F‖2H−1/2+δ(Q) + ‖G‖2L2(Σ) .

Next, we readily have the bound

‖S[(1−X)Ũ]ν‖2L2(Σ) �
(
‖S ν‖2L2(Σ) + ‖U‖2L2(Σ)

)
.
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Since the time-direction is tangential in a collar of the boundary, interpolation
gives

‖Ut‖2H−1/2+δ(Q) ≤ ‖U‖
2
H1/2+δ(Q) � Cε‖U‖2L2(Q) + ε‖U‖2H1(Q)

which confirms (locally) the estimate on lower-order norms of velocity within (3.1).
Expressing G via Sν (up to lower-order terms) leads to the result of Theorem

3.1 in local coordinates, which is equivalent to the original statement, up to a
perturbation by L2-norms of U and its derivatives of non-principal order (below
the H1(Ω) level). The bound (3.1) on the lower-order terms l.o.t. readily follows
via space-time interpolation, Sobolev embeddings, and the fact that the [H1(Ω)]3

norm of U is controlled by the energy E(t). �
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Abstract. We model the coupled system formed by an incompressible fluid
and a nonlinear elastic body. We work with large displacement, small deforma-
tion elasticity (or St. Venant elasticity), which makes the problem very inter-
esting from the physical point of view. The elastic body is three-dimensional
Ω ∈ R

3, and thus it can not be reduced to its boundary Γ (like in the case
of a membrane or a shell). In this paper, we study the static problem, and in
view of the stability analysis we derive the linearization of the system, which
turns out to be different from the usual coupling of classical linear models.
New extra terms (for example those involving the boundary curvatures) play
an important role in the final linearized system around some equilibrium.
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Keywords. Nonlinear elasticity, Navier-Stokes, potential fluid, linearization,
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1. Introduction

1.1. The problem and the model

The problem we address is the interaction between an incompressible, viscous
fluid and a 3-d nonlinear elastic body. The interaction takes place on the common
boundary (interface) and is realized via suitable transmission boundary conditions.
We consider the steady regime associated with this coupling, which contrary to
common belief, is more subtle than the dynamical one (since in real life, evolution
is more plausible than equilibrium).

The research of Lorena Bociu was supported by the National Science Foundation under Interna-
tional Research Fellowship OISE-0802187 .
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We assume existence of the steady state fluid-structure interaction ([23]), and
in view of the stability analysis, our goal is to derive the linearization of the system.
We accomplish this by perturbing the steady regime by a parameter of variation
s, and then computing the derivatives with respect to s (shape derivatives). In the
end, we obtain the linearization of the coupled fluid-structure problem around rest.
While there are many models pertaining to this problem (i.e., coupling of linear
elasticity and fluid), the one that we obtain after linearization is quite different and
reveals new features, including the presence of the curvature terms on the common
boundary. Thus the boundary and its curvatures play a key role in the analysis and
can not be neglected. This is particularly important when the boundary oscillates,
sending the mean curvature to “infinity”. Modelling of this geometrical aspect is
critical for a correct physical interpretation of the fluid-structure interaction.

1.2. Notation

For the rest of the paper, we use the repeated index convention for summation
whenever the same Latin index appears twice, and the following notation:
• (Df(a))ij = ∂jfi(a) ∈M

3 is the gradient matrix at a ∈ X of any vector field
f = (fi) : X ⊂ R

3 → R
3.

• div f(a) = ∂ifi ∈ R is the divergence of f : X ⊂ R3 → R3 at a ∈ X .
• Div T (a) = ∂jTijei ∈ R

3 is the divergence of any second-order tensor field
T = (Tij) : X ⊂ R3 →M3 at a ∈ X .

Since we ignore the distinction between covariant and contravariant components,
we will identify the set of all second-order tensors with the set M3 of all square
matrices of order three.
• A∗ = transpose of A, for any A ∈M3.
• A..B = tr(A∗B) ∈ R is the matrix inner product in M3.
• Cof(A) = det(A)A−∗ is the cofactor matrix of any invertible matrix A ∈M3.

• dΩ(x) =

{
infy∈Ω |y − x| , Ω �= ∅
∞ , Ω = ∅

is the distance function from a point x to

Ω ∈ Rn.
• bΩ(x) = dΩ(x)− dΩc(x), ∀x ∈ Rn is the oriented distance function from x to

Ω, for any Ω ⊂ Rn.

1.3. PDE model

In what follows, we describe the model under consideration. Let D ∈ R3 be a
bounded domain. We assume that D is comprised of two open domainsD = Ω∪ΩC ,
and has smooth boundary ∂D = Γ′ ∪ Γin ∪ Γout (see the figure on top of the next
page).

The elastic body occupies domain Ω with sufficiently smooth boundary Γ∪Γ′,
and is described by a nonlinear elastic equation in terms of the displacement
u. We work with large displacement, small deformation elasticity (or St. Venant
elasticity [11]), which makes the problem difficult from the mathematical point
of view, and very interesting from the physical point of view. The elastic body
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is three-dimensional Ω ∈ R3, and thus it can not be reduced to its boundary Γ
(like in the case of a membrane or a shell). The fluid occupies domain ΩC with
boundary Γ ∪ Γin ∪ Γout, and is described by a Navier-Stokes equation in terms
of the velocity of the fluid w and the pressure p. ν > 0 represents the viscosity
of the fluid. The fluid sticks to the boundary Γ, and thus we are dealing with a
homogeneous boundary condition [see (1.1)]. The interaction takes place on the
common boundary Γ and is realized via suitable transmission boundary conditions:
we require continuity of both the velocities (the velocity of the fluid and the velocity
of the boundary) and the normal stress tensors across the interface Γ. We assume
that there is a flux �f coming into D through Γin, that will determine the velocity
of the fluid w.

The PDE model for the fluid-structure interaction defined by the variables
(w, p, u) is given by





−ν∆�w + Dw.w + ∇p = 0 Ωc

divw = 0 Ωc

−Div T = 0 Ω
w = 0 Γ
T .n = p�n− ε(w).n Γ
u = 0 Γ′

(1.1)

where 2ε(ws) = Dws +Dw∗
s and T : Ω̄→ S

3 is the Cauchy stress tensor given by:

T =
( 1

det(Dϕ)
Dϕ · Σ(σ(u)) · (Dϕ)∗

)
◦ ϕ−1 (1.2)

where ϕ = I + u is the deformation of the reference configuration O ∈ R3 →
R3, σ(u) = 1

2 (Du∗ + Du + Du∗Du) is the Green-St Venant strain tensor, and
Σ(σ(u)) = λ(tr σ(u))I + 2µσ(u) defines the second Piola-Kirchhoff stress tensor,
with λ and µ being the Lamé constants of the material. For a detailed explanation
on the nonlinear elastic component of the coupled system and formula (1.2), please
see Appendix A.
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With (1.1), we associate the following boundary conditions on Γin and Γout.
Let c(x) be a given, smooth function defined on Γin such that

{
c(x) = 0 on ∂Γin,

w.nin = c(x) on Γin.
(1.3)

Then it follows that

0 =
∫

Ωc

divw dx =
∫

Γin

w.nin dΓin +
∫

Γout

w.nout dΓout. (1.4)

At this point, we choose α ∈ R verifying
{
α = w.nout on Γout,∫
Γout

α dΓout = −
∫
Γin

c(x) dΓin.
(1.5)

The model has a variety of applications in naval and aerospace engineering,
as well as cell biology and biomedical engineering. One specific example of the
above-mentioned model is a 3D tube with elastic walls through which a fluid is
flowing, and is very important in the study of arterial diseases (the tube represents
the artery, the elastic body is the wall of the artery and the fluid is the blood).

We model the fluid by a Navier-Stokes equation due to the specific application
we have in mind, i.e., the blood flow in an artery. Nevertheless, there are a variety
of other applications for the model considered where the fluids have low viscosity
or satisfy the Darcy law. These are the cases of potential fluid (incompressible
and irrotational fluid, i.e., v = ∇φ, where v is the velocity of the fluid and φ, the
velocity potential of the fluid, satisfies the Laplace equation ∆φ = 0) coupled with
nonlinear elasticity.

We will study the problem in both cases, first for potential fluid, and then for
the Navier-Stokes flow. The two problems are quite different from the mathemati-
cal point of view: in the case of potential fluid, we deal with a Neumann boundary
condition (which corresponds to skidding at the boundary), while in the case of
a Navier-Stokes fluid, we work with a homogeneous Dirichlet boundary condition
(corresponding to the sticking property on the boundary, due to viscosity).

1.4. Special case: Potential fluid

We work with an incompressible and irrotational fluid, i.e., v = ∇φ, where v is
the velocity of the fluid and φ (the velocity potential of the fluid) satisfies the
Laplace equation ∆φ = 0 (due to the incompressibility condition which translates
into ∇ · u = 0). If p represents the pressure of the fluid and ν the viscosity, then
the flow is described by the following Navier-Stokes equation

−ν∆v +Dv.v +∇p = ρ�g (1.6)

where ρ is the density, and �g is the gravitational acceleration. Due to the fluid
being irrotational (vorticity curl v = 0), the convective acceleration reduces to
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Dv.v = ∇
(‖v‖2

2

)
and thus (1.6) becomes

∇(
1
2
‖∇φ‖2 + p− ρgx3) = 0.

This provides us with the formula for the pressure p of the fluid:

p = p0 +
1
2
‖∇φ‖2 − ρgx3. (1.7)

1.5. Parameter of variation s

We perturb the steady regime presented above by assuming that the flux entering
the domain D is dependent on a variation parameter s, i.e., c(x) is a given, smooth
function defined on Γin such that for some constant a ≥ 0,

{
c(x) = 0 on ∂Γin,

ws.nin = (a+ s)c(x) on Γin.
(1.8)

Then it follows that

0 =
∫

Ωc
s

divwsdx =
∫

Γin

ws.nindΓin +
∫

Γout

ws.noutdΓout. (1.9)

For any s ≥ 0, we choose αs ∈ R verifying
{
αs = ws.nout on Γout,∫
Γout

αs dΓout = −(a+ s)
∫
Γin

c(x) dΓin, for all s ≥ 0.
(1.10)

If the elastic body occupies a reference configuration O ∈ R3 with smooth
boundary S ∪ Γ′, then, when subjected to applied forces, it occupies a deformed
configuration Ωs = ϕs(O), with smooth boundary Γs ∪ Γ′ (where Γ′ is fixed).
The deformation map in this case is dependant on the parameter s: ϕs : O →
R

3, but nevertheless is smooth enough, injective, and orientation-preserving. The
displacement us : O → R3 becomes us = ϕs − I, where I is the identity map
I : O → R3. Similarly, for the fluid present in the system, the velocity and pressure
are now functions of s: ws, and ps, and thus we have the following coupled system
for the interaction:




−ν∆�ws + Dws.ws + ∇ps = 0 Ωcs
divws = 0 Ωcs
−Div Ts = 0 Ωs
ws = 0 Γs
Ts.ns = ps�ns − ε(ws).�ns Γs
u = 0 Γ′
∫
Γout

αs dΓout = −(a+ s)
∫
Γin

c(x) dΓin, for all s ≥ 0,

(1.11)
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with 



c(x) = 0 on ∂Γin,

ws.nin = (a+ s)c(x) on Γin

ws.nout = αs on Γout,

(1.12)

where ns is the unit outer normal vector along Γs, 2ε(ws) = Dws + Dw∗
s , and

Ts : Ω̄s → S3 is the Cauchy stress tensor (associated to s), given by

Ts =
( 1

det(Dϕs)
Dϕs ·Σ(σ(us)) · (Dϕs)∗

)
◦ ϕ−1

s . (1.13)

In the particular case of potential fluid, recall that the pressure is given by
ps = p0 + 1

2‖∇φs‖2 − ρgx3, and thus (1.11) becomes:




∆φs = 0 Ωcs
−Div Ts = 0 Ωs
∇φs · ns = 0 Γs
Ts.ns = (p0 + 1

2‖∇φs‖2 − ρgx3)ns Γs
u = 0 Γ′
∫
Γout

αs dΓout = −(a+ s)
∫
Γin

c(x) dΓin, for all s ≥ 0

(1.14)

where c(x) is a given, smooth function defined on Γin such that for some a ≥ 0,
{
c(x) = 0 on ∂Γin,
∂
∂nφs = (a+ s)c(x) on Γin.

(1.15)

Since we have that

0 =
∫

Ωc
s

div(∇φs)dx =
∫

Γin

∂φs
∂nin

dΓin +
∫

Γout

∂φs
∂nout

dΓout, (1.16)

then, for any s ≥ 0, we choose αs ∈ R verifying
{
αs = ∂φs

∂nout
on Γout,∫

Γout
αs dΓout = −(a+ s)

∫
Γin

c(x) dΓin, for all s ≥ 0.
(1.17)

2. Main results

Our first two results are for the particular case of potential fluid, meaning the
speed of the fluid v derives from a harmonic potential in Ωc, i.e., vs = ∇φs. We
first obtained the linearization of the coupled fluid-structure problem around some
steady regime, then around fluid at rest (φ = 0).

Let φ′ = ∂
∂sφs

∣∣∣
s=0

and u′ = ∂
∂sus

∣∣∣
s=0

be the shape derivatives of (φ, u).



Linearization of Nonlinear Elasticity – Viscous Fluid System 99

Theorem 2.1 (Linearization of the coupled potential fluid-structure system around
steady regime). In system (1.14), for s = 0, we assume that the speed of the fluid
v is steady, but not zero. With the following notation

Φ = φ′,

U = u′ ◦ (I + u)−1, and

p = p0 +
1
2
|∇Γφ|2 + ρgx3,

we obtain the following linearized system (around steady flow) for the fluid-struc-
ture coupling (Φ, U):

∆Φ = 0 in Ωc
∂

∂n
Φ = − divΓ(〈U, n〉∇Γφ ) on Γ

Div(T ′) = 0 in Ω

T ′.n =[T − pI].(D∗
ΓU.n + D2bΩ.UΓ) + 〈∇ΓΦ,∇Γφ〉 �n

+ (〈n, D2φ.∇φ〉 + ρg n3 )〈U, n〉�n+ 〈U, n〉DivΓ T on Γ (2.1)

with the boundary conditions
∂

∂n
Φ = c(x) on Γin

∂

∂n
Φ = −

∫
Γin

c(x)dΓ∫
Γout

dΓ
on Γout,

where T ′ and T are given by (3.15) and (1.2), respectively.

Theorem 2.1 shows that the linearized model is different from the usual cou-
pling of linear models. More specifically, we note the presence of the curvatures of
the common boundary Γ. The same phenomenon will be observed for the linearized
models in the case of potential fluid-structure system around “rest” (Theorem 2.2),
as well as in the case of Navier-Stokes-elastic structure (Theorem 2.3).

Theorem 2.2 (Linearization of the coupled potential fluid-structure system around
rest). This is the particular situation for (1.14) when, considering a = 0, then at
s = 0 the forcing condition on Γin is zero and thus φ = 0. Nevertheless, some
pressure term remains (p = p0 + ρg x3), and thus the linearization of the system
becomes

∆Φ = 0 in Ωc
∂

∂n
Φ = 0 on Γ

Div(T ′) = 0 in Ω

T ′.n =[T − pI].(D∗
ΓU.n + D2bΩ.UΓ)

+ ρg n3〈U, n〉�n+ 〈U, n〉DivΓ T on Γ (2.2)

with the same notation and the same boundary conditions on Γin and Γout as in
Theorem 2.1.
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Below we present the result that describes the linearization of the Navier-
Stokes fluid-elastic structure. Let w′ = ∂

∂sws
∣∣
s=0

, p′ = ∂
∂sps

∣∣
s=0

, and u′ = ∂
∂sus

∣∣
s=0

be the shape derivatives of (w, p, u).

Theorem 2.3 (Linearization around rest for the coupling viscous fluid-elastic struc-
ture). In system (1.11), we assume that a = 0, so that at s = 0, we get the “rest”
system with �w = 0. Then we obtain the following linearized model around fluid at
rest: 



−∆w′ + ∇p′ = 0 Ωc

div w′ = 0 Ωc

w′ = 0 Γ
−Div(T ′) = 0 Ω
T ′.n = (p′I − ε(w′)).n+ 〈∇p, n〉〈U, n〉�n

+(pI − T )(D∗
ΓU.n+D2bΩ.UΓ)− 〈U, n〉DivΓ(T ) Γ

w′.nin = c(x) Γin

w′.nout = −
∫
Γin

c(x) dΓ/
∫
Γout

dΓ Γout

(2.3)

where, as before, U = u′ ◦ (I + u)−1, and T ′ and T are given by (3.15) and (1.2),
respectively.

Note here again that the coupling that we obtain is more complicated than
just the coupling of the linear problems in the variables (u′, w′, p′). Indeed, the
boundary curvatures play an important role in the analysis of the coupled fluid-
structure interaction. These terms can not be neglected, since when the boundary
has oscillations, the mean curvature H is not bounded.

3. Preliminaries

3.1. The moving boundary Γs

Recall that the deformation map ϕ maps the reference boundary S to Γ. Similarly,
the deformation ϕs maps S to Γs.

At this point it is convenient to introduce the map Ts : Ω̄ → Ω̄s that builds
the moving boundary Γs:

Ts = ϕs ◦ ϕ−1 (3.1)
and the speed V (s, ·) associated with the flow mapping Ts:

V (s, ·) =
( ∂
∂s
Ts

)
◦ T−1

s =
∂

∂s
ϕs ◦ ϕ−1

s . (3.2)

This means that Ts(V ) : X → x(s), where x(s) satisfies the following differential
equation {

∂
∂s

x = V (s, x(s))
x(0) = X

(3.3)

which is equivalent to x(s) = X +
∫ s

0

V (t, x(t))dt.
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3.2. Transport of scalar operators

Let u′ =
∂

∂s
us|s=0. Then from (3.2) we have

d

ds
Ts = V (s) ◦ Ts ⇒

d

ds
Ts

∣∣∣
s=0

=
d

ds
us|s=0 ◦ ϕ−1 = u′ ◦ (u+ I)−1 = V (0).

Moreover, from [15], we have the following identities:

d

ds
DTs(X) = DV (s, Ts(X))DTs(X), DT0(X) = I

⇒ d

ds
DTs

∣∣∣
s=0

= DV (0) and
d

ds
(DTs)−1

∣∣∣
s=0

= −DV (0).

d

ds
detDTs(X) = trDV (s, TS(X)) detDTs(X) = div V (s, Ts(X)) detDTs(X),

⇒ d

ds
det(DTS)

∣∣∣
s=0

= div V (0).

Now let �E be a C1 vector field defined over D. Then we have the following
proposition, proved in Appendix B.

Proposition 3.1.

(divE) ◦ T = det(DT )−1 div(det(DT ) (DT )−1.(E ◦ T )). (3.4)

Similarly, we can prove the following proposition:

Proposition 3.2. For any φ ∈ H1(D), we have the following identity:

∆φ ◦ T = det(DT )−1 div(det(DT )(DT )−1(DT )−∗∇(φ ◦ T )). (3.5)

These identities will be used later in the proofs of our theorems.

3.3. Transport of vector operators

Let T be a N×N matrix function defined onD. We consider the vector Divergence
operator Div �T being defined as the vector whose ith component is the (scalar)
divergence of the vector composed of the ith line of the matrix T :

(Div �T )i = div(Ti,.) = Σj=1,...,N
∂

∂xj
Ti,j .

From the previous section we obtain that

( (Div �T ) ◦ T )i = (Div �T )i ◦ T = det(DT )−1 div(det(DT ) (DT )−1.(Ti,.) ◦ T ).

It turns out that (Ti,.) ◦ T is the ith column vector of the matrix T ∗ ◦ T so that
(DT )−1.(Ti,.) ◦T is the ith column of the matrix (DT )−1.T ∗ ◦T , and thus the ith
line of the matrix (DT )−1.T ◦ T . Therefore, using Proposition 3.1, we obtain the
following identity:

Proposition 3.3.

(Div �T ) ◦ T = det(DT )−1 Div(det(DT ) (DT )−1.(T ◦ T ) ). (3.6)
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3.4. Boundary change of variable

Let Γ = ∂Ω be a C1 manifold. Then there exists a covering of open subsets Ω̄ ⊂
∪mi=1Oi, and charts ci : Oi → B (the open unit ball in Rn) such that ci(Γ ∩Oi) ⊂
B0 = {x = (x′, 0) ∈ B} and ci(Ω ∩ Oi) ⊂ B+ = {x = (x′, z) ∈ B s.t. z > 0 }.
We use the notation x = (x′, xn) for a point (x1, . . . , xn) ∈ R

n, where x′ =
(x1, . . . , xn−1). Let ri be a partition of unity for the family of open sets {Oi}mi=1,
i.e., ri ∈ C∞

c (Oi), 0 ≤ ri ≤ 1, and Σmi=1ri = 1 in a neighborhood of the boundary
Γ. For any f ∈ L1(Γ) we have

∫

Γ

f dΓ = Σmi=1

∫

Γ∩Oi

rif dΓ

= Σmi=1

∫

B0

rioc
−1
i foc−1

i ||cof(D(c−1
i )).en|| dx′

Recall that for any square matrix A, the cofactor matrix is

cof(A) = (detA)A−∗ ⇒ cof(A−1) =
1

detA
A∗

Since we have that D(c−1
i ) = (Dci)−1 ◦ c−1

i , then we obtain the following identity:

cof(D(c−1
i )) = cof((Dci)−1) ◦ c−1

i =
(

1
detDci

(Dci)∗
)
◦ c−1

i

It can be easily verified that if T is a smooth enough transformation we have,
with Σ = T (Γ), ∫

T (Γ)

f dΣ =
∫

Γ

f ◦ T ω dΓ

where ω = ||cof(DT ).n|| = |det(DT )| ||(DT )−∗.n||, and n is the unitary normal
field on Γ.

Moreover, we have the following lemma ([15]):

Lemma 3.1. If the mapping s→ Ts(V ) is in C1([0, τ ];Ck(D,Rn)), then

s→ ns ◦ Ts =
DT−∗

s n

‖DT−∗
s n‖

is in C1([0, τ ];Ck(Γ))

where n and ns are the outward normal fields respectively to Ω and Ωs, on Γ and
Γs. Moreover, its derivative is given by:

d

ds
(ns ◦ Ts) = 〈DV · ns, ns〉 ◦ Tsns ◦ Ts −DV ∗ ◦ Tsns ◦ Ts.

3.5. The volume evolution

Now we shall consider the volume evolution of the domain Ωs = (I + us) ◦ (I +
u)−1(Ω) = Ts(Ω), which we can also write as Ωs = ϕs(O) = (I + us)(O). We have
the following general result (proved in Appendix C):
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Lemma 3.2. For any integer N , let D ⊂ RN and u ∈W r+1,p(D,RN ) with r > N/p
then det(I +Du) ∈ W r+1,p(D) and let Θ ⊂ D be an open domain with Lipschitz
continuous boundary Σ = ∂Θ, then we get

|(I + u)(Θ)| = |Θ| +
∫

Σ

〈u, Mu.nΣ〉dΣ,

where |Θ| =
∫
Θ dx, while the Matrix Mu is given by:

Mu =
∫ 1

0

det(I + tDu) (I + tDu)−∗ dt =
∫ 1

0

cof[ (I + tDu) ] dt.

3.6. Shape derivatives

Assume that the transformation Ts(V ) is the flow mapping of a Lipschitz-contin-
uous vector field V (s, x). Then we get

∀x ∈ Γ, ω(s, x) = det(DTs(V )) ||(DTs(V ))−∗.n||
and

∀x ∈ Γ,
∂

∂s
ω(s, x)|s=0 = H(x) 〈V (0, x), n(x)〉,

where H is the mean curvature of Γ, H = Tr(D2bΩ)|Γ = (∆bΩ)|Γ and v =
〈V (0, x), n(x)〉 is the so-called normal speed of the moving boundary Γs.

3.7. Existence results for the material derivatives

Recall that O is the reference domain whose boundary is S and let Oc be its
complement. The mapping I + us is invertible from O onto Ωs as soon as det(I +
Dus) > 0 over O. We extend the functions defined on Ωs to the whole domain D
as follows. Since the domain O is assumed smooth enough, it is known that there
exists a continuous prolongation (or extension) mapping

P ∈ L(Hm(O), Hm(D)), s.t. ∀φ ∈ Hm(O), P.φ|O = φ.

Then any element Φs ∈ Hm(Ωs) can be extended to D by considering the
continuous extension operator

Ps.Φs = (P.(Φs ◦ (I + us) ) ◦ (I + us)−1.

We transport the harmonic problem whose solution is φs ∈ H1(Ωs). Let

φ̂s := φs ◦ (I + us) ∈ H1(O).

From Proposition 3.2 we know that

div(A(s).∇φ̂s ) = 0 in Oc (3.7)

where
A(s) = det(I +Dus) (I +Dus)−1.(I +Dus)−∗.

Moreover, we have the following boundary condition

〈nS , A(s).∇φ̂s〉 = 0 on S. (3.8)
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Concerning the elastic boundary condition on Γs, we have:

Ts.ns =
1
2
|∇Γsφs|2 + f on Γs, (3.9)

where the forcing term f may be due to the gravity acceleration and can take the
form f(x) = ρgx3 in R3. A change of variables gives

Ts ◦ (I + us).ns ◦ (I + us) =
1

2 det(I +Dus)
〈A(s).∇φ̂s,∇φ̂s〉+ f ◦ (I + us) on S.

(3.10)
The stress tensor is the matrix

Ts ◦ (I + us) =
(

1
det(I +Dus)

(I +Dus).Σ(σ(us)).(I +D∗us)
)
, (3.11)

where

Σ(σ(us)) = Cλ,µ..

[
1
2

(
Dus +D∗us +Dus.D

∗us
)]
. (3.12)

Using Proposition 3.1, we have the following:

ns ◦ (I + us) = (I +Dus)−∗.∇(bΩs ◦ (I + us) ).

Equations (3.7), (3.8), (3.9), (3.10), and (3.11) above form a system that we can
rewrite as

F(s, (us, φ̂s) ) = 0,

when the mapping

F : [0, s1[× (H2(O,RN )×H2(O)

→ H−1(O,RN )×H−1(O)×H−1/2(S,RN )×H−1/2(S)

verifies the Implicit Function theorem assumptions so that the derivative u′ :=
∂
∂sus|s=0 exists in H1(O, RN ) and also ∂

∂s φ̂
s|s=0 exists in H1(O, R).

3.8. Material derivatives

3.8.1. Displacement derivative. We consider the mapping Ts = (I+us)◦(I+u)−1

which maps Ω onto Ωs and Γ onto Γs. Classically, we introduced the material
derivatives of any element φs ∈ H1(Ωs) as being the derivative (in H1(Ω)-norm)

φ̇ =
d

ds
(φs ◦ Ts)|s=0.

Concerning the elastic displacement, us is defined on the reference set O so we
consider the element

ũs = us ◦ (I + us)−1,

defined on Ωs. Then the material derivative for this element is

˙̃u =
d

ds
(ũs ◦ Ts)|s=0.
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and we have
ũs ◦ Ts = us ◦ (I + u)−1,

which gives us

˙̃u =
(
d

ds
(ũs|s=0)

)
◦ (I + u)−1 = ũ′ ◦ (I + u)−1.

3.8.2. Stress derivative. The transported stress tensor is Ts ◦Ts. Recall that Ts =
ϕs ◦ ϕ−1, where ϕs = I + us, and that V (s) = ∂

∂sTs ◦ T−1
s = ∂

∂sϕs ◦ ϕ−1
s .

The stress tensor Ts ◦ Ts is the matrix

Ts ◦ Ts =
(

1
det(I +Dus)

(I +Dus).Σ(σ(us)).(I +D∗us)
)
◦ (I + u)−1 (3.13)

where

Σ(σ(us)) = Cλ,µ..

[
1
2

(
Dus +D∗us +Dus.D

∗us
)]
. (3.14)

In (3.14) we assumed the four entries elasticity tensor to be governed by the Lamé
coefficients λ and µ.

Taking derivative w.r.t s in (3.13), we obtain:
([

∂

∂s
Ts ◦ Ts

]

s=0

)
◦ (I + u) = − div(u′)

det(I +Du)
(I +Du).Cλ,µ..(σ(u)).(I +D∗u)

+
1

det(I +Du)
D(u′).Cλ,µ..(σ(u)).(I +D∗u)

+
1

det(I +Du)
(I +Du).Cλ,µ..(σ′).(I +D∗u)

+
1

det(I +Du)
(I +Du).Cλ,µ..(σ(u)).D∗(u′)

where

σ′ =
1
2

(
D(u′) +D∗(u′) +D(u′).D∗u+Du.D∗(u′)

)
.

Now we let

Ṫ =
[
∂

∂s
Ts ◦ Ts

]

s=0

= T ′ + DT .(u′ ◦ (I + u)−1)

where D is a three entries tensor, representing the gradient of the matrix T . Its
contraction with the vector (u′ ◦ (I + u)−1) gives the matrix DT .(u′ ◦ (I + u)−1).
Then we have

T ′ =
(
− div(u′)

det(I +Du)
(I +Du).Cλ,µ..(σ(u)).(I +D∗u)

)
◦ (I + u)−1
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+
( 1

det(I +Du)
D(u′).Cλ,µ..(σ(u)).(I +D∗u)

)
◦ (I + u)−1

+
( 1

det(I +Du)
(I +Du).Cλ,µ..(σ′).(I +D∗u)

)
◦ (I + u)−1

+
( 1

det(I +Du)
(I +Du).Cλ,µ..(σ(u)).D∗(u′)

)
◦ (I + u)−1

− DT .(u′ ◦ (I + u)−1). (3.15)

This expression is difficult to handle. Nevertheless, in the most “popular” frame-
work (which consists in considering u = 0), it simplifies to the following expression:

T ′ = Cλ,µ..(σ′) − DT .(u′)
Since u = 0, we have T = 0 and thus DT = 0. Moreover,

σ′ = 1/2 (Du′ +D∗u′).

Therefore

T ′ = Cλ,µ..(Du′ +D∗u′)

T ′ = λ TrDu′ I + µ (Du′ +D∗u′)

= λ TrDu′ I + 2µσ′, 2σ′ = Du′ +D∗u′. (3.16)

4. Proofs

The expression of T ′ in terms of u′ that we obtained above (3.15) will be needed
in the proofs of all the theorems. Unfortunately, we can not make use of the nicer
expression (3.16), since, even though we linearize the system around rest (i.e., the
velocity of the fluid is w = 0), the elastic displacement u can not be zero (due to
the fluid’s pressure effect).

4.1. Proof of Theorem 2.1

The first step in the proof of the theorem is to write the variational form associated
with system (1.14):





∆φs = 0 Ωcs
−Div Ts = 0 Ωs
∇φs · ns = 0 Γs
Ts.ns = (p0 + 1

2‖∇φs‖2 − ρgx3)ns Γs
u = 0 Γ′
∫
Γout

αs dΓout = −(a+ s)
∫
Γin

c(x) dΓin, for all s ≥ 0

(4.1)

∀Ψ ∈ H1(D), ∀R ∈ H1(D,R3), we have that∫

Ωs

Ts..DRdx +
∫

Ωc
s

〈∇φs,∇Ψ〉dx =
∫

Γs

{
p0 +

1
2
|∇φs|2 + ρg x3

}
〈ns, R〉dΓs.

(4.2)
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Our goal is to compute the s derivatives (at s = 0). Let φ′ =
∂

∂s
φs|s=0,

T ′ =
∂

∂s
Ts|s=0, and v = 〈V (0), n〉 on Γ. Recall that ns = ∇bΩs is the unit outer

normal to Ωs, and H = ∆bΩ is the mean curvature of Γ. Let n′ =
d

ds
(∇bΩs )|s=0.

Taking derivative with respect to s at s = 0 in (4.2), we obtain:∫

Ω

T ′..DRdx +
∫

Γ

T..DR v dΓ +
∫

Ωc

〈∇φ′,∇Ψ〉dx −
∫

Γ

〈∇φ,∇Ψ〉 v dΓ

=
∫

Γ

{〈∇φ′,∇φ〉} 〈n,R〉dΓ +
∫

Γ

{
p0 +

1
2
|∇φ|2 + ρg x3

}
〈n′, R〉dΓ

+
∫

Γ

∂

∂n

{
p0 +

(
1
2
|∇φ|2 + ρg x3

)
〈∇bΩ, R〉

}
v dΓ

+
∫

Γ

H

(
p0 +

1
2
|∇φ|2 + ρg x3

)
〈∇bΩ, R〉v dΓ. (4.3)

Choosing Ψ (respectively R) with compact support in Ωc (respectively in Ω)
and using the following integration by parts formula∫

Ω

T ′..DR dx = −
∫

Ω

〈 �Div(T ′), R〉dx +
∫

Γ

〈T ′.n, R〉dΓ

we recover the following equations for (φ′, T ′) on Ωc and Ω.

−∆φ′ = 0 in Ωc

− �Div(T ′) = 0 in Ω.

Now we are concerned with the boundary conditions. We first note that
∂

∂n

{(
p0 +

1
2
|∇φ|2 + ρg x3

)
〈∇bΩ, R〉

}
(4.4)

=
〈
n, ∇

{(
p0 +

1
2
|∇φ|2 + ρg x3

)
〈∇bΩ, R〉

}〉

= (〈n, D2φ.∇φ〉 + ρg n3 )〈n,R〉+
(
p0 +

1
2
|∇φ|2 + ρg x3

)
〈n ,D2bΩ.R+D∗R.n〉.

Due to the fact that D2bΩ is symmetric and that D2bΩ.n = ∇(1
2 |∇bΩ|2) = 0,

we have that the term

〈n,D2bΩ.R〉 = 〈D2bΩ.n, R〉 = 0. (4.5)

Therefore, concerning the boundary conditions, and taking Ψ ∈ H1(D) and
R = 0, we obtain:

∂

∂n
φ′ = divΓ( v∇Γφ ). (4.6)

In addition, choosing Ψ = 0 and R ∈ H1(D,RN ) with DR.n = 0 on Γ, we
obtain:

〈n , D∗R.n〉 = 〈DR.n, n〉 = 0. (4.7)
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Combining (4.4) with (4.5) and (4.7), we obtain the following identity:

∂

∂n

{(
p0 +

1
2
|∇φ|2 + ρg x3

)
〈∇bΩ, R〉

}

= (〈n, D2φ.∇φ〉 + ρg n3 )〈n,R〉. (4.8)

Finally, using (4.8) in (4.3), we obtain the following variational problem at
the boundary:

∀R ∈ H1(Γ, RN)
∫

Γ

〈T ′.n, R〉 dΓ +
∫

Γ

(T..DR) v dΓ

=
∫

Γ

〈∇φ′,∇φ〉 〈n,R〉 dΓ +
∫

Γ

{
p0 +

1
2
|∇φ|2 + ρg x3

}
〈n′, R〉dΓ

+
∫

Γ

〈(n, D2φ.∇φ〉 + ρg n3 )〈n,R〉v dΓ

+
∫

Γ

H

(
p0 +

1
2
|∇φ|2 + ρg x3

)
〈∇bΩ, R〉 v dΓ. (4.9)

Now we have to perform a tangential by part integration in the term:∫

Γ

(T..DR) v dΓ =
∫

Γ

Ti,j
∂

∂xj
Ri v dΓ =

∫

Γ

〈Ti,.,∇Ri〉v dΓ.

But as for all i we have ∂
∂nRi = 0, then

∇Ri = ∇ΓRi +
∂

∂n
Ri �n = ∇ΓRi,

and ∫

Γ

(T..DR) v dΓ =
∫

Γ

〈Ti,.,∇ΓRi〉v dΓ

= −
∫

Γ

divΓ(v Ti,.) Ri dΓ +
∫

Γ

vH〈Ti.n, Ri〉 dΓ

= −
∫

Γ

〈 �DivΓ(v T ), R〉 dΓ,+
∫

Γ

vH〈T .n, R〉 dΓ. (4.10)

Combining (4.9) with (4.10), we obtain the following boundary condition for
the stress function T ′: ∀R ∈ H1(Γ, RN ):∫

Γ

〈T ′.n, R〉dΓ =
∫

Γ

〈 �DivΓ(v T ), R〉 dΓ +
∫

Γ

〈∇φ′,∇φ〉 〈n,R〉 dΓ

+
∫

Γ

{
p0 +

1
2
|∇φ|2 + ρg x3

}
〈n′, R〉 dΓ

+
∫

Γ

(〈n, D2φ.∇φ〉 + ρg n3 )〈n,R〉 v dΓ.
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Therefore, on Γ we obtain:

T ′.n = �DivΓ(v T ) + 〈∇φ′,∇φ〉 �n +
{
p0 +

1
2
|∇φ|2 + ρg x3

}
�n′

+ (〈n, D2φ.∇φ〉 + ρg n3 ) v �n. (4.11)

We know that
DivΓ(vT ) = vDivΓ +T .∇Γv. (4.12)

Moreover, we have the following calculus of the tangent vector n′: From [19],
[15], we know that in some neighborhood U of Σ = ∪0<s<s1{s}×∂Ωs the oriented
distance function solves the convection equation

∂

∂s
bΩs + ∇bΩs .V (s) ◦ pΓs = 0

where pΓs = Id − bΩs∇bΩs is the projection mapping onto Γs.
Then we obtain that

n′ :=
∂

∂s
(∇bΩs)s=0 = ∇

(
∂

∂s
bΩs

)

s=0

= ( ∇(−∇bΩs .V (s) ◦ pΓs) )s=0

= − (D2bΩs .V (s) ◦ pΓs )s=0 − ( D∗(V (s) ◦ pΓs).∇bΩs )s=0

= − D2bΩ(x).V (0, x) − D∗
ΓV (0, x).n(x) = −∇Γv(x), (4.13)

where we recall that v(x) = 〈V (0, x), n(x)〉 on Γ is the normal speed of the bound-
ary.

Combining (4.11) with (4.12) and (4.13), we obtain the following new expres-
sion on the boundary Γ:

T ′.n = T .∇Γv + 〈∇Γφ
′,∇Γφ〉�n −

{
p0 +

1
2
|∇Γφ|2 + ρg x3

}
∇Γv

+ (〈n, D2φ.∇φ〉 + ρg n3 ) v �n+ vDivΓ T (4.14)

=
[
T −

{
p0 +

1
2
|∇Γφ|2 + ρg x3

}
I

]
.∇Γv + 〈∇Γφ

′,∇Γφ〉�n

+ (〈n, D2φ.∇φ〉 + ρg n3 ) v �n+ vDivΓ T (4.15)

Here we want to point out that the term ∇Γv contains the mean curvature
of the boundary Γ. More specifically, recall that V (0) = u′ ◦ (I + u)−1, and thus

v = 〈u′ ◦ (I + u)−1, n〉. (4.16)

Therefore, we have the following expression for ∇Γv:

∇Γv = ∇Γ(〈(u′ ◦ (I + u)−1), n〉) = D∗
Γ(u′ ◦ (I + u)−1).n + D2bΩ.(u′ ◦ (I + u)−1)Γ

(4.17)
where D2bΩ is the symmetrical matrix whose eigenvalues are the main curvatures
λ1 and λ2, and whose trace is Tr(D2bΩ) = H , the mean curvature of the boundary.
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Now combining (4.15) with (4.16) and (4.17), we obtain:

T ′.n =
[
T −

{
p0 +

1
2
|∇Γφ|2 + ρgx3

}
I

]
.(D∗

Γ(u′ ◦ (I + u)−1).n

+D2bΩ.(u′ ◦ (I + u)−1)Γ)

+ 〈∇Γφ
′,∇Γφ〉�n + (〈n, D2φ.∇φ〉 + ρg n3 )〈u′ ◦ (I + u)−1, n〉�n

+ 〈u′ ◦ (I + u)−1, n〉DivΓ T . (4.18)

We assume that the fluid speed v is steady, but not zero. We are in the case
where the flow is irrotational, so that v derives from a harmonic potential in Ωc,
that is vs = ∇φs. From (4.18), with the following notation

Φ = φ′, U = u′ ◦ (I + u)−1, and p = p0 +
1
2
|∇Γφ|2 + ρgx3,

we obtain the following linearized system for the fluid-structure coupling (Φ, u′):

∆Φ = 0 in Ωc

∂

∂n
Φ = − divΓ(〈U, n〉∇Γφ ) on Γ

Div(T ′) = 0 in Ω

T ′.n =[T − pI].(D∗
ΓU.n + D2bΩ.UΓ) + 〈∇ΓΦ,∇Γφ〉�n

+ (〈n, D2φ.∇φ〉 + ρg n3 )〈U, n〉�n+ 〈U, n〉DivΓ T on Γ (4.19)

with the boundary conditions
∂

∂n
Φ = c(x) on Γin

∂

∂n
Φ = −

∫
Γin

c(x)dΓ∫
Γout

dΓ
on Γout,

where T ′ and T are given by (3.15) and (1.2), respectively.

Our linearized system (4.19) does recover the linear equations for (Φ, T ′)
on Ω and Ωc. Nevertheless, we can see that the boundary conditions are quite
complicated. First off, there is a double coupling on the boundary Γ. Then, we
clearly see the presence of the curvatures on the common interface Γ.

4.2. Proof of Theorem 2.2

The proof follows immediately after the proof of Theorem 2.1. Now we are in the
situation when, considering a = 0, then at s = 0 the forcing condition on Γin is
zero and thus φ = 0. Nevertheless, some pressure term remains (p = p0 + ρg x3),
and thus the linearized fluid-structure problem is

∆Φ = 0 in Ωc

∂

∂n
Φ = 0 on Γ
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Div(T ′) = 0 in Ω

T ′.n =[T − pI].(D∗
ΓU.n + D2bΩ.UΓ)

+ ρg n3〈U, n〉�n+ 〈U, n〉DivΓ T on Γ (4.20)

where notation and the boundary conditions are the same as in the proof of The-
orem 2.1.

4.3. Proof of Theorem 2.3

Now we are concerned with the Navier-Stokes flow-elastic structure interaction
(1.11): 




−ν∆�ws + Dws.ws + ∇ps = 0 Ωcs
divws = 0 Ωcs
−Div Ts = 0 Ωs
ws = 0 Γs
Ts.ns = ps�ns − ε(ws).�ns Γs
u = 0 Γ′
∫
Γout

αs dΓout = −(a+ s)
∫
Γin

c(x) dΓin, for all s ≥ 0

where ns is the unit outer normal vector along Γs, 2ε(ws) = Dws + Dw∗
s , and

Ts : Ω̄s → S3 is the Cauchy stress tensor (associated to s), given by

Ts =
( 1

det(∇ϕs)
∇ϕs ·Σ(σ(us)) · (∇ϕs)∗

)
◦ ϕ−1

s . (4.21)

We start by writing the variational form associated with system (1.11). Since
ws ∈ H1

0 (D; R3), with divws = 0, ∀θs ∈ H1
0 (Ωcs; R3), with div θs = 0, and ∀R ∈

H1(D,R3), we have∫

Ωs

(Ts..DR)dx +
∫

Ωc
s

(ν Dws..Dθs + 〈Dws.ws, θs〉) dx +
∫

Ωc
s

div(D∗θs.ws)dx

=
∫

Γs

〈{ ps�ns − ε(ws).�ns }, R〉 dΓs. (4.22)

Regarding θs, we have θs = (DTs.θ) ◦ T−1
s , ∀θ ∈ H1

0 (Ωc) ∩H2(Ωc), with div θ = 0
on Ωc and θ = 0 on Γ.

The fluid pressure ps is given by the Neumann problem obtained from system
(1.11):

Lemma 4.1. ps is solution to the following Neumann problem:

−∆ps = div(Dws.ws ) in Ωcs

∂

∂ns
ps = −Hs divΓs ws +

〈
∂2

∂n2
s

ws, ns

〉
=
〈
∂2

∂n2
s

ws, ns

〉
on Γs

where Hs = ∆bΩS is the mean curvature of Γs.
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In the next step, we have to compute the s derivatives (at s = 0). Let w′ =
∂
∂sws

∣∣∣
s=0

, p′ = ∂
∂sps

∣∣∣
s=0

, and u′ = ∂
∂sus

∣∣∣
s=0

represent the shape derivatives.

First, note that the boundary integral turns into a volume integral:∫

Γs

〈{ ps�ns − ε(ws).�ns }, R〉 dΓs = −
∫

Ωc
s

div( psR − ε(ws).R ) dx

and thus taking derivative w.r.t. s in at s = 0, we obtain:[
∂

∂s

∫

Γs

〈{ ps�ns − ε(ws).�ns }, R〉 dΓs
]

s=0

= −
∫

Ωc

div( p′R − ε(w′).R ) dx+
∫

Γ

div( pR − ε(w).R ) v dΓ

=
∫

Γ

{〈p′R − ε(w′).R , n〉 + div( pR − ε(w).R ) v } dΓ. (4.23)

Now we take the s derivative of the weak formulation (4.22) and using (4.23) and
the fact that θ0 = θ at s = 0, we obtain:∫

Ω

(T ′..DR)dx +
∫

Γ

(T..DR) v dΓ

+
∫

Ωc

(ν Dw′..Dθ + 〈Dw′.w +Dw.w′, θ〉) dx −
∫

Γ

(ν Dw..Dθ + 〈Dw.w, θ〉) v dΓ

+
∫

Ωc

(ν Dw..Dθ′ + 〈Dw.w, θ′〉+ div(D∗θ′.w)) dx −
∫

Γ

div(D∗θ.w)v dΓ

=
∫

Γ

{〈p′R − ε(w′).R , n〉 + div( pR − ε(w).R ) v } dΓ +
∫

Γ

Dθ.nw′ dΓ (4.24)

where θ′ = ∂
∂sθs

∣∣∣
s=0

= ∂
∂s [(DTs.θ) ◦ T−1

s ]
∣∣∣
s=0

= DV (0)−Dθ.V (0).

Recalling the by part integration formula:∫

Ω

(T ′..DR)dx = −
∫

Ω

〈 �Div(T ′), R〉dx +
∫

Γ

〈T ′.n, R〉dΓ,

and taking θ (respectively R) with compact support in Ωc (respectively in Ω), we
obtain the following linearized equations:{

−ν∆w′ + Dw′.w +Dw.w′ + ∇p′ = 0 in Ωc

− �Div(T ′) = 0 in Ω.

Regarding the terms involving θ′ that appear in the Ωc-integrals in (4.24),
they all show up in combination with w. Since we will linearize the system near
“rest”, we will consider the fluid velocity w = 0. Hence, all these terms will dis-

appear. The same will happen with the boundary integral
∫

Γ

div(D∗θ.w)v dΓ.

Nevertheless, we want to point out that when linearizing around w �= 0, all the
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terms mentioned above can not be neglected, since they will bring extra terms in
the linearized equations.

Now we look at the boundary integrals. Since w = 0 on Γ, then we have∫

Γ

〈T ′.n, R〉dΓ +
∫

Γ

(T..DR) v dΓ−
∫

Γ

ν〈Dw′.n, θ〉 −
∫

Γ

ν Dw..Dθ v dΓ

=
∫

Γ

{〈p′ n − ε(w′).n , R〉 + div( pR − ε(w).R ) v } dΓ.

Now ∫

Γ

div( pR − ε(w).R ) v dΓ = −
∫

Γ

〈(pR − ε(w).R) , ∇Γv〉 dΓ

+
∫

Γ

H〈pR − ε(w).R, n〉 v dΓ

+
∫

Γ

〈D( pR − ε(w).R ).n, n〉 v dΓ.

Choosing R such that DR.n = 0, we obtain the following identity:

〈D( pR).n, n〉 = p〈DR.n, n〉 + 〈(∇p.R∗).n, n〉 = ∂

∂n
p 〈R,n〉.

Concerning the last term we have

〈D( ε(w).R ).n, n〉 = ∂i ( ε(w)j,kRk ) ninj
= ∂iε(w)j,kRk ninj + ε(w)j,k ninj∂iRk
= ∂iε(w)j,kRk ninj + ε(w)j,knj (DR.n)k

[which by the previous choice of R simplifies to:]

= ∂iε(w)j,kRk ninj =
∂

∂n
ε(w)j,k (R.n∗)j,k

=
〈
∂

∂n
ε(w).n, R

〉
= 〈(Dε(w).n).n, R〉.

Finally, the boundary integrals give:∫

Γ

〈T ′.n, R〉dΓ +
∫

Γ

(T..DR) v dΓ

−
∫

Γ

ν〈Dw′.n, θ〉 −
∫

Γ

ν Dw..Dθ v dΓ +
∫

Γ

Dθ.nw′ dΓ

=
∫

Γ

{〈(p′ I − ε(w′)).n , R〉 +
∫

Γ

H〈pR − ε(w).R, n〉v dΓ

−
∫

Γ

〈( (pI − ε(w) ).∇Γv, R〉 dΓ +
∫

Γ

〈(
∂

∂n
p I − ∂

∂n
ε(w)

)
.n, R

〉
v dΓ.

Moreover, using the fact that∫

Γ

(T ..DR) v dΓ = −
∫

Γ

(〈 �DivΓ(v T ), R〉 + vH〈T .n, R〉 )dΓ,
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we obtain the following equations on the boundary:

T ′.n = (p′ I − ε(w′)).n+(pI − ε(w) ).∇Γv+
(
∂

∂n
p I − ∂

∂n
ε(w)

)
.n v− �DivΓ(v T )

(4.25)
and

w′ = −Dw.nv. (4.26)
We assume now that a = 0 so that at s = 0, and we get the “rest” system

with �w = 0. Nevertheless, there is still pressure p in the fluid (since the fluid
has density ρ > 0). Since v = u′ ◦ (I + u)−1.n, using the previously introduced
U = u′ ◦ (I + u)−1, we obtain the following boundary condition:

T ′.n = (p′ I − ε(w′)).n+ 〈∇p, n〉�nv + p∇Γv − �DivΓ(v T ) (4.27)

= (p′ I − ε(w′)).n+ 〈∇p, n〉�nv + p∇Γv − v �DivΓ(T )− T ∇Γv

= (p′ I − ε(w′)).n+ 〈∇p, n〉�nv + (pI − T ).(D∗
ΓU.n+D2bΩ.UΓ)− v �DivΓ(T )

where we recall that Tr(D2bΩ) = H , the mean curvature of Γ. Thus at this point
we note clearly the presence of the mean curvature on the interface.

The linearized Navier-Stokes equation whose w′, p′ is solution, when w = 0
becomes the linear Stokes system. Therefore, we obtain the following linearization
around “rest”:



−∆w′ + ∇p′ = 0 Ωc

div w′ = 0 Ωc

w′ = 0 Γ
− �Div(T ′) = 0 Ω
T ′.n = (p′I − ε(w′)).n+ 〈∇p, n〉〈U, n〉�n+ (pI − T )(D∗

ΓU.n+D2bΩ.UΓ)
−〈U, n〉 �DivΓ(T ) Γ

w′.nin = c(x) Γin

w′.nout = −
∫
Γin

c(x) dΓ/
∫
Γout

dΓ Γout

(4.28)
where, as before, T ′ and T are given by (3.15) and (1.2), respectively.

Again, just as in the case of potential fluid-structure coupling, we note that
the linearization of the system turns out to be quite different from the usual
coupling of classical linear modelings and it shows that the common boundary
Γ (and implicitly the mean curvature of the boundary) plays a key role in the
analysis of the coupling.
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Appendix A. Nonlinear, 3D elasticity

At rest, the elastic body occupies a reference configuration O ∈ R
3, where O is a

bounded, open, connected set in R3 with sufficiently smooth boundary S∪Γ′. When
subjected to applied forces, the elastic body occupies a deformed configuration
Ω = ϕ(O), with smooth boundary Γ ∪ Γ′ (where Γ′ is fixed). The deformation
of the reference configurations is given by the map ϕ : O → R3, that is smooth
enough, injective (except possibly on the boundary of the set O), and orientation-
preserving (i.e., detDϕ(x) > 0, for all x ∈ O).

Together with the deformation ϕ, we introduce the displacement u : O → R3,
defined as usual as ϕ = I + u, where I denotes the identity map I : O → R3.

It is well known that a body occupying a deformed configuration Ω, and
subjected to zero applied body forces in its interior Ω and to applied surface forces
on the boundary Γ, is in static equilibrium if the fundamental stress principle of
Euler and Cauchy is satisfied:{

−Div T = 0 in Ω
T .nϕ = gϕ on Γ

(A.1)

where gϕ represents the density of the applied surface force, nϕ is the unit outer
normal vector along Γ, and the tensor T is the Cauchy stress tensor. The above
equilibrium equations over Ω are equivalent to the equilibrium equations over the
reference configuration O: {

−DivP = 0 in O
P .n = g on S

(A.2)

where n denotes the unit outer normal vector along S, gda = gϕdaϕ, and P : O →
M3 is the Piola transform of the Cauchy stress tensor field, defined by

P(x) = T (xϕ)Cof∇T (x) = det(Dϕ(x))T (xϕ)(Dϕ)−∗. (A.3)

From the constitutive equations, we have that P(x) = Dϕ(x)Σ(σ(u(x))),
where Σ defines the second Piola-Kirchhoff stress tensor. In terms of the displace-
ment u, Σ is given by

Σ(σ(u)) = λ(trσ(u))I + 2µσ(u) (A.4)

where λ and µ are the Lamé constants of the material, and the Green-St. Venant
strain tensor σ(u) is given by

σ(u) =
1
2
(Du∗ +Du+Du∗Du). (A.5)

Therefore equations (A.2) can be rewritten as{
− div[(I +Du)Σ(σ(u))] = 0 in O
(I +Du)Σ(σ(u))n = g on S.

(A.6)

The advantage of the equilibrium equations over the reference configuration
(A.2) or (A.6) over (A.1) is the fact that they are written in terms of the Lagrange
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variable x that is attached to the reference configuration, instead of the Euler
variable xϕ = ϕ(x), which is precisely one of the unknowns.

Nevertheless, we want to stress the fact that equations (A.1) play a critical
role when dealing with elastic body-fluid systems, where the coupling is taking
place on the boundary interface between the two media. This interface is precisely
the boundary Γ of the deformed configuration of the elastic body Ω and thus the
coupling requires the continuity of the velocities and the normal stress tensors
across Γ. Therefore, we need a relationship between the Cauchy stress tensor T
and the strain tensor σ(u), that will provide us with the correct matching of the
two dynamics on the common interface.

Recalling the relations between P , T , and Σ(u) we obtain that

T =
( 1

det(Dϕ)
Dϕ ·Σ(σ(u)) · (Dϕ)∗

)
◦ ϕ−1. (A.7)

Appendix B. Proof of Proposition 3.1

Proof. Let φ ∈ C∞
C (D). Using the change of variable y = T (x) (or x = S(y)), we

obtain:∫

D

(divE) ◦ T (x)φ(x) dx =
∫

D

divE(y)φ ◦ S(y) det(DS)(y) dy

= −
∫

D

〈E(y), ∇(φ ◦ S(y) det(DS)(y) )〉 dy

= −
∫

D

〈E(y), ∇(φ ◦ S(y) ) det(DS)(y) ) + φ ◦ S(y)∇( det(DS)(y) ) 〉 dy

[Using the identity ∇(φ ◦ S) = (DS)∗.(∇φ) ◦ S, we obtain:]

= −
∫

D

〈E(y), (DS)∗.(∇φ) ◦ S det(DS)(y) ) + φ ◦ S(y)∇( det(DS)(y) ) 〉 dy

[Transposing of the matrix DS∗, we can rewrite as follows:]

= −
∫

D

{〈det(DS)(y) )DS.E(y), (∇φ) ◦ S 〉

+ 〈∇( det(DS)(y) )E(y), φ ◦ S(y)〉 }dy
[Performing the change of variable y = T (x), we obtain:]

= −
∫

D

{〈det(DT ) det(DS) ◦ TDS ◦ T.E ◦ T,∇φ〉

+ 〈det(DT )(∇ det(DS)) ◦ T E ◦ T, φ〉}dx.
[As (DS) ◦ T = (DT )−1 ⇒ det(DS) ◦ T = det( (DS) ◦ T ) = det( (DT )−1 ) =
( detDT )−1. Then we have:]

= −
∫

D

{〈(DT )−1.E ◦ T,∇φ〉+ 〈det(DT )(∇det(DS)) ◦ T E ◦ T, φ〉}dx.
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[Using the fact that (∇ det(DS)) ◦ T = (DT )−∗.∇(det(DS) ◦ T ) =

(DT )−∗.∇
(

1
detDT

)
= − 1

(detDT )2
(DT )−∗.∇(detDT ), we obtain:]

= −
∫

D

{〈(DT )−1.E ◦ T,∇φ〉 − 〈det(DT )−1 (DT )−∗.∇(detDT ).E ◦ T, φ〉}dx

=
∫

D

{div((DT )−1.E ◦ T ) + det(DT )−1〈 (DT )−∗.∇(detDT ), E ◦ T 〉}φdx

=
∫

D

{div((DT )−1.E ◦ T ) + det(DT )−1〈∇(detDT ), (DT )−1.E ◦ T 〉}φdx

=
∫

D

det(DT )−1{det(DT ) div((DT )−1.E ◦ T )

+ 〈∇(detDT ), (DT )−1.E ◦ T 〉}φdx.

[For any scalar function a and any vector function �A we have div(a �A) =
a div �A+ 〈∇a, �A〉R3 . Therefore we have that

det(DT ) div((DT )−1.E ◦ T ) + 〈∇(detDT ), (DT )−1.E ◦ T 〉
= div(det(DT ) (DT )−1.E ◦ T ),

which gives us the desired conclusion:]

=
∫

D

det(DT )−1 div(det(DT ) (DT )−1.E ◦ T ) φdx. �

Appendix C. Proof of Lemma 3.2

Proof. Let Ft = I + t u. Then its speed flow is W (t, .) = ( ∂∂tFt) ◦ F
−1
t = u ◦ F−1

t .
Moreover we have ([15, 29]):

∂

∂t
detD(Ft) = (divW (t)) ◦ Ft detD(Ft),

and then

det(I +Du) = 1 +
∫ 1

0

(divW (t)) ◦ Ft detD(Ft) dt. (C.1)

Using (C.1) and (3.4), we obtain:

|(I + u)(Θ)| =
∫

Θ

det(I +Du) dx

= |Θ| +
∫ 1

0

(∫

Θ

(divW (t)) ◦ Ft detD(Ft) dx
)
dt

= |Θ| +
∫ 1

0

(∫

Θ

div( detD(Ft)D(Ft)−1.W (t) ◦ Ft ) dx
)
dt

= |Θ| +
∫ 1

0

(∫

Σ

〈 detD(Ft)D(Ft)−1.W (t) ◦ Ft, nΣ〉 dΣ
)
dt
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= |Θ| +
∫ 1

0

(∫

Σ

〈 u, detD(Ft)D(Ft)−∗.nΣ〉 dΣ
)
dt

= |Θ| +
∫

Σ

〈
u,

(∫ 1

0

detD(Ft)D(Ft)−∗ dt
)
.nΣ

〉
dΣ. �
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of Memory Kernels

F. Colombo and D. Guidetti

Communicated by Y. Kurylev

Abstract. The present paper is base on a talk given by one of the authors
to the 7th International ISAAC Congress held in London, UK, in 2009. A
few years ago the authors have introduced a strategy to prove global in time
existence and uniqueness results for semilinear integrodifferential inverse prob-
lems. Here we discuss the strategies used to treat some problems related to the
identification of convolution memory kernels in semilinear integrodifferential
models. Moreover, we explain the novelty with respect to some of the existing
methods with respect to our strategy whose main ideas are contained in the
paper [F. Colombo, D. Guidetti, A global in time existence and uniqueness
result for a semilinear integrodifferential parabolic inverse problem in Sobolev
Spaces, Math. Models Methods Appl. Sci., 17 (2007), 1–29]. Convolution ker-
nels are important to take into account memory effects, but in the case of the
heat equation they are also used to make the speed of propagation of the heat
finite. Among the models we discuss in this paper we mention: Phase-field
models with memory, the heat equation with memory, a model in the theory
of combustion, the beam equation with memory and a model arising in the
theory of nuclear reactors.

Mathematics Subject Classification (2000). Primary 35R30; Secondary 45K05.

Keywords. Global in time existence and uniqueness results, phase-field model,
nuclear reactor model, beam equation, strongly damped wave equation with
memory.

1. Introduction and notation

The literature related to inverse problems is very wide. Recent contributions can
be found in the books [2, 3, 19, 20, 27, 28, 32, 33, 34] which we mention without
claim of completeness. Such books treats different aspects of inverse problems.
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In recent years the theory of phase-field models with memory has had interesting
developments also from the inverse problems point of view, we refer for example to
[6, 7, 14] and the literature therein for more details. Inverse problems are in general
ill-posed problems and to obtain just uniqueness of a solution to a given inverse
problem can be considered a good result. To obtain global in time existence and
uniqueness of a solution is in general the most difficult part of the problem. The aim
of this paper is to discuss a strategy, introduced for the first time by the authors in
2007, which allows us to prove global in time existence and uniqueness results for
a class of semilinear integrodifferential models. Such strategy was applied to the
heat equation with memory in the paper [16], then we have applied such method to
several models in [8, 9, 10, 11, 13, 15]. Let us begin by considering the classification
of the nonlinearities we are able to study with our method. Let us consider the
inverse problem related to the heat equation with memory in its semilinear version.

Problem 1. Determine u : [0, T ]× Ω −→ R, and h : [0, T ] −→ R, satisfying

• Dtu(t, x) = ∆u(t, x) +
∫ t
0 h(t− s)∆u(s, x) ds+ F (u(t, x)),

• u(0, x) = u0(x), x ∈ Ω,
• Dνu(t, x) = 0, (t, x) ∈ [0, T ]× ∂Ω,
•
∫
Ω
φ(x)u(t, x) dx = g(t), ∀t ∈ [0, T ],

where F is a given nonlinear function of the unknown u and u0, φ, g are given
data.

The additional restriction on u given by
∫
Ω
φ(x)u(t, x) dx = g(t) is necessary

to determine both u and h, otherwise there would be no possibilities to make to
problem well-posed. Since both h and u are unknown, in the evolution equation,
we have two types of nonlinearities: the first one is of convolution type, the integral∫ t
0 h(t − s)∆u(s, x) ds contains such nonlinearity, while the second one is in the

term F (u). In the case F is independent of u or when F (u) is a linear function of u,
we have only a nonlinearity of convolution type. In this case the problem becomes
easier to treat because there is a well-known strategy to face such problem. The
difficulties are only technical.

In this paper we will discuss the following case:
• Strategy I, inverse problems with a non linearity of convolution type: global

in time results.
• The strategy II, inverse problems with two non linearities: local in time re-

sults.
• The strategy III, inverse problems with two non linearities: global in time

results.

Notations. If X and Y are Banach spaces, we indicate by L(X,Y ) the class of
linear continuous mappings from X to Y . We simply write L(X) in case X = Y .
We shall usually indicate by ‖ · ‖Y the norm in the Banach space Y . In general, if
y ∈ Y , we shall write ‖y‖ instead of ‖y‖Y when no confusion arises.
If A is a densely defined linear operator on X and X ′ is the dual space, we shall
indicate by A′ the dual operator of A.
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We denote by R+ the set of positive real numbers, Ω is an open subset of
Rn, lying on one side of its boundary ∂Ω, which is a submanifold of Rn of class at
least C1. We denote by ν(x) the unit vector normal to ∂Ω in x, pointing outside
Ω, and by Dν the normal derivative. If s ∈ N0, p ∈ [1,+∞], W s,p(Ω) is the usual
Sobolev space.
If s ∈ Z, s ≥ 2 and Ω is an open subset of R

n, with smooth boundary, we set

W s,p
B (Ω) := {f ∈ W s,p(Ω) : Dνf ≡ 0},

W s,p
BB(Ω) := {f ∈ W s,p(Ω) : Dνf ≡ Dν∆f ≡ 0}.

The Besov spaces are denoted by Bsp,q(Ω) for s > 0, 1 ≤ p < +∞ and 1 ≤ q < +∞
(see [36]).
The symbol (·, ·)θ,p denotes the real interpolation functor (0<θ<1, 1≤p≤+∞).
Let p ∈ [1,+∞), T ∈ R+, m ∈ N0 and X be a Banach space.
If f ∈Wm,p(0, T ;X), (see [1]) we set

‖f‖Wm,p(0,T ;X) :=
∑m−1

j=0
‖f (j)(0)‖+ ‖f (m)‖Lp(0,T ;X).

Let X be a Banach space and let A be a linear operator whose domain D(A) is
contained in X . For the sake of brevity we define the Banach space

X(T, p) = W 1,p(0, T ;X)∩ Lp(0, T ;D(A)),

where T ∈ R+, p ∈ [1,+∞]. If u ∈ X(T, p) we set

‖u‖X(T,p) = ‖u‖W 1,p(0,T ;X) + ‖u‖Lp(0,T ;D(A)).

In the sequel we will denote by a ∧ b the number min{a, b}, where a, b ∈ R.
Let h ∈ L1(0, T ) and f : (0, T ) → X , where X is a Banach space. We define the
convolution

(h ∗ f)(t) :=
∫ t

0

h(t− s)f(s)ds,

whenever the integral has a meaning. We conclude this section by recalling some
interesting papers on inverse problems [5, 12, 18, 23, 24, 25, 26, 30].

2. Some strategies to treat integrodifferential inverse problems

2.1. Strategy I, inverse problems with a non linearity of convolution type: global
in time results

Let us consider the abstract formulation of the heat problem relating it to a Banach
space X and let us suppose that A is the infinitesimal generator of an analytic
semigroup in X .

Problem 2. Determine u : [0, T ] −→ X and h : [0, T ] −→ R, satisfying

• u′(t) = Au(t) +
∫ t
0 h(t− s)Au(s) ds+ F (t),

• u(0) = u0,
• Φ(u(t)) = g(t), ∀t ∈ [0, T ],

where Φ denotes a bounded linear functional on X and u0, F , g are given data.
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The method to solve the problem is well known and can be formulated in the
following steps.

(1) We consider an abstract formulation of the inverse problem.
(2) We choose a functional setting and we select the related optimal regularity

theorem for the linearized version of the problem.
(3) We prove that the abstract version of the problem is equivalent to a suitable

fixed point system.
(4) The fixed point system contains integral operators, we have to estimate them

in the weighted spaces we are considering. The exponential weight eσt, σ ∈
R+, t ∈ [0, T ] is usually used.

(5) By the Contraction Principle we get existence and uniqueness of a solution
to our inverse problem.

(6) We apply the abstract results to the concrete problem.

2.2. The strategy II, inverse problems with two non linearities:
local in time results

In this case we follow the same strategy but here we cannot use weighted spaces.
The problem we consider is as follows.

Problem 3. Determine u : [0, T ] −→ X and h : [0, T ] −→ R, satisfying

• u′(t) = Au(t) +
∫ t
0
h(t− s)Au(s) ds+ F (u(t)),

• u(0) = u0,
• Φ(u(t)) = g(t), ∀t ∈ [0, T ],

where Φ denotes a bounded linear functional on X and u0, g are given data and
F is a non linear function of u.

The reason for which we cannot use weighted spaces is due to the fact that
the nonlinear term F (u) cannot be suitably estimated when we introduce some
weights in the function spaces we are considering. So condition (4), in strategy I,
has to be replaced by

(4′) The fixed point system contains integral operators, we have to estimate them
in the spaces we are considering.

With strategy II we can prove local in time existence and uniqueness results and
also global in time uniqueness results. The unsolved problem remains the global
existence of a solution. To get global in time existence and uniqueness it is nec-
essary to modify the strategy and make assumptions on the nonlinear term F (u)
as follows. For the strategy in the case of local results see [31] and for the use of
weighted spaces see [17].

2.3. The strategy III, inverse problems with two non linearities:
global in time results

The main ideas to solve the Problem 3 in this case is to prove that there exists
a local in time solution of the inverse problem in Sobolev spaces without weights.
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We linearize the convolution term and we find a priori estimates for u and for the
convolution kernel h. We can split the strategy in three main steps.

Step 1: We prove local in time existence and uniqueness.

(a) We use the Sobolev spaces W 2,p(0, T ;X).
(b) Find a suitable equivalent fixed point system.
(c) The fixed point system contains integral operators, we have to estimate them

in the Sobolev spaces we have chosen.
(d) We apply the Contraction Principle to prove that there exists a unique local

in time solution. Thanks to the equivalence theorem previously obtained we
get existence and uniqueness of the solution to our inverse problem which is
local in time.

(e) We prove a global in time uniqueness result without any condition on F (u).

Step 2: We linearize the convolution term:
∫ t
0 h(t− s)Au(s) ds.

(f) We linearize the convolution term thanks to the local in time existence and
uniqueness theorem.
We observe that a unique solution (û, ĥ) exists in [0, τ ] for some τ > 0.
Set v(t) := u′(t), vτ (t) = v(τ + t) and hτ (t) = h(τ + t) and consider, for
0 < t < τ the splitting

∫ τ+t

0

h(τ + t− s)Av(s)ds = hτ ∗Av̂(t) + ĥ ∗Avτ (t) + F̃ (t),

where the symbol ∗ stands for the convolution. F̃ (t) is a given data and
depends on the known functions (û, ĥ).

Step 3: A priori estimates with the condition Fu(u) bounded.
The above way of rewriting the convolution term allows us to avoid the weighted
spaces that have a bad behavior when we deal with the non linearity F (u).

(g) We deduce the a priori estimates for vτ (t) and hτ (t) for 0 < t < τ assuming
that Fu is a bounded function.

(h) In a finite number of steps we extend the solution to the interval [0, T ].

Remark 2.1 (An open problem associated to strategy III). The nonlinearity F (u) =
u(x, t) − u3(x, t) appears in several models we are interested in finding global in
time existence and uniqueness results for

ut(x, t) = ∆u(x, t) +
∫ t

0

h(t− s)∆u(x, s)ds + u(x, t)− u3(x, t) (2.1)

with the additional restriction on u in integral form with the associated suitable
initial-boundary conditions. For the inverse problem we make the following con-
siderations.

• The term u(x, t)− u3(x, t) it is monotone and it is suitable to find a priori
estimates for the direct problem.
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• If we fix u, and we try to solve the evolution equation (2.1) with respect to
h we have to observe that the term

∫ t
0 h(t − s)∆u(x, s)ds gives a Volterra

equation of the first kind. That is we have to face a Ill-posed problem.
• If we differentiate with respect to time the evolution equation we obtain a

Volterra equation of the second kind for the unknown h, since the derivative
of the convolution term gives:

h(t)∆u0 +
∫ t

0

h(t− s)∆u′(x, s)ds.

So we get a well-posed problem for h, but the nonlinear terms becomes

u′(x, t)− 3u2(x, t)u′(x, t).

The problem in that the differentiation with respect to time spoils the mono-
tonicity of the nonlinear term u(x, t)−u3(x, t) and so we are not able to find
the a priori estimates for the unknowns u and h.

2.4. The results of Strategy II applied to a phase-field model with memory

Here we present a phase-field model with memory studied in [14] which has been
solved in Sobolev spaces. For a different phase-field model with memory studied
in Hölder spaces see [6, 7] and the literature therein.

Let Ω be an open bounded set in R3 with sufficiently regular boundary ∂Ω
occupied by an isotropic, rigid and homogeneous heat conductor. We consider only
small variations of the absolute temperature and its gradient. The material which
exhibit phase transitions, due to the temperature variations, are described by two
state variables: the absolute temperature Θ and the phase-field χ at each point
x ∈ Ω and t ∈ [0, T ] for T > 0, where χ takes approximately value −1 in the
liquid and +1 in the solid. In our model we prefer to work with the temperature
variational field θ defined by:

θ =
Θ−Θc

Θc
, (2.2)

where Θc is the reference temperature at which the transition occurs. The energy
balance equation is

∂te+∇ · J = F , (2.3)

where e is the internal energy, J is the heat flux and F is the external heat supply.
Taking into account a linearized version of the Coleman–Gurtin theory, we assume
the constitutive equations:

e(t, x) = ec + cvΘcθ(t, x) +
∫ t

0

a(s)θ(t− s) ds+ Θcλ(χ(t, x)), (2.4)

J = −k∇θ(t, x)−
∫ t

0

b(s)∇θ(t − s) ds, (2.5)

where a and b account for the memory effects, ec, cv and k are the internal energy
at equilibrium, the specific heat and the conductivity, respectively. Moreover, λ is



Some Results on the Identification of Memory Kernels 127

a suitable regular given function. By (2.3), (2.4) and (2.5) we get

∂t

(
ec + cvΘcθ(t, x) +

∫ t
0 a(s)θ(t− s) ds+ Θcλ(χ(t, x))

)

−∇ ·
(
k∇θ(t, x) +

∫ t
0
b(s)∇θ(t− s) ds

)
= F(t, x), t ∈ [0, T ], x ∈ Ω.

(2.6)

We couple the evolution equation (2.6) with the Cahn–Hilliard type equation which
rules the phase evolution

ε∂tχ(t, x) = ∆[−∆χ(t, x)+χ3(t, x)+γ′(χ(t, x))−λ′(χ)θ(t, x)], t ∈ [0, T ], x ∈ Ω,
(2.7)

where γ is a smooth given function and ε > 0 is a parameter. We will assume
that λ and γ are linear functions of their arguments. Associated to the evolution
equations we will consider also the initial and the Neumann boundary conditions to
be introduced just below. As we have already observed, the kernels a and b cannot
be measured directly and the physical observable that can be easily measured
is the temperature, so a and b have to be indirectly determined by additional
measurements on θ made on suitable parts of the material.
We consider additional measurements on the temperature which can be repre-
sented as

Φj(θ)(t) :=
∫

Ω

φj(x)θ(t, x) dx = gj(t), ∀t ∈ [0, T ], j = 1, 2, (2.8)

where φj : Ω → R are given compact support functions depending on the type
thermometer used for the additional measurements on θ and gj : [0, T ] → R,
j = 1, 2, represent the result of the additional measurements on θ. We have given
two conditions because we have to identify the two unknown kernels a and b.

With the above notations we can give the definition of the inverse problem
we are investigating in the sequel.

Problem 4. Let p ∈ (1,+∞). Determine θ, χ, a, b, and k with

θ ∈ W 2,p(0, τ ;Lp(Ω)) ∩W 1,p(0, τ ;W 2,p(Ω)), (2.9)

χ ∈W 2,p(0, τ ;Lp(Ω)) ∩W 1,p(0, τ ;W 4,p(Ω)), (2.10)

a ∈ W 1,p(0, τ), b ∈ Lp(0, τ), k ∈ R
+, (2.11)

satisfying the system




Dt(θ + λχ+ a ∗ θ)(t, x) −∆[kθ(t, x) + b ∗ θ](t, x)
= f(t, x), (t, x) ∈ [0, τ ]× Ω,
εDtχ(t, x) = ∆[−∆χ+ φ(χ) − λθ](t, x), (t, x) ∈ [0, τ ]× Ω,
Dνθ(t, x′) = Dνχ(t, x′) = Dν∆χ(t, x′) = 0, (t, x′) ∈ [0, τ ]× ∂Ω,
θ(0, x) = θ0(x), χ(0, x) = χ0(x), x ∈ Ω,
Φj [θ(t)] = gj(t), j ∈ {1, 2}, t ∈ [0, τ ],

(2.12)

under suitable regularity and compatibility conditions on the data.
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We have set, for simplicity:

φ(χ) := χ3 − γ′(χ).

The main result related to the inverse Problem 4 states that under suitable
regularity and compatibility conditions on the data there exists a unique local in
time solution in the Sobolev setting. More precisely, let us introduce the set of
conditions:
(C1) Ω is an open bounded subset of Rn, lying on one side of its boundary ∂Ω,

which is a submanifold of Rn of class C4;
(C2) λ ∈ R, ε ∈ R+;
(C3) p ∈ (1,+∞), n ∈ N, n < 4p;
(C4) φ ∈ C∞(R);
(C5) χ0 ∈ W 4,p

BB(Ω);
(C6) θ0 ∈ W 2,p

B (Ω);
(C7) for some T ∈ R+, f ∈W 1,p(0, T ;Lp(Ω));
(C8) for j ∈ {1, 2}, u ∈ Lp(Ω), Φj [u] =

∫
Ω φj(x)u(x)dx, with φj ∈ Lp

′
(Ω);

(C9) for j ∈ {1, 2}, gj ∈W 2,p(0, T );
(C10) v0 := ε−1∆[−∆χ0 + φ(χ0)− λθ0] ∈ (Lp(Ω),W 4,p

BB(Ω))1−1/p,p;
(C11) χ−1 := Φ2[θ0]Φ1[∆θ0]− Φ1[θ0]Φ2[∆θ0] �= 0;
(C12) k0 := χ[Φ1[θ0]{Φ2[f(0) − λv0] − g′2(0)} − Φ2[θ0]{Φ1[f(0) − λv0] − g′1(0)}]

∈ R+;
(C13) Φj(θ0) = gj(0), j ∈ {1, 2};
(C14) u0 := f(0)− λv0 − a0θ0 + k0∆θ0 ∈ (Lp(Ω),W 2,p

B (Ω))1−1/p,p;
(C15) a0 := χ[{Φ2[f(0)− λv0]− g′2(0)}Φ1[θ0]− {Φ1[f(0)− λv0]− g′1(0)}Φ2[θ0]] ∈

R+.

The main result that is obtained by strategy II is the following.

Theorem 2.2. Assume that the assumptions (C1)–(C15) are satisfied. Then there
exists τ ∈ (0, T ] such that the system (2.12) has a unique solution (θ, χ, a, b, k)
satisfying the conditions (2.9)–(2.11).

3. The results originally obtained by Strategy III

Here we state the main results for the heat equation with memory in its abstract
version.

Problem 5 (The Inverse Abstract Problem (IAP)). Determine τ ∈ (0, T ] and
• u ∈W 2,p(0, τ ;X) ∩W 1,p(0, τ ;D(A)),
• h ∈ Lp(0, τ),

satisfying the system
• u′(t) = Au(t) + h ∗Bu(t) + f(u(t)) +G(t), t ∈ (0, τ)
• u(0) = u0,
• Φ(u) = g(t), t ∈ (0, τ).
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The set of regularity and compatibility conditions on the data in order to get
a well-posed problem are as follows. Let p ∈ (1,+∞).
(H1) D(A) ↪→ Y ↪→ X , D(A) is dense in X and there exist C > 0 and θ ∈ [0, 1),

such that, ∀u ∈ D(A),

‖u‖Y ≤ C‖u‖1−θX ‖u‖θD(A).

(H2) A is the infinitesimal generator of an analytic semigroup in X
(H3) B ∈ L(D(A), X).
(H4) u0 ∈ D(A).
(H5) Φ ∈ X ′.
(H6) f ∈ C1(Y,X) and f ′ : Y → L(Y,X) is Lipschitz continuous in bounded

subsets of Y .
(H7) G ∈ W 1,p(0, T ;X).
(H8) v0 := Au0 + f(u0) +G(0) ∈ (X,D(A))1−1/p,p.
(H9) Φ(Bu0) �= 0.

(H10) g ∈ W 2,p(0, T ) with Φ(u0) = g(0) and Φ(v0) = g′(0).
(H11) f ′ : Y → L(Y,X) is bounded, with f ′ Fréchet derivative of f .

Theorem 3.1. (Local in time existence) Let the assumptions (H1)–(H10) hold.
Then there exists τ ∈ (0, T ], depending on the data, such that Problem 5 has a
solution (u, h) ∈ [W 2,p(0, τ ;X) ∩W 1,p(0, τ ;D(A))] × Lp(0, τ).

Theorem 3.2. (Global in time uniqueness) Let the assumptions (H1)–(H10) hold.
Then, if τ ∈ (0, T ], and Problem 5 has two solutions (uj, hj) ∈ [W 2,p(0, τ ;X) ∩
W 1,p(0, τ ;D(A))] × Lp(0, τ) (j ∈ {1, 2}), then u1 = u2 and h1 = h2.

Theorem 3.3. (Global in time existence and uniqueness) Let the assumptions
(H1)–(H11) hold. Let T > 0. Then Problem 5 has a unique solution (u, h) ∈
[W 2,p(0, T ;X) ∩W 1,p(0, T ;D(A))]× Lp(0, T ).

We point out that the global in time existence and uniqueness result has been
obtained in the abstract setting and it is not based on a maximum principle that
in most of the concrete cases does not hold.

3.1. An application of the abstract results to the heat equation with memory

Problem 6. Determine τ ∈ (0, T ] and u ∈ W 2,p(0, τ ;Lp(Ω)) ∩W 1,p(0, τ ;W 2,p(Ω))
and h ∈ Lp(0, τ), satisfying the system




∂tu(t, x) = ∆u(t, x) + h ∗∆u(t, x) + f(u(t, x)) +G(t, x),
u(0, x) = u0(x), x ∈ Ω,
Dνu(t, x) = 0, t ∈ (0, τ), x ∈ ∂Ω,
Φ(u) :=

∫
Ω φ(x)u(t, x)dx = g(t).

(3.1)

Under the following conditions on the data:
(h1) Ω is an open bounded subset of Rn, lying on one side of its boundary ∂Ω,

which is a submanifold of Rn of class C2;
(h2) p ∈ (1,+∞), n ∈ N, with n < 2p;
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(h3) u0 ∈W 2,p
B (Ω);

(h4) φ ∈W 2,p′
B (Ω);

(h5) f ∈ C∞(R);
(h6) v0 := ∆u0 + f(u0) +G(0) ∈ (Lp(Ω),W 2,p

B (Ω))1−1/p,p;
(h7) g ∈W 2,p(0, T ) with Φ(u0) = g(0), Φ(v0) = g′(0);
(h8) Φ(∆u0) :=

∫
Ω
φ(x)∆u0(x)dx �= 0;

(h9) G ∈W 1,p(0, T ;Lp(Ω));
(h10) fu is bounded.

Theorem 3.4. (Local in time existence) Let (h1)–(h9) hold. Then there exists
τ ∈ (0, T ], depending on the data, s.t. the Inverse Problem 6 has a solution
u ∈W 2,p(0, τ ;Lp(Ω)) ∩W 1,p(0, τ ;W 2,p(Ω)), h ∈ Lp(0, τ).

Theorem 3.5. (Global in time uniqueness) Let the assumptions (h1)–(h9) hold.
Then, if τ ∈ (0, T ], and the Inverse Problem 6 has two solutions

uj ∈W 2,p(0, τ ;Lp(Ω)) ∩W 1,p(0, τ ;W 2,p(Ω)), (j ∈ {1, 2})

hj ∈ Lp(0, τ), (j ∈ {1, 2})
then u1 = u2 and h1 = h2.

Theorem 3.6. (Global in time existence and uniqueness) Let the assumptions (h1)–
(h10) hold. Assume that p > 1. Let T > 0. Then the Inverse Problem 6 has a unique
solution u ∈W 2,p(0, T ;Lp(Ω)) ∩W 1,p(0, T ;W 2,p(Ω)), h ∈ Lp(0, T ).

3.2. An application of the abstract results to a parabolic problem of order 2m
Our main results are proved in an abstract setting so that they can be applied to
the more general case of operators of order 2m that contains as a particular case
the heat conduction problem for m = 1.

Problem 7. (The inverse problem for operators of order 2m) Let T > 0. Determine
τ ∈ (0, T ] and

u ∈ W 2,p(0, τ ;Lp(Ω)) ∩W 1,p(0, τ ;W 2m,p(Ω)), h ∈ Lp(0, τ), (3.2)

satisfying the system


∂tu(t, x) = A(x, ∂x)u(t, x) + h ∗B(x, ∂x)u(t, x)
+F((∂αx u(t, x))|α|≤2m−1) +G(t, x),
u(0, x) = u0(x), x ∈ Ω,
Bj(x, ∂x)u(t, x) = 0, 1 ≤ j ≤ m, t ∈ (0, τ), x ∈ ∂Ω,

(3.3)

with the additional information on u:

Φ(u) :=
∫

Ω

φ(x)u(t, x)dx = g(t). (3.4)

We solve the inverse problem under the following conditions on the data:
(K1) m,n ∈ N, Ω is an open bounded subset of Rn, lying on one side of its

boundary ∂Ω, which is a submanifold of R
n of class C2m.
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(K2) A(x, ∂x) is a strongly elliptic operator of order 2m, with coefficients in
C(Ω), for j = 1, . . . ,m, Bj(x, ∂x) is a linear differential operator of order
mj ≤ 2m − 1, with coefficients in C2m−mj (∂Ω), {Bj(x, ∂x) : 1 ≤ j ≤ m}
is a normal system of boundary operators in the sense of [35], Definition
3.7.1, the operator A(x, ∂x) with vanishing boundary conditions Bj(x, ∂x)
(1 ≤ j ≤ m) has Arg(λ) = θ as a ray of minimal growth of the resolvent in
the sense of [35], Definition 3.8.1 for all θ ∈ [−π/2, π/2].

(K3) p ∈ (1,+∞), with n < p, 2m(1− 1/p) �= mj + 1/p ∀j = 1, . . . ,m.
(K4) u0 ∈W 2m,p

B (Ω) := {u ∈W 2m,p(Ω) : Bj(x, ∂x)u ≡ 0 ∀j = 1, . . . ,m}.
(K5) φ ∈ Lp′(Ω).
(K6) F ∈ C1(RN(m)), with N(m) indicating the cardinality of {α ∈ Nn0 : |α| ≤

2m−1}, and we denote by (yα)|α|≤2m−1 a general element of R
N(m); more-

over, its first-order derivatives are Lipschitz continuous on the bounded
subsets of RN(m).

(K7) G ∈ W 1,p(0, T ;Lp(Ω)).
(K8) v0 := A(x, ∂x)u0 + F((∂αx u0)|α|≤2m−1) + G(0) ∈ B

2m(1−1/p)
p,p,B (Ω), where

B
2m(1−1/p)
p,p,B (Ω) := {v ∈ B

2m(1−1/p)
p,p (Ω) : Bj(x, ∂x)u ≡ 0, ∀j = 1, . . . ,m,

mj + 1/p < 2m(1− 1/p)}.
(K9) g ∈ W 2,p(0, T ) with Φ(u0) = g(0) and Φ(v0) = g′(0).

(K10) B(x, ∂x) is a linear differential operator of order not exceeding 2m, with
coefficients in C(Ω).

(K11) Φ(B(x, ∂x)u0) =
∫
Ω
φ(x)B(x, ∂x)u0(x)dx �= 0.

(K12) ∇F is bounded in RN(m).

Theorem 3.7. (Local in time existence) Let the assumptions (K1)–(K11) hold.
Then there exists τ ∈ (0, T ], depending on the data, such that Problem 7 has a
solution (u, h) ∈ [W 2,p(0, τ ;Lp(Ω)) ∩W 1,p(0, τ ;W 2m,p(Ω))] × Lp(0, τ).

Theorem 3.8. (Global in time uniqueness) Let the assumptions (K1)–(K11) hold.
Then, if τ ∈ (0, T ], and Problem 7 has two solutions (uj , hj) ∈ [W 2,p(0, τ ;Lp(Ω))∩
W 1,p(0, τ ;W 2m,p(Ω))] × Lp(0, τ) (j ∈ {1, 2}), then u1 = u2 and h1 = h2.

Theorem 3.9. (Global in time existence and uniqueness) Let the assumptions
(K1)–(K12) hold. Let T > 0. Then Problem 7 has a unique solution (u, h) ∈
[W 2,p(0, T ;Lp(Ω)) ∩W 1,p(0, T ;W 2m,p(Ω))]× Lp(0, T ).

4. Some models to which Strategy III applies

4.1. The strongly damped wave equation with memory

For the proofs of the results, presented here and related to strongly damped wave
equation with memory see [8]. For the identification of the memory kernel in
the strongly damped wave equation where the additional restriction on the state
variable u is given by a flux condition see the paper [13].
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The model and the physical problem. Let Ω be an open bounded set in Rn,
n = 1, 2, 3 and T > 0. For (t, x) ∈ [0, T ]× Ω we consider the initial and boundary
value problem for a semilinear strongly damped wave equation




utt(t, x) = ∆ut(t, x) + ∆u(t, x) +
∫ t
0 h(t− s)∆u(s, x)ds

+f(u(t, x),∇u(t, x)) +G(t, x),
u(0, x) = u0(x), x ∈ Ω,
ut(0, x) = u1(x), x ∈ Ω,
Dνu(t, x) = 0, (t, x) ∈ [0, T ]× ∂Ω,

(4.1)

where Dν denotes the outward unit normal derivative in ∂Ω and we suppose that
the boundary ∂Ω is sufficiently smooth in the sense that will be clarified in the
sequel. The functions f and G are given. In the case Ω ⊂ Rn with n = 1, 2 system
(4.1) rules the transversal vibration of a homogeneous string and the longitudinal
vibrations of a homogeneous bar, respectively. The term −∆ut(t, x) takes into
account the so-called strong damping due to viscous effects and indicates that the
stress is proportional ont only to the strain, but also to the strain rates as in the
linearized Kelvin-Voigt material.

The convolution kernel h accounts for memory effects as usual. The fun-
damental point, when dealing with memory effects, is that the kernel h cannot
be considered a known function, since there are no ways to measure it directly.
What we do is to reconstruct h by additional measurements u, taken on a suitable
subset of the body Ω. We suppose that such additional information on u can be
represented in integral form as∫

Ω

φ(x)u(t, x) dx = g(t), ∀t ∈ [0, T ], (4.2)

where φ and g are given functions representing the type of device used to measure u
and the results of the measurements, respectively. The inverse problem we consider
in its more general form is the following.

Problem 8. Determine u : [0, T ]×Ω −→ R and the convolution kernel h : [0, T ] −→
R satisfying (4.1) and (4.2), given the initial values u0(x) and u1(x).

Definition 4.1. (The inverse problem for the damped wave equation with memory
in Sobolev spaces) Let T > 0. Determine τ ∈ (0, T ] and

u : W 3,p(0, τ ;Lp(Ω)) ∩W 2,p(0, τ ;W 2,p(Ω)), h ∈ Lp(0, τ),
satisfying the system (4.1)–(4.2).

We solve the inverse problem under the following conditions on the data:
(K1) Ω is an open bounded subset of Rn, lying on one side of its boundary ∂Ω,

which is a submanifold of Rn of class C2 (in the physical case n = 1, 2, 3).
(K2) p ∈ (1,+∞), n ∈ N, with n < p, p �= 3.
(K3) u0, u1 ∈ W 2,p

B (Ω) := {u ∈ W 2,p(Ω) : Dνu ≡ 0}.
(K4) φ ∈ Lp′(Ω).
(K5) f ∈ C1(R) and f ′ is Lipschitz continuous in bounded subsets of R.
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(K6) G ∈ W 1,p(0, T ;Lp(Ω))
(K7) v1 := ∆u1 + ∆u0 + f(u0,∇u0) +G(0, ·) ∈ B2(1−1/p)

p,p,B (Ω), where

B
2(1−1/p)
p,p,B (Ω) =

{
B

2(1−1/p)
p,p (Ω) if p < 3,
{v ∈ B2(1−1/p)

p,p (Ω) : Dνv ≡ 0} if p > 3.

(K8)
∫
Ω
φ∆u0dx �= 0.

(K9) g ∈ W 3,p(0, T ) with
∫
Ω φu0dx = g(0) and

∫
Ω φv1dx = g′(0).

(K10) f ′ is globally bounded.

Theorem 4.2. (Local in time existence) Let the assumptions (K1)–(K9) hold. Then
there exists τ ∈ (0, T ], depending on the data, such that the inverse problem given
by Definition 4.1 has a solution (u, h) ∈ [W 3,p(0, τ ;Lp(Ω))∩W 2,p(0, τ ;W 2,p(Ω))]×
Lp(0, τ).

Theorem 4.3. (Global in time uniqueness) Let the assumptions (K1)–(K9) hold.
Then, if τ ∈ (0, T ], and the inverse problem given by Definition 4.1 has two solu-
tions

(uj , hj) ∈ [W 3,p(0, τ ;Lp(Ω)) ∩W 2,p(0, τ ;W 2,p(Ω))] × Lp(0, τ) (j ∈ {1, 2}),

then u1 = u2 and h1 = h2.

Theorem 4.4. (Global in time existence and uniqueness) Let the assumptions (K1)–
(H10) hold. Let T > 0. Then the inverse problem given by Definition 4.1 has a
unique solution (u, h) ∈ [W 3,p(0, T ;Lp(Ω)) ∩W 2,p(0, T ;W 2,p(Ω))] × Lp(0, T ).

4.2. A nuclear reactor model

For the proofs of the results presented here see [10]. For the nuclear reactor models
see for example [4] and [29]. Let t ∈ [0, T ], for T > 0, x ∈ Ω where Ω is an
open bounded set representing the nuclear reactor. In the sequel we indicate the
boundary of Ω by ∂Ω. We denote by u the deviation of the temperature from the
equilibrium, W is the logarithm of the total reactor power.

Definition 4.5. (The inverse problem in Sobolev spaces) Let T > 0. Determine
τ ∈ (0, T ] and

u ∈ W 2,p(0, τ ;Lp(Ω)) ∩W 1,p(0, τ ;W 2,p(Ω)), W ∈W 3,p(0, τ), h ∈ Lp(0, τ),
(4.3)

satisfying system




∂tu(t, x) = ∆u(t, x) + h ∗∆u(t, x) + η(x)(eW(t) − 1),
u(0, x) = u0(x), x ∈ Ω,
Dνu(t, x) = 0, t ∈ (0, τ), x ∈ ∂Ω,
W ′(t) = −

∫
Ω
α(x)u(t, x)dx,

W(0) =W0,∫
Ω φ(x)u(t, x)dx = g(t).

(4.4)
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Definition 4.6. (The linearized version of the inverse problem in Sobolev spaces)
Let T > 0. Determine

u ∈ W 2,p(0, T ;Lp(Ω)) ∩W 1,p(0, T ;W 2,p(Ω)), W ∈ W 3,p(0, T ), h ∈ Lp(0, T ),
(4.5)

satisfying system (4.4) where the term η(x)(eW(t) − 1) is replaced by η(x)W(t).

Let us assume the following conditions (for the physical case take n = 3).

(h1) Ω is an open bounded subset of Rn, lying on one side of its boundary ∂Ω,
which is a submanifold of Rn of class C2.

(h2) p ∈ (1,+∞), n ∈ N, with n < p, p �= 3.
(h3) W0 ∈ R, u0 ∈W 2,p

B (Ω).
(h4) φ ∈ Lp′(Ω), α ∈ Lp′(Ω), η ∈ Lp(Ω).
(h5) f ∈ C1(R) and f ′ is Lipschitz continuous in bounded subsets of R.
(h6) v0 := ∆u0 + ηf(W0) ∈ B2(1−1/p)

p,p,B (Ω).
(h7) g ∈ W 2,p(0, T ) with

∫
Ω φ(x)u0(x)dx = g(0) and

∫
Ω φ(x)v0(x)dx = g′(0).

(h8)
∫
Ω φ(x)∆u0(x)dx �= 0.

(h9) f ′ globally bounded.

We recall that for θ ∈ (0, 1) we have the interpolation result (see [36])

(Lp(Ω),W 2,p
B (Ω))θ,p = B

2(1−1/p)
p,p,B (Ω)

=

{
B

2(1−1/p)
p,p (Ω) if p < 3,
{v ∈ B2(1−1/p)

p,p (Ω) : Dνv ≡ 0} if p > 3.

Theorem 4.7. (Local in time existence in the case of Definition 4.5) Let the as-
sumptions (h1)–(h8) hold. Then there exists τ ∈ (0, T ], depending on the data,
such that the inverse problem given by Definition 4.5 has a solution (u,W , h) ∈
[W 2,p(0, τ ;Lp(Ω)) ∩W 1,p(0, τ ;W 2,p(Ω))]×W 3,p(0, τ) × Lp(0, τ).

Theorem 4.8. (Global in time uniqueness in the case of Definition 4.5) Let the
assumptions (h1)–(h8) hold. Then, if τ ∈ (0, T ], and the inverse problem given by
Definition 4.5 has two solutions

(uj ,Wj, hj) ∈ [W 2,p(0, τ ;Lp(Ω)) ∩W 1,p(0, τ ;W 2,p(Ω))]×W 3,p(0, τ)× Lp(0, τ)

for j ∈ {1, 2}, then u1 = u2, W1 =W2, and h1 = h2.

In the case we consider the linearized version of the inverse problem in Defi-
nition 4.6, instead of position (P6) we have to assume

ηf(W) := η(x)W(t).

Theorem 4.9. (Global in time existence and uniqueness in the case of Definition
4.6) Let the assumptions (h1)–(h9) hold. Let T > 0. Then the inverse problem
given by Definition 4.6 has a unique solution (u,W , h) ∈ [W 2,p(0, T ;Lp(Ω)) ∩
W 1,p(0, T ;W 2,p(Ω))]×W 3,p(0, T )× Lp(0, T ).
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5. The beam equation with memory

We conclude this overview of models with the beam equation with memory, the
proofs of the following results are in the paper [15]. For non parabolic models see
also [21] and [22].

Definition 5.1. (The inverse problem for the beam equation) Let T > 0. Determine
τ ∈ (0, T ] and

(U, h) ∈ [C2([0, T ];L2(Ω)) ∩ C1([0, T ];H2(Ω)) ∩ C([0, T ];H4(Ω))] × L1(0, T )

satisfying the system



Utt(t, x) + ∆2U(t, x)−∆U(t, x) =
∫ t
0
h(t− s)∆U(s, x)ds

+F (t, x, U(t, x), DxU(t, x), D2
xU(t, x)), (t, x) ∈ (0, τ)× Ω,

U(t, x) = g0(t, x), (t, x) ∈ [0, T ]× ∂Ω,
DνU(t, x) = g1(t, x), (t, x) ∈ [0, T ]× ∂Ω,
U(0, x) = U0(x), x ∈ Ω,
Ut(0, x) = U1(x), x ∈ Ω,∫
Ω φ(x)U(t, x) dx = G(t), t ∈ [0, T ].

(5.1)

We will indicate with γ the trace operator in ∂Ω. We study the problem in
Definition 5.1 under the following assumptions.
(K1) Ω is an open bounded subset of R

n, with n ≤ 3, lying on one side of its
boundary ∂Ω, which is a submanifold of Rn of class C5.

(K2) We indicate with (t, x, u, p, q) the generic element of [0, T ]×Ω×R×R
n×R

n2
.

We assume that F ∈ C1([0, T ]×Ω×R×R
n×R

n2
); moreover, the first-order

derivatives are Lipschitz continuous with respect to u, p and q, uniformly
in bounded subsets of [0, T ]× Ω× R× R

n × R
n2

.
(K3) U0 ∈ H4+ε(Ω), U1 ∈ H2+ε(Ω), for some ε ∈ R+.
(K4) For some ε ∈ R+:

g0 ∈ W 1+ε,1(0, T ;H
7
2 (∂Ω)) ∩W 11

4 +ε,1(0, T ;L2(∂Ω)),

g1 ∈W 1+ε,1(0, T ;H
5
2 (∂Ω)) ∩W 9

4+ε,1(0, T ;L2(∂Ω)).
(K5) Compatibility conditions on g0, g1, U0 and U1:

γU0 = g0(0, .), DνU0 = g1(0, .), in ∂Ω,

γU1 = Dtg0(0, .), DνU1 = Dtg1(0, .) in ∂Ω.
(K6) φ ∈ H2

0 (Ω).
(K7)

∫
Ω
φ(x)∆U0(x)dx �= 0.

(K8) G ∈ W 3,1(0, T ).
(K9)

∫
Ω
φ(x)U0(x)dx = G(0),

∫
Ω
φ(x)U1(x)dx = G′(0),

∫
Ω
φ(x)V0(x)dx = G′′(0),

with
V0 := −∆2U0 + ∆U0 + F (0, U0, DxU0, D

2
xU0).

(K10) The first-order derivatives of F are uniformly bounded in [0, T ]×Ω×R×
R
n × R

n2
.
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We shall prove the following results:

Theorem 5.2. (Local in time existence) Let assumptions (K1)–(K9) hold. Then
there exists τ ∈ (0, T ], depending on the data, such that the problem in Definition
5.1 has a solution

(U, h) ∈ [C2([0, τ ];L2(Ω)) ∩ C1([0, τ ];H2(Ω)) ∩ C([0, τ ];H4(Ω))] × L1(0, τ).

Theorem 5.3. (Global in time uniqueness) Let assumptions (K1)–(K9) hold. Then,
if τ ∈ (0, T ], and the problem in Definition 5.1 has two solutions

(Uj, hj) ∈ [C2([0, τ ];L2(Ω)) ∩ C1([0, τ ];H2(Ω)) ∩ C([0, τ ];H4(Ω))] × L1(0, τ),

(j ∈ {1, 2}), then U1 = U2 and h1 = h2.

Theorem 5.4. (Global in time existence and uniqueness) Let assumptions (K1)–
(K10) hold. Then the problem in Definition 5.1 has a unique solution

(U, h) ∈ [C2([0, T ];L2(Ω)) ∩C1([0, T ];H2(Ω)) ∩ C([0, T ];H4(Ω))]× L1(0, T ).
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A k-uniform Maximum Principle
When 0 is an Eigenvalue

Genni Fragnelli and Dimitri Mugnai
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Abstract. In this paper we consider linear operators of the form L + λI be-
tween suitable functions spaces, when 0 is an eigenvalue of L with constant
associated eigenfunctions. We introduce a new notion of “quasi”-uniform max-
imum principle, named k-uniform maximum principle, which holds for λ be-
longing to certain neighborhoods of 0 depending on k ∈ R

+. Our approach
actually also covers the case of a “quasi”-uniform antimaximum principle, and
is based on an L∞ − L2 estimate. As an application, we prove some gener-
alization of known results for elliptic Neumann problems and new results for
parabolic problems with time-periodic boundary conditions.
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1. Introduction and abstract setting

In the recent paper [6], Campos, Mawhin and Ortega showed a very general maxi-
mum and antimaximum principle for linear differential equations whose prototypes
were given by linear ODE’s with periodic boundary conditions and the linear
damped wave equation (or telegraph equation) in one spatial dimension with dou-
ble periodic boundary conditions. In that paper the abstract setting relies on a
L∞ − L1 estimate for solution-datum of the form

‖u‖L∞(Ω) ≤M‖f‖L1(Ω),
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which is common and natural for ODE’s and for the wave equation in 1D. On the
other hand, for the classical theory of elliptic problems like{

∆u+ λu = f(x) in Ω,
Bu = 0 on ∂Ω,

(1.1)

where Ω is a bounded domain of RN , N ≥ 1, and B denotes Dirichlet or Neumann
boundary conditions, a more natural setting would be an L2 − L2 estimate of the
form

‖u‖L2(Ω) ≤M‖f‖L2(Ω),

since data belonging to L1 are not the good ones to perform a standard variational
approach (we refer to [3] for a well-established theory for this case). In this clas-
sical framework many results have been established for problem (1.1), the typical
maximum principle sounding as:

(MP): if λ < λ1, the first eigenvalue of −∆ under the corresponding boundary
condition, then for any f ≥ 0 the associated solution u is nonposi-
tive in Ω.

On the other hand, a related stronger version, namely the strong maximum prin-
ciple, holds:

(SMP): if in addition f �= 0, then u is strictly negative in Ω.
However, it is now well known that jumping after λ1 changes the situation a lot: in-
deed, Clément and Peletier in [7] were the first to show the following antimaximum
principle:
(AMP): for any f ≥ 0 in Lp(Ω), p > N , there exists δ = δ(f) > 0 such that if u

solves (1.1) with λ ∈ (λ1, λ1 + δ) under Dirichlet or Neumann boundary
conditions, then u ≥ 0 in Ω.

They also showed that under Neumann boundary conditions it is possible to take δ
independent of f , thus showing a uniform antimaximum principle (UAMP), only
when N = 1. Refinements of the (UAMP) are established for higher-order ODE’s
with periodic boundary conditions in [5], for general second-order PDE’s with
Neumann or Robin boundary conditions in [16] (where it is proved that (UAMP)
holds only if N = 1), in [8], [9], [18] for polyharmonic operators in low dimensions
(essentially for all those dimensions for which the natural Sobolev space containing
weak solutions are embedded in C0(Ω)), while in [25] it is showed that the condition
p > N in [7] is sharp for the validity of an antimaximum principle when L = ∆
under Dirichlet boundary conditions, in the sense that requiring a right-hand side
f ∈ L2(Ω) forces to assume N = 1.

On the other hand, the result of [6] seems to be much more general, since the
authors show that it is possible to state maximum and antimaximum principles in
a unitary way. Roughly speaking, having in mind Neumann boundary conditions,
so that λ1 = 0, they start with the following definition of maximum principle,
which is actually formulated therein for data f belonging to L1(Ω), but which we
rephrase here for functions in L2(Ω).
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Definition 1.1. Given λ ∈ R \ {0}, we say that the operator L + λI satisfies a
maximum principle if for every f ∈ L2(Ω) the equation

Lu+ λu = f, u ∈ Dom(L) ⊂ C0 (1.2)

has a unique solution with λu ≥ 0 for any f ≥ 0. Moreover, the maximum principle
is said to be strong if λu(x) > 0 for any x ∈ Ω whenever f ≥ 0 and f(x) > 0 in a
subset of Ω with positive measure.

Thus it is clear that the authors are actually dealing with a “classical” max-
imum principle when λ < λ1 = 0 and with a “classical” antimaximum principle
when λ > 0; more precisely, we remark that for λ > 0 their definition includes a
(UAMP) tout court.

Without going into the detailed description of L, but thinking for instance of
Lu as u′′ with Neumann boundary conditions, the main result in [6] is the following

Theorem 1.2 ([6]). There exist λ− and λ+ such that

−∞ ≤ λ− < 0 < λ+ ≤ +∞

and L+λI has a maximum principle if and only if λ ∈ [λ−, 0)∪ (0, λ+]. Moreover
the maximum principle is strong if λ ∈ (λ−, 0) ∪ (0, λ+).

As already said, an L∞ − L1 estimate is the main ingredient of their proofs;
for this reason, having in mind weak solutions to (1.1), this setting is natural for
all those problems in which L1 is contained in the dual of the Sobolev space where
weak solutions are sought. In this context, the easy problem

{
∆u+ λu = f in Ω,
∂u
∂ν = 0 on ∂Ω,

(1.3)

where Ω is a bounded domain of R2 or R3, cannot be handled by Theorem 1.2
if f ∈ L2(Ω), which is the most reasonable assumption since L2(Ω) ⊂ (H1(Ω))′,
while L1(Ω) �⊂ (H1(Ω))′; indeed, we remark that the inclusion L1(Ω) ⊂ (H1(Ω))′

actually holds only in dimension 1, and this fact was used in [6] to consider (1.3)
for N = 1 as a special case of polyharmonic problems.

On the other hand, classical regularity results for elliptic PDE’s guarantee
that if f ∈ L2(Ω) and Ω is a bit regular, say of class C2 just for simplicity, then the
corresponding solution u of (1.3) with λ �= 0 belongs to H2(Ω), and there exists
C = C(Ω) > 0 such that

‖u‖H2(Ω) ≤ C‖f‖L2(Ω), (1.4)

for example see [4, Theorem IX.26]. By Morrey’s Theorem, if N = 1, 2, 3, then
H2(Ω) ↪→ C0,α(Ω̄), so that (1.4) implies

‖u‖C0(Ω) ≤M‖f‖L2(Ω),

where, of course, ‖u‖C0(Ω) = maxΩ̄ |u| = ‖u‖L∞(Ω).
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Our purpose is to combine the spirit of all the results cited so far showing
that, although a (UAMP) cannot hold, in higher dimensions a “quasi-(UAMP)”
does, in the sense of Definition 1.3 below.

In order to make our setting precise, we start describing the abstract frame-
work we are working within. By Ω we denote a bounded domain of Rn endowed
with a positive and finite measure µ, and we write Lp(Ω) := Lp(Ω, µ), p ∈ [1,∞].
Given f ∈ L2(Ω) and k > 0, we define

f :=
1

µ(Ω)

∫

Ω

fdµ, f̃ := f − f,

L := {f ∈ L2(Ω) : f = 0}, C̃ := C0(Ω̄) ∩ L,
and

Fk := {f ∈ L2(Ω) : ‖f̃‖L2(Ω) ≤ k‖f‖L1(Ω)}.

It is clear that any f ∈ L2(Ω) belongs to a suitable Fk and to F� for any � ≥ k,
and that ∪kFk ⊂ L1(Ω) with strict inclusion.

We now consider a linear operator L : Dom(L) ⊂ C0(Ω̄)→ L2(Ω) satisfying
the following properties:

Ker(L) = {constant functions}, Im(L) = L, (1.5){
the problem Lu = f̃ has a unique solution ũ ∈ C̃
and ∃M = M(L) > 0 such that ‖ũ‖C0(Ω) ≤M‖f̃‖L2(Ω).

(1.6)

We remark that these requirements are the natural extensions to our setting
of the assumptions made in [6]. Therefore, having in mind Definition 1.1, we give
the following

Definition 1.3. Given λ ∈ R \ {0}, we say that the operator L + λI satisfies a
k-uniform maximum principle (k-(UMP) for short) if for every f ∈ Fk equation
(1.2) has a unique solution with λu ≥ 0 for any f ≥ 0. We say that a strong
k-(UMP) holds if λu(x) > 0 for any x ∈ Ω whenever f ≥ 0 and f(x) > 0 in a
subset of Ω with positive measure.

Remark 1.4. As in the case of Definition 1.1, the case λ < 0 corresponds to
a classical maximum principle, while the case λ > 0 states the validity of an
antimaximum principle, which is “almost” uniform due to the fact that f ∈ Fk
and not to the whole of L2(Ω).

In view of the cited results stating that for the Laplace operator with Neu-
mann conditions a (UAMP) can hold only in dimension 1, we want to prove that a
k-(UMP) does hold also in some higher dimensions. In this context, we believe that
our result, stated in Theorem 1.5, can shed new light in the general understanding
of the matter.
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In particular, our result concerns the existence of a neighborhood U of 0 such
that

U \ {0} ⊂ {λ ∈ R : L+ λI satisfies a k-(UMP)}.
Thus, having in mind a “quasi”-uniform (AMP) for L, we can conclude that there
exists δ = δ(k) > 0 such that for any λ ∈ (0, δ) and for any f ∈ Fk, f ≥ 0, the
solution of (1.2) is nonnegative, at least if N = 1, 2, 3, in contrast to the validity of
the (UAMP) for problem (1.1), which can hold only if N = 1, as already remarked
in [7].

More precisely, our abstract result is the following.

Theorem 1.5. Assume that (1.5) and (1.6) hold and fix k > 0. Then there exists
Λ = Λ(k) > 0 such that L+ λI has a k-(UMP) if λ ∈ [−Λ,Λ]. Moreover a strong
k-(UMP) holds if λ ∈ (−Λ,Λ) \ {0}.

We remark that in this way we can extend the result about an antimaximum
principle for the Laplace operator to higher dimensions, say N = 2, 3, also in a
quasi-uniform way, being impossible to extend it in a uniform way by the cited
results. Indeed, although in [25] it is shown that the condition p > n is sharp (being
f ∈ Lp(Ω)) and that one cannot have δ(f) to be bounded away from 0 uniformly for
all positive f , we can prove that in Fk there is the desired uniformity. In some sense,
it seems that the validity of (UAMP) is strongly related to the fact that L1 �= L2!

On the other hand, we must also underline the fact that if solutions exist
in the right Sobolev space, independently of the Lebesgue spaces containing f ,
standard maximum principle can be proved also for inhomogeneous inequalities,
possibly set on Riemannian manifolds (see the recent [2], [20], [21]), and also when
everything is settled in anisotropic Sobolev and Lebesgue spaces with variable
exponent ([11]).

Final Remark. In [6] the authors could prove a complete characterization of the
set of λ’s for which the (UAMP) holds (see the “if and only if” part in Theo-
rem 1.2); thus our Theorem 1.5 is not a complete generalization of their Theorem
1.2. However, we believe that this is a first step for further improvements in our
setting, which seems more natural to face the maximum (or antimaximum) prin-
ciple for PDE’s.

2. Proof of Theorem 1.5

In this section we want to extend the technique and the spirit of [6] to our functional
setting.

We start recalling that the resolvent of L is the operator Rλ : L2(Ω)→ C0(Ω̄)
which is the inverse of L + λI, whenever it exists. Moreover, we introduce the
operator R̃0 : L → C̃ defined by

ũ = R̃0f̃ ⇐⇒ Lũ = f̃ ,

which is well defined by assumption (1.6).
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The first lemma we prove gives a condition that ensures the existence of the
resolvent of L.

Lemma 2.1. There exists Λ1 > 0 such that for all λ ∈ [−Λ1,Λ1] \ {0} the resolvent
Rλ : L2(Ω) → C0(Ω) of L is well defined. Moreover, there exists C > 0 such that
if f̃ ∈ L and λ ∈ [−Λ1,Λ1] \ {0} then

‖Rλf̃‖C0(Ω) ≤ C‖f̃‖L2(Ω),

where C := M
1−Λ1‖R̃0‖C̃→C̃

and M is the constant appearing in (1.6).

Here ‖R̃0‖C̃→C̃ denotes the norm of the restriction of the operator R̃0 from C̃
to C̃, which is well defined, since C̃ ⊂ L.

Proof. Rewrite (1.2) as the system{
Lũ+ λũ = f̃ ,

λu = f.
(2.1)

Applying R̃0, the first equation in (2.1) can be rewritten as

(I + λR̃0)ũ = R̃0f̃ . (2.2)

Now, if |λ|‖R̃0‖C̃→C̃ < 1, then I+λR̃0 is invertible from C̃ to C̃ (note that R̃0f̃ ∈ C̃)
and (2.2) is solved by

ũ = (I + λR̃0)−1R̃0f̃ .

In conclusion, Rλf = (I + λR̃0)−1R̃0f̃ + f
λ .

Now, take Λ1 ∈
(

0,
1

‖R̃0‖C̃→C̃

)
. Thus for all λ such that |λ| ≤ Λ1, one has,

from the triangle inequality, (2.2) and (1.6),

‖ũ‖L∞(Ω) − Λ1‖R̃0‖C̃→C̃‖ũ‖L∞(Ω) ≤ ‖ũ‖L∞(Ω) − |λ|‖R̃0‖C̃→C̃‖ũ‖L∞(Ω)

≤ ‖(I + λR̃0)ũ‖L∞(Ω) = ‖R̃0f̃‖L∞(Ω)

= ‖ũ‖L∞(Ω) ≤M‖f̃‖L2(Ω).

The thesis follows. �

Note that the proof above provides the estimate

Λ1 <
1

‖R̃0‖C̃→C̃
.

Once proved that Rλ exists, we can prove the following essential result about
maximum and antimaximum principles when the data belong to Fk.

Lemma 2.2. Take k > 0; then there exists Λ2 := Λ2(k) ∈ (0,Λ1] such that for
all λ ∈ [−Λ2,Λ2] \ {0} the operator L + λI has a k-(UMP). Moreover, a strong
k-(UMP) holds if λ ∈ (−Λ2,Λ2) \ {0}.
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Proof. If f ∈ Fk, f ≥ 0, then f = 1
µ(Ω)‖f‖L1(Ω). Thus, using the second equation

in (2.1), one has

λu = λRλ(f̃ + f) = λRλ(f̃) + f = λRλ(f̃) +
1

µ(Ω)
‖f‖L1(Ω)

≥ 1
µ(Ω)

‖f‖L1(Ω) − |λ|‖Rλf̃‖L∞(Ω).

By the previous lemma it results that if λ ∈ [−Λ1,Λ1] \ {0}, then

λu ≥ 1
µ(Ω)

‖f‖L1(Ω) − |λ|
M

1− Λ1‖R̃0‖C̃→C̃
‖f̃‖L2(Ω)

≥
(

1
µ(Ω)

− k|λ| M

1 − Λ1‖R̃0‖C̃→C̃

)
‖f‖L1(Ω).

The thesis follows taking

Λ2 = min
{

Λ1,
1− Λ1‖R̃0‖C̃→C̃

kMµ(Ω)

}
. �

Proof of Theorem 1.5. Fixed k > 0, by Lemma 2.2 the theorem is proved simply
taking Λ = Λ2(k). �

3. Applications

In this section we present three differential problems where Theorem 1.5 can be
applied. The first two examples are almost straightforward, after the considerations
made in Section 1, and consist in extending to higher dimensions the uniform
maximum principle proved in [6] for elliptic operators, of course under our version
of k-(UMP).

The third application requires some additional calculations, but we think it
is an interesting one: in fact, in the last example we consider some classes of time-
periodic parabolic problems, which have raised a growing interest in the last years,
especially in their nonlinear versions, mainly for the large number of biological
applications they describe (see [1], [12], [13], [15], [19], [23], and also [14] and [22]
for other cases), and for which a general approach for the validity of a uniform
maximum (or antimaximum) principle seemed to miss so far.

On the other hand, we prove the validity of a k-(UMP) only in dimension 1,
which seems to follow coherently the previous results (see Remark 3.4).

3.1. Laplace operator

Let us consider the classical Neumann problem
{

∆u+ λu = f in Ω,
∂u
∂ν = 0 on ∂Ω,

(3.1)
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where Ω is a smooth bounded domain of RN , N ∈ {1, 2, 3}, and f ∈ L2(Ω). Then it
is well known that problem (3.1) with λ = 0 has a solution if and only if

∫
Ω
f = 0.

On the other hand, setting L = ∆, it is clear that Ker(L) = {constant functions}
and that λ1 = 0. In addition, it is evident that the problem{

Lu = f̃ in Ω,
∂u
∂ν = 0 on ∂Ω,

has a unique solution

u ∈ H2(Ω) ∩H1
0 (Ω) ↪→ C0(Ω) (3.2)

satisfying the additional condition
∫
Ω
u = 0, that is u ∈ C̃, according to the

notations introduced in Section 1. Moreover, as already remarked at the beginning,
by classical regularity theory, there exists M̃ > 0 such that ‖u‖H2(Ω) ≤ M̃‖f‖L2(Ω).
Hence, by (3.2), all the abstract requirements (1.5) and (1.6) for L are fulfilled,
where the underlying measure µ is simply Lebesgue’s measure in Ω.

Applying Theorem 1.5 we immediately get the following

Proposition 3.1. Let N ∈ {1, 2, 3}; for any k > 0 there exists Λ = Λ(k) > 0 such
that if λ ∈ [−Λ, 0) ∪ (0,Λ], then ∆ + λI under homogeneous Neumann boundary
conditions has a k-(UMP). Moreover, a strong k-(UMP) holds if λ ∈ (−Λ, 0) ∪
(0,Λ).

In [6] it was already proved that this result was valid for N = 1, also giving
a complete characterization of the values of λ’s for which the result holds true.
However, the authors underlined the fact that they could not prove it for N > 1,
so that they were naturally turned to consider polyharmonic operators in low
dimensions. We consider the same operators in the following section.

3.2. Polyharmonic operator

Let us now consider a classical elliptic Neumann problem in presence of an m-
polyharmonic operator, m ∈ N, in a smooth bounded domain Ω of RN , N ∈
{1, . . . , 4m− 1}, {

∆mu+ λu = f in Ω,
∂u
∂ν = ∂∆u

∂ν · · · =
∂∆m−1u

∂ν = 0 on ∂Ω,
(3.3)

so that Ker(L) = {constant functions}, with L = ∆m, and as already remarked
in [6], the assumption (1.5) for L is satisfied. Moreover, by elliptic regularity the
weak solution u ∈ Hm(Ω) of (3.3) actually belongs to H2m(Ω) and is such that
the estimate ‖ũ‖H2m(Ω) ≤ M̃‖f‖L2(Ω) holds for a suitable constant M̃ . Since N ≤
4m − 1, H2m(Ω) ↪→ C0(Ω̄), so that also assumption (1.6) holds. Theorem 1.5
can be immediately applied, thus extending the result showed in [6] when N ≤
2m− 1 to higher dimensions. As in the previous case, in [6] there was a complete
characterization of the λ’s, while here we give only a sufficient condition for the
validity of the k-(UMP):
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Proposition 3.2. Let m ∈ N and N ∈ {1, 2, . . . , 4m− 1}; for any k > 0 there exists
Λ = Λ(k) > 0 such that if λ ∈ [−Λ, 0) ∪ (0,Λ], then ∆m + λI under homogeneous
Neumann boundary conditions has a k-(UMP). Moreover, a strong k-(UMP) holds
if λ ∈ (−Λ, 0) ∪ (0,Λ).

3.3. Periodic parabolic problems

In this last part we consider the following parabolic problem:



ut − αuxx + λu = f in Ω× (0,∞),
ux = 0 on ∂Ω× (0,∞),
u(0) = u(T ).

(3.4)

Here Ω is a bounded interval of R, α > 0, T > 0, λ ∈ R and f ∈ L2(QT ), where
we have put QT = Ω × (0, T ) for shortness. Using the notation of Section 1, we
set Lu := ut − αuxx with

D(L) =
{
u ∈ H1(0, T ;H2(Ω)) : ux = 0 on ∂Ω for a.e. t ∈ (0, T )

}
.

As usual, we define weak solutions of (3.4) as functions u ∈ L2(0, T ;H1(Ω))
such that

d

dt

∫

Ω

uv dx+ α

∫

Ω

uxvx dx+ λ

∫

Ω

uv dx =
∫

Ω

fv dx (3.5)

for a.e. t in (0, T ) and for all v ∈ H1(Ω). Moreover u has to satisfy u(0) = u(T ).
First, let us note that by parabolic regularity, any solution of (3.4) actually

belongs to C([0, T ];H1(Ω)) (this is an obvious consequence of [4, Theorem X.11]
applied to time-periodic solutions of Neumann problems). This fact lets us prove
that Ker(L) = {constant functions}: indeed, if u is a solution of





ut − αuxx = 0 in Ω× (0,∞),
ux = 0 on ∂Ω× (0,∞),
u(0) = u(T ),

(3.6)

integrating over (0, T ) the related equality given by (3.5) with λ = f = 0 and
v = u, gives

0 =
∫ T

0

d

dt

∫

Ω

u2 dx dt+α

∫

QT

|ux|2 dx dt =
∫

Ω

[u2(T )−u2(0)] dx+
∫

QT

|ux|2 dx dt,

from which we get that u is a constant by the periodicity condition.
Moreover, we now prove that f ∈ Im(L) if and only if

f ∈ L =
{
f ∈ L2(QT ) :

∫

QT

f dx dt = 0
}
.

Indeed, if f ∈ Im(L) and u is the related solution, integrating over (0, T ) the
definition of weak solution with v = 1, gives

∫ T

0

d

dt

∫

Ω

u dx dt =
∫

QT

f dx dt,
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and by periodicity this implies
∫
QT

f = 0, so that Im(L) ⊆ L. Viceversa, let
f ∈ L ⊂ L2(QT ) ⊂ (L2(0, T );H1(Ω))′; then, by [27, Theorem 32.D] there exists a
weak solution u ∈ L2(0, T ;H1(Ω)) of




ut − αuxx = f in Ω× (0,∞),
ux = 0 on ∂Ω× (0,∞),
u(0) = u(T ),

(3.7)

and thus Im(L) = L.
Any other solution of (3.7) is found adding a constant to u, since their dif-

ference solves (3.6); thus there exists a unique solution

ũ ∈ C̃ :=
{
v ∈ C0(QT ) :

∫

QT

v dx dt = 0
}
.

Moreover, by parabolic regularity, we get that ũ ∈ C0([0, T ];H1(Ω)). In ad-
dition, the following estimate holds:

‖ũ‖L∞(0,T ;H1(Ω)) ≤ C
{
‖ũ(0)‖H1(Ω) + ‖f‖L2(QT )

}
(3.8)

for a universal constant C = C(α, T,Ω). We remark that this is again an adapta-
tion of classical estimates to solutions of periodic problems, for example, see [24,
Theorem 8.13].

We are not able to apply Theorem 1.5 to any problem of the form (3.4). Thus,
at this point we assume to deal with data (α, T,Ω) such that the related constant
C(α, T,Ω) appearing in (3.8) is strictly less than 1, i.e.,

C = C(α, T,Ω) < 1. (3.9)

We remark that condition (3.9) can be satisfied if, for example, α is sufficiently
large.

Thus from (3.8) we easily get

‖ũ‖L∞(0,T ;H1(Ω)) ≤
C

1− C ‖f‖L2(QT ). (3.10)

By Poincaré-Wirtinger inequality (see [4, Chapter VIII]) we know that

‖ũ(t)‖L∞(Ω) ≤
√
|Ω|‖ũ(t)‖H1(Ω) ∀ t,

so that (3.10) implies

‖ũ‖L∞(QT ) ≤
C
√
|Ω|

1− C ‖f‖L2(QT );

thus (1.6) is satisfied with M = C
√

|Ω|
1−C .

Without other assumptions we can now apply Theorem 1.5 to problem (3.4)
to get:

Theorem 3.3. Assume (3.9), fix k > 0 and set Lu := ut−αuxx. Then there exists
Λ = Λ(k) > 0 such that L + λI has a k-(UMP) if λ ∈ [−Λ, 0) ∪ (0,Λ]. Moreover
a strong k-(UMP) holds if λ ∈ (−Λ, 0) ∪ (0,Λ).
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Remark 3.4. To our best knowledge, there are not many results concerning (UMP)
or (UAMP) for parabolic problems like (3.4). For example, we quote [10], where
the authors prove a result which resembles an antimaximum principle but for
certain Cauchy problems with homogeneous Dirichlet boundary conditions. Their
result, however, is different in nature from ours, since they show what we could
call a kind of eventual antimaximum principle, in the sense that they prove that
solutions of Cauchy-Dirichlet problems are positive for large times, also when the
datum is negative.

We are aware of the recent paper [17], where the authors consider a periodic
parabolic problem under both homogeneous Dirichlet or Neumann conditions, and
they show an (AMP) also in presence of a weight. On the other hand, if N = 1,
they assume that the right-hand side of the parabolic equation belongs to Lp with
p > 3, and in addition their result is not uniform. On the contrary, with our
approach we can handle the case f ∈ L2 and we can prove a k-(UMP), so that
certain uniformity for the validity of a maximum or antimaximum principle with
data in L2 is guaranteed, although with some restrictions on the coefficient α and
on the interval Ω.

Of course, a result analogous to Theorem 3.3 can be proved if −∆ in di-
mension 1 is replaced in a higher dimension N by a polyharmonic operator with
the natural Neumann boundary conditions, provided that N is so small that the
associated spatial Sobolev space is embedded in the space of continuous functions;
thus one can consider the following problem:




ut + α(−∆m)u+ λu = f in Ω× (0,∞),
∂u
∂ν = ∂∆u

∂ν = · · · = ∂∆m−1u
∂ν = 0 on ∂Ω× (0,∞),

u(0) = u(T ),

where all the assumptions made above for m = 1 are obviously generalized accord-
ing to the new setting, and in particular N ≤ 2m−1, so that C0([0, T ];Hm(Ω)) ⊂
C0(QT ). The details are left to the reader.
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Steady-state Solutions for
a General Brusselator System
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Abstract. We study the steady-state solutions associated with a general Brus-
selator system in a smooth and bounded domain. Various existence and non-
existence results are obtained in terms of parameters.
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1. Introduction

The Brusselator model was introduced in 1968 by Prigogine and Lefever [11] as a
model for an autocatalytic oscillating chemical reaction. It consists of the following
four intermediate reaction steps

A→ X, B +X → Y +D, 2X + Y → 3X, X → E.

The global reaction is A + B → D + E and corresponds to the transformation
of input products A and B into output products D and E. After some scaling
and change of variables, the mathematical model corresponding to the Brusselator
system is {

ut − d1∆u = a− (b+ 1)u+ u2v in Ω× (0,∞),

vt − d2∆v = bu− u2v in Ω× (0,∞),

subject to homogeneous Neumann boundary conditions. Here Ω ⊂ RN (N ≥ 1) is
a smooth and bounded domain, the unknowns u, u represent the concentration of
the intermediate reactants X and Y having the diffusion rates d1, d2 > 0, and a,
b > 0 are fixed concentrations.

Turing [12] suggested that under certain conditions, chemicals can react and
diffuse in such a way to produce steady-state heterogeneous spatial patterns of
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chemical or morphogen concentrations. He showed that a system of two react-
ing and diffusing chemicals could give rise to spatial patterns from initial near-
homogeneity. The idea behind Turing’s model is the so-called diffusion-driven in-
stability and consists of the existence of a low-range diffusing activator and a
wide-range diffusing inhibitor. The activator production is inhibited by the pres-
ence of inhibitors and enhanced by the presence of the activator while the inhibitor
is not self-enhancing, that is, its production is not linked to the presence of other
inhibitors, but to the presence of activators.

Lately, many Turing-type models described by coupled systems of reaction-
diffusion equations have been used for generating patterns in both organic and
inorganic systems.

In this work we shall consider the following elliptic system





− d1∆u = a− (b+ 1)u+ upv in Ω,

− d2∆v = bu− upv in Ω,
∂u

∂ν
=
∂u

∂ν
= 0 on ∂Ω.

(1.1)

The case p = 2 corresponds to the steady-state of the Brusselator system. This
case was studied in [1] and [10] by using the scaling

U = u/a, V = av/b, λ = 1/d2, θ = d1/d2.

Here we consider a more general nonlinearity of power type up, p > 0. First, it is
easy to check that (u, v) = (a, ba1−p) is a constant solution of (1.1). We shall see
that if 0 < p ≤ 1 then this is the only solution of (1.1). In turn, when p > 1 the
existence of a non-constant solution to (1.1) is more delicate. It depends on all
parameters a, b, d1 and d2 involved in (1.1).

In this work, unlike the approach in [4] (see also [5]), we shall keep the initial
parameters a, b, d1, d2, p unaltered as this better emphasizes their influence in the
qualitative study of (1.1).

One of the novelties in the present work is that we provide upper and lower
bounds for positive solutions to (1.1) and thus we obtain various existence, non-
existence, and regularity results without any restriction on the dimension N ≥ 1
of the domain. This is a common difficulty when dealing with steady-state for
reaction-diffusion systems (see for instance [2, 3, 10]). In case of Sel’kov model
this restriction on N and on other parameters related to it has been removed by
Lieberman [6]. Also the result in [6, Theorem 4.1] applies to Brusselator system but
here we provide precise bounds by means of a simple argument. As a consequence,
we derive uniform bounds for some range of parameters b, d1 or d2. Throughout
this paper we denote by 0 = µ0 < µ1 < µ2 < · · · < µn < · · · the eigenvalues of
−∆ in Ω with homogeneous Neumann boundary condition. For any k ≥ 0 we also
denote by m(µk) the multiplicity of µk.
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2. A priori estimates

Basic to our subsequent analysis is the following result which is due to Lou and
Ni (see [7, Lemma 2.1]).

Lemma 2.1. Let g ∈ C1(Ω× R).

1. If w ∈ C2(Ω) ∩ C1(Ω) satisfies

∆w + g(x,w) ≥ 0 in Ω,
∂w

∂n
≤ 0 on ∂Ω,

and w(x0) = maxΩ w, then g(x0, w(x0)) ≥ 0.
2. If w ∈ C2(Ω) ∩ C1(Ω) satisfies

∆w + g(x,w) ≤ 0 in Ω,
∂w

∂n
≥ 0 on ∂Ω,

and w(x0) = minΩ w, then g(x0, w(x0)) ≤ 0.

We are now in a position to state our main result in this section.

Theorem 2.2 (pointwise estimates). Assume 1 < p <∞. Then, any non-constant
solution (u, v) of (1.1) satisfies

a

b+ 1
≤ u ≤ a+

d1b

d2

(
b+ 1
a

)p−1

in Ω, (2.1)

b

[
a+

d1b

d2

(b+ 1
a

)p−1
]1−p

≤ v ≤ b
(
b+ 1
a

)p−1

in Ω. (2.2)

Proof. Consider first a minimum point x0 ∈ Ω of u. By Lemma 2.1(ii) it follows

a− (b+ 1)u(x0) + u(x0)pv(x0) ≤ 0

which implies u(x0) ≥ a/(b+ 1). Hence

u ≥ a

b+ 1
in Ω. (2.3)

At maximum point of v we have bu − upv ≥ 0, that is, v ≤ bu1−p. By virtue of
(2.3) we deduce

v ≤ b
(
b + 1
a

)p−1

in Ω. (2.4)

Let w = d1u+ d2v. Adding the first two relations in (1.1) we have

−∆w = a− u in Ω,
∂w

∂ν
= 0 on ∂Ω.

Let now x1 ∈ Ω be a maximum point of w. According to Lemma 2.1(i) we have
a− u(x1) ≥ 0, that is, u(x1) ≤ a. By virtue of (2.4), for all x ∈ Ω we have

d1u(x) ≤ w(x) ≤ w(x1) ≤ d1a+ d2b

(
b+ 1
a

)p−1

in Ω.
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This yields

u ≤ a+
d1b

d2

(
b+ 1
a

)p−1

in Ω. (2.5)

We have proved that u satisfies (2.1). Again by Lemma 2.1(ii), at minimum points
of v we have bu−upv ≤ 0, which yields v ≥ bu1−p. Combining this inequality with
(2.5) we obtain the first estimate in (2.2). This concludes our proof. �

Theorem 2.3. Let a, b,D1, D2 > 0 be fixed. There exist two positive constants
C1, C2 > 0 depending on a, b,D1, D2 such that for all

d1 ≥ D1, 0 < d2 ≤ D2,

any solution (u, v) of (1.1) satisfies

C1 < u, v < C2 in Ω.

From the estimates (2.1)–(2.2) in Theorem 2.3 we derive the following:

Theorem 2.4. Assume that p > 1 and let a, b,D1, D2 > 0 be fixed. Then, there
exist two positive constants C1, C2 > 0 depending on a, b,D1, D2 such that for all

d1 ≥ D1, 0 < d2 ≤ D2,

any solution (u, v) of (1.1) satisfies

C1 < u, v < C2 in Ω.

Furthermore, by standard elliptic arguments and Theorem 2.4 we now obtain:

Theorem 2.5. Assume p > 1 and let a, b,D1, D2 > 0 be fixed. Then, for any positive
integer k ≥ 1 there exists a constant

C = C(a, b,D1, D2, k,N,Ω) > 0

such that for all
d1 ≥ D1, 0 < d2 ≤ D2,

any solution (u, v) of (1.1) satisfies

‖u‖Ck(Ω) + ‖v‖Ck(Ω) ≤ C.

In particular, any solution of (1.1) belongs to C∞(Ω)× C∞(Ω).

We now consider energy estimates for non-constant solutions to (1.1) in the
case p > 1. We have the following result.

Theorem 2.6 (energy estimates). Assume p > 1. Then, any non-constant solution
(u, v) of system (1.1) satisfies

(i)
(µ1d2)2

2(µ1d1)2 + 2µ1d1 + 1
≤
‖∇u‖2L2(Ω)

‖∇v‖2L2(Ω)

≤
(
d2

d1

)2

;

(ii) ‖∇u‖2L2(Ω) ≤
ab2d2

(2d1)2

(
b+ 1
a

)p−1

|Ω|;
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(iii) ‖∇v‖2L2(Ω) ≤
ab2

4d2
2

(
b+ 1
a

)p−1

|Ω|.

Proof. (i) Remark first that if (u, v) is a solution of (1.1), then, integrating the
two equations in (1.1) over Ω and adding them up we have

∫

Ω

u(x)dx = a|Ω|. (2.6)

Adding the two equations in system (1.1) we obtain

−∆(d1u+ d2v) = a− u in Ω. (2.7)

We next multiply with u in (2.7) and integrate over Ω. We find
∫

Ω

∇(d1u+ d2v)∇v =
∫

Ω

u(a− u) = −
∫

Ω

(u− a)2.

This yields

d1

∫

Ω

|∇u|2 + d2

∫

Ω

∇u∇v = −
∫

Ω

(u− a)2,

so

d2

∫

Ω

∇u∇v = −
∫

Ω

(u− a)2 − d1

∫

Ω

|∇u|2. (2.8)

Using (2.8) we now compute

0 ≤
∫

Ω

|∇(d1u+ d2v)|2 = d2
1

∫

Ω

|∇u|2 + 2d1d2

∫

Ω

∇u∇v + d2
2

∫

Ω

|∇v|2

= −d2
1

∫

Ω

|∇u|2 − 2d1

∫

Ω

(u− a)2 + d2
2

∫

Ω

|∇v|2.

In particular this implies

d2
2

∫

Ω

|∇v|2 − d2
1

∫

Ω

|∇u|2 ≥ 0,

which proves the second part of the inequality in (i). For the first part, we multiply
with d1u+ d2v in (2.7) and obtain

∫

Ω

|∇(d1u+ d2v)|2 =
∫

Ω

(a− u)(d1u+ d2v)

= −d1

∫

Ω

(u− a)2 − d2

∫

Ω

(u− a)(v − v̄)

Combining the last equality with (2.8) we obtain

d2
2

∫

Ω

|∇v|2 = d1

∫

Ω

(u − a)2 − d2

∫

Ω

(u− a)(v − v̄) + d2
1

∫

Ω

|∇u|2 (2.9)

Note that

−d2(u − a)(v − v̄) ≤
1

2µ1
(u− a)2 +

d2
2µ1

2
(v − v̄)2
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On the other hand, by Poincaré’s inequality we have∫

Ω

(u− a)2 ≤ 1
µ1

∫

Ω

|∇u|2,
∫

Ω

(v − v̄)2 ≤ 1
µ1

∫

Ω

|∇v|2.

Using these two inequalities in (2.9) we find

d2
2

∫

Ω

|∇v|2 ≤ d2
1

∫

Ω

|∇u|2 +
(
d1 +

1
2µ1

)∫

Ω

(u− a)2 +
d2
2µ1

2

∫

Ω

(v − v̄)2

≤ d2
1

∫

Ω

|∇u|2 +
1
µ1

(
d1 +

1
2µ1

)∫

Ω

|∇u|2 +
d2
2

2

∫

Ω

(v − v̄)2

Hence
d2
2

2

∫

Ω

|∇v|2 ≤
(
d2
1 +

d1

µ1
+

1
2µ2

1

)∫

Ω

|∇u|2

which yields ∫
Ω
|∇u|2∫

Ω |∇v|2
≥ (µ1d2)2

2(µ1d1)2 + 2µ1d1 + 1
.

This finishes the proof of (i).
(iii) Using the inequality (2.1) we have

uv ≤
(
b+ 1
a

)(p−1)/2

u(p+1)/2v in Ω.

Next, we multiply the second equation of (1.1) with v and integrate over Ω. We
find

d2

∫

Ω

|∇v|2 = b

∫

Ω

uv −
∫

Ω

upv2

≤ b
(
b+ 1
a

)(p−1)/2 ∫

Ω

u(p+1)/2v −
∫

Ω

upv2

≤ b
(
b+ 1
a

)(p−1)/2(∫

Ω

u

)1/2(∫

Ω

upv2

)1/2

−
∫

Ω

upv2

= b

(
b+ 1
a

)(p−1)/2

a1/2|Ω|1/2
(∫

Ω

upv2

)1/2

−
∫

Ω

upv2.

In particular, the right-hand side of the above inequality is non-negative, so
∫

Ω

upv2 ≤ ab2
(
b+ 1
a

)p−1

|Ω|

and

d2

∫

Ω

|∇v|2 ≤ ab2

4

(
b+ 1
a

)p−1

|Ω|.

Now, (ii) follows from (iii) since
∫

Ω

|∇u|2 ≤ d2
2

d2
1

∫

Ω

|∇v|2 ≤ ab2d2

(2d1)2

(
b+ 1
a

)p−1

|Ω|.
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3. Nonexistence results

3.1. Case 0 < p ≤ 1
Theorem 3.1. Assume that 0 < p ≤ 1. Then, (u, v) =

(
a, ba1−p) is the unique

solution of system (1.1).

Proof. Let (u, v) be a classical solution of (1.1). Let also x1 (resp. x2) be a maxi-
mum point of u (resp. v) and x3 (resp. x4) be a minimum point of u (resp. v) in
Ω. Using Lemma 2.1(i) in the first equation of (1.1) we have

(b+ 1)u(x1) ≤ a+ u(x1)pv(x1). (3.1)

Now, Lemma 2.1(i) applied to the second equation in (1.1) yields

bu(x2) ≥ u(x2)pv(x2),

that is, v(x2) ≤ bu(x2)1−p. Therefore

v(x1) ≤ v(x2) ≤ bu(x2)1−p ≤ bu(x1)1−p. (3.2)

Therefore (3.1) and (3.2) imply (b+ 1)u(x1) ≤ a+ bu(x1), that is,

u ≤ u(x1) ≤ a in Ω (3.3)

On the other hand, Lemma 2.1(ii) applied to the second equation of (1.1) leads us
to v(x4) ≥ bu(x4)1−p. Further we have

v(x3) ≥ v(x4) ≥ bu(x4)1−p ≥ bu(x3)1−p. (3.4)

Next, Lemma 2.1(ii) applied to the first equation in (1.1) yields

(b+ 1)u(x3) ≥ a+ u(x3)1−pv(x3) ≥ a+ bu(x3),

which implies
u ≥ u(x3) ≥ a in Ω. (3.5)

Now (3.3) and (3.5) produce u ≡ a in Ω and by (1.1) we also have v ≡ ba1−p. This
ends the proof. �

3.2. Case p > 1
Theorem 3.2. (i) Let a, b, d2 > 0 be fixed. There exists D = D(a, b, d2) > 0 such
that system (1.1) has no non-constant solutions for all d1 > D.
(ii) Let a, d1, d2 > 0 be fixed. There exists B = B(a, d1, d2) > 0 such that system
(1.1) has no non-constant solutions for all 0 < b < B.

Proof. We first prove the following useful result.

Lemma 3.3. Let a, b, d2 > 0 be fixed and let {δn} ⊂ (0,∞) be such that δn → ∞
as n→∞. If (un, vn) is a solution of (1.1) with d1 = δn then

(un, vn)→ (a, ba1−p) in C2(Ω)× C2(Ω) as n→∞. (3.6)
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Proof. By Theorem 2.5 the sequence {(un, vn)} is bounded in C3(Ω) × C3(Ω).
Hence, passing to a subsequence if necessary, {(un, vn)} converges in C2(Ω)×C2(Ω)
to some (u, v) ∈ C2(Ω) × C2(Ω). We divide by δn in the corresponding equation
to un and then we pass to the limit with n→∞. We obtain that (u, v) satisfies





−∆u = 0 in Ω,

−d2∆v = bu− upv in Ω,
∂u

∂ν
=
∂v

∂ν
= 0 on ∂Ω.

(3.7)

Also, un and u satisfy (2.6). Now, the first equation in (3.7) together with ∂u/∂ν =
0 on ∂Ω implies that u is constant. Combining this fact with (2.6) it follows that
u ≡ a. Thus, from (3.7), v satisfies

−d2∆v = ab− apv in Ω,
∂v

∂ν
= 0 on ∂Ω.

Multiplying the above equality with ab−apv and then integrating over Ω we obtain

0 ≤ d2

ap

∫

Ω

|∇(ab− apv)|2dx = −
∫

Ω

(ab− apv)2dx ≤ 0.

Hence v ≡ a1−pb and the proof follows. �

We first introduce the function spaces

H2
n(Ω) =

{
w ∈W 2,2(Ω) :

∂w

∂ν
= 0

}
, L2

0(Ω) =
{
w ∈ L2(Ω) :

∫

Ω

w = 0
}
.

Thus, letting w = u− a, by (2.6) and the standard elliptic regularity, system
(1.1) is equivalent to




−∆w = δ
[
a− (b+ 1)(w + a) + (w + a)pv

]
in Ω,

−d2∆v = b(w + a)− (w + a)pv in Ω,

w ∈H2
n(Ω) ∩ L2

0(Ω), v ∈ H2
n(Ω),

(3.8)

where δ = 1/d1. Define

F : R× (H2
n(Ω) ∩ L2

0(Ω))×H2
n(Ω)→ L2

0(Ω)× L2(Ω),

by

F(δ, w, v) =




∆w + δP(a− (b+ 1)(w + a) + (w + a)pv)

d2∆v + b(w + a)− (w + a)pv


 ,

where P : L2(Ω) → L2
0(Ω) is the projection operator from L2(Ω) onto L2

0(Ω),
namely,

P(z) = z − 1
|Ω|

∫

Ω

z(x)dx, for all z ∈ L2(Ω).

Now (3.8) is equivalent to
F(δ, w, v) = 0. (3.9)
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Indeed, if F(δ, w, v) = 0, then

d2∆v + b(w + a)− (w + a)pv = 0 in Ω, v ∈ H2
n(Ω).

It is easy to see that the above relations imply

b(w + a)− (w + a)pv ∈ L2
0(Ω).

Since w ∈ L2
0(Ω), this yields

a− (b+ 1)(w + a) + (w + a)pv ∈ L2
0(Ω),

so that

P(a− (b + 1)(w + a) + (w + a)pv) = a− (b+ 1)(w + a) + (w + a)pv.

Therefore (3.8) is satisfied.
With the same method as in the proof of Lemma 3.3 we have that the equation

F(0, w, v) = 0 has the unique solution (w, v) = (0, ba1−p). Next it is easy to see
that

D(w,v)F(0, 0, ba1−p) : (H2
n(Ω) ∩ L2

0(Ω))×H2
n(Ω)→ L2

0(Ω)× L2(Ω),

is given by

D(w,v)F(0, 0, ba1−p) =

(
∆ 0

b(1− p) d2∆− ap

)
.

Thus D(w,v)F(0, 0, ba1−p) is invertible and we are in the frame of the Implicit
Function Theorem. It follows that there exists δ0, r > 0 such that (0, 0, ba1−p) is
the unique solution of

F(δ, w, v) = 0 in [0, δ0]×Br
(
0, ba1−p) ,

where Br(0, ba1−p) denotes the open ball in (H2
n(Ω)∩L2

0(Ω))×H2
n(Ω) centered at

(0, ba1−p) and having the radius r > 0.
Let now {δn} be a sequence of positive real numbers such that δn → ∞ as

n → ∞ and let (un, vn) be an arbitrary solution of (1.1) for a, b, d2 fixed and
d1 = δn. Letting wn = un − a, it follows that

F
( 1
δn
, wn, vn

)
= 0.

According to Lemma 3.3 we have

(wn, vn)→
(
0, ba1−p) in C2(Ω)× C2(Ω) as n→∞.

This means that for n ≥ 1 large enough there holds
(

1
δn
, wn, vn

)
∈ (0, δ0)×Br(0, ba1−p)

which yields (wn, vn) = (0, ba1−p). Hence, for d1 = 1/δn small enough, system
(1.1) has only the constant solution (a, ba1−p). The proof of (ii) is similar. �



162 M. Ghergu

4. Existence results

Throughout this section we will assume that p > 1 and we derive the existence of
at least one non-constant solution to system (1.1). Let us introduce the space

X =
{
w = (u, v) ∈ C1(Ω)× C1(Ω) :

∂u

∂ν
=
∂v

∂ν
= 0 on ∂Ω

}
(4.1)

and decompose

X =
⊕
k≥0

Xk, (4.2)

where Xk denotes the eigenspace corresponding to µk, k ≥ 0. Also, let

X+ = {w = (u, v) ∈ X : u, v > 0 in Ω}

and write the system (1.1) in the form

−∆w = G(w) , w ∈ X+, (4.3)

where

G(w) =

(
1
d1

(a− (b + 1)u+ upv)
1
d2

(bu− upv)

)
.

It is more convenient to write (4.3) in the form

F(w) = 0 , w ∈ X+, (4.4)

where
F(w) = w− (I−∆)−1(G(w) + w) , w ∈ X+. (4.5)

Let w0 = (a, ba1−p) be the uniform steady-state solution of (1.1). Then

∇F(w0) = I− (I−∆)−1(I +A),

where

A := ∇G(w0) =




b(p−1)−1
d1

ap

d1

− b(p−1)
d2

−ap

d2


 .

If∇F(w0) is invertible, by [8, Theorem 2.8.1] the index of F at w0 is given by

index(F ,w0) = (−1)γ , (4.6)

where γ denotes the number of the negative eigenvalues of ∇F(w0). On the other
hand, using the decomposition (4.2) we have that Xi is an invariant space under
∇F(w0) and ξ ∈ R is an eigenvalue of ∇F(w0) in Xi if and only if ξ is an
eigenvalue of (µi + 1)−1(µiI − A). Therefore, ∇F(w0) is invertible if and only if
for any i ≥ 0 the matrix (µiI−A) is invertible.

Let us define
H(a, b, d1, d2, µ) = det(µI−A). (4.7)
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Then, if (µiI − A) is invertible for any i ≥ 0, with the same arguments as in [9]
we have

γ =
∑
i≥0,

H(a,b,d1,d2,µi)<0

m(µi). (4.8)

A straightforward computation yields

H(a, b, d1, d2, µ) = µ2 −
(
b(p− 1)− 1

d1ap
− ap

d2

)
µ+

ap

d1d2
.

If

b(p− 1) >
(

1 +
√
d1

d2
ap
)2

, (4.9)

then the equation H(µ) = 0 has two positive solutions µ±(a, b, d1, d2) given by

µ±(a, b, d1, d2) =
1
2

(
θ(a, b, d1, d2)±

√
θ(a, b, d1, d2)2 − 4ap/(d1d2)

)
,

where

θ(a, b, d1, d2) =
b(p− 1)− 1

d1ap
− ap

d2
.

With the same method as in [9] (see also [4, 10]) we have the following result.

Theorem 4.1. Assume that condition (4.9) holds and there exist i > j ≥ 0 such
that

(i) µi < µ+(a, b, d1, d2) < µi+1 and µj < µ−(a, b, d1, d2) < µj+1;
(ii)

∑i
k=j+1m(µk) is odd.

Then (1.1) has at least one non-constant solution.

Proof. The proof uses some topological degree arguments. By Theorem 3.2(i) we
can fix D > d1 such that
(a) system (1.1) with diffusion coefficients D and d2 has no non-constant solu-

tions;
(b) H(a, b,D, d2, µ) > 0 for all µ ≥ 0.

Further, by Proposition 2.4 one can find C1, C2 > 0 depending on a, b, d1, d2 such
that for any d ≥ d1, any solution (u, v) of (1.1) with diffusion coefficients d and d2

satisfies
C1 < u, v < C2 in Ω.

Set
M = {(u, v) ∈ C(Ω)× C(Ω) : C1 < u, v < C2 in Ω},

and define
Ψ : [0, 1]×M→ C(Ω)× C(Ω),

by

Ψ(t,w) = (−∆ + I)−1


 u+

(
1−t
D + t

d1

)
(a− (b+ 1)u+ upv)

v + 1
d2

(bu− upv)


 .
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It is easy to see that solving (1.1) is equivalent to find a fixed point of Ψ(1, ·) inM.
Further, from the definition ofM and Proposition 2.4, we have that Ψ(t, ·) has no
fixed points in ∂M for all 0 ≤ t ≤ 1. Therefore, the Leray-Schauder topological
degree deg(I−Ψ(t, ·),M, 0) is well defined.

Using (4.5) we have I − Ψ(1, ·) = F . Thus, if (1.1) has no other solutions
except the constant one w0, then by (4.6) and (4.8) we have

deg(I−Ψ(1, ·),M, 0) = index(F ,w0) = (−1)
∑ i

k=j+1m(µk) = −1. (4.10)

On the other hand, from the invariance of the Leray-Schauder degree at the ho-
motopy we deduce

deg(I−Ψ(1, ·),M, 0) = deg(I−Ψ(0, ·),M, 0). (4.11)

Remark that by our choice of D, we have that w0 is the only fixed point of Ψ(0, ·).
Furthermore by (b) above we have

deg(I−Ψ(0, ·),M, 0) = index(I−Ψ(·, 0),w0) = 1. (4.12)

Now, from (4.10)–(4.12) we reach a contradiction. Therefore, there exists a
non-constant solution of (1.1). This ends the proof. �

Corollary 4.2. Let a, b, d2 > 0 be fixed. Assume that

b(p− 1) > 1 (4.13)

and all the eigenvalues µi have odd multiplicity. Then, there exists a sequence of
intervals {(kn,Kn)} with 0 < kn < Kn < kn−1 → 0 (as n → ∞) such that the
steady-state system (1.1) has at least one non-constant solution for all

d1 ∈
⋃

n≥1
(kn,Kn).

Proof. In view of (4.13), condition (4.9) holds for small values of d1 > 0. Also for
a, b, d2 > 0 fixed we have

µ−(a, b, d1, d2)→
ap

d2(b(p− 1)− 1)
as d1 → 0.

µ+(a, b, d1, d2)→∞ as d1 → 0.
Therefore we can find a sequence of intervals {(kn,Kn)}n such that

∑
i≥0,

µ−(a,b,d1,d2)<µi<µ
+(a,b,d1,d2)

m(µi) is odd (4.14)

for all d1∈
⋃
n≥1(kn,Kn).Therefore, conditions (i)–(ii) in Theorem 4.1 are fulfilled.

�

Corollary 4.3. Let a, b, d1 > 0 be fixed. Assume that (4.13) holds and
∑
i≥0,

0<µi<
b(p−1)−1

d1

m(µi) is odd. (4.15)
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Then there exists D > 0 such that the steady-state system (1.1) has at least one
non-constant solution for any d2 > D.

Proof. By virtue of (4.13), for any d2 > 0 large enough condition (4.9) holds. Also
for any a, b, d1 fixed we have

0 < µ−(a, b, d1, d2) < µ+(a, b, d1, d2) <
b(p− 1)− 1

d1

and

µ−(a, b, d1, d2)→ 0 , µ+(a, b, d1, d2)→
b(p− 1)− 1

d1
as d2 →∞.

Therefore, for d2 > 0 large, condition (4.15) implies (i)–(ii) in Theorem 4.1. This
concludes the proof. �

The next result provides existence of non-constant solutions to system (1.1)
with respect to parameter b.

Corollary 4.4. Let a, d1, d2 > 0 be fixed. Assume that all the eigenvalues µi have
odd multiplicity. Then, there exists a sequence of intervals {(bn, Bn)} with 0 <
bn < Bn < bn+1 → ∞ (as n → ∞) such that the steady-state system (1.1) has at
least one non-constant solution for all b ∈ ∪n≥1(bn, Bn).

Proof. We proceed similarly. Since p > 1, for large values of b condition (4.9) is
fulfilled. Also for a, d1, d2 > 0 fixed we have

µ−(a, b, d1, d2)→ 0 , µ+(a, b, d1, d2)→∞ as b→∞.
Hence, we can find a sequence of non-overlapping intervals {(bn, Bn)} such that
bn →∞ as n→∞ and (4.14) holds for all b ∈

⋃
n≥1(bn, Bn). �

Our last result in this section concerns the existence of non-constant solutions
with respect to the parameter a.

Corollary 4.5. Assume that b(p− 1) > 1 and∑
i≥0,

0<µi<
b(p−1)−1

d1

m(µi) is odd. (4.16)

Then there exists A > 0 such that the steady-state system (1.1) has at least one
non-constant solution for any 0 < a < A.

Proof. It is easy to see that (4.9) holds for small values of a > 0. As before

0 < µ−(a, b, d1, d2) < µ+(a, b, d1, d2) <
b(p− 1)− 1

d1

and

µ−(a, b, d1, d2)→ 0 , µ+(a, b, d1, d2)→
b(p− 1)− 1

d1
as a→ 0.

Therefore, for a > 0 small, condition (4.16) implies (i)–(ii) in Theorem 4.1. This
ends the proof. �
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Ordinary Differential Equations with
Distributions as Coefficients in the Sense of
the Theory of New Generalized Functions

Uladzimir U. Hrusheuski

Abstract. We consider nonautonomous differential equations with distribu-
tions as coefficients. Such equations are ill posed from the mathematical point
of view since they contain a product of distributions. There are several ap-
proaches to formalize that sort of problems, however in general all these ap-
proaches lead to different solutions. In the paper the theory of new generalized
functions is used. Such approach, on the one hand, makes possible to encom-
pass the solutions in the sense of traditional approaches, and on the other
hand it permits to formalize wider classes of equations. We use modification
of Lazakovich’s algebra of generalized random processes [12] and the notion of
generalized differential dh̃. It allows us to get associated solutions of regular-
ized problems which cannot be obtained by using another constructions.

Mathematics Subject Classification (2000). Primary 46F30, 34A37; Secondary
34A36.

Keywords. Algebra of new generalized functions; Differential equations with
distributions; Differential equations with generalized coefficients; Associated
solutions.

1. Introduction

In the middle of the XXth century the development of mathematical theory was
significantly stimulated by physics necessity. New problems required to consider
differential equations with singularities in their right-hand sides. And the appear-
ance of distribution theory became well-timed event to overcome such problems.
The fact that the space of locally integrable functions is embedded into D′(R)
made it possible to investigate, for example, differential equations of the form

ẋ(t) = f(t, x(t))L̇(t), (1.1)
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where L̇ is a distributional derivative of function L of bounded variation. Simul-
taneously, the solution in the sense of distribution theory is in accord with classic
one if last one exists. But the usage of methods of distribution theory is limited
due to Schwartz impossibility result concerning multiplication of distributions.

There are a lot of approaches to formalize an ordinary differential equation
with distributional coefficients. They can be classified as follows.

The first approach [1, 2, 14, 15] is carried out in the framework of distribution
theory and based on the fact that C∞(R) is everywhere dense in D′(R). In this case
the product of distributions uv is defined as the limit of sequence unvn in D′(R),
where un → u, vn → v in D′(R), un, vn ∈ C∞(R). Since the existence and the
value of the limit depends on the choice of sequences un, vn, the disadvantage of
this approach is impossibility to define the product for all pairs of u and v. Let, for
example, un(x) = vn(x) = a(x)cos(nx), where a(x) ∈ C∞(R). Then un = vn → 0
in D′(R), but unvn = u2

n →
a2(x)

2 in D′(R).
According to the second approach [5, 19], the differential equation (1.1) is

interpreted as the integral one

x(t) = x0 +
∫

[0,t]

f(s, x(s))dL(s), (1.2)

where integral is understood in some sense. Due to Carathéodory theory solution
of equation (1.1) exists if the coefficient L̇ is a distributional derivative of abso-
lutely continuous function L. Therefore the interpretation of differential equation
as integral one is a natural idea. It should be emphasized however, that the values
of jumps of solution x(t) depend on the values of subintegral function f in the
points of discontinuity of function L. Let consider the Cauchy problem

ẋ(t) = (t− x(t))δ(t − 1), x(0) = x0, (1.3)

where δ(·) is delta function. The solution of (1.3) is understood as the solution of
the following integral equation with Lebesgue-Stieltjes integral

x(t) = x0 +
∫

[0,t]

(s− x(s±))dH(s− 1), (1.4)

where H(·) = 1[0,+∞)(·) is Heaviside function. Then the functions x1(t) = x0 +
1−x0

2 H(t− 1) and x2(t) = x0 + (1 − x0)H(t− 1) are solutions of (1.3).
In the framework of the third approach [22] the solution of equation (1.1) is

defined as the limit of solutions of classical equations which are approximations of
initial equation. Consider (1.3) and the sequence of approximate equations ẋn(t) =
(t − xn(t))Ḣn(t), n ∈ N with initial data xn(0) = x0, where the sequence of
continuous functions Hn(t) = H(t − 1), t /∈

(
1− 1

n , 1
)

converges to H(t − 1)
point-by-point. Since the sequence of solutions

xn(t) = t− e−Hn(t)

(
−x0 +

∫

[0,t]

eHn(s)ds

)
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converges, the limit

x(t) = t− e−H(t−1)

(
−x0 +

∫

[0,t]

eH(s−1)ds

)
= x0 +H(t− 1)

(1− x0)(e− 1)
e

is a solution of problem (1.3). It is worth emphasizing that in general case exis-
tence and the value of the limit x(t) depend on approximation of distributional
coefficient.

Generally speaking, different approaches applied to one and the same equa-
tion lead to different solutions.

The theory of new generalized function became a base to form a unique ap-
proach to formalize differential equations with distributional coefficients. Accord-
ing to this approach the initial equation is carried over to associative differential
algebra by the regularization procedure. And the solution of (1.1) is defined as
associated solution of regularized equation.

Since every distribution is associated with a number of new generalized func-
tions, different ways of interpretation of initial problem as equation in new gen-
eralized functions lead to different associated solutions. In particular, it allows
to encompass solutions in the sense of traditional approaches and also get new
definitions of solution. Thus, the theory of new generalized functions theoretically
grounds the possibility of existence of several different approaches. Simultaneously,
it boils down the question about the choice of the most preferable approach to the
question about the choice of new generalized function associated with given dis-
tribution. This choice has to be based on the refinement of the physical problem
since the initial equation does not carry any information about it.

It should be noted that it is much easier to prove the existence of solution of
regularized equation than to find function which associates this solution. The aim
of the present paper is to find associated solutions of regularized one-dimensional
nonautonomous differential equation of the form (1.1). We will use algebra G̃
which is modification of Lazakovich’s algebra of generalized random processes1

and the notion of generalized differential dh̃ [12]. It allows us to get associated
solutions of regularized problems which cannot be obtained by using another con-
structions. Another variants of algebras of new generalized functions can be found
in [4, 18, 20, 6].

Let us note that problem (1.1) was investigated in algebra G̃ mostly in the
case of Lipschitz continuous function f . Thus, the autonomous one-dimensional
equation of the form (1.1) was considered in [11], [21]. The necessary and sufficient
conditions which shows when associated solution of regularized autonomous one-
dimensional equation can be interpreted as ordinary function was presented in [3].
The autonomous one-dimensional equation of the form (1.1) in which function f
has finite number of points of discontinuity was considered in [16, 17].

1Lazakovich’s definition of generalized random process uses the notion of Egorov’s new general-
ized function.
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The paper is divided into four parts. The construction of algebra G̃ and other
preliminaries are given in part 2. In part 3 the equation (1.1) is considered when
function f is Lipschitz continuous and L has bounded variation on T . The case
of discontinuous function f and continuous function of bounded variation L is
considered in part 4. And part 5 is devoted to investigation of problem (1.1) with
discontinuous function f and piecewise constant function L.

2. Algebra of new generalized functions

Let us recall main notions from [6]. Define the set G(R) of new generalized func-
tions as quotient algebra G(R)/J(R), where G(R) = {{fn} | fn ∈ C∞(R), n ∈ N}
and J(R) = {{fn} ∈ G(R) | ∃n0 : fn(·) = 0, n ≥ n0}.

Define also extended real line R̃ as quotient algebra R/I, where R = {{yn} |
yn ∈ R, n ∈ N} and I = {{yn} ∈ R | ∃n0 : yn = 0, n ≥ n0}. The elements of R̃

are called generalized real numbers and denoted by ỹ = [{yn}], ỹ or [{yn}]. The
product of generalized numbers ỹ = [{yn}] b̃ = [{bn}] is defined as generalized
number [{ynbn}]. Note, that R̃ is not a field (for example, generalized number
[{ (−1)n−1+1

2 }] �= 0̃ is not a convertible), also R ⊂ R̃. Fix α ∈ R and select in R̃ the
following subsets

T̃ =
{
t̃ ∈ R̃ | ∀{tn} ∈ t̃ : 0 ≤ tn ≤ α, n ∈ N

}
,

H =
{
h̃ ∈ R̃ | ∀{hn} ∈ h̃ : hn > 0, n ∈ N, lim

n→∞hn = 0
}
,

S =
{
h̃ ∈ H | ∀{hn} ∈ h̃ : hn = o

(
1
n

)
, n→∞

}
,

I =
{
h̃ ∈ H | ∀{hn} ∈ h̃ :

1
n

= o(hn), n→∞
}
.

Let ỹ = [{yn}] ∈ R̃, f̃ = [{fn}] ∈ G(R). Consider algebra G̃(R̃) of new
generalized functions of the form f̃(ỹ) = [{fn(yn)}]. Note, that algebra G̃(R̃) is
similar to Lazakovich’s algebra of generalized random processes [12].

Assume f̃(ỹ), g̃(ỹ) ∈ G̃(R̃), ỹ ∈ R̃. Define the composition (f̃ ◦ g̃)(ỹ) ∈ G̃(R̃)
and the product (f̃ g̃)(ỹ) ∈ G̃(R̃) as new generalized functions [{fn(gn(yn))}],
[{(fngn)(yn)}] respectively.

Let ỹ = [{y}] ∈ R̃, h̃ ∈ H . Introduce the notion of generalized differential

dh̃f̃(ỹ) = [{fn(y + hn)− fn(y)}] ∈ G̃(R̃).

The generalized differential dh̃f̃(ỹ) is called an I-generalized (S-generalized) and
is denoted by dI

h̃
f̃(ỹ) (dS

h̃
f̃(ỹ)), if h ∈ I (h ∈ S).

Algebras of new generalized functions G̃(T̃ ) and G̃(T̃ × R̃) are constructed
in an analogous way.
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Consider in D = T × R, T = [0, α] ⊂ R the Cauchy problem{
ẋ(t) = f(t, x(t))L̇(t),
x(0) = x0,

(2.1)

where L̇ is a distributional derivative of function L : T → R of bounded variation.
Throughout this paper it is supposed that function L is right-continuous, µi, i ∈ N

– the points of discontinuity of L and L(0) = 0.
Put in correspondence to the problem (2.1) an equation in differentials




dh̃X̃
(
t̃
)

= f̃
(
t̃, X̃

(
t̃
))
dh̃L̃

(
t̃
)
,

X̃
∣∣∣[0̃,h̃)

(
t̃
)

= X̃0,
(2.2)

which can be written in representatives’ form{
Xn(t+ hn)−Xn(t) = fn(t,Xn(t))[Ln(t+ hn)− Ln(t)],
Xn(t)|[0,hn) = Xn0(t), t ∈ T,

(2.3)

where

fn(t, x) = (f ∗ ρn)(t, x) =
∫

[0, 1n ]2
f(t+ l, x+ s)ρn(l, s)dlds,

Ln(t) = (L ∗ ρn)(t) =
∫

[0, 1n ]
L(t+ s)ρn(s)ds,

ρn, ρn – standard δ-sequences, i.e., ρn(l, s) = n2ρ(nl, ns), ρn(s) = nρ(ns), ρ ∈
C∞(R2), ρ ≥ 0, supp ρ(l, s) ⊆ [0, 1]2,

∫
[0,1]2

ρ(l, s)dlds = 1; ρ ∈ C∞(R), ρ ≥ 0,

supp ρ(s) ⊆ [0, 1],
∫

[0,1]

ρ(s)ds = 1.

Let t be an arbitrary fixed point from segment T . Then t can be represented
in the form t = τt + mthn, where τt ∈ [0, hn), mt ∈ N . Let tk = τt + khn. It is
easy to show that solution of system (2.3) one can write in the form

Xn(t) = Xn0(τt) +
mt−1∑
k=0

fn(tk, Xn(tk))[Ln(tk+1)− Ln(tk)].

We will use the following notations throughout this paper: ∆L(µi) = L(µi)−
L(µi−), Ld(t) =

∑
µi≤t

∆L(µi), Lc(t) = L(t)− Ld(t), ∆Lkn = Ln(tk+1) − Ln(tk),

∆Lk = L((k+ 1)hn)−L(khn), C – absolute constant. Instead of symbol
mt−1∑
k=0

we

will write symbol
∑

.

Definition 2.1. The element X of topological space Ω is called an associated so-
lution of equation in differentials (2.2), if there exist the representatives {fn} and
{Ln} for which the solution Xn of problem (2.3) converges to X in topology of
space Ω.
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Remark 2.2. Replacing in (2.2) symbol dh̃ by dI
h̃

(dS
h̃
), one can define also I-

associated (S-associated) solution of equation in differentials (2.2).

Due to approach under study, we will understand an associated solution of
problem (2.2) as solution of Cauchy problem (2.1).

The following result which is similar to analogous result from [13] gives nec-
essary and sufficient condition for existence and uniqueness of solution of problem
(2.2).

Theorem 2.3. The equation (2.2) has unique solution if and only if for any repre-
sentatives {fn}, {Ln}, {Xn0}, {hn} following conditions hold

Xn0(t) ∈ C∞[0, hn), (2.4)

lim
s→0+

(
dl

dtl
Xn0 (hn − s)− dl

dtl
Xn0 (s)

− dl

dtl
(fn (s,Xn0 (s)) (Ln (s+ hn)− Ln (s)))

)
= 0, l = 0, 1, . . .

(2.5)

3. The case of the continuous function f and the arbitrary
function L of bounded variation

The following theorems show that associated solution of problem (2.2) considerably
depends on the connection between n and hn. It is known [21], that if a convolution
of L with standard δ-sequence is taken as a representative of new generalized
function L̃, the associated solution of problem (2.2) exists only in two cases –
either hn = o

(
1
n

)
or 1

n = o(hn), n→∞.

Lemma 3.1. [11] Let for any n the following inequality holds

Zn+1 ≤ A+
n∑
k=1

Ak +
n∑
k=1

BkZk,

where A,Ak, Bk, Zk – some positive constants, k ∈ {1, . . . , n}. Then

Zn+1 ≤
(
A+

n∑
k=1

Ak

)
e

n∑
k=1

Bk

.

Theorem 3.2. Suppose function f is bounded and satisfies to Lipschitz condition
with respect to both variables, function L has bounded variation on T and the
following condition holds

∇1
n := sup

t∈[0,hn)

|Xn0(t)− x0| −→
n→∞
hn→0

0. (3.1)

Then for any t ∈ T Xn(t)→ X(t) as n→∞, hn → 0, 1
n = o(hn), where Xn(t) –

solution of problem (2.3), X(t) – solution of equation

X(t) = x0 +
∫

[0,t]

f(s,X(s−))dL(s). (3.2)
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Remark 3.3. It is known [8] that there is a unique solution of equation (3.2) on T
under conditions of the theorem (3.2).

Proof. The equation (3.2) is equivalent to equation

X(t) = x0 +
∫

[0,t]

f(s,X(s))dLc(s) +
∑
µi≤t

f(µi, X(µi−))∆L(µi).

Since the function L has bounded variation on T , it follows that
∞∑
i=1

|∆L(µi)| = Vart∈T Ld(t) = Vart∈T L(t)−Vart∈T Lc(t) ≤ Vart∈T L(t) < +∞.

Consequently, for any ε > 0 there is Nε ∈ N such, that
∞∑

i=N+1

|∆L(µi)| < ε.

Then

Ld(t) =
N∑
i=1

1{µi≤t}∆L(µi) +
∞∑

i=N+1

1{µi≤t}∆L(µi) = L≤N (t) + L>N(t).

We have

|Xn(t) −X(t)|

=
∣∣∣∣Xn0(τt) +

∑
fn(tk, Xn(tk))∆Lkn

− x0 −
∫

[0,t]

f(s,X(s))dLc(s)−
∑
µi≤t

f(µi, X(µi)−)∆L(µi)
∣∣∣∣

≤ +∇1
n +

∣∣∣
∑

(fn(tk, Xn(tk))− f(tk, Xn(tk)))∆Lkn
∣∣∣

+
∣∣∣
∑

(f(tk, Xn(tk))− f(tk, X(tk)))∆Lkn
∣∣∣

+
∣∣∣
∑

f(tk, X(tk))(Lcn(tk+1)− Lcn(tk))−
∑

f(tk, X(tk))(Lc(tk+1)− Lc(tk))
∣∣∣

+
∣∣∣∣
∑

f(tk, X(tk))(Lc(tk+1)− Lc(tk))−
∫

[τt,t]

f(s,X(s))dLc(s)
∣∣∣∣

+
∣∣∣∣
∫

[0,τt]

f(s,X(s))dLc(s)
∣∣∣∣+

∣∣∣∣
∑

f(tk, X(tk))(Ldn(tk+1)− Ldn(tk))

−
∑
µi≤t

f(µi, X(µi−))∆Ld(µi)
∣∣∣∣ = ∇1

n +
6∑
i=1

Di.

Let Vn = sup
|u−v|≤2hn+ 2

n

Vart∈[u,v] L
c(t). Then by using definition of fn, Lips-

chitz continuity of f and its boundedness, boundedness of variation of function L



174 U.U. Hrusheuski

it is easy to show the following estimates

D1 ≤
C

n
, D2 ≤ C

∑
|Xn(tk)−X(tk)|

∣∣∆Lkn
∣∣ ,

D3 +D4 +D5 ≤ CVn, D6 ≤ C
(
hn +

1
n

+ ε+ Vn

)
.

Thus, we have

|Xn(t)−X(t)| ≤ ∇1
n + C

(
hn +

1
n

+ ε+ Vn

)

+ C
∑
|Xn(tk)−X(tk)| |Ln(tk+1)− Ln(tk)| .

Employing a lemma (3.1) to last inequality we immediately obtain the in-
equality

|Xn(t)−X(t)| ≤ C
(
∇1
n + hn +

1
n

+ ε+ Vn

)
.

The function |Lc|(t) = Vars∈[0,t] L
c(s) is uniformly continuous on T . There-

fore Vn → 0 as n → ∞. Tending n → ∞, hn → 0, 1
n = o(hn) and ε→ 0 we come

to the end of the proof. �

Theorem 3.4. Suppose that all conditions from the previous theorem and conditions
(2.4), (2.5) hold. Then I-associated solution of the problem (2.2) is a solution of
equation (3.2).

Proof. The truth of the theorem follows from the definition of I-associated solution
and theorems (2.3) and (3.2). �

Remark 3.5. It is obvious, that I-associated solution of the regularized problem
(1.3) coincides with solution in the sense of the papers [5, 19].

Theorem 3.6. Suppose function f is bounded and satisfies to Lipschitz condition
with respect to both variables, function L has bounded variation on T and the
condition (3.1) holds. Then for any t ∈ T Xn(t) → X(t) as n → ∞, hn → 0,
hn = o

(
1
n

)
, where Xn(t) is a solution of the problem (2.3), X(t) is a solution of

the equation

X(t) = x0 +
∫

[0,t]

f(s,X(s))dLc(s)

+
∑
µi≤t

(ϕ(∆L(µi)f(µi, ·), X(µi−), 1)−X(µi−)),
(3.3)

where ϕ(z, x, u) is the solution of auxiliary integral equation

ϕ(z, x, u) = x+
∫

[0,u]

z(ϕ(z, x, s))ds. (3.4)
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Remark 3.7. Due to classical theorems of the theory of differential equations there
is a unique solution of integral equation (3.4) on T .

Remark 3.8. The equation (3.3) can be boiled down to equation of the form (3.2)
but with another subintegral function. Therefore there is a unique solution of
equation (3.3) on T .

Proof. We have

|Xn(t)−X(t)|

≤
∣∣Xn0(τt)− x0

∣∣+
∣∣∣∣
∑

fn(tk, Xn(tk))(Lcn(tk+1)− Lcn(tk))

−
∫

[0,t]

f(s,X(s))dLc(s)
∣∣∣∣+

∣∣∣∣
∑

fn(tk, Xn(tk))(Ldn(tk+1)− Ldn(tk))

−
∑
µi≤t

(ϕ(∆L(µi)f(µi, ·), X(µi−), 1)−X(µi−))
∣∣∣∣

≤ ∇1
n +D1 +D2.

By using representation Ld(t) = L≤N (t)+L>N(t), definition of fn, Lipschitz
continuity of f and its boundedness, boundedness of variation of function L it can
be shown the following inequalities

D1 ≤ C(
1
n

+ Vn) + C
∑
|Xn(tk)−X(tk)| |Lcn(tk+1)− Lcn(tk)| ,

D2 ≤ C
(

1
n

+ hnn+ hn + ε+ Vn

)
+ C

∑
µi≤t
|Xn(tji)−X(tji)|

∣∣∆L≤N(µi)
∣∣ ,

where tji is such an index, that tji < µi − 1
n ≤ tji+1.

Employing a lemma (3.1) to inequality

|Xn(t)−X(t)| ≤ ∇1
n + C

(
1
n

+ hnn+ hn + ε+ Vn

)

+ C
∑
|Xn(tk)−X(tk)| |Lcn(tk+1)− Lcn(tk)|

+
∑
µi≤t
|Xn(tji)−X(tji)|

∣∣∆L≤N (µi)
∣∣ ,

we obtain the estimate

|Xn(t)−X(t)| ≤ C
(
∇1
n +

1
n

+ hnn+ hn + ε+ Vn

)
.

Tending n → ∞, hn → 0, hn = o
(

1
n

)
and ε → 0 we come to the end of the

proof. �
Theorem 3.9. Suppose that all conditions from the previous theorem and conditions
(2.4), (2.5) hold. Then S-associated solution of the problem (2.2) is a solution of
equation (3.3).
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Proof. The truth of the theorem follows from the definition of S-associated solution
and theorems (2.3) and (3.6). �

Example. Let us consider the equation (1.3). The function ϕ(f(t, x) = t−x, x0, y) =
(x0 − 1)e−y + 1 is a solution of the equation (3.4). Then the function X(t) = x0+
H(t − 1) (1−x0)(e−1)

e is a S-associated solution of the regularized problem (1.3).
Note, that X(t) coincides with solution in the sense of the monograph [22].

Example. The solutions of the equation (1.3) in the sense of the papers [1, 2, 14, 15]
can be obtained as associated solutions of corresponding equation (2.2) if sequences
ρn, ρn of another type are taken.

4. The case of the discontinuous function f and
the continuous function L

The function f is required to satisfy the following main assumptions throughout
next sections:
(I) f is bounded by constant M , the set of points of discontinuity has the form
{(t, x) | x = ψ(t), ψ ∈ C1(T )},

(II) f is continuable from any domain of continuity to one’s boundary and satisfies
Lipschitz condition with respect to both variables in any domain of continuity.
Let

f+(t, x) :=

{
f(t, x), x �= ψ(t),
lim f(t, x∗), x∗ → x, x∗ > ψ(t), x = ψ(t),

f−(t, x) :=

{
f(t, x), x �= ψ(t),
lim f(t, x∗), x∗ → x, x∗ < ψ(t), x = ψ(t).

Theorem 4.1. Suppose the condition (3.1) and the following conditions hold
(I) function L is continuous and there is a constant γ > 0 such that for any

t2 > t1, t1, t2 ∈ T the inequality L(t2)− L(t1) ≥ γ(t2 − t1) holds,
(II) function f satisfies main assumptions and boundary condition f−(t, ψ(t)) >

K
γ , f

+(t, ψ(t)) < −Kγ , t ∈ T , where K = max
t∈T

|ψ′(t)| .

Then for any t ∈ T Xn(t) → X(t) as n → ∞, hn → 0, where Xn(t) is a solution
of problem (2.3), X(t) is a solution of equation

X(t) = x0 +
∫

[0,t]

u(s)dL(s), (4.1)

where u(t) ∈ F (t, x(t)) for almost all t ∈ T in the sense of measure ν|L| (ν|L|
is a measure, generated by function |L|(t) = Vars∈[0,t] L(s)) and F (t, x) is the
least convex closed set which contains the limiting values of function f(t, x∗), as
x∗ → x, x∗ �= ψ(t).
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Remark 4.2. It is known [9, 10] that there is a unique solution of equation (4.1)
on T under conditions of the theorem (4.1).

Proof. Let Unt (Rn) = {x |
∣∣x− (ϕ(t)− 1

2n

)∣∣ ≤ Rn}. By using induction on k we
have that the inclusion Xn(tk∗) ∈ Untk∗ (Rn), which is true for some k∗ and large
enough n, implies inclusion Xn(tk) ∈ Untk(Rn), which is true for all k > k∗ and
same n, if Rn = 1

2n + K
n +MVn +Khn.

It is worth emphasizing that the similar assertion is also true for functional
sequence X̃n(t): X̃n(0) = x0,

X̃n(t) = X̃n(khn) + unk(L(t)− L(khn)), t ∈ (khn, (k + 1)hn],

where unk ∈ F (khn, X̃n(khn)).
We have

|Xn(t)−X(t)| ≤
∣∣∣Xn(t)− X̃n(t− τt)

∣∣∣+
∣∣∣X̃n(t− τt)− X̃n(t)

∣∣∣+
∣∣∣X̃n(t)−X(t)

∣∣∣
= H1 +H2 +H3.

It is shown in [9] that X̃n(t) → X(t), where X(t) is a solution of equation
(4.1). It is easy to see that H2 = |unmt(L(t)− L(mthn))| ≤ CVn. Let us consider
several cases to get the estimate for H1.

It is supposed that x0 �= ψ(0). Let k1 ∈ {0, . . . ,mt − 1} be such index that
Xn(tk) /∈ Untk(Rn) for any k ≤ k1 (k ∈ {0, . . . ,mt}), but Xn(tk1+1) ∈ Untk1+1

(Rn).

Let k2 ∈ {0, . . . ,mt − 1} be such index that X̃n(khn) /∈ Unkhn
(Rn) for any k ≤

k2 (k ∈ {0, . . . ,mt}), but X̃n((k2 + 1)hn) ∈ Un(k2+1)hn
(Rn).

Case A1. Suppose indexes k1 and k2 are defined both. Then for any k > k1

the inclusion Xn(tk) ∈ Untk(Rn) holds. In particular, it implies inclusion Xn(t) ∈
Unt (Rn). Similarly, for any k > k2 the inclusion X̃n(khn) ∈ Unkhn

(Rn) holds and,
in particular, we have X̃n(t− τt) ∈ Unt−τt

(Rn).
Then

H3 ≤
∣∣∣∣Xn(t)−

(
ϕ(t) − 1

2n

)∣∣∣∣+
∣∣∣∣X̃n(t− τt)−

(
ϕ(t− τt)−

1
2n

)∣∣∣∣

+
((

ϕ(t)− 1
2n

)
−
(
ϕ(t− τt)−

1
2n

))
≤ C

(
1
n

+ Vn + hn

)
.

Case A2. Suppose the indexes k1 and k2 are not defined both. Then the negations
of definitions of indexes k1 and k2 imply that for any k ∈ {0, . . . ,mt − 1} the
points (tk, Xn(tk)) and (khn, X̃n(khn)) belong to the same domain of continuity
of function f and Xn(tk) /∈ Untk(Rn), X̃n(khn) /∈ Unkhn

(Rn).
By using Lipschitz continuity of f we obtain the following inequality

|Xn(t)− X̃n(t− τt)| ≤ ∇1
n + C

(
1
n

+ hn + Vn

)

+ C
∑∣∣∣Xn(tk)− X̃n(khn)

∣∣∣
∣∣∆Lkn

∣∣ .
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Employing a lemma (3.1) we have
∣∣∣Xn(t)− X̃n(t− τt)

∣∣∣ ≤ C
(
∇1
n +

1
n

+ hn + Vn

)
.

Let εn denotes the right-hand side of this inequality.
Case A3. Suppose that only one of the indexes k1, k2 is defined. Let it be the
index k1. Then for any k ∈ {0, . . . ,mt − 1} X̃n(khn) /∈ Unkhn

(Rn). By using an
induction on k it is easy to show that∣∣∣∣X̃n(t− τt)−

(
ϕ(t− τt)−

1
2n

)∣∣∣∣ ≤
∣∣∣∣X̃n((k1 + 1)hn)−

(
ϕ((k1 + 1)hn)−

1
2n

)∣∣∣∣ .
Note, that the final estimate from case A2 is true for expression∣∣∣X̃n((k1 + 1)hn)−Xn(tk1+1)

∣∣∣ .
Hence

H3 ≤
∣∣∣∣Xn(t)−

(
ϕ(t)− 1

2n

)∣∣∣∣+
∣∣∣∣X̃n((k1 + 1)hn)−

(
ϕ((k1 + 1)hn)−

1
2n

)∣∣∣∣

+
∣∣∣∣
(
ϕ(t)− 1

2n

)
−
(
ϕ(t− τt)−

1
2n

)∣∣∣∣ ≤
∣∣∣∣Xn(t)−

(
ϕ(t) − 1

2n

)∣∣∣∣

+
∣∣∣X̃n((k1 + 1)hn)−Xn(tk1+1)

∣∣∣+
∣∣∣∣Xn(tk1+1)−

(
ϕ((k1 + 1)hn)−

1
2n

)∣∣∣∣

+
∣∣∣∣
(
ϕ(t)− 1

2n

)
−
(
ϕ(t− τt)−

1
2n

)∣∣∣∣ ≤ C
(

1
n

+ hnn+ hn+
)

+ εn.

Tending n → ∞, hn → 0 we come to the end of the proof. The proof boils
down to the case A1 if suppose that x0 = ψ(0). �
Theorem 4.3. Suppose that all conditions from the previous theorem and conditions
(2.4), (2.5) hold. Then the associated solution of the problem (2.2) is a solution of
equation (4.1).

Proof. The truth of the theorem follows from the definition of associated solution
and theorems (2.3) and (4.1). �
Remark 4.4. It is should be noted that if L(t) = t then the methods of the
theory of differential equations with discontinuous right-hand parts are applicable
to equation (2.1) also (see [7]). In this case the associated solution of the regularized
problem (1.1) coincides with solution in the sense of Filippov definition. Moreover,
it is a solution whose trajectory is called sliding motion. Let us pay attention that
sliding motion is a main mode of operation of systems with varying structure.

Example. Let us consider the equation ẋ(t) = −3 sgn(x + t2 − 2t), t ∈ [0, 2],
x(0) = 2 1

4 . Suppose that

X(t) =

{
−3t+ 2 1

4 , t ∈
[
0, 1

2

)
,

−t2 + 2t, t ∈
[

1
2 , 2

]
,

u (t) =

{
−3, t ∈

[
0, 1

2

)
,

2(1− t), t ∈
[
1
2 , 2

]
.
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Then the integral equality (4.1) holds. Moreover, the inclusion 2(1− t) ∈ [−2, 1] ,
t ∈

[
1
2 , 2

]
implies the inclusion

u(t) ∈ F (t,X(t)) =

{
−3, t ∈

[
0, 1

2

)
,

[−3, 3] , t ∈
[
1
2 , 2

]
,

t ∈ [0, 2].

5. The case of the discontinuous functions f and L

During investigation of equation (2.1) with continuous function f it was noted that
if a convolution of function L with standard δ-sequence is taken as a representative
of new generalized function L̃, the associated solution of problem (2.2) exists only
in two cases – either 1

n = o(hn) or hn = o
(

1
n

)
, n→ ∞. Therefore it is natural to

investigate the associated solutions of regularized equation (2.1) with discontinuous
functions f and L namely in this cases.

The function L is required to be piecewise constant function with finite num-
ber of points of discontinuity µi, i ∈ {1, . . . , n0} throughout this section.

Theorem 5.1. Suppose that L is a piecewise constant and nondecreasing (nonin-
creasing) function, f is a nondecreasing (nonincreasing) with respect to variable
x and nonincreasing with respect to variable t function, which satisfies main as-
sumptions. Moreover, suppose that the condition (3.1) holds and inequality

Xn0 (t) ≥ x0 +Khn ∀ t ∈ [0, hn)

is true for large enough n. Then
∫

T

|Xn(t)−X(t)|dt→ 0

as n→∞, hn → 0, 1
n = o(hn), where Xn(t) is a solution of problem (2.3), X(t)

is a solution of equation

X(t) = x0 +
∑
µi≤t

f+(µi, X(µi−))∆L(µi). (5.1)

Proof. Let us consider the set

T in = T
⋂(

mα+1∐
k=0

[
µi −

1
n

+ khn, µi + khn

])

for any i ∈ {1, . . . n0} and n ∈ N. Due to relation 1
n = o(hn) the union of sets

in T in is disjoint. It is obviously that νT (
⋃
i

T in) → 0 as n → ∞ (νT is a Lebesgue

measure on T ).
We will use an induction on the points of discontinuity of function L. Suppose

that Xn(t) converges to X(t) in L1[0, µi] and there is a numerical sequence λin such



180 U.U. Hrusheuski

that inequality

X(µi−) +Khn ≤ Xn(tji) ≤ X(µi−) + λin ∀ t ∈ [µi, µi+1)\
⋃
i

T in (5.2)

holds for large enough n. Let us show that similar assertion is true for i+ 1. Note,
that the basis of induction will hold if set up λ1

n = ∇1
n.

Since the inequality

|Xn(t)−X(t)|
=
∣∣Xn(tji) + fn(tji , Xn(tji))∆L(µi)−X(µi−)− f+(µi, X(µi−))∆L(µi)

∣∣
≤ |Xn(tji )−X(µi−)|+ |∆L(µi)|

∣∣fn(tji , Xn(tji ))− f+(µi, X(µi−))
∣∣

implies the uniform convergence Xn(t) to X(t) on t ∈ [µi, µi+1)\
⋃
i

T in, we have

∫

[µi,µi+1]

|Xn(t)−X(t)| dt =
∫

[µi,µi+1)\
⋃
i

T i
n

|Xn(t)−X(t)|dt

+
∫

[µi,µi+1)
⋂(⋃

i

T i
n

)
|Xn(t)−X(t)| dt→ 0

as n→∞. Consequently, Xn(t) converges to X(t) in L1[0, µi+1].
Let λi+1

n = sup
t∈[µi,µi+1)\⋃

i

T i
n

|Xn(t)−X(µi+1−)|. Then the truth of inequality

X(µi+1−) +Khn ≤ Xn(tji+1) ≤ X(µi+1−) + λi+1
n ∀ t ∈ [µi+1, µi+2)\

⋃
i

T in

follows from the definition of the set
⋃
i

T in and monotony of function f . �

Theorem 5.2. Suppose that all conditions from the previous theorem and conditions
(2.4), (2.5) hold. Then the I+-associated solution of the problem (2.2) is a solution
of equation (5.1).

Proof. The truth of the theorem follows from the definition of I-associated solution
and theorems (2.3) and (5.1). �

Theorem 5.3. Suppose that L is a piecewise constant and nonincreasing (nonde-
creasing) function, f is a nondecreasing (nonincreasing) with respect to variable
x and nonincreasing with respect to variable t function, which satisfies main as-
sumptions. Moreover, suppose that the condition (3.1) holds and inequality

Xn0(t) ≤ x0 −
1
n
−Khn ∀ t ∈ [0, hn)
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is true for large enough n. Then
∫

T

|Xn(t)−X(t)|dt→ 0

as n→∞, hn → 0, 1
n = o(hn), where Xn(t) is a solution of problem (2.3), X(t)

is a solution of equation

X(t) = x0 +
∑
µi≤t

f−(µi, X(µi−))∆L(µi). (5.3)

Proof. The proof of this theorem is similar to the proof of the theorem (5.1). �

Theorem 5.4. Suppose that all conditions from the previous theorem and conditions
(2.4), (2.5) hold. Then the I−-associated solution of the problem (2.2) is a solution
of equation (5.3).

Proof. The truth of the theorem follows from the definition of I-associated solution
and theorems (2.3) and (5.3). �

Theorem 5.5. Suppose that the condition (3.1) holds, L is a piecewise constant
function, f satisfies to main assumptions and in any point µi, i ∈ {1, . . . , n0} one
of the following conditions holds

(I) f−(µi, ψ(µi)) > 0, f+(µi, ψ(µi)) < 0, ∆L(µi) > 0,

(II) f−(µi, ψ(µi)) < 0, f+(µi, ψ(µi)) > 0, ∆L(µi) < 0,

(III) f−(µi, ψ(µi)) > 0, f+(µi, ψ(µi)) > 0,

(IV) f−(µi, ψ(µi)) < 0, f+(µi, ψ(µi)) < 0.

Then for any t ∈ T Xn(t) → X(t) as n → ∞, hn → 0, hn = o
(

1
n

)
, where Xn(t)

is a solution of the problem (2.3), X(t) is a solution of the equation

X(t) = x0 +
∑
µi≤t

(ϕi(1)− ϕi(0)). (5.4)

Here, ϕi(z) is a solution of the auxiliary integral equation

ϕi(z) = X (µi−) + ∆L (µi)
∫

[0,z]

ui(s)ds, i ∈ {1, . . . , n0} (5.5)

and function ui(t) satisfies to the inclusion ui(s) ∈ F (µi, ϕi(s)) for almost all
s ∈ [0, 1] in the sense of Lebesgue measure ν[0,1] on [0, 1].

Remark 5.6. It is known [7], that there is a unique solution of equation (5.5) on
T under conditions of the theorem (5.5).
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Proof. It follows from (2.1) that Xn(t) → X(t) for any t ∈ [0, µ1). Moreover, it
is a uniform convergence on [0, µ1 − ξ] for some ξ > 0. Take, for example, ξ :=
1
4 min

i
(µi+1 − µi). Then 1

n < ξ for large enough n. Consequently, Xn(t) = Xn0(τt)

for any t ∈ [0, µ1 − ξ] and sup
t∈[0,µ1−ξ]

|Xn(t) − X(t)| = sup
t∈[0,hn)

|Xn0(t) − x0| → 0

as n → ∞, hn → 0. Simultaneously, for fixed t ∈ [0, µ1) and large enough n the
inequality t < µ1 − 1

n holds. Then Xn(t) = Xn0(τt) and Xn(t)→ X(t) as n→∞
due to (2.1).

We will use an induction on points of discontinuity of function L to prove the
assertion of the theorem. Suppose that condition (I) holds in µi, Xn(t) → X(t)
for any t ∈ [µi−1, µi) and the convergence is uniform on [µi−1, µi − ξ]. Let us
show that Xn(t)→ X(t) for any t ∈ [µi, µi+1) and the convergence is uniform on
[µi, µi+1 − ξ].

Let X(µi−) > ψ(µi) (the case when X(µi−) < ψ(µi) is considered similarly).
Then there are only four variants for ϕi(1).
(A1) ϕi(1) < ψ(µi). This inequality corresponds to the case when solution of

the equation (5.5) goes through the point of discontinuity ψ(µi) of function
f(µi, ·).

(A2) ϕi(1) = ψ(µi). The equality corresponds to the case when solution of the
equation (5.5) comes into the point of discontinuity ψ(µi) of function f(µi, ·).

(A3) ψ(µi) < ϕi(1) < X(µi−). The inequality corresponds to the case when solu-
tion of the equation (5.5) does not reach the point of discontinuity ψ(µi) of
function f(µi, ·).

(A4) ϕi(1) ≥ X(µi−). In this case the solution of the equation (5.5) goes away
from the point of discontinuity ψ(µi) of function f(µi, ·).

Case A1. The inequality ϕi(1) < ψ(µi) is not accord with condition (I) (see [7],
p. 42).
Case A2. Since function L is piecewise constant, it follows that

Xn(t) =
∑

fn (tk, Xn (tk))∆Lkn

=
∑

µi≤t

∑p+1

l=0
fn (tji+l, Xn (tji+l)) (Ln(tji+l+1)− Ln(tji+l)),

where p = W
(

1
nhn

)
,W (y) is an integer part of y.

Let

Ṽn := max
i,l

|Ln(tji+l+1)− Ln(tji+l)|, ∇in := sup
t∈[µi−1,µi−ξ]

|Xn(t)−X(t)| .

Note, that Ṽn → 0 as n→∞ since hn = o
(

1
n

)
.

By using definition of fn, Lipschitz continuity of f and its boundedness,
boundedness of variation of function L and induction on l, we have that ∃N :
∀n ≥ N ∃ l(n) : ∀ l > l, l ∈ {0, . . . , p+ 2} the following estimate holds

|Xn (tji+l)− ψ(µi)| ≤ C
(
Ṽn + nhn +∇in + hn +

1
n

)
.
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In particular, we have

|Xn (tji+p+2)− ψ(µi)| ≤ C
(
Ṽn + nhn +∇in + hn +

1
n

)
.

Hence, for any t ∈ [µi, µi+1)

|Xn (t)−X (t)| ≤ |Xn (t)−X(µi−)− (ϕi(1)− ϕi(0))|

= |Xn (tji+p+2)− ψ (µ)| ≤ C
(
Ṽn + nhn +∇in + hn +

1
n

)
.

Tending n→∞, hn → 0, hn = o
(

1
n

)
we come to the end of the proof.

In the cases A3 and A4 the sets {(t,Xn(t)|t ∈ (µi−hn− 1
n , µi]}, {(t, ϕi(z))|z ∈

[0, 1], t ∈ (µi−hn− 1
n , µi]} are subsets of the same domain of continuity of function

f where it satisfies Lipschitz condition. Therefore the proof boils down to the proof
of the theorem (3.6) in both cases.

Suppose now that condition (III) holds in µi instead of (I). Let X(µi−) >
ψ(µi) (the case when X(µi−) < ψ(µi) is considered similarly). Then there are the
same four variants for ϕi(1). Moreover, the proofs are kept in the Cases A2, A3,
A4. If ϕi(1) < ψ(µi), it can be established the estimate

|Xn(t)−X(t)| = |Xn(t)− ϕi(1)| ≤ C
(
nhn +

1
n

+ Ṽn +∇in
)
, t ∈ [µi, µi+1),

but with another constant C than above.
If the condition (II) (condition (IV)) holds in µi then for functions f1(t, x) =

−f(t, x) and L1(t) = −L(t) the condition (I) (condition (III)) holds. It boils down
these cases to already considered ones. �
Remark 5.7. In contrast to I and II, conditions

(I)∗ f−(µi, ψ(µi)) < 0, f+(µi, ψ(µi)) > 0, ∆L(µi) > 0,

(II)∗ f−(µi, ψ(µi)) > 0, f+(µi, ψ(µi)) < 0, ∆L(µi) < 0

and condition
f−(µi, ψ(µi))f+(µi, ψ(µi)) = 0

do not guarantee the uniqueness of solution of equation (5.5).

Example. Let f(µi0 , x) = sign(x), X(µi0−) = 0 = ψ(µi0), ∆L(µi0) = 1. Then the
set of solutions of equation (5.5) one can present in the form

X1
ζ (t) =

{
0, t ∈ [0, ζ] ,
t− ζ, t ∈ (ζ, 1] ,

X2
ζ (t) =

{
0, t ∈ [0, ζ] ,
−t+ ζ, t ∈ (ζ, 1] ,

ζ ∈ [0, 1].

Theorem 5.8. Suppose that all conditions from the previous theorem and conditions
(2.4), (2.5) hold. Then the S-associated solution of the problem (2.2) is a solution
of equation (5.4).

Proof. The truth of the theorem follows from the definition of S-associated solution
and theorems (2.3) and (5.5). �
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Example. Consider the equation ẋ(t) = (1 − 2 sgn(x − cos t))δ(t − π
3 ), t ∈ [0, π],

x(0) = 1
2 . Then the functions XS(t) = 1

2 , X
+
I (t) = 1

2 − H(t − π
3 ), and X−

I (t) =
1
2 + 3H(t − π

3 ) are S-, I+-, I−-associated solutions respectively. It is should be
noted that the usage an inclusion in the equality (5.5) is essential. Let ϕ1 be the
solution of integral equation

ϕ1(z) = X (µ1−) + ∆L (µ1)
∫

[0,z]

f (µ1, ϕ1 (s))ds,

which can be rewritten due to given equation in the form

ϕ1(z) =
1
2

+
∫

[0,z]

(
1− 2 sgn

(
ϕ1(s)−

1
2

))
ds. (5.6)

It is easy to see that equation (5.6) does not have any solutions on [0, 1].
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A Boundary Condition and Spectral Problems
for the Newton Potential
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Abstract. In this paper we give a boundary condition on the Newton(volume)
potential for a bounded domain Ω and find its eigenvalues and eigenfunctions
for the 2-disk and the 3-ball. We also extend these results in different direc-
tions.
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1. Introduction

The Newton potential is an operator in vector calculus that acts as the inverse to
the negative Laplacian, on functions that are smooth and decay rapidly enough at
infinity. As such, it is a fundamental object of study in potential theory.

In the statement of the law of gravitation given by I. Newton [1] (1687) the
only forces considered are the forces of mutual attraction acting upon two material
particles of small size or two material points. After first partial achievements by
Newton and others, studies carried out by J.L. Lagrange (1773), A. Legendre
(1784–1794) and P.S. Laplace (1782–1799) became of major importance. Lagrange
[2] has established that a field of gravitational forces, as it is called now, is a
potential field and has introduced a function which was later called by G. Green
(1828) a potential function and by C.F. Gauss (1840) – just a potential.

Already Gauss [3] and his contemporaries discovered that the method of po-
tentials can be applied not only to solve problems in the theory of gravitation
but, in general, to solve a wide range of problems in mathematical physics, in
particular in electrostatics and magnetism. The principal boundary value prob-
lems were defined, such as the Dirichlet problem and the Neumann problem, the
electrostatic problem of the static distribution of charges on conductors or the
Robin problem. To solve the above-mentioned problems in the case of domains
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with sufficiently smooth boundaries certain types of potentials turned out to be
efficient, i.e., special classes of parameter-dependent integrals such as the Newton
potential of distributed mass, single-layer and double-layer potentials, logarithmic
potentials (n = 2), Green potentials, [4]–[9] etc.

In a bounded simply connected domain Ω, in the n-dimensional Euclidean
space Rn(n > 1), with sufficiently smooth boundary S, consider the following
integral

u(x) = εn ∗ f ≡
∫

Ω

εn(x− y)f(y)dy, (1.1)

where

ε2(x− y) = − 1
2π

ln |x− y|,

εn(x − y) =
1

(n− 2)σn
|x− y|2−n, n ≥ 3

is a fundamental solution of the negative Laplace equation, i.e., −∆xεn(x − y) ≡
−
∑n
i=1

∂2εn(x−y)
∂x2

i
= δ(x− y) and δ is the delta function, σn = 2π

n
2

Γ( n
2 ) is the surface

area of the unit sphere in Rn, Γ is the gamma-function, |x−y| = [
∑n

k=1(xk−yk)2]
1
2

is the distance between two points x = (x1, . . . , xn) and y = (y1, . . . , yn) in Rn.
The following three integrals, which depend on x as a parameter,

u(x) =
∫

Ω

εn(x− y)f(y)dy, (1.2)

V (x) =
∫

S

εn(x− y)µ(y)dSy , (1.3)

W (x) =
∫

S

∂εn(x− y)
∂ny

ρ(y)dSy, (1.4)

are called the volume potential, the single-layer potential and the double-layer
potential, respectively. The functions f(y), µ(y) and ρ(y) are called the densities
of the corresponding potentials; hereafter they are assumed to be absolutely inte-
grable over Ω or S, respectively. For n = 3 (and sometimes for n ≥ 3) the integrals
(1.1), (1.2) and (1.3) are called the Newton potential and the Newton single- and
double-layer potentials; for n = 2 they are called logarithmic mass, single-layer or
double-layer potentials, respectively.

First, we discuss some properties of potentials (1.2)–(1.4) as we need. Let f(y)
be of class C2(Ω)

⋂
C1(S). Then the Newton potential and its first derivatives are

continuous everywhere on Rn; moreover, they can be calculated by differentiation
under the integral sign, i.e., u ∈ C1(Rn). Further,

lim
|x|→∞

u(x)
εn(x)

= M, M =
∫

Ω

f(y)dy. (1.5)
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The second derivatives are continuous everywhere outside S, but they have a
discontinuity when passing across the surface S; moreover, in Ω they satisfy the
Poisson equation

−∆u(x) = f(x), x ∈ Ω, (1.6)
and in Rn\Ω – the Laplace equation ∆u = 0, x ∈ Rn\Ω. The above-mentioned
properties characterize the Newton potential (1.2).

Let µ ∈ C1(S). The single-layer potential V (x) is a harmonic function when
x ∈ Ω; moreover,

lim
|x|→∞

V (x)
εn(x)

= M, M =
∫

Ω

µ(y)dSy , (1.7)

in particular, lim|x|→∞ V (x) = 0 for n ≥ 3, but lim|x|→∞ V (x) = 0 when n = 2
if and only if

∫
S
µ(y)dSy = 0. A single-layer potential is continuous everywhere

on Rn, V ∈ C(Rn), moreover, V (x) and its tangential derivatives are continuous
when passing across the surface S. The normal derivative of a single-layer potential
has a discontinuity when passing across the surface S:

(
∂V

∂nx

)+

=
1
2
µ(x) +

∂V (x)
∂nx

, x ∈ S, (1.8)

(
∂V

∂nx

)−
= −1

2
µ(x) +

∂V (x)
∂nx

, x ∈ S, (1.9)

where ( ∂V∂nx
)+ and ( ∂V∂nx

)− are the limit values of the normal derivative from Ω and
Rn\Ω, respectively, i.e.,

(
∂V

∂nx

)+

= lim
x′→x,x′∈Ω

∂V (x′)
∂nx

, x ∈ S, (1.10)

(
∂V

∂nx

)−
= lim

x′→x,x′∈Rn\Ω
∂V (x′)
∂nx

, x ∈ S, (1.11)

∂V (x)
∂nx

denotes the so-called direct value of the normal derivative of a single-layer
potential calculated over the surface S, i.e.,

∂V (x)
∂nx

=
∫

S

∂εn(x− y)
∂nx

µ(y)dSy , x ∈ S. (1.12)

It is a continuous function of the points x ∈ S, and the kernel ∂
∂nx

εn(x− y) has a
weak singularity on S,

| ∂

∂nx
εn(x − y) |≤

const
|x− y|n−2

, x, y ∈ S. (1.13)

These properties characterize single-layer potential (1.3).
Let ρ ∈ C1(S). The double-layer potential W (x) is a harmonic function for

x; moreover,

lim
|x|→∞

σn|x|n−1W (x) = M, M =
∫

S

ρ(y)dSy. (1.14)
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When passing across the surface S the double-layer potential has a discontinuity
(whence its name):

W+(x) = −1
2
ρ+W (x), W−(x) =

1
2
ρ+W (x), x ∈ S, (1.15)

where W+(x) and W−(x) are the limit values of the double-layer potential from
Ω and Rn\Ω, respectively, that is,

W+(x) = lim
x′→x,x∈Ω

W (x′),W−(x) = lim
x′→x,x∈Rn\Ω

W (x′). (1.16)

W (x) when x ∈ S denotes the so-called direct value of the double-layer
potential calculated over the surface S, that is,

W (x) =
∫

S

∂εn(x− y)
∂ny

ρ(y)dSy, x ∈ S. (1.17)

It is a continuous function of the points x ∈ S, and the kernel ∂
∂ny

εn(x− y) has a
weak singularity on S,

∣∣∣∣
∂

∂ny
εn(x− y)

∣∣∣∣ ≤
const

|x− y|n−2
, x, y ∈ S. (1.18)

The tangential derivatives of a double-layer potential also have a discontinuity
when passing across the surface S, but the normal derivative ∂W (x)

∂nx
retains its

value when passing across S:
(
∂W (x)
∂nx

)+

=
(
∂W (x)
∂nx

)−
, x ∈ S. (1.19)

These properties characterize double-layer potential (1.4).
Below, certain properties of potentials under weaker restrictions on the den-

sities and the surface are given.

– If f ∈ L1(Ω), then u(x) is a harmonic function for x ∈ Rn\Ω and u(x) is
summable on Ω.

– If f ∈ Lp, 1 ≤ p ≤ n
2 , then u ∈ Lq(Rn), 1

p + 1
p = 1, 1 < q < np

(n−2p) ; if
f ∈ Lp(Ω), p > n

2 , then u ∈ C(Rn).
– If f ∈ Lp(Ω), 1 ≤ p ≤ n, then u ∈W 1

q (Rn), 1 < q < np
n−p ; if f ∈ Lp(Ω), p > n,

then u ∈ C1(Rn).
– If f ∈ L2(Ω), then the generalized second derivatives of u(x) exist, they are

also of class L2(Ω) and are expressed by singular integrals:

∂2u

∂xi∂xj
= − 1

n
δijf(x) +

∫

Ω

∂2

∂xi∂xj
εn(x− y)f(y)dy,

i, j = 1, . . . , n,
(1.20)

where δij = 1 for i = j, δij = 0 for i �= j; if f ∈ Lp(Ω), 1 ≤ p < +∞, then all
generalized derivatives ∂2u

∂xi∂xj
also exist and belong to Lp(Rn).
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– If f ∈ Lp(Ω), 1 ≤ p < +∞, then u(x) is a generalized solution of the Poisson
equation −∆u = f(x), x ∈ Ω. If f ∈ C(0,α)(Ω) and S ∈ C(1,α), 0 < α < 1,
then u ∈ C(2,α) in Ω.

– Let S ∈ C1,α, 0 < α < 1, let D be a closed bounded domain such that Ω∪S ⊂
D ⊂ D ⊂ Rn. If µ ∈ Lp then V ∈ Lp(D), V ∈ Lp(S), ∂V

∂xi
∈ Lp(D), p = 1, 2,

i = 1, . . . , n. If the density is bounded and summable, then V ∈ C(0,λ) for all
λ ∈ (0, 1).

– If µ ∈ C(0,α)(S), 0 < α < 1, then V ∈ C1,α in Ω. If ρ ∈ C(0,α)(S), then
W ∈ C(0,α) in Ω.

– If µ ∈ C(l,α)(S) and S ∈ C(k+1,α), 0 < α < 1, l, k integers, 0 ≤ l ≤ k, then
V ∈ Cl+1,α in Ω. If ρ ∈ C(l,α)(S), and S ∈ C(k+1,α), 0 < α < 1, l, k integers,
0 ≤ l ≤ k + 1, then W ∈ C(l,α) in Ω.

For potentials and their derivatives extended by continuity on S the above-de-
scribed properties of smoothness are also valid under the corresponding smoothness
conditions on the density and the surface S ([4]–[9] etc.).

In this paper, compared to all earlier works discussed above, we follow an
entirely different approach in potential theory and we extend several results, con-
cerning the Newton potential.

The paper is organized as follows. In Section 2 we give a boundary condition
on the Newton potential. In Section 3 a boundary condition on polyharmonic
volume potential is given. In Section 4 we find eigenvalues and eigenfunctions of
the Newton potential (1.1) in an explicit form for a ball. In Section 5 some its
applications are shown.

2. A boundary condition on the Newton (volume) potential

Theorem 2.1. For any function f ∈ L2(Ω), the Newton potential (1.1) satisfies the
boundary condition

−u(x)
2
−
∫

S

εn(x− y)
∂u(y)
∂ny

dSy +
∫

S

∂εn(x− y)
∂ny

u(y)dSy = 0, x ∈ S. (2.1)

Conversely, if a function u ∈ W 2
2 (Ω) satisfies (1.6) and boundary condition (2.1),

then it determines the Newton potential (1.1), where ∂
∂ny

denotes the outer normal
derivative on the boundary.

Proof of Theorem 2.1. First, we assume that u ∈ C2(Ω) ∩ C1(Ω). A direct calcu-
lation shows that, for any x ∈ Ω, we have

u(x) = εn ∗ f = −
∫

Ω

εn(x− y)∆yu(y)dy

=
∫

S

(
− ∂u(y)

∂ny
εn(x− y) +

∂εn(x− y)
∂ny

u(y)
)
dSy −

∫

Ω

∆yεn(x− y)u(y)dy
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= u(x) +
∫

S

(
∂εn(x− y)

∂ny
u(y)− ∂u(y)

∂ny
εn(x− y)

)
dSy,

where ∂
∂ny

= n1
∂
∂y1

+ · · · + nnfrac∂∂yn is the normal derivative and n1, . . . , nn
are the components of the unit normal. This implies

Iu(x) =
∫

S

(
∂εn(x− y)

∂ny
u(y)− ∂u(y)

∂ny
εn(x− y)

)
dSy ≡ 0, x ∈ Ω. (2.2)

Since ∆xεn(x− y) = 0 and ∆x
∂εn(x−y)
∂ny

= 0 for x �= y, it follows that ∆xIu(x) ≡ 0.
Applying properties of the double-layer potential and single-layer potential

to (2.2) with x→ S, we obtain

Iu(x) = −u(x)
2

+
∫

S

(
∂εn(x− y)

∂ny
u(y)− ∂u(y)

∂ny
εn(x− y)

)
dSy = 0, x ∈ S. (2.3)

Since Iu(x) is a solution of the homogeneous Laplace equation for x ∈ Ω, it follows
from the uniqueness of a solution to the Dirichlet problem that the identity Iu(x) =
0, x ∈ Ω is equivalent to (2.3), i.e., Iu(x)|x∈S = 0 is a boundary condition for the
Newton potential (1.1). Next, it is easy to show by passing to the limit that relation
(2.3) remains valid for all u ∈ W 2

2 (Ω). Thus, the Newton potential (1.1) satisfies
boundary condition (2.3).

Conversely, if a function u1 ∈ W 2
2 (Ω) satisfies the equation −∆u1 = f and

boundary condition (2.3), then it coincides with the Newton potential (1.1).
Indeed, if this is not so, then the function v = u − u1 ∈ W 2

2 (Ω), where
u = εn ∗ f(x) is the Newton potential, satisfies the homogeneous equation ∆v = 0
and the homogeneous condition

Iv(x) = −v(x)
2

+
∫

S

(
∂εn(x− y)

∂ny
v(y)− ∂v(y)

∂ny
εn(x− y)

)
dSy = 0, x ∈ S. (2.4)

As above, applying the Green formula to v ∈W 2
2 (Ω), we see that

∫

Ω

εn(x− y)∆yv(y)dy = v(x) +
∫

S

(
∂εn(x− y)

∂ny
v(y)− ∂v(y)

∂ny
εn(x− y)

)
dSy

= v(x) + Iv(x) ≡ 0, ∀x ∈ Ω.

Passing to the limit as x→ S, we obtain

v(x) − v(x)
2

+
∫

S

(
∂εn(x− y)

∂ny
v(y)− ∂v(y)

∂ny
εn(x− y)

)
dSy

= v(x)|x∈S + Iv(x)|x∈S = 0. (2.5)

Condition (2.3) implies Iv(x)|x∈S = 0; therefore, it follows from (2.5) that
v(x) ≡ 0 for any x ∈ S. By virtue of the uniqueness of a solution to the Dirichlet
problem for the Laplace equation, we have v(x) = u(x)−u1(x) ≡ 0 for any x ∈ Ω,
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i.e., u1 ≡ u, u1 coincides with the Newton potential. This completes the proof of
Theorem 2.1. �

Remark 2.2. It follows from Theorem 2.1 that the kernel of the Newton potential
(1.1), i.e., fundamental solution of the Laplace equation εn(x − y) is the Green
function for boundary value problem (1.6), (2.1) in Ω.

Example. (Theorem 2.1 for ODE) Consider the one-dimensional Newton potential
(n = 1)

u(x) =
1
2

∫ 1

0

|x− t|f(t)dt

in Ω = (0, 1). This function satisfies the one-dimensional Poisson equation u′′(x) =
f(x). Integrating by part, we obtain

u(x) =
1
2
[−
∫ x

0

(x − t)u′′(t)dt−
∫ 1

x

(t− x)u′′(t)dt]

= u(x)− xu
′(0) + u′(1)

2
− −u

′(1) + u(0) + u(1)
2

.

Therefore, self-adjoint boundary conditions for the one-dimensional Newton po-
tential are u′(0)+u′(1) = 0,−u′(1)+u(0)+u(1) = 0; hence if we solve the equation
u′′(x) = f(x) with these boundary conditions in Ω = (0, 1), then we find unique
solutions of this problem in the form (the Newton potential)

u(x) =
1
2

∫ 1

0

|x− t|f(t)dt.

3. Boundary conditions on the polyharmonic volume potential

On a bounded simply connected domain Ω, in the n-dimensional Euclidean space
Rn(n > 1), with sufficiently smooth boundary S, consider the polyharmonic vol-
ume potential

u(x) = εm,n ∗ f ≡
∫

Ω

εm,n(x − y)f(y)dy, (3.1)

where

εm,n = dm,n|x− y|2m−n for n-odd and 2m < n, n-even,

εm,n = dm,n|x− y|2m−n ln |x− y| for 2m ≥ n, n-even,

is a fundamental solution of the polyharmonic equation, i.e.,

(−∆x)mεm,n(x− y) = δ(x− y), m = 1, 2, . . . , (3.2)

here

dm,n =
1

(m− 1)!2m−1(2m− n)(2(m− 1)− n) . . . (2− n)
·

Γ(n2 )
2mπ

n
2
.
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It is easy to show that the polyharmonic potential (3.1) satisfies the inhomogeneous
polyharmonic equation

(−∆x)mu(x) = f(x). (3.3)

The following theorem is valid.

Theorem 3.1. For any function f ∈ L2(Ω), the polyharmonic volume potential
(3.1) satisfies boundary conditions

− 1
2
(−∆x)iu(x)

+
m−i−1∑
j=0

∫

S

∂

∂ny
(−∆y)m−i−1−jεm−i,n(x− y)(−∆y)j(−∆y)iu(y)dSy

−
m−i−1∑
j=0

∫

S

(−∆y)m−i−1−jεm−i,n(x− y)
∂

∂ny
(−∆y)j(−∆y)iu(y)dSy = 0 (3.4)

for i = 0,m− 1, x ∈ S. Conversely, if a function u ∈ W 2m
2 (Ω) satisfies (3.3) and

boundary condition (3.4), then it determines the polyharmonic volume potential
(3.1), where ∂

∂ny
denotes the outer normal derivative on the boundary.

Proof of Theorem 3.1. First, we assume that u ∈ C2m(Ω) ∩ C2m−1(Ω). A direct
calculation shows that, for any x ∈ Ω, we have

u(x) = εm,n ∗ f

=
∫

Ω

εm,n(x− y)(−∆y)mu(y)dy

=
∫

Ω

(−∆y)εm,n(x− y)(−∆y)m−1u(y)dy

+
∫

S

∂εm,n(x − y)
∂ny

(−∆y)m−1u(y))dSy

−
∫

S

εm,n(x− y)
∂

∂ny
(−∆y)m−1u(y)dSy

=
∫

Ω

(−∆y)2εm,n(x− y)(−∆)m−2u(y)dy

+
∫

S

∂(−∆)εm,n(x− y)
∂ny

(−∆y)m−2u(y))dSy

−
∫

S

(−∆y)εm,n(x− y)
∂

∂ny
(−∆y)m−2u(y)dSy
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+
∫

S

∂εm,n(x − y)
∂ny

(−∆y)m−1u(y))dSy

−
∫

S

εm,n(x− y)
∂

∂ny
(−∆y)m−1u(y)dSy

=
∫

Ω

(−∆y)3εm,n(x− y)(−∆)m−3u(y)dy

+
∫

S

∂(−∆y)2εm,n(x− y)
∂ny

(−∆y)m−3u(y))dSy

−
∫

S

(−∆y)2εm,n(x − y)
∂

∂ny
(−∆y)m−3u(y)dSy

+
∫

S

∂(−∆y)εm,n(x− y)
∂ny

(−∆y)m−2u(y))dSy

−
∫

S

(−∆y)εm,n(x− y)
∂

∂ny
(−∆y)m−2u(y)dSy

+
∫

S

∂εm,n(x − y)
∂ny

(−∆y)m−1u(y))dSy

−
∫

S

εm,n(x− y)
∂

∂ny
(−∆y)m−1u(y)dSy

= u(x) +
m−1∑
j=0

∫

S

∂(−∆y)m−1−jεm,n(x − y)
∂ny

(−∆y)ju(y)dSy

−
m−1∑
j=0

∫

S

(−∆y)m−1−jεm,n(x− y)
∂

∂ny
(−∆y)ju(y)dSy,

where
∂

∂ny
= n1

∂

∂y1
+ · · ·+ nn

∂

∂yn

is the normal derivative and n1, . . . , nn are the components of the unit normal.
This implies

I0(u(x)) =
m−1∑
j=0

∫

S

∂(−∆y)m−1−jεm,n(x− y)
∂ny

(−∆y)ju(y)dSy (3.5)

−
m−1∑
j=0

∫

S

(−∆y)m−1−jεm,n(x− y)
∂

∂ny
(−∆y)ju(y)dSy ≡ 0, x ∈ Ω.
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Hereafter

m−1∑
j=0

∫

S

∂(−∆y)m−1−jεm,n(x− y)
∂ny

(−∆y)ju(y)dSy

−
m−1∑
j=0

∫

S

(−∆y)m−1−jεm,n(x− y)
∂

∂ny
(−∆y)ju(y)dSy

is denoted by I0(u(x)). It is easy to see

(−∆x)mI0(u(x)) = 0, x ∈ Ω. (3.6)

Applying properties of the double-layer potential and the single-layer potential to
(3.5) with x→ S, we obtain that

I0(u(x)) = −u(x)
2

+
m−1∑
j=0

∫

S

∂(−∆y)m−1−jεm,n(x − y)
∂ny

(−∆y)ju(y)dSy

−
m−1∑
j=0

∫

S

(−∆y)m−1−jεm,n(x− y)
∂

∂ny
(−∆y)ju(y)dSy ≡ 0, (3.7)

x ∈ S,

is a boundary condition for the polyharmonic potential (3.1).
Now we find other boundary conditions for the polyharmonic potential (3.1),

consider
(−∆x)m−i(−∆x)iu(x) = f(x), i = 0,m− 1. (3.8)

As above, a direct calculation shows that, for any x ∈ Ω, we have

(−∆x)iu(x) = εm−i,n ∗ f

=
∫

Ω

εm−i,n(x− y)(−∆y)m−i(−∆y)iu(y)dy

=
∫

Ω

(−∆y)εm−i,n(x− y)(−∆y)m−i−1(−∆y)iu(y)dy

+
∫

S

∂εm−i,n(x− y)
∂ny

(−∆y)m−i−1(−∆y)iu(y)dSy

−
∫

S

εm−i,n(x− y)
∂

∂ny
(−∆y)m−i−1(−∆y)iu(y)dSy

=
∫

Ω

(−∆y)2εm−i,n(x− y)(−∆y)m−i−2(−∆y)iu(y)dy
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+
∫

S

∂(−∆y)εm−i,n(x− y)
∂ny

(−∆y)m−i−2(−∆y)iu(y)dSy

−
∫

S

(−∆y)εm−i,n(x − y)
∂

∂ny
(−∆y)m−i−2(−∆y)iu(y)dSy

+
∫

S

∂εm−i,n(x− y)
∂ny

(−∆y)m−i−1(−∆y)iu(y)dSy

−
∫

S

εm−i,n(x− y)
∂

∂ny
(−∆y)m−i−1(−∆y)iu(y)dSy

=
∫

Ω

(−∆y)3εm−i,n(x− y)(−∆y)m−i−3(−∆y)iu(y)dy

+
∫

S

∂(−∆y)2εm−i,n(x− y)
∂ny

(−∆y)m−i−3(−∆y)iu(y)dSy

−
∫

S

(−∆y)2εm−i,n(x− y)
∂

∂ny
(−∆y)m−i−3(−∆y)iu(y)dSy

+
∫

S

∂(−∆y)εm−i,n(x− y)
∂ny

(−∆y)m−i−2(−∆y)iu(y)dSy

−
∫

S

(−∆y)εm−i,n(x − y)
∂

∂ny
(−∆y)m−i−2(−∆y)iu(y)dSy

+
∫

S

∂εm−i,n(x− y)
∂ny

(−∆y)m−i−1(−∆y)iu(y)dSy

−
∫

S

εm−i,n(x− y)
∂

∂ny
(−∆y)m−i−1(−∆y)iu(y)dSy

= (−∆x)iu(x)

+
m−i−1∑
j=0

∫

S

∂(−∆)m−i−1−jεm−i,n(x− y)
∂ny

(−∆y)j(−∆y)iu(y)dSy

−
m−i−1∑
j=0

∫

S

(−∆y)m−i−1−jεm−i,n(x− y)
∂

∂ny
(−∆y)j(−∆y)iu(y)dSy,

where εm−i,n(x− y) is a fundamental solution of (−∆x)m−i, i.e.,

(−∆x)m−iεm−i,n(x− y) = δ(x− y), i = 0,m− 1.
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This implies

Ii(u(x)) =
m−i−1∑
j=0

∫

S

∂(−∆y)m−i−1−jεm−i,n(x− y)
∂ny

(−∆y)j(−∆y)iu(y)dSy

−
m−i−1∑
j=0

∫

S

(−∆y)m−i−1−jεm−i,n(x − y)
∂

∂ny
(−∆y)j(−∆y)iu(y)dSy ≡ 0 (3.9)

for all x ∈ Ω. Hereafter

m−i−1∑
j=0

∫

S

∂(−∆y)m−i−1−jεm−i,n(x− y)
∂ny

(−∆y)j(−∆y)iu(y)dSy

−
m−i−1∑
j=0

∫

S

(−∆y)m−i−1−jεm−i,n(x− y)
∂

∂ny
(−∆y)j(−∆y)iu(y)dSy

is denoted by Ii(u(x)). It is easy to see

(−∆x)m−iIi(u(x)) = 0, x ∈ Ω. (3.10)

Applying properties of the double layer potential to (3.9) with x→ S, we obtain

Ii(u(x)) = −1
2
(−∆x)iu(x)

+
m−i−1∑
j=0

∫

S

∂(−∆y)m−i−1−jεm−i,n(x− y)
∂ny

(−∆y)j(−∆y)iu(y)dSy

−
m−i−1∑
j=0

∫

S

(−∆y)m−i−1−jεm−i,n(x− y)
∂

∂ny
(−∆y)j(−∆y)iu(y)dSy

≡ 0, x ∈ S, i = 0,m− 1. (3.11)

Next, it is easy to show by passing to the limit that relation (3.11) remains valid
for all u ∈ W 2m

2 (Ω). Thus, the polyharmonic potential potential (3.1) satisfies
boundary condition (3.4).

Conversely, if a function u1 ∈W 2m
2 (Ω) satisfies the equation −∆u1(x) = f(x)

and boundary condition (3.4), then it coincides with the polyharmonic potential
(3.1). Indeed, if this is not so, then the function v = u − u1 ∈ W 2m

2 (Ω), where
u = εm,n ∗ f is the Newton potential, satisfies the homogeneous equation

(−∆x)mv = 0, (3.12)
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and homogeneous boundary conditions

Ii(v(x)) = −1
2
(−∆x)iv(x)

+
m−i−1∑
j=0

∫

S

∂(−∆y)m−i−1−jεm,n(x− y)
∂ny

(−∆y)j(−∆y)iv(y)dSy

−
m−i−1∑
j=0

∫

S

(−∆y)m−i−1−jεm,n(x− y)
∂

∂ny
(−∆y)j(−∆y)iv(y)dSy

≡ 0, x ∈ S, i = 0,m− 1. (3.13)

As above, applying the Green formula to v ∈W 2m
2 (Ω), we see that

0 ≡
∫

Ω

εm−i,n(x − y)(−∆y)m−i(−∆y)iv(y)dy

= (−∆x)iv(x) +
m−i−1∑
j=0

∫

S

∂(−∆y)m−i−1−jεm,n(x− y)
∂ny

(−∆y)j(−∆y)iv(y)dSy

−
m−i−1∑
j=0

∫

S

(−∆y)m−i−1−jεm,n(x − y)
∂

∂ny
(−∆y)j(−∆y)iv(y)dSy

= (−∆x)iv(x) + Ii(v(x)), x ∈ Ω, i = 0,m− 1, (3.14)

and
(−∆x)iv(x) = −Ii(v(x)), i = 0,m− 1, x ∈ S. (3.15)

By virtue of the uniqueness of a solution to the problem

(−∆x)mv = 0, (3.16)

with boundary conditions

(−∆x)iv(x)|x∈S = 0, i = 0,m− 1, (3.17)

we have v(x) = u(x)− u1(x) ≡ 0 for any x ∈ Ω, i.e., u1 ≡ u, u1 coincides with the
polyharmonic potential. �

Remark 3.2. It follows from Theorem 3.1 that the kernel of the polyharmonic vol-
ume potential (3.1), i.e., fundamental solution of polyharmonic equation εm,n(x−
y), is the Green function for the boundary value problem (3.3)–(3.4).

Example. (Theorem 3.1 for ODE) Consider the one-dimensional biharmonic po-
tential (n = 1,m = 2)

u(x) =
1
12

∫ 1

−1

|x− t|3f(t)dt,
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in Ω = (−1, 1). This function satisfies the one-dimensional biharmonic equation
uiv(x) = f(x). As above (see Example 1.1), integrating by part implies

u(x) =
1
12

[−
∫ x

−1

(x − t)3uIV (t)dt−
∫ 1

x

(t− x)3uIV (t)dt]

= u(x) +
1
12

[(x+ 1)3u′′′(−1) + 3(x+ 1)2u′′(−1) + 6(x+ 1)u′(−1) + 6u(−1)

+ (x− 1)3u′′′(1) + 3(x− 1)2u′′(1) + 6(x− 1)u′(1) + 6u(1)]

= 0, x ∈ Ω = (−1, 1).

It follows

u′′′(−1) + u′′′(1) = 0,

u′′′(−1)− u′′′(1) + u′′(−1) + u′′(1) = 0,

u′′′(−1) + u′′′(1) + 2(u′′(−1)− u′′(1)) + 2(u′(−1) + u′(1)) = 0,

u′′′(−1)− u′′′(1) + 3(u′′(−1) + u′′(1)) + 6(u′(−1)− u′(1)) + 6(u(−1) + u(1)) = 0.

It is equivalent to

u′′′(−1) + u′′′(1) = 0,

u′′′(−1)− u′′′(1) + u′′(−1) + u′′(1) = 0,

u′′(−1)− u′′(1) + u′(−1) + u′(1) = 0,

u′′(−1) + u′′(1) + 3(u′(−1)− u′(1)) + 3(u(−1) + u(1)) = 0.

Therefore, the one-dimensional biharmonic volume potential satisfies these bound-
ary conditions, i.e., if we solve the equation uiv(x) = f(x) with these boundary
conditions in Ω = (−1, 1), then we find a unique solution of this problem in the
form (the one-dimensional biharmonic potential)

u(x) =
1
12

∫ 1

−1

|x− t|3f(t)dt.

4. Spectral problems for the Newton potential

First, for example, consider the one-dimensional spectral problem for the Newton
potential in Ω = (0, 1)

u(x) = −λ
∫ 1

0

1
2
|x− y|u(y)dy, (4.1)

According to the example in Section 2, it is equivalent to

u′′(x) = −λu(x), (4.2)

u′(0) + u′(1) = 0, (4.3)

−u′(1) + u(0) + u(1) = 0. (4.4)



A Boundary Condition and Spectral Problems 201

We search solution of problem (4.2)–(4.4) in the form

u(x) = C1 cos
√
λx+ C2 sin

√
λx. (4.5)

Putting in (4.3) and (4.4), we obtain

C1 sin
√
λ− C2(1 + cos

√
λ) = 0, (4.6)

C1(1 + cos
√
λ−
√
λ sin

√
λ) + C2(sin

√
λ+
√
λ cos

√
λ) = 0. (4.7)

Let sin
√
λ = 0 then we get from (4.6)–(4.7) C2 = 0 and cos

√
λ = −1. Thus,

we obtain eigenvalues and eigenfunctions corresponding to each eigenvalue in the
following form

λ1k = (2k − 1)2π2, (4.8)

u1k = C1 cos(2k − 1)πx, (4.9)

k = 0,±1,±2, . . . .
Now consider when sin

√
λ �= 0 then we have from (4.6) C1 = C2

1+cos
√
λ

sin
√
λ

.
Putting this in (4.7) gives

C2[(1 + cos
√
λ)(1 + cos

√
λ−
√
λ sin

√
λ) + sin

√
λ(sin

√
λ+
√
λ cos

√
λ)] = 0.

A direct calculation shows that, for zk the roots of equation cot zk = zk, we have
eigenvalues and eigenfunctions corresponding to each eigenvalue in the following
form

λ2k = 4z2
k, (4.10)

u2k = C1 cos 2zkx+ C2 sin 2zkx, (4.11)

k = 0,±1,±2, . . . . Thus, we solved the one-dimensional spectral problem for the
Newton potential in (0, 1), i.e., we found eigenvalues and eigenfunctions for the
Newton potential (4.1) in (0, 1).

According to Theorem 2.1, we can easily solve the following boundary value
problem

−∆u(x) = f(x), (4.12)

−u(x)
2
−
∫

S

εn(x− y)
∂u(y)
∂ny

dSy +
∫

S

∂εn(x− y)
∂ny

u(y)dSy = 0, x ∈ S, (4.13)

in any bounded domain Ω ∈ Rn, so it is not similar to the principal boundary value
problems, such as the Dirichlet problem, Neumann problem or Robin problem (it is
difficult to find the Green function and to solve in any bounded domain Ω for these
problems). Therefore, authors think computing eigenvalues and eigenfunctions of
the boundary value problem (4.12)–(4.13) is an interesting problem.

Let consider the spectral problem on eigenvalues and eigenfunctions of the
Newton potential in the 2-disk Ω = {x : |x| < δ} ⊂ R2 with boundary S = {x :
|x| = δ} ⊂ R2

u(x) = −λ
∫

Ω

− 1
2π

ln |x− y|u(y)dy. (4.14)
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It is equivalent to the spectral problem

−∆u(x) = λu(x), (4.15)

−u(x)
2
−
∫

S

ε2(x− y)
∂u(y)
∂ny

dSy +
∫

S

∂ε2(x− y)
∂ny

u(y)dSy = 0, x ∈ S, (4.16)

where ε2(x− y) = − 1
2π ln |x− y|. The following theorem is valid.

Theorem 4.1. The eigenvalues λkj of the two-dimensional Newton potential in the
2-disk are given by

λkj =
[µ(k)
j ]2

δ2
, k = 0, 1, . . . , j = 1, 2, . . . , (4.17)

where µ(k)
j -the are the roots of the transcendental equation

kJk(µ
(k)
j ) +

µ
(k)
j

2
(Jk−1(µ

(k)
j )− Jk+1(µ

(k)
j )) = 0, k = 1, 2, . . . , (4.18)

J0(µ
(0)
j ) + µ

(0)
j ln(1

δ )(J−1(µ
(0)
j )− J1(µ

(0)
j )) = 0.

The eigenfunctions corresponding to each eigenvalue λkj , form a complete orthog-
onal system and can be represented in the form

ukj = Jk(µ
(k)
j

r

δ
)eikϕ, (4.19)

in which the Jk are the Bessel functions and (r, ϕ) are polar coordinates.

Proof of Theorem 4.1. Applying the Fourier method to (4.15) and setting u(r, ϕ) =
R(r)Φ(ϕ), we obtain the two one-dimensional boundary value problems

−Φ′′ = µΦ,Φ(ϕ) = Φ(ϕ+ 2π), (4.20)

r(rR′)′ + (λr2 − µ)R = 0, |R(0)| <∞. (4.21)
The eigenvalues and the eigenfunctions of problem (4.20) (which are trigonometric
functions) are easy to calculate:

µk = k2, Φk(ϕ) =
1√
2π
eikϕ, k = 0, 1, . . . . (4.22)

Passing to the polar coordinate system, we rewrite the boundary condition (4.16)
in the form

−u(δ, ϕ)
2

+
1
4π

∫ 2π

0

δ ln(2δ2(1− cos(ψ − ϕ)))
∂u(ρ, ψ)
∂ρ

|ρ=δdψ

− 1
4π

∫ 2π

0

δ
∂ ln((δ2 + ρ2 − 2δρ cos(ψ − ϕ)))

∂ρ
|ρ=δu(δ, ψ)dψ = 0.

(4.23)

Using this condition and the formula
∫ 2π

0 ln(1 − cosψ)dψ = −2π ln 2,
∫ 2π

0 ln(1 −
cosψ)eikψdψ = − 2π

k , k �= 0,
∫ 2π

0
Φk(ψ)dψ = 0 and performing direct calculations,

we obtain

kRk(r) + rR′
k(r)|r=δ = 0, k = 1, 2, . . . , R0(r)− r ln rR′

0(r)|r=δ = 0. (4.24)



A Boundary Condition and Spectral Problems 203

Thus, we have the following self-adjoint problem with respect to Rk(r):

r(rR′
k)

′ + (λr2 − k2)Rk = 0, |Rk(0)| <∞, (4.25)

kRk(r) + rR′
k(r)|r=δ = 0, k �= 0, R0(r)− r ln rR′

0(r)|r=δ = 0. (4.26)

Note that the solution Rk = Jk(
√
λr) of problem (4.25), (4.26) has a complete

orthogonal system in L2(r, 0, δ) (see for example [5]), where the λkj are found
from the transcendental equation

kJk(µ
(k)
j ) +

µ
(k)
j

2
(Jk−1(µ

(k)
j )− Jk+1(µ

(k)
j )) = 0, k = 1, 2, . . . . (4.27)

Thus, the µ(k)
j =

√
λkjδ are the roots of Eq. (4.27).

Therefore, the eigenfunctions ukj = Jk(µ
(k)
j

r
δ )e

ikϕ, form a complete orthog-
onal system in L2(Ω), and hence, problem (4.15), (4.16) has no other eigenvalues
and eigenfunctions. �

Now, consider the problem on the eigenvalues of the Newton potential in the
3-ball Ω = {x : |x| < δ} ⊂ R3 with boundary S = {x : |x| = δ} ⊂ R3.

Theorem 4.2. The eigenvalues λlj of the three-dimensional Newton potential in
the ball are given by

λlj =
[µ(l+ 1

2 )
j ]2

δ2
, l = 0, 1, . . . , j = 1, 2, . . . , (4.28)

where the µ(l+ 1
2 )

j are the roots of the transcendental equation

(2l+ 1)Jl+ 1
2
(µ(l+ 1

2 )
j ) +

µ
(l+ 1

2 )
j

2
(Jl− 1

2
(µ(l+ 1

2 )
j )− Jl+ 3

2
(µ(l+ 1

2 )
j )) = 0. (4.29)

The eigenfunctions corresponding to each eigenvalue λlj , form a complete orthog-
onal system and can be represented in the form

ukj = Jl+ 1
2
(
√
λljr)Y ml (ϕ, θ), (4.30)

where

Y ml (ϕ, θ) = Pml (cos θ) cosmϕ, m = 0, 1, . . . , l,

Y ml (ϕ, θ) = P
|m|
l (cos θ) sin |m|ϕ, m = −1, . . . ,−l

for l = 0, 1, . . . are spherical functions, the Pml the associated Legendre polynomials
and (r, θ, ϕ) are the spherical coordinates.

Proof of Theorem 4.2. According to Theorem 2.1, the spectral problem on the
eigenvalues of the Newton potential in the 3-ball Ω = {x : |x| < δ} ⊂ R3,

u(x) = −λ
∫

Ω

ε3(x− y)u(y)dy, (4.31)
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is equivalent to the following spectral problem

−∆uk(x) = λkuk(x), x ∈ Ω, (4.32)

−uk(x)
2
−
∫

S

ε3(x− y)
∂uk(y)
∂ny

dSy +
∫

S

∂ε3(x− y)
∂ny

uk(y)dSy = 0, x ∈ S. (4.33)

where ε3(x− y) = 1
4π

1
|x−y| .

This problem is convenient for solving in spherical coordinates, i.e.,

x1 = r sin θ cosϕ, x2 = r sin θ sinϕ, x3 = r cos θ,

with 0 ≤ r < δ, 0 ≤ θ < π, 0 ≤ ϕ < 2π, and

y1 = ρ sinϑ cosψ, y2 = ρ sinϑ sinψ, y3 = r cosϑ,

for 0 ≤ ρ < δ, 0 ≤ ϑ < π, 0 ≤ ψ < 2π. In these coordinates the problem (4.32)–
(4.33) for the function ũ(r, θ, ϕ) := u(r sin θ cosϕ, r sin θ sinϕ, r cos θ), becomes

1
r2

∂

∂r
(r2

∂ũ

∂r
) +

1
r2 sin θ

∂

∂θ

(
sin θ

∂ũ

∂θ

)
+

1
r2 sin2 θ

∂2ũ

∂ϕ2
= −λũ (4.34)

1
2
u(r, θ, ϕ) +

1
4π

∫ π

0

∫ 2π

0

ρ2

√
ρ2 − 2rρΨ + r2

∂u(ρ, ϑ, ψ)
∂ρ

|ρ=δdϑdψ (4.35)

− 1
4π

∫ π

0

∫ 2π

0

ρ2 1
∂ρ

1√
ρ2 − 2rρΨ + r2

u(ρ, ϑ, ψ)|ρ=δdϑdψ = 0,

the latter for r = δ, where Ψ = sin θ cosϕ sinϑ cosψ + sin θ sinϕ sinϑ sinψ +
cos θ cosϑ. To a boundary condition at r = δ, it is necessary to add also a boundary
condition at r = 0. This condition consists that function ũ, obviously, should be
bounded and 2π-periodic corresponding ϕ, i.e.,

|ũ(0, θ, ϕ)| <∞, ũ(δ, θ, ϕ) = ũ(δ, θ, ϕ+ 2π). (4.36)

According to the general scheme Fourier method for eigenfunctions of the problem
(4.35)–(4.36), we search in the form of product �(r)Y (θ, ϕ).

Separating variables, for functions Y and � we obtain boundary value prob-
lems:

1
r2 sin θ ∂∂θ

(
sin θ

∂Y

∂θ

)
+

1
r2 sin2 θ

∂2Y

∂ϕ2
+ µY = 0, Y ∈ C∞(S), (4.37)

(r2�′)′ + (λr2 − µ)� = 0, |�(0)| <∞, (4.38)

�(r)Y (θ, ϕ) +
1
2π

∫ π

0

∫ 2π

0

ρ2

√
ρ2 − 2rρΨ + r2

∂�(ρ)Y (ϑ, ψ)
∂ρ

|ρ=δdϑdψ

− 1
2π

∫ π

0

∫ 2π

0

ρ2 1
∂ρ

1√
ρ2 − 2rρΨ + r2

�(ρ)Y (ϑ, ψ)|ρ=δdϑdψ = 0, r = δ (4.39)

As µ = l(l + 1), l = 0, 1, . . . , the problem (4.38) has solutions and these solutions
are spherical functions Y ml ,m = 0,±1, . . . ,±l.
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Now we use the following expansions [4]

1√
1− 2νΨ + ν2

=
∞∑
l=0

Pl(Ψ)νl, ν < 1, (4.40)

1√
ρ2 − 2rρΨ + r2

|ρ=δ =
1√

1− 2 rδΨ + r2

δ2

=
∞∑
k=0

Pk(Ψ)
rk

δk+1
,

∂

∂ρ

1√
ρ2 − 2rρΨ + r2

|ρ=δ =
∂

∂ρ

∞∑
k=0

Pk(Ψ)
rk

δk+1
=

∞∑
k=0

(k + 1)Pk(Ψ)
rk

δk+2
,

where Pl is the Legendre polynomial. Then the following lemma is valid.

Lemma 4.3 ([5]).
∫ π

0

∫ 2π

0

(Yl(θ, ϕ))−1Yl(ϑ, ψ)Pk(Ψ)dϑdψ =
4π

2l+ 1
δlk (4.41)

where δlk = 0 for k �= l, δlk = 1 for k = l.

Using the previous discussions we can present (4.39) in the following form:

�(δ) +
2δ

4l + 3
�′(δ) = 0. (4.42)

Putting �1 =
√
r� in the equation (4.38), we obtain the Bessel equation

r2�′′
1 + r�′

1 + (λr2 − (l +
1
2
)2)�1 = 0. (4.43)

So we get the solution of the equation (4.38)

�(r) =
1√
r
Jl+ 1

2
(
√
λr). (4.44)

To satisfy to a boundary condition (4.42), we have

Jl+ 1
2
(µl+

1
2

j ) +
µ
l+ 1

2
j

l + 1
J ′
l+ 1

2
(µl+

1
2

j ) = 0.

It follows from properties of the Bessel function

(2l+ 1)Jl+ 1
2
(µ(l+ 1

2 )
j ) +

µ
(l+ 1

2 )
j

2
(Jl− 1

2
(µ(l+ 1

2 )
j )− Jl+ 3

2
(µ(l+ 1

2 )
j )) = 0. (4.45)

where µ(l+ 1
2 )

j =
√
λljδ, l, j = 1, 2, . . . , are positive roots of the equation (4.45).

Thus, we find

λlj =
[µ(l+ 1

2 )
j ]2

δ2
,

ukjm = Jl+ 1
2
(
√
λljr)Y ml (ϕ, θ),

l = 0, 1, . . . , j = 1, 2, . . . , m = 0,±1, . . . ,±l, (4.46)
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as corresponding eigenvalues and eigenfunctions of the boundary value problem
(4.32), (4.33). Therefore, the eigenfunctions {uljm} form a complete orthogonal
system in L2(Ω), and hence, problem (4.32), (4.33) has no other eigenvalues and
eigenfunctions. This proves Theorem 4.2. �

Remark 4.4. It follows from the asymptotics of the roots of Eqs. (4.18) and (4.29)
that the eigenvalues of problems (4.15), (4.16) and (4.32), (4.33) have the same
asymptotics as those of the Dirichlet problem for the Poisson operator.

5. Some applications

5.1. On an inhomogeneous boundary condition of the Newton potential

In a bounded simply connected domain Ω, in the n-dimensional Euclidean space
Rn (n > 1), with sufficiently smooth boundary S, consider the following Poisson
equation

−∆u(x) = f(x), x ∈ Ω, (5.1)

with an inhomogeneous boundary condition

−u(x)
2
−
∫

S

εn(x− y)
∂u(y)
∂ny

dSy +
∫

S

∂εn(x− y)
∂ny

u(y)dSy = q(x), x ∈ S, (5.2)

where f ∈ L2(Ω) and q(x) ∈W
1
2
2 (S) are given functions.

Theorem 5.1. A unique solution of problem (5.1)–(5.2) in W 2
2 (Ω) is

u(x) =
∫

Ω

εn(x− y)f(y)dy −
∫

S

∂G(x, y)
∂ny

q(y)dSy , (5.3)

where G(x, y) is the Green function of the Dirichlet problem for the Laplace oper-
ator, i.e.,

−∆G(x, y) = δ(x− y), G(x, y)|x∈S = 0.

Proof of Theorem 5.1. If u(x) is a solution of problem (5.1)–(5.2) in W 2
2 (Ω), then

it is easy to show that it is unique.
Let u(x) be sum of two functions

u(x) = u1(x) + u2(x), (5.4)

where

u1(x) = εn ∗ f =
∫

Ω

εn(x− y)f(y)dy, (5.5)

is the Newton (volume) potential and

u2(x) = u(x)− u1(x). (5.6)
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According to Theorem 2.1, the Newton potential u1(x) satisfies the following
boundary condition

u1(x)
2
−
∫

S

εn(x− y)
∂u1(y)
∂ny

dSy +
∫

S

∂εn(x− y)
∂ny

u1(y)dSy = u1(x), x ∈ S. (5.7)

Since the Newton potential u1(x) is a solution of the Poisson equation (5.1) in Ω,

−∆u2(x) = 0, x ∈ Ω. (5.8)

Using the above, we get

− u(x)
2
−
∫

S

εn(x− y)
∂u(y)
∂ny

dSy +
∫

S

∂εn(x− y)
∂ny

u(y)dSy

= −u2(x)
2
−
∫

S

εn(x − y)
∂u2(y)
∂ny

dSy +
∫

S

∂εn(x− y)
∂ny

u2(y)dSy = q(x) (5.9)

for all x ∈ S. As u2(x) is a harmonic function in Ω, the boundary condition (5.9)
is equivalent to

u2(x) = q(x), x ∈ S. (5.10)

Solving (5.8) with the Dirichlet boundary condition (5.10), we obtain

u2(x) = −
∫

S

∂G(x, y)
∂ny

q(y)dSy, x ∈ Ω. (5.11)

Finally, we get

u(x) = u1(x)+u2(x) =
∫

Ω

εn(x−y)f(y)dy−
∫

S

∂G(x, y)
∂ny

q(y)dSy, x ∈ Ω. (5.12)

�

5.2. A problem outside a ball

Now, consider the following problem.

Problem 5.2. In R3\Ωδ, Ωδ = {x : |x| < δ} ⊂ R3, solve the Helmholtz equation

∆u(x) + k2u(x) = 0, (5.13)

with boundary conditions

−u(x)
2
−
∫

S

εn(x− y)
∂u(y)
∂ny

dSy +
∫

S

∂εn(x − y)
∂ny

u(y)dSy = q(x), x ∈ S, (5.14)

and Sommerfield radiation conditions

u = O

(
1
|x|

)
,

∂u

∂|x| − iku = o

(
1
|x|

)
, |x| → ∞. (5.15)
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As shown in [5] for the Dirichlet problem, this problem has a unique solu-
tion. This problem is convenient for solving in spherical coordinates. Therefore,
to construct the desired solution, we use the following decompositions in spherical
coordinates

u(r, θ, ϕ) =
∞∑
l=0

l∑
m=−l

�lm(r)Y ml (θ, ϕ), (5.16)

q(θ, ϕ) =
∞∑
l=0

l∑
m=−l

almY
m
l (θ, ϕ). (5.17)

Rewriting (5.14) in spherical coordinates,we obtain

1
2
u(r, θ, ϕ) +

1
4π

∫ π

0

∫ 2π

0

ρ2

√
ρ2 − 2rρΨ + r2

∂u(ρ, ϑ, ψ)
∂ρ

|ρ=δdϑdψ

− 1
4π

∫ π

0

∫ 2π

0

ρ2 1
∂ρ

1√
ρ2 − 2rρΨ + r2

u(ρ, ϑ, ψ)|ρ=δdϑdψ

= q(θ, ϕ) (5.18)

for r = δ, where Ψ = sin θ cosϕ sinϑ cosψ+sin θ sinϕ sinϑ sinψ+cos θ cosϑ. From
(5.16) and (5.18),we get

∞∑
l=0

l∑
m=−l

�lm(δ)Y ml (θ, ϕ)

+
∞∑
l=0

l∑
m=−l

�′
lm(δ)δ2

2π

∫ π

0

∫ 2π

0

1√
ρ2 − 2rρΨ + r2

|ρ=δY ml (ϑ, ψ)dϑdψ

−
∞∑
l=0

l∑
m=−l

�lm(δ)δ2

2π

∫ π

0

∫ 2π

0

∂

∂ρ

1√
ρ2 − 2rρΨ + r2

|ρ=δY ml (ϑ, ψ)dϑdψ

=
∞∑
l=0

l∑
m=−l

almY
m
l (θ, ϕ). (5.19)

As above, from (5.19) we obtain

(4l+ 3)�lm(r) + r�′
lm(r)|r=δ = alm. (5.20)

Thus, unknown coefficients of the decomposition (5.16) should satisfy

(4l+ 3)�′′
lm +

2
r
�′
lm +

(
k2 − l(l + 1)

r2

)
�lm = 0, (5.21)
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With the boundary condition (5.20) and the radiation condition

u = O

(
1
r

)
,

∂u

∂r
− iku = o

(
1
r

)
, r →∞. (5.22)

Without the boundary conditions, the general solution to equation (5.21) is

�lm(r) =
c1√
r
H

(1)

l+ 1
2
(kr) +

c2√
r
H

(2)

l+ 1
2
(kr) (5.23)

where H is the Hankel function. Now consider the following asymptotic formulas

H(1)
ν (x) =

√
2
πx
ei(x−

π
2 ν)−π

4 +O(x−
3
2 ),

H(2)
ν (x) =

√
2
πx
e−i(x−

π
2 ν)−π

4 +O(x−
3
2 ).

Using these asymptotic of the Hankel functions, it is easy to understand that only
function c1√

r
H

(1)

l+ 1
2
(kr) satisfies the condition (5.22), it means c2 = 0.

Putting c2 = 0 and

c1 =

√
δalm

(4l+ 3)H(1)

l+ 1
2
(kδ) + δH

′(1)
l+ 1

2
(kδ)

(it is found from (5.20)) in (5.16), we obtain the desired solution in the form

u(r, ϕ, θ) =
∞∑
l=0

l∑
m=−l

alm

√
δ

r

H
(1)

l+ 1
2
(kr)

(4l+ 3)H(1)

l+ 1
2
(kδ) + δH

′(1)
l+ 1

2
(kδ)

, (5.24)

Remark 5.3. The Problem 5.2 is similarly considered outside a circle.
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1. Introduction

It is known that in the process of proving the uniqueness and the stability of solu-
tions of boundary value problems for elliptic, parabolic and mixed type equations,
the extremum principle (EP) plays an essential role (e.g., [1, 2, 3]). Establishment
of an EP for mixed elliptic-hyperbolic and parabolic-hyperbolic type equations
is based on the EP for hyperbolic equations. In some principal cases, an EP for
the hyperbolic type equations was established by a method of Agmon-Nirenberg-
Protter [4]. Note also works by O.M. Jokhadze [5], M. Usanetashvili [6], where an
EP for some classes of second-order elliptic and parabolic systems was studied.
Also using an integral representation of a solution of the Darboux problem, an EP
for some hyperbolic equations can be established. In this work an EP for the class
of equations

(−y)muxx − uyy + λ2(−y)mu = 0, (1.1)

is established by the aforementioned method. In equation (1.1), λ is a real or
complex number and m ≥ 0.
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Let Ω be a finite simply-connected domain of half-plane y < 0, bounded by
characteristics

AC : ξ ≡ x− 2
m+ 2

(−y)
m+2

2 = a, BC : η ≡ x+
2

m+ 2
(−y)

m+2
2 = b

of the equation (1.1) and by segment AB = {(x, y) : y = 0, a ≤ x ≤ b}, where
a < b.

To obtain an EP for equation (1.1) in the domain Ω, one needs a represen-
tation of a solution of the Darboux problem for equation (1.1), which vanishes
on one of its characteristics. From the results of the work [7] it follows that the
unique solution of the Darboux problem for equation (1.1), satisfying conditions
u|AC = 0 or u|BC = 0, at m > 0, respectively has a form

u(x, y) = γ(η − ξ)1−2β

ξ∫

a

Jβ−1[λ
√

(ξ − t)(η − t)]
[(ξ − t)(η − t)]1−β τ(t)dt, (1.2)

u(x, y) = γ(η − ξ)1−2β

b∫

η

Jβ−1[λ
√

(t− ξ)(t − η)]
[(t− ξ)(t− η)]1−β τ(t)dt, (1.3)

where τ(x) = u(x, 0), β = m/(2m + 4), γ = Γ(1 − β)/[Γ(β)Γ(1 − 2β)],
Js(z) = Γ(s + 1)(z/2)−sJs(z), and Js(z) is Bessel’s function of the first kind,
of order s [8]; Γ(z) is Euler’s Gamma-function [9].

Assuming that τ(x) has a bounded first-order derivative in (a, b), passing to
the limit at β → 0 (m → 0) from (1.2) and (1.3), we can obtain a formula for
solution of the Darboux problem for equation (1.1) at m = 0, i.e., the telegraph
equation

uxx − uyy + λ2u = 0, (1.4)

satisfying conditions u|AC = 0 or u|BC = 0, respectively. We rewrite (1.2) in the
form

u(x,y)=γ(η−ξ)1−2βτ(ξ)

ξ∫

a

[(ξ− t)(η− t)]β−1dt

+γ(η−ξ)1−2β

ξ∫

a

Jβ−1

[
λ
√

(ξ− t)(η− t)
]
−Jβ

[
λ
√

(ξ− t)(η− t)
]

[(ξ− t)(η− t)]1−β τ(t)dt

+γ(η−ξ)1−2β

ξ∫

a

{
Jβ

[
λ
√

(ξ− t)(η− t)
]
τ(t)−τ(ξ)

}
[(ξ− t)(η− t)]β−1dt

= l1 + l2 + l3 (1.5)

to get these formulas.
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First we consider l1. Replacing variables by the formula t = a+ (ξ − a)z and
taking an integral representation of Gauss’ hypergeometric function F (a, b, c; z)
into account, and also using autotransformer formula [9], we find

l1 =
Γ(1 − β)

Γ(1 + β)Γ(1 − 2β)

(
ξ − a
η − a

)β
F

(
β, 2β, 1 + β;

ξ − a
η − a

)
τ(ξ). (1.6)

Considering an identity

Jβ−1(z)− Jβ(z) = −[z2/4β(β + 1)]Jβ+1(z), (1.7)

we have

l2 = −λ
2Γ(1− β)(η − ξ)1−2β

4Γ(2 + β)Γ(1− 2β)

ξ∫

a

[(ξ − t)(η − t)]βJβ+1

[
λ
√

(ξ − t)(η − t)
]
τ(t)dt.

(1.8)
Since τ(x) has a first-order bounded derivative, then

∣∣∣Jβ
[
λ
√

(ξ − t)(η − t)
]
τ(t) − τ(ξ)

∣∣∣ = (ξ − t)O(1),

from where it follows that

l3 =
Γ(1− β)

Γ(β)Γ(1 − 2β)

ξ∫

a

(ξ − t)βO(1)
(η − t)1−β dt. (1.9)

Substituting (1.6), (1.8), (1.9) into (1.5) and passing to the limit at β → 0,
considering Γ(1) = Γ(2) = 1, lim

β→+0
Γ(β) → +∞, F (0, 0, 1; z) = 1, we obtain a

solution of equation (1.4), satisfying condition u|AC = 0 :

u(x, y) = τ(ξ) − λ2

4
(η − ξ)

ξ∫

a

τ(t)J1[λ
√

(ξ − t)(η − t)]dt. (1.10)

Analogously, from (1.3) at β → +0 we get a formula for the solution of
equation (1.4), satisfying condition u|BC = 0:

u(x, y) = τ(η) − λ2

4
(η − ξ)

b∫

η

τ(t)J 1[λ
√

(t− ξ)(t− η)]dt. (1.11)

Upon considering equation (1.4) and formulas (1.10), (1.11) by Ω, we imply
a domain, bounded by lines x + y = a, x − y = b, y = 0, and also ξ = x + y,
η = x− y.

At m > 0 from (1.2) it follows [7] that

lim
y→0

uy(x, y) = γ0C
1,λ
ax [τ(x)], (1.12)
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where γ0 = (m+ 2)2βΓ(β + 1/2)/Γ(−β + 1/2),

C1,λ
sx [τ(x)] ≡ 1

Γ(2β)
d

dx

x∫

s

|x− t|2β−1Jβ [λ(x − t)]τ(t)dt

+
λ2sign(x− s)

4β(1 + β)Γ(2β)

x∫

s

|x− t|2βJβ+1[λ(x− t)]τ(t)dt. (1.13)

Similarly, using formulas (1.3), (1.10) and (1.11) one can prove that equalities

lim
y→0

uy(x, y) = γ0C
1,λ
bx [τ(x)], (1.14)

lim
y→0

uy(x, y) = C0,λ
ax [τ(x)], (1.15)

lim
y→0

uy(x, y) = C0,λ
bx [τ(x)] (1.16)

are true, where

C0,λ
sx [τ(x)] = sign(x− s)



τ

′(x) +
1
2
λ2

x∫

s

τ(t)J1[λ(x − t)]dt



 . (1.17)

Here we must note that C0,λ
sx [τ(x)] and C1,λ

sx [τ(x)] are operators, introduced
and studied in [7]; moreover there it was proved that lim

β→0
Cβ,λsx [τ(x)] = C0,λ

sx [τ(x)].

From (1.13) it follows that C1,0
sx [τ(x)] = D1−2β

sx [τ(x)], where D1−2β
sx [τ(x)] is a

fractional differential operator [8].
Besides, using the equality (1.7) and

J ′
β [z] = −[z/(2(β + 1))]Jβ+1(z), (1.18)

it is not difficult to determine that

C1,λ
ax [τ(x)] ≡

(
A1−2β,λ
a+

)−1

τ(x) ≡
(
d2

dx2
+ λ2

) x∫

a

(x − t)2β
Γ(1 + 2β)

Jβ [λ(x − t)]τ(t)dt,

where
(
A1−2β,λ
a+

)−1

is an inverse operator of [8, pp. 530–533]

A1−2β,λ
a+ f(x) ≡

x∫

a

(x− t)−2β

Γ(1 − 2β)
J−β [λ(x− t)]f(t)dt.

Nevertheless, in [5, pp. 32–36] it was also proved that, if g(a) = 0, g(x) ∈
C(0,α)[a, b], α > 1− 2β, then integral equation

x∫

a

(x− t)−2βJ−β [λ(x− t)]f(x)dt = g(x)

has a unique solution of the form f(x) = Γ−1(1 − 2β)C1,λ
ax [g(x)].
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It is known that Zaremba-Giraud’s principle for uniformly elliptic equations
[9, 10] determines the sign of the normal derivative of the solution for this equation
in the boundary points of the considered domain, where the solution achieves its
positive maximum (negative minimum).

If we determine the sign of Ck,λsx [τ(x)] on the point x = x0, on which the
function τ(x) = u(x, 0) achieves its positive maximum (negative minimum), then
by using (1.12), (1.14), (1.15) and (1.16), the sign of lim

y→0
uy(x0, y), will be known.

This fact is an analogy of Zarembo-Giraud’s principle for equation (1.1) in the
domain Ω. Therefore in this work, along with the establishment of an EP for
equation (1.1), a similar result is obtained for the operator Ck,λsx , when k = 0 or
k = 1 and s = a or s = b.

Upon installing an EP for equation (1.1) and for operators Ck,λsx , we can use
the equalities

+∞∫

0

[z(z + 1)]β−1e−c(
1
2+z)Iβ−1

[
c
√
z(z + 1)

]
dz = B(β, 1 − 2β), c ≥ 0, (1.19)

+∞∫

0

[z(z + 1)]−
1
2 e−c(

1
2+z)I1

[
c
√
z(z + 1)

]
dz =

2
c
(1− e− c

2 ), c > 0, (1.20)

x∫

0

zα+γ−1(x− z)δ−1e−czIγ(cz)dz = xα+δ+γ−1Γ
[
α+ γ, δ
α+ δ + γ

]
(1.21)

×2 F2(γ +
1
2
, α+ γ; 2γ + 1, α+ δ + γ;−2cx), x,Reδ,Re(α+ δ) > 0,

+∞∫

x

z2β−2e−czIβ−1(cz)dz =
x2β−1

1− 2β 1F1

(
β − 1

2
; 2β;−2cx

)
, c ≥ 0, x > 0, (1.22)

which can be proved using formulas 6, 8 and 1, 2 in pages 309 and 305 of handbook
[13], respectively. Here Is(z) = Γ(s + 1)(z/2)−sIs(z), and Is(z) is a modified
Bessel function of the order s [8]; B(α, δ) is Euler’s beta-function [7]; 1F1(α; δ; z),
2F2(α, δ; γ, θ; z) are generalized hypergeometric functions [7]

1F1(α; δ; z) =
∞∑
n=0

(α)n
(δ)n

zn

n!
, 2F2(α, δ; γ, θ; z)

∞∑
n=0

(α)n(δ)n
(γ)n(θ)n

zn

n!
,

where (α)n = α(α + 1) · · · (α+ n− 1) is Pohgammer’s symbol [7].

2. Extremum principle for the class of equations (1.1)

Theorem 2.1. Let u(x, y) be a non-trivial and continuous in Ω solution of equation
(1.1) at m > 0, λ ∈ R, vanishing on AC (or on BC). Then, the function |u(x, y)|
attains its maximum in Ω on AB.
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Proof. Consider, for example, case u|AC = 0. In this case function u(x, y) has
a form (1.2). We make up a difference |u(x0, 0)| − |u(x, y)| = L1(x, y), where
x0 ∈ (a, b], (x, y) ∈ Ω \ AB and investigate it. By virtue of (1.2) and designation
u(x, 0) = τ(x) we have

L1(x, y) = |τ(x0)| − γ(η − ξ)1−2β

∣∣∣∣
ξ∫

a

τ(t)Jβ−1[λ
√

(ξ − t)(η − t)]
[(ξ − t)(η − t)]1−β dt

∣∣∣∣. (2.1)

Replacing variables by formula t = ξ − (η − ξ)z in the integral of (2.1), we
have

L1(x, y) ≥ |τ(x0)|

− γ
(ξ−a)/(η−ξ)∫

0

∣∣∣τ [ξ − (η − ξ)z]Jβ−1

[
λ(η − ξ)

√
z(z + 1)

]∣∣∣ [z(z + 1)]β−1dz.

Using an equality, obtained from (1.19) at c = 0:
+∞∫

0

[z(z + 1)]β−1dz = B(β, 1− 2β), (2.2)

the last inequality we can rewrite in the form

L1(x,y)≥γ|τ(x0)|
+∞∫

(ξ−a)/(η−ξ)

[z(z+1)]β−1dz (2.3)

+γ

(ξ−a)/(η−ξ)∫

0

{
|τ(x0)|−

∣∣∣τ [ξ−(η−ξ)z]Jβ−1

[
λ(η−ξ)

√
z(z+1)

]∣∣∣
}

[z(z+1)]β−1dz.

Since u(x, y) �≡ 0 in Ω, then u(x, 0) = τ(x) �≡ 0 on [a, b] (in the opposite
case from (1.2) it follows that u(x, y) ≡ 0 in Ω). Therefore max

[a,b]
|τ(t)| > 0. Let

max
[a,b]
|τ(t)| = |τ(x0)|. Then, by virtue of λ ∈ R and |Jβ−1(λx)| ≤ 1, the inequality

|τ(x0)| −
∣∣∣τ [ξ − (η − ξ)z]Jβ−1

[
λ(η − ξ)

√
z(z + 1)

]∣∣∣ ≥ 0, (x, y) ∈ Ω\AB. (2.4)

is true.
Besides, for the remainder of convergent positive integral, (2.2)

+∞∫

(ξ−a)/(η−ξ)

[z(z + 1)]β−1dz > 0, (x, y) ∈ Ω\AB (2.5)

is valid. Taking into account inequalities (2.4), (2.5) and |τ(x0)| > 0, γ > 0, from
(2.3) we found that L1(x, y) > 0, (x, y) ∈ Ω\AB, hence the statement of Theorem
2.1 follows. �
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The case u|BC = 0, can be proved similarly, but only using formula (1.3)
instead of (1.2).

Theorem 2.2. Let u(x, y) be a non-trivial and continuous in Ω solution of (1.1) at
m > 0, iλ ∈ R, vanishing on AC. Then, if the maximum (minimum) in Ω of the
function e−|λ|xu(x, y) is positive (negative), then it is achieved on AB.

Proof. As λ is a pure imaginary number, according formula (1.2) and Js(iz) =
Is(|z|), the function u(x, y) has the form

u(x, y) = γ(η − ξ)1−2β

ξ∫

a

τ(t)Iβ−1[|λ|
√

(ξ − t)(η − t)]
[(ξ − t)(η − t)]1−β dt. (2.6)

Compose a difference e−|λ|x0u(x0, 0) − e−|λ|xu(x, y) = L2(x, y), where
x0 ∈ (a, b], (x, y) ∈ Ω\AB, and investigate it.

Introducing the designation T (x) = e−|λ|xτ(x) and taking (2.6) into account,
we get

L2(x, y) = T (x0)− γ(η − ξ)1−2β

ξ∫

a

T (t)Iβ−1[|λ|
√

(ξ − t)(η − t)]
[(ξ − t)(η − t)]1−β e|λ|(t−x)dt.

Replacing the variables t = ξ − (η − ξ)z in the integral, we have

L2(x, y) = T (x0)

− γ
(ξ−a)/(η−ξ)∫

0

T [ξ − (η − ξ)z]e−|λ|(η−ξ)( 1
2 +z)

Iβ−1

[
|λ|(η − ξ)

√
z(z + 1)

]

[z(z + 1)]1−β
dz.

Using equality, obtained from (1.19) at c = |λ|(η − ξ), the function L2(x, y)
can be rewritten in the form

L2(x, y) = γT (x0)

+∞∫

(ξ−a)/(η−ξ)

e−|λ|(η−ξ)( 1
2+z)

Iβ−1

[
|λ|(η − ξ)

√
z(z + 1)

]

[z(z + 1)]1−β
dz

+ γ

(ξ−a)/(η−ξ)∫

0

{T (x0)− T [ξ − (η − ξ)z]} e−|λ|(η−ξ)( 1
2 +z)

× Iβ−1

[
|λ|(η − ξ)

√
z(z + 1)

]
[z(z + 1)]β−1dz. (2.7)

Suppose that max
Ω

e−|λ|xu(x, y) > 0. Then the inequality max
[a,b]

T (t) > 0 holds.

Otherwise, from (2.6) it follows that e−|λ|xu(x, y) ≤ 0, (x, y) ∈ Ω, which is impos-
sible.

Let max
[a,b]

T (t) = T (x0). Then an inequality

T (x0)− T [ξ − (η − ξ)z] ≥ 0, ∀(x, y) ∈ Ω (2.8)
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is true. Besides, using the remainder of convergent positive integral (1.19) we get
+∞∫

(ξ−a)/(η−ξ)

e−|λ|(η−ξ)( 1
2+z)

Iβ−1

[
|λ|(η − ξ)

√
z(z + 1)

]

[z(z + 1)]1−β
dz > 0,

∀(x, y) ∈ Ω\AB. (2.9)
By virtue of inequalities (2.8), (2.9) and T (x0) > 0, γ > 0, from (2.7) it

follows that L2(x, y) > 0, (x, y) ∈ Ω\AB, hence the statement of Theorem 2.2
follows. In the case min

Ω
e−|λ|xu(x, y) < 0, Theorem 2 can be proved similarly. �

Theorem 2.3. Let u(x, y) be a non-trivial and continuous in Ω solution of (1.1) at
m > 0, iλ ∈ R, vanishing on BC. Then, if the maximum (minimum) in Ω of the
function e|λ|xu(x, y) is positive (negative), then it is achieved on AB.

The proof of Theorem (1.3) can be obtained in a similar way using formula
(1.3) instead of (1.2).

Theorem 2.4. Let u(x, y) be a non-trivial and continuous in Ω solution of (1.1) at
m > 0, λ = λ1 + iλ2, λ1λ2 �= 0, λ1, λ2 ∈ R, vanishing on AC (or on BC). Then
the maximum in Ω of the function e−|λ|x|u(x, y)|

[
e|λ|x|u(x, y)|

]
will be achieved

on AB.

Proof. We consider, for example, case u(x, y)|BC = 0. In this case function u(x, y)
is determined by formula (1.3). We make up the difference

e|λ|x0|u(x0, 0)| − e|λ|x|u(x, y)| = L3(x, y), x0 ∈ (a, b], (x, y) ∈ Ω \AB.
Using formula (1.3) and the designation u(x, 0) = τ(x) we get

L3(x, y) = e|λ|x0|τ(x0)| − γ(η − ξ)1−2βe|λ|x

∣∣∣∣∣∣

b∫

η

τ(t)Jβ−1

[
λ
√

(t− ξ)(t− η)
]

[(t− ξ)(t− η)]1−β dt

∣∣∣∣∣∣
.

Replacing variables by the formula t = η + (η − ξ)z in the integral and
introducing designation T (x) = e|λ|xτ(x), we have

L3(x, y) = |T (x0)| − γ
∣∣∣∣

(b−η)/(η−ξ)∫

0

T [η + (η − ξ)z]

× e−|λ|(η−ξ)( 1
2+z)Jβ−1

[
λ(η − ξ)

√
z(z + 1)

]
[z(z + 1)]β−1dz

∣∣∣∣.
Using equality (1.19), from the last equality we obtain

L3(x, y) ≥ |T (x0)|γ

×
+∞∫

(b−η)/(η−ξ)

[z(z + 1)]β−1e−|λ|(η−ξ)( 1
2+z)Iβ−1

[
|λ|(η − ξ)

√
z(z + 1)

]
dz
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+ γ

(b−η)/(η−ξ)∫

0

[z(z + 1)]β−1e−|λ|(η−ξ)( 1
2+z)

{
|T (x0)|Iβ−1

[
|λ|
√
z(z + 1)

]

−
∣∣∣T [η + (η − ξ)z]Jβ−1

[
λ(η − ξ)

√
z(z + 1)

]∣∣∣
}
dz. (2.10)

It is evident that by virtue of u(x, y) �≡ 0 in Ω, the inequality τ(x) �≡ 0,
x ∈ [a, b] is valid. Therefore max

[a,b]
|T (x)| > 0. Let max

[a,b]
|T (x)| = |T (x0)|. Then it is

not difficult to verify that, for ∀(x, y) ∈ Ω \AB, the inequality

|T (x0)|Iβ−1

[
|λ|(η − ξ)

√
z(z + 1)

]

−
∣∣∣T [η + (η − ξ)z]Jβ−1

[
λ(η − ξ)

√
z(z + 1)

]∣∣∣ ≥ 0 (2.11)

is true. Moreover, using the remainder of convergent positive integral (1.19) we
obtain, ∀(x, y) ∈ Ω \AB,

+∞∫

(b−η)/(η−ξ)

[z(z + 1)]β−1e−|λ|(η−ξ)( 1
2 +z)Iβ−1

[
|λ|(η − ξ)

√
z(z + 1)

]
dz > 0. (2.12)

Taking |T (x0)| > 0, γ > 0 into account and inequalities (2.11), (2.12), from
(2.10) we obtain that L3(x, y) > 0, ∀(x, y) ∈ Ω \ AB, hence the statement of
Theorem 2.4 follows. �

Theorem 2.4 can be proved similarly in the case u|AC = 0.

Theorem 2.5. Let u(x, y) be a non-trivial and continuous in Ω solution of the
problem (1.4) at λ ∈ R, vanishing on AC (or on BC). Then the maximum in Ω
of the function e−|λ|x|u(x, y)| [e|λ|x|u(x, y)|] is achieved on AB.

Proof. We consider the case u(x, y)|AC = 0. Then the function u(x, y) has the
form (1.10). We make up the difference e−|λ|x0|u(x0, 0)|−e−|λ|x|u(x, y)| = L4(x, y),
where x0 ∈ (a, b], (x, y) ∈ Ω\AB. Introducing the designation e−|λ|xu(x, 0) = T (x)
and taking (1.10) into account, we obtain

L4(x,y)= |T (x0)|−

∣∣∣∣∣∣
T (ξ)e|λ|y− λ

2

4
(η−ξ)

ξ∫

a

T (t)e|λ|(t−x)J1

[
λ
√

(ξ− t)(η− t)
]
dt

∣∣∣∣∣∣
.

From here we have

L4(x, y) ≥ |T (x0)|−|T (ξ)|e|λ|y−λ
2

2
(−y)

ξ∫

a

∣∣∣T (t)e|λ|(t−x)J1

[
λ
√

(ξ − t)(η − t)
]∣∣∣ dt.
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Transforming the right-hand side of this inequality, we rewrite it in the form

L4(x, y) ≥ |T (x0)|L5(x, y)e|λ|y + [|T (x0)| − |T (ξ)|] e|λ|y (2.13)

+
λ2

2
(−y)

ξ∫

a

{
|T (x0)| −

∣∣∣T (t)J1

[
λ
√

(ξ − t)(η − t)
]∣∣∣
}
e|λ|(t−x)dt,

where L5(x, y) = e−|λ|y − 1 + |λ|(−y)[e|λ|(a−ξ) − 1]/2.
Since u(x, y) �≡ 0 in Ω, then u(x, 0) = τ(x) �≡ 0 on [a, b]. Therefore

max
[a,b]

e−|λ|x|u(x, 0)| = max
[a,b]
|T (x)| > 0.

Let max
[a,b]
|T (x)| = |T (x0)|. Then for ∀(x, y) ∈ Ω\AB inequalities

|T (x0)| − |T (ξ)| ≥ 0, |T (x0)| −
∣∣∣T (t)J1

[
λ
√

(ξ − t)(η − t)
]∣∣∣ ≥ 0 (2.14)

are true.
Substituting in L5(x, y) an expansion of the function e−|λ|y in series, we have

L5(x, y) = |λ|(−y)
{

1
2
e|λ|(a−ξ) +

1
2

+ · · ·+ 1
n!

[|λ|(−y)]n−1 + · · ·
}
.

Hence it follows that

L5(x, y) ≥ 0, ∀(x, y) ∈ Ω\AB, (2.15)

moreover at λ �= 0 strict inequality is fulfilled.
Taking inequalities (2.14), (2.15) and |T (x0)| > 0, into account from (2.13)

we find that L4(x, y) ≥ 0, ∀(x, y) ∈ Ω\AB. Theorem 2.5 is proved. �

Using formula (1.11), one can prove Theorem 2.5 in the case u|BC = 0.

Theorem 2.6. Let u(x, y) be a non-trivial and continuous in Ω solution of the
equation (1.4) at iλ ∈ R, vanishing on AC. Then if the maximum (minimum) of
the function e−|λ|xu(x, y) in Ω is positive (negative), then it is achieved on AB.

Proof. Since iλ ∈ R and J1(ix) = I1(|x|), then according to formula (1.10), func-
tion u(x, y) has the form

u(x, y) = τ(ξ) − |λ|
2

2
y

ξ∫

a

τ(t)I1[|λ|
√

(ξ − t)(η − t)]dt. (2.16)

We make up the difference e−|λ|x0u(x0, 0)− e−|λ|xu(x, y) = L6(x, y), where
x0 ∈ (a, b], (x, y) ∈ Ω\AB.

Introducing designation e−|λ|xu(x, 0) = T (x) and using formula (2.16), we
obtain

L6(x, y) = T (x0)− T (ξ)e|λ|y +
|λ|2
2
y

ξ∫

a

T (t)e|λ|(t−x)I1[|λ|
√

(ξ − t)(η − t)]dt.
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Replacing the variables t = ξ − (η − ξ)z, and taking I1(z) = (2/z)I1(z) into
account, from the last equality we have

L6(x, y) = T (x0)− T (ξ)e|λ|y + |λ|y
(ξ−a)/(η−ξ)∫

0

T [ξ − (η − ξ)z]

× [z(z + 1)]−
1
2 e−|λ|(η−ξ)( 1

2+z)I1[|λ|(η − ξ)
√
z(z + 1)]dz.

Performing some evaluations in the right side of this equality, we find

L6(x, y) = [T (x0)− T (ξ)]e|λ|y + T (x0)L7(x, y) (2.17)

+ |λ|(−y)
(ξ−a)/(η−ξ)∫

0

{T (x0)− T [ξ − (η − ξ)z]}

× [z(z + 1)]−
1
2 e−|λ|(η−ξ)( 1

2+z)I1[|λ|(η − ξ)
√
z(z + 1)]dz,

where

L7(x, y) = 1− e|λ|y

+ |λ|y
(ξ−a)/(η−ξ)∫

0

[z(z + 1)]−
1
2 e−|λ|(η−ξ)( 1

2+z)I1[|λ|(η − ξ)
√
z(z + 1)]dz.

Assume that max
Ω

e−|λ|xu(x, y) > 0. Then inequality max
[a,b]

T (x) > 0 is valid.

Let max
[a,b]

T (x) = T (x0). Then inequalities

T (x0)− T (ξ) ≥ 0, T (x0)− T [ξ − (η − ξ)z] ≥ 0, ∀(x, y) ∈ Ω \AB (2.18)

are true.
Using equality (1.20), one can easily prove that

L7(x,y)= |λ|(−y)
+∞∫

(ξ−a)/(η−ξ)

[z(z+1)]−
1
2 e−|λ|(η−ξ)( 1

2+z)I1[|λ|(η−ξ)
√
z(z+1)]dz≥0,

moreover at λ �= 0 strict inequality is fulfilled.
Taking this and inequalities (2.18), T (x0) > 0, from (2.17) we obtain that

L6(x, y) ≥ 0, (x, y) ∈ Ω \AB. Theorem 2.6 is proved. �

The case min
Ω
e−|λ|x|u(x, y)| < 0 can be proved similarly.

The following theorems are also valid.

Theorem 2.7. Let u(x, y) be a non-trivial and continuous solution of the equation
(1.4) in Ω at iλ ∈ R, vanishing on BC. Then if the maximum (minimum) of the
function e|λ|xu(x, y) in Ω is positive (negative), then it is achieved on AB.
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Theorem 2.8. Let u(x, y) be a non-trivial and continuous solution of the equation
(1.4) in Ω at λ = λ1+iλ2, λ1λ2 �= 0, λ,λ2 ∈ R, vanishing on AC (or on BC). Then
the maximum of function e−|λ|x|u(x, y)|

[
e|λ|x|u(x, y)|

]
in Ω is achieved on AB.

We omit a proof since it can be done as in Theorems 2.4 and 2.6.

3. Extremum principle for the operator Ck,λ
sx

Before establishing of an EP for operators C1,λ
sx , we change it to a more convenient

form for further investigation.
We rewrite C1,λ

sx in the form

C1,λ
sx [τ(x)] ≡ 1

Γ(2β)
d

dx

x∫

s

Jβ−1[λ(x − t)]
|x− t|1−2β

τ(t)dt (3.1)

+
λ2sign(x− s)

4β(β + 1)Γ(2β)

x∫

s

|x− t|2βJβ+1[λ(x− t)]τ(t)dt + L8(x, y),

where

L8(x, y) =
1

Γ(2β)
d

dx

x∫

s

Jβ [λ(x− t)]− Jβ−1[λ(x − t)]
|x− t|1−2β

τ(t)dt.

By virtue of equality (1.7),

L8(x, y) =
λ2

4β(1 + β)Γ(2β)
d

dx

x∫

s

|x− t|1+2βJβ+1[λ(x− t)]τ(t)dt.

Differentiating and taking formula (1.18) into account, we have

L8(x, y) =
λ2(1 + 2β)sign(x− s)

4β(β + 1)Γ(2β)

x∫

s

|x− t|2βJβ+1[λ(x− t)]τ(t)dt

− λ2sign(x− s)
2βΓ(2β)

x∫

s

|x− t|2β λ2(x− t)2
4(β + 1)(β + 2)

Jβ+2[λ(x − t)]τ(t)dt.

Applying formula (1.7) to the function Jβ+2[λ(x − t)], we find

L8(x, y) =
λ2(1 + 2β)sign(x− s)

4β(β + 1)Γ(2β)

x∫

s

|x− t|2βJβ+1[λ(x − t)]τ(t)dt (3.2)

+
λ2sign(x− s)

2βΓ(2β)

x∫

s

|x− t|2β
{
Jβ [λ(x − t)]− Jβ+1[λ(x − t)]

}
τ(t)dt.
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Substituting (3.2) into (3.1), we find

C1,λ
sx [τ(x)] ≡ 1

Γ(2β)
d

dx

x∫

s

Jβ−1[λ(x− t)]τ(t)
|x− t|1−2β

dt

+
λ2sign(x− s)

Γ(1 + 2β)

x∫

s

|x− t|2βJβ [λ(x − t)]τ(t)dt. (3.3)

Theorem 3.1. Let λ ∈ R, τ(x) ∈ C(0,α)[a, b], α > 1−2β and max
[a,b]
|τ(x)| = |τ(x0)| >

0, x0 ∈ (a, b). Then, if τ(x0) > 0 (< 0), then the inequalities

C1,λ
ax [τ(x)]|x=x0 > 0 (< 0), C1,λ

bx [τ(x)]|x=x0 > 0 (< 0) (3.4)

are true.

Proof. Consider the operator C1,λ
ax in the form (3.3) and rewrite it in the form

C1,λ
ax [τ(x)] = lim

ε→0

1
Γ(2β)

d

dx

x−ε∫

a

Jβ−1[λ(x − t)]
(x− t)1−2β

τ(t)dt

+
λ2

Γ(1 + 2β)

x∫

a

(x − t)2βJβ [λ(x− t)]τ(t)dt. (3.5)

Differentiating in (3.5) and using formula (1.18), we have

Γ(2β)C1,λ
ax [τ(x)]

= lim
ε→0

{
ε2β−1Jβ−1(λε)τ(x − ε)− (1− 2β)

x−ε∫

a

(x− t)2β−2Jβ−1[λ(x − t)]τ(t)dt
}
.

Adding and subtracting expression (1 − 2β)τ(x)
x−ε∫
a

(x − t)2β−2dt, from here we

have

Γ(2β)C1,λ
ax [τ(x)] = lim

ε→0

{
ε2β−1[Jβ−1(λε)τ(x − ε)− τ(x)] +

τ(x)
(x− a)1−2β

+ (1− 2β)

x−ε∫

a

τ(x) − τ(t)Jβ−1[λ(x − t)]
(x − t)2−2β

dt

}
. (3.6)

Since τ(x) ∈ C(0,α)[a, b] and λ ∈ R is fixed, then equalities

|τ(x) − τ(x − ε)Jβ−1(λε)| = εαO(1),

|τ(x) − τ(t)Jβ−1[λ(x − t)]| = (x− t)αO(1)

are true.
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By virtue of these equalities and α > 1− 2β, there exists a limit in (3.6) and
the equality

Γ(2β)C1,λ
ax [τ(x)] = τ(x)(x − a)2β−1 + (1− 2β)

x∫

a

τ(x) − τ(t)Jβ−1[λ(x − t)]
(x− t)2−2β

dt

(3.7)

is valid.
In (3.7) we set x = x0. Then, if τ(x0) > 0 (< 0), then τ(x0)−τ(t)Jβ−1[λ(x0−

t)] ≥ 0 (≤ 0) is true. If we consider this and τ(x0) > 0 (< 0), then from (3.7)
there follows the first inequality of (3.4). The second inequality can be proved
similarly. �

Remark 3.2. In the work [7] when conditions of Theorem 3.1 and the condition
δ ≥ |λ| are fulfilled, the validity of inequalities

C1,λ
ax [eδxτ(x)]|x=x0 > 0 (< 0), C1,λ

bx [e−δxτ(x)]|x=x0 > 0 (< 0)

is proved.

Theorem 3.3. Let iλ ∈ R, T (x) ∈ C(0,α)[a, b], α > 1 − 2β and max
[a,b]

T (x) =

T (x0) > 0
[
min
[a,b]

T (x) = T (x0) < 0
]
, x0 ∈ (a, b). Then the inequalities

C1,λ
ax [e|λ|xT (x)]|x=x0 > 0 (< 0), C1,λ

bx [e−|λ|xT (x)]|x=x0 > 0 (< 0) (3.8)

are true.

Proof. Considering iλ ∈ R, Jβ−1(ix) = Iβ−1(|x|) and a form (3.3) of the operator
C1,λ
ax , as in (3.5), we have

Γ(2β)C1,λ
ax [e|λ|xT (x)] = lim

ε→0

{
d

dx

x−ε∫

a

(x − t)2β−1Iβ−1[|λ|(x− t)]e|λ|tT (t)dt

− |λ|
2

2β

x−ε∫

a

(x− t)2βIβ [|λ|(x − t)]e|λ|tT (t)dt
}
.

After differentiating and applying formula (1.18), we get

Γ(2β)C1,λ
ax [e|λ|xT (x)] = lim

ε→0

{
ε2β−1Iβ−1(|λ|ε)e|λ|(x−ε)T (x− ε) (3.9)

− (1 − 2β)

x−ε∫

a

(x− t)2β−2Iβ−1[|λ|(x − t)]e|λ|tT (t)dt
}
.
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Integrating by parts and using equality (1.18), it is not difficult to verify that

(1 − 2β)

x−ε∫

a

(x− t)2β−2e|λ|tIβ−1[|λ|(x − t)]dt (3.10)

= ε2β−1e|λ|(x−ε)Iβ−1(|λ|ε)− (x − a)2β−1e|λ|aIβ−1[|λ|(x − a)]

+ |λ|
x−ε∫

a

(x− t)2β−1

{
|λ|(x − t)

2β
Iβ [|λ|(x − t)]− Iβ−1[|λ|(x − t)]

}
e|λ|tdt.

Considering (3.10), we can rewrite the expression (3.9) in the form

Γ(2β)C1,λ
ax [e|λ|xT (x)] (3.11)

= lim
ε→0

{
ε2β−1Iβ−1(|λ|ε)e|λ|(x−ε)[T (x− ε)− T (x)]

+ (1− 2β)

x−ε∫

a

(x− t)2β−2[T (x)− T (t)]Iβ−1[|λ|(x− t)]e|λ|tdt

+ T (x)(x− a)2β−1e|λ|aIβ−1[|λ|(x− a)] + +T (x)

x−ε∫

a

(x− t)2β−1

×
[
|λ|Iβ−1[|λ|(x − t)]−

1
2β
|λ|2(x− t)Iβ[|λ|(x − t)]

]
e|λ|tdt

}
.

Hence passing to a limit at ε→ 0 and taking T (x) ∈ C(0,α)[a, b], α > 1− 2β
into account, we have

Γ(2β)C1,λ
ax [e|λ|xT (x)] (3.12)

= (1− 2β)

x∫

a

(x− t)2β−2[T (x)− T (t)]Iβ−1[|λ|(x− t)]e|λ|tdt

+ T (x)
{

(x− a)2β−1e|λ|aIβ−1[|λ|(x − a)]

+

x∫

a

(x− t)2β−1

[
|λ|Iβ−1[|λ|(x − t)]−

1
2β
|λ|2(x− t)Iβ [|λ|(x− t)]

]
e|λ|tdt

}
.

Using formula (1.21) one can easily show that
x∫

a

(x− t)2β−1e|λ|tIβ−1[|λ|(x − t)]dt (3.13)

=
1
2β

(x− a)2βe|λ|x2F2

[
β − 1

2
, 2β; 2β − 1, 2β + 1;−2|λ|(x− a)

]
,
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x∫

a

(x− t)2βe|λ|tIβ[|λ|(x − t)]dt (3.14)

=
1

1 + 2β
(x− a)2β+1e|λ|x1F1

[
β +

1
2
; 2 + 2β;−2|λ|(x− a)

]
.

Considering equality [7]

e−zIβ−1(z) = 1F1

(
β − 1

2
; 2β − 1;−2z

)
, z > 0

and using expansions of functions 1F1 and 2F2 into series, by a comparison of
coefficients at equal degrees of z, it is not difficult to verify that

e−zIβ−1(z) +
z

2β 2F2

(
β − 1

2
, 2β; 2β − 1, 2β + 1;−2z

)
(3.15)

− z2

2β(1 + 2β)1F1

(
β +

1
2
; 2 + 2β;−2z

)
= 1F1

(
β − 1

2
; 2β;−2z

)
.

On the base of equalities (3.13), (3.14), (3.15), from (3.12) it follows that

Γ(2β)e−|λ|xC1,λ
ax [e|λ|xT (x)]

= (1− 2β)

x∫

a

T (x)− T (t)
(x− t)2−2β

e|λ|(t−x)Iβ−1[|λ|(x − t)]dt

+ T (x)(x− a)2β−1
1F1

[
β − 1

2
; 2β;−2|λ|(x− a)

]
. (3.16)

Let max[a,b] T (x) = T (x0) > 0
[
min[a,b] T (x) = T (x0) < 0

]
, x0 ∈ (a, b).

Then T (x0) − T (t) ≥ 0 (≤ 0) for ∀t ∈ [a, b]. Besides from (1.22) it follows that
1F1

[
β − 1

2 ; 2β;−2|λ|(x0 − a)
]
> 0.

By virtue of the fact that T (x0) > 0 (< 0), 1 − 2β > 0, Iβ−1[|λ|(x − t)] > 0,
from (3.16) at x = x0 follows the first inequality of (3.8). The second part of the
inequality (3.8) can be proved analogously. �
Remark 3.4. In the work [5], the inequality (3.8) is proved by fulfilling conditions
of the Theorem 3.3 and |λ| < 1/(b− a).

Remark 3.5. The equality (3.16) can be obtained by formula (2.6). In fact, intro-
ducing designation T (x) = e−|λ|xτ(x) in (2.6), we have

e−|λ|xu(x, y) = γ(η − ξ)1−2βe−|λ|x
ξ∫

a

e|λ|tT (t)Iβ−1[λ
√

(ξ − t)(η − t)]
[(ξ − t)(η − t)]1−β dt. (3.17)

From here, differentiating by y and passing to a limit at y → 0, and according
to (1.12), we have

lim
y→0

∂

∂y
[e−|λ|xu(x, y)] = γ0e

−|λ|xC1,λ
ax [e|λ|xT (x)]. (3.18)



An Extremum Principle for a Class of Hyperbolic Type Equations 227

Further, taking Jβ−1(iz) = Iβ−1(|z|) into account at iλ ∈ R and replacing
the variables t = ξ − (η − ξ)z, from (3.17) we get

e−|λ|xu(x, y) = γ

(ξ−a)/(η−ξ)∫

0

T [ξ − (η − ξ)z][z(z + 1)]β−1e−|λ|(η−ξ)( 1
2 +z)

× Iβ−1[|λ|(η − ξ)
√
z(z + 1)]dz. (3.19)

We assume the expression

e−|λ|xu(x, 0)− e−|λ|xu(x, y)
0− y = L9(x, y). (3.20)

Using equality (1.19) and the designation T (x) = e−|λ|xu(x, 0), one can
rewrite the expression L9(x, y) in the form

L9(x, y) = γ(−y)−1T (x)

+∞∫

(ξ−a)/(η−ξ)

[z(z + 1)]β−1e−|λ|(η−ξ)( 1
2+z)

× Iβ−1

[
|λ|(η − ξ)

√
z(z + 1)

]
dz

+ γ(−y)−1

(ξ−a)/(η−ξ)∫

0

{T (x)− T [ξ − (η − ξ)z]} [z(z + 1)]β−1

× e−|λ|(η−ξ)( 1
2+z)Iβ−1

[
|λ|(η − ξ)

√
z(z + 1)

]
dz. (3.21)

Replacing variables by formula t = ξ− (η− ξ)z in the integrals of (3.21) and
substituting it into (3.20), and also passing to a limit at y → 0, we have

lim
y→0

∂

∂y
[e−|λ|xu(x, y)] (3.22)

= γ(2− 4β)1−2β

{
T (x)L10(x) +

x∫

a

T (x)− T (t)
(x− t)2−2β

e|λ|(t−x)Iβ−1[|λ|(x − t)]dt
}
,

where

L10(x) =

+∞∫

−a
(x + t)2β−2e−|λ|(t+x)Iβ−1[|λ|(x+ t)]dt.

Comparing (3.18) and (3.22), we get

Γ(2β)e−|λ|xC1,λ
ax [e|λ|xT (x)] (3.23)

= (1− 2β)T (x)L10(x) + (1− 2β)

x∫

a

T (x)− T (t)
(x− t)2−2β

e|λ|(t−x)Iβ−1[|λ|(x − t)]dt.
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Calculating integral L10(x) by the formula (1.22) and substituting it into
(3.23) we obtain the equality (3.16).

Theorem 3.6. Let λ = λ1 + iλ2, λ1λ2 �= 0, λ1, λ2 ∈ R; T (x) ∈ C(0,α)[a, b],
α > 1− 2β, and the function T (x)− is conjugate to function T (x). Then, inequal-
ities

Re
{
T (x)
|T (x)|C

1,λ
ax

[
e|λ|xT (x)

]}∣∣∣∣
x=x0

> 0, (3.24)

Re
{
T (x)
|T (x)|C

1,λ
bx

[
e−|λ|xT (x)

]}∣∣∣∣
x=x0

> 0 (3.25)

are true if max
[a,b]
|T (x)| = |T (x0)| > 0, x0 ∈ (a, b).

Proof. Assume in (3.5) that τ(x) = e|λ|xT (x) and differentiating, we have

Γ(2β)C1,λ
ax [e|λ|xT (x)] = lim

ε→0

{
ε2β−1Jβ−1(λε)e|λ|(x−ε)T (x− ε) (3.26)

− (1− 2β)

x−ε∫

a

(x − t)2β−2Jβ−1[λ(x− t)]e|λ|tT (t)dt
}
.

Adding and deducting the expression

(1− 2β)T (x) lim
ε→0

x−ε∫

a

(x− t)2β−2Iβ−1[|λ|(x − t)]e|λ|tdt

and taking equality (3.10) into account, from equality (3.26), we get

Γ(2β)C1,λ
ax [e|λ|xT (x)] (3.27)

= lim
ε→0

{
ε2β−1e|λ|(x−ε)

[
Jβ−1(|λ|ε)T (x− ε)− Iβ−1(|λ|ε)T (x)

]

+ (1 − 2β)

x−ε∫

a

(x− t)2β−2
[
T (x)Iβ−1[|λ|(x− t)]− T (t)Jβ−1[λ(x− t)]

]
e|λ|tdt

+ T (x)(x − a)2β−1e|λ|aIβ−1[|λ|(x − a)]

+ T (x)

x−ε∫

a

(x− t)2β−1

[
|λ|Iβ−1[|λ|(x − t)]−

1
2β
|λ|2(x− t)Iβ [|λ|(x − t)]

]
e|λ|tdt

}
.
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Passing to a limit at ε → 0 and considering T (x) ∈ C(0,α)[a, b], α > 1 − 2β,
and equalities (3.13), (3.14), (3.15), from (3.27) we have

Γ(2β)e−|λ|xC1,λ
ax [e|λ|xT (x)]

= (1− 2β)

x∫

a

{
T (x)Iβ−1[|λ|(x − t)]− T (t)Jβ−1[λ(x − t)]

}
e|λ|(t−x)(x − t)2β−2dt

+ T (x)(x − a)2β−1
1F1[β − 1/2; 2β;−2|λ|(x− a)].

From here it follows that

Γ(2β)e−|λ|xRe
{
T (x)
|T (x)|C

1,λ
ax [e|λ|xT (x)]

}

= (1 − 2β)

x∫

a

|T (x)|Iβ−1[|λ|(x − t)]− Re
{
T (x)
|T (x)|T (t)Jβ−1[λ(x− t)]

}

(x − t)2−2β
e|λ|(t−x)dt

+ |T (x)|(x− a)2β−1
1F1[β − 1/2; 2β;−2|λ|(x− a)]. (3.28)

Let max
[a,b]
|T (x)| = |T (x0)| > 0, x0 ∈ (a, b). Then for ∀t ∈ [a, b] the inequality

|T (x0)|Iβ−1[|λ|(x0 − t)]− Re
{
T (x0)
|T (x0)|

T (t)Jβ−1[λ(x0 − t)]
}
≥ 0 (3.29)

is true.
If considering inequality (3.29) and

|T (x0)| > 0, Γ(2β) > 0, 1F1[β − 1/2; 2β;−2|λ|(x0 − a)] > 0,

then from equality (3.28) in the point x = x0 follows inequality (3.24). �

Inequality (3.25) can be proved analogously.

For completeness of information we mention an EP for operators C0,λ
ax and

C0,λ
bx , which was established in [5].

Theorem 3.7. Let λ ∈ R and T (x) ∈ C[a, b] ∩ C1(a, b). Then, at T (x0) > 0 (< 0)
the inequality

C0,λ
ax [e|λ|xT (x)]|x=x0 ≥ 0 (≤ 0),

C0,λ
bx [e−|λ|xT (x)]|x=x0 ≥ 0 (≤ 0)

(3.30)

is true if max
[a,b]
|T (x)| = |T (x0)|, x0 ∈ (a, b).

Theorem 3.8. Let iλ ∈ R and T (x) ∈ C[a, b] ∩ C1(a, b). Then inequality (3.30) is
true if max

[a,b]
T (x) = T (x0) > 0 [min

[a,b]
T (x) = T (x0) < 0], x0 ∈ (a, b).
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Theorem 3.9. Let λ = λ1 + iλ2, λ1λ2 �= 0, λ1, λ2 ∈ R; T (x) ∈ C[a, b] ∩ C1(0, 1).
Then the inequalities

Re
{
T (x)
|T (x)|C

0,λ
ax

[
e|λ|xT (x)

]}∣∣∣∣
x=x0

≥ 0, (3.31)

Re
{
T (x)
|T (x)|C

0,λ
bx

[
e−|λ|xT (x)

]}∣∣∣∣
x=x0

≥ 0 (3.32)

are true if max
[a,b]
|T (x)| = |T (x0)| > 0, x0 ∈ (a, b).

Remark 3.10. If in Theorems 3.7, 3.8 and 3.9 λ �= 0, then in (3.30), (3.31) and
(3.32) strict inequalities are valid.

Remark 3.11. The extremum principle for the expression

Ck,λsx [esign(x−s)|λ|xp(x)T (x)]

can be established by a similar method when k = 0 or k = 1, and p(x) is a given
function.
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Numerical Investigations of Tangled Flows
in a Channel of Constant and Variable Section
at Presence of Recirculation Zone

S. Khodjiev

Abstract. In the present work results of numerical investigations of tangled
coaxial flows in a channel of constant and variable section are given. For de-
scription of the flow full non-stationary two-dimensional equations of Navier-
Stokes are used and numerically solved by non-explicit difference scheme,
based on linearization finite-difference analogies of original differential equa-
tions and next approximate factorization of stabilizing finite-difference op-
erators. Relation of initial parameters of mixed flows, velocity, temperature,
pressure and altitude of cross-section in entrance, at which might happen
zones of recirculation are showed, moreover optimal tangle of extension of the
channel at which zones of revocable flows is defined.

Keywords. Inner flows; recirculation; Navier-Stokes; turbulence.

1. Conditional definitions and abbreviations

a, b are constants in form of channel; b(x) is conditional width of the area of
the displacement; Cp, Cv are specific thermal capacity under constant pressure to
the volume; E is full specific energy; Kx, Ky are constants for condensation of
accounting net on axis x, y; f0 is half-altitude of the entry section of the channel;
L is length of the channel; Nx, Ny are quantity of points of the coordinates x, y; n
is derivation by normal; P is pressure; PrT is Prandtl’s turbulence number; R is
universal gas constant; R1 is half-width of entry of the central active stream; T is
temperature; t is time; u, v are components of the velocity along x, y; α is tangle
of the extension of channel; η, ξ are transformation of coordinates; C is constant
of turbulence; µ is dynamic coefficient of turbulent viscosity; ρ is density; lower
indexes: x is partial derivation ∂

∂x ; y partial derivation ∂
∂y ; i, j are numbers of rated

points along the axes x, y; 1 are parameters of wall streams; 2 are parameters of
central streams; upper indexes: ′ is characterized a dimensionless.
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2. Introduction

Problems of turbulent displacement of tangled gas flows in channels of constant and
variable cutest is interesting by their wide applications to the creation of mixing
and heating device, cameras of combustion of the different energy installation.
Especially, little-studied area of parameters is interesting, when as a result of
mixing and spreading of tangled flows in the channel, zones of recirculation are
formed.

Experimental investigations of conditions of the existence and dimensions of
recirculation zones at mixing of tangled flows were done in works [1–4]. In these
works, experimental investigations is ended by consideration in cases of bigger re-
lation of areas of cross-sections in the entry of channels [1–3], organized attempt
of the generalization of the geometric sizes of the zones of recirculation and distri-
bution concentration on axis of the current of tangled coaxial flows in channel of
the constant section moreover area of the cross-sections flow at the input compa-
rable [4].

3. Formulation of a problem

Suppose, tangled flows with their gas dynamic parameters enter from coaxial noz-
zles in channel of constant and variable section, i.e., in the entry of channel there
are two flows, characterizing by the velocity u1, temperature T1, pressure P1 (wall
stream) and by velocity u2, temperature T2, pressure P2 (central active stream),
altitude R1.

Form of the channel is given as f(x) = ax+ b (Fig. 1).

Figure 1. The Channel at the input.
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For the description of the given flow we use the following main admissions:
flow is viscous, two-dimensional, planar; gravity power is absent; heat losses occur
due to heat-conduction, i.e., by Fourier’s law; Boussinesq’s assumption, which
says apparent turbulent shift voltages are connected with average deformation
through appearing (efficient) scalar turbulent viscosity is used; apparent turbulent
heat currents are connected with turbulent numbers of Prandtl, moreover channel
of constant and variable section is symmetric. In this case one can restrict by
consideration of the current in the field of between axis of the symmetries and
one of the wall of the channel. Such current can be described mathematically by
means of full system of the equations of the Navier-Stokes [5, 8].

We make some transformations, before giving the system of the Navier-Stokes
equations.

We choose as a scalar of length, velocity, time, temperature and pressure f0,
f0/u2, u

2
2/R and ρ2u

2
2 respectively. Choosing as a scalars for physical properties

of gas, its coefficients of a transfer as a density, specific heat capacity, viscosity:
ρ2, R, ρ2f0u2 we get relation between dimensionless with dimensional as follows:

x =
x

f0
; y =

y

f0
; u =

u

u2
; v =

v

u2
; E =

E

ρu2
; p =

p

ρ2u2
; µ =

µ

ρ2f0u2
; t =

t
f0
u2

;

ρ =
ρ

ρ2
; T =

T
u2
Rm

; CP =
CP
Rm

; Cv =
Cv
Rm

; L =
L

f0
; f(x) =

f(x)
f0

; R1 =
R1

f0
.

(3.1)
Considered domain transform to the quadratic by the following transforma-

tion:
ξ =

x

L
, η =

y

f(x)
. (3.2)

Known that stream is characterized by big gradient of gas dynamic param-
eters in a domain near the wall, therefore it is useful to make transformation of
coordinates, which allows condense accounting points near the wall of physical
plain saving constant step in accounting plain. As an example for this kind of
transformation we use

F (y) =
ln[1 +Ky(e− 1)η]
ln[1 +Ky(e− 1)]

. (3.3)

Graduated assignation of input parameters requires condensation of account-
ing points in the entrance of the channel. For this aim we introduce analytic func-
tions, transforming condensation of accounting set of the entrance of the channel

ϕ(x) = 1− ln[1 +Kx(e− 1)ξ]
ln[1 +Kx(e− 1)]

. (3.4)

Using transformations (3.1)–(3.4), the system of the Navier-Stokes equations we
can represent in divergent form [5, 6].

Equation of the continuity
∂

∂t
fFyϕxρ+

1
L

∂

∂x
fFyρu+

∂

∂y
ϕx(ρv + Ωρu) = 0 (3.5)
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Equation of the motion along the axe x

∂

∂t
fFyϕxρu+

1
L

∂

∂x
fFy(ρu2 + P ) +

∂

∂y
ϕx(ρuv + Ω(ρu2 + P ))

=
1
L2

∂

∂x

4
3
fFyϕ

−1
x µux +

1
L

∂

∂x
µ

[
4
3
Ωuy −

2
3
vy

]
+

1
L

∂

∂y
µ

[
vx +

4
3
uxΩ

]

+
∂

∂y
f−1F−1

y ϕxµ

[(
4
3
Ω2 + 1

)
uy +

1
3
Ωvy

]
.

(3.6)

Equation of the motion along the axe y

∂

∂t
fFyϕxρv +

1
L

∂

∂x
fFyρuv +

∂

∂y
ϕx(ρv2 + P + Ωρuv)

=
1
L2

∂

∂x
fFyϕ

−1
x µvx +

1
L

∂

∂x
µ(uy + Ωvy) +

1
L

∂

∂y
µ

[
−2

3
ux + Ωvx

]

+
∂

∂y
f−1F−1

y ϕxµ

[(
Ω2 +

4
3

)
vy +

1
3
Ωuy

]
.

(3.7)

Equation of the energy

∂

∂t
fFyϕxE +

1
L

∂

∂x
fFy(E + ρ)u +

∂

∂y
ϕx((E + P )v + Ω(E + P )u)

=
1
L2

∂

∂x
fFyϕ

−1
x µ

(
vvx +

4
3
uux +

CP
PrT

Tx

)

+
1
L

∂

∂x
µ

(
vuy −

2
3
uvy + Ωvvy +

4
3
Ωuuy +

CP
PrT

ΩTy

)

+
1
L

∂

∂y
µ

[
uvx −

2
3
vux + Ωvvx +

4
3
Ωuux +

CP
PrT

ΩTx

]

+
∂

∂y
f−1F−1

y ϕxµ

[(
Ω2 +

4
3

)
vvy +

(
4
3
Ω2 + 1

)
uuy

+ (Ω2 + 1)
CP
PrT

Ty +
1
3
Ω(uvy + vuy)

]
.

(3.8)

Equation of condition

P = ρT

E = ρCvT +
1
2
ρ(u2 + v2),Ω = −η f

′

f
.

(3.9)

Effective turbulent viscous is represented via the sum of laminar and turbu-
lent viscous in the form of

µ = constT 0.6472 + Cρb2(x)|∂u
∂y
|. (3.10)
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4. Method of solving

System of equations (3.5)–(3.9) with relation (3.10) is numerically solved by inex-
plicit difference-scheme, based on linearization of finite-difference analogy of ini-
tial differential equations and next approximate factorization of stabilizing finite-
difference operators [5–6].

Boundary conditions for the system of equations (3.5)–(3.10) are formulated
as follows: on the wall of the channel conditions of sticking and non-elapse, dis-
tribution of temperatures (or assumption of adiabatic wall) are used, also on an
axe of the channel we put condition of symmetry. In the entrance of the channel
(x = 0) gas dynamic parameters wall and central flows are given and in the “exit”
we put weak conditions.

As a initial conditions (t = 0) we use homogeneous in transverse direction of
gas dynamic parameter’s field, moreover transverse component of the velocity we
take as a zero. In every variant on the wall condition for P in the form ∂P/∂−→n = 0
is putted. Constancy of P supposed to be not in transverse to the whole border
layer, but only in across of layer with thickness adjoining to the wall. This method
gives a possibility to obtain stable numerical solution for the flow in non-isolate
border layer and for the flow with isolation of stream [7].

Serial accounting of investigations was done at constant steps of the account-
ing setNx×Ny = 31×41 or by refinement 21×31 with coefficients of condensation
Kx = −0.4701 andKy = 1.2644, corresponding to the uniform step in the entrance
of the channel at Nx = 41, and in the domain, near of the wall Ny = 51.

5. Numerical results

As a base object of the investigation we choose the channel (similarly to the work
[3]) with geometric characteristics: D = 188mm (f0 = 94mm half-altitude), L =
1.4m In calculations we suppose that all two streams of the air: heat capacity at
constant pressure and heat capacity at constant volume are constant, and PrT =
Pr = 0.7 (variant number 24 with conditions of slide on the wall). Variants of
calculations are given in Table 1, in last column of which were putted symbol “+”
which means that in an initial part of the channel there are recirculation zones.
Variants 28–43 for extending channels with angle of extension α = 6◦ (L/f0 = 10)
and α = 11◦ (L/f0 = 5).

From the analysis of obtained results follow:
At minor relations of initial values of velocities (u2/u1 = 0.022, u1 = 6.9m/s)

and equal initial values of temperature (T2/T1 = 1), pressure (P2/P1 = 1), also at
large values of u2/u1 (u2/u1 = 45.072) at small length of channel (5.319) in entry
part one can see full stop of tangled flow by creation of recirculation zones, and
longitude occupies 20 percent of channel cross-cutting.

At minor relations of initial values of velocities (u2/u1 = 0.022) and high
temperature (T2/T1 = 2.333; P2/P1 = 1) of passive stream (stream with slow
velocity) recirculation zone is not observed in channel with constant cutting, and
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Table 1
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at large relation of initial velocities (u2/u1 = 45.072; variant 13) recirculation zone
occupies 25 percent of entry section of channel when active stream (stream with
strong velocity) in entry of channel occupies twice less area than entry section
(variant 15), and its longitude in entry part occupies about 50 percent of cross-
section. In this case in entry part of channel fast decrease of velocity, increase
of pressure, temperature were observed. Later these parameters will be equal.
Moreover, recirculation zones in wider diapason changing of relations of initial
velocities 10.36 ≤ u2/u1 ≤ 72.46, but at minor relations of temperature T2/T1 =
0.6 of tangled flow in long channels L/f0 = 14 are not observed.

Recirculation zone is not observed at uncounted regimes of tangled flows
(P2/P1 = 2) and at minor relations of initial velocity (u2/u1 = 0.022), tempera-
tures (1 ≤ T2/T1 ≤ 1.666) on axe of entry part of channel of constant cross. At
enough large relations of initial velocities of tangled flows (u2/u1 = 72.46), pres-
sure (P2/P1 = 4) and temperatures (1 ≤ T2/T1 ≤ 2.333) lead to the faster growth
of axial values of lengthwise velocity in entry crossing of channel, and at deviation
from the crossing of channel to the faster fall (Fig. 2, where cross distribution of

Figure 2. Distribution of cross velocity in various section
of channel and along the axe of channel (u∗): No
19; No 20.

lengthwise velocity in various distances from the entry section and from the axial
changing along the channel: continuous lines belong to variant 19, and dotted lines
to 20).

Big recirculation zone observed at unrated (P2/P1 = 2), mixture of sub and
supersonic tangled flows in entry part of domain (u1 = 6.9 m/s; u2 = 311 m/s,
variant 25) occupying 60 percent of cross-section and riches up to half of area of
the channel when active stream occupies 1/4 part of area of entry part of channel
(see Fig. 3).
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Figure 3. Distribution of cross velocity in various sec-
tions of channel at u1 = 6, 9 m/s; u2 =
311 m/s; P2/P1 = 2 (variant 25).

Some cross distribution of pressure in various distances from the entry section
of channel (variant 27), when active stream has high pressure. In first sections of
channel cross changing of pressure is harmonic.

Special interest lies on less studied domain where role of index of channel’s
extension to the processes of mixing tangled flows is considered.
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Abstract. In the case of clamped thermoelastic systems with interior point
control defined on a bounded domain Ω, the critical case is n = dim Ω = 2.
Indeed, an optimal interior regularity theory was obtained in [Triggiani, Dis-
crete Contin. Dyn. Syst., 2007] for n = 1 and n = 3. However, in this reference,
an ‘ε-loss’ of interior regularity has occurred due to a peculiar pathology: the

incompatibility of the B.C. of the spaces H
3/2
0 (Ω) and H

3/2
00 (Ω). This problem

for n = 2 was rectified in [Triggiani, J. Differential Equations, 2008]: this
establishes the sought-after interior regularity of the thermoelastic problem
through a technical analysis based on sharp boundary (trace) regularity theory
of Kirchhoff and wave equations. As an additional bonus, a sharp boundary
regularity of the elastic displacement is also obtained. In the present paper,
we revisit that problem using a technique developed by these authors to cir-
cumvent the pathology of the incompatible boundary conditions. This yields
a more direct proof of the optimal interior regularity (but not of the boundary
regularity).
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Keywords. Interior regularity, thermoelastic plate, point control.

1. Introduction, orientation, model

1.1. The pathology of the critical case n = 2
The present paper is a successor to [32]. This work dealt with a thermoelastic
system defined on a bounded domain Ω ⊂ Rn, n = 2, subject to the action of inte-
rior point control exercised in the elastic equation and satisfying clamped/Dirichlet
boundary conditions (see system (1.1a–d) below. Paper [32] succeeded in providing
an optimal interior regularity for this model, after an original ‘ε-loss’ of regularity
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which was suffered in [31]. In the process, [32] obtained also a new sharp bound-
ary regularity result for the elastic displacement. In the cases n = 1, 3, optimal
interior regularity results – from the control space to the state space – were ob-
tained in the prior work [31]. The case of n = 2 is critical, in the sense that its
analysis encounters a subtle technical difficulty due to the incompatibility of the
boundary conditions, yet within the same topological level, between the Sobolev
space H

3
2
0 (Ω) and the Sobolev space H

3
2
00(Ω), so that H

3
2
00(Ω)�H

3
2
0 (Ω), with a finer

topology [24, p. 66]. This is the pathology that caused the ‘ε-loss’ of regularity
in [31], in the case n = 2. To circumvent this technical obstacle and secure the
optimal interior regularity also in the case n = 2, a radically new approach was
pursued in [32]. It replaces the interior → interior strategy of [31] with a technical
boundary → interior strategy. The latter consists of obtaining interior regularity
results through an analysis that proceeds from the boundary: it involves both the
wave equation (at an interpolated level with respect to the theory of [16]) as well as
Kirchhoff plate equations [12, 13, 17, 25]. In addition, [32] uses pseudo-differential
analysis. It slashes the equations by two pseudo-differential operators: one in the
time-derivative, and one in the space variables that are tangential to the boundary
Γ = ∂Ω. Though technical and extensive, this approach has an additional advan-
tage: as a bonus, it provides – besides the sought-after optimal interior regularity,
the original objective – also a sharp boundary regularity of ∆w|Σ, w being the
elastic displacement. The latter result does not follow from the optimal interior
regularity for w via trace theory, see (1.11d) below, and hence is a new, additional
sharp boundary regularity result. It should be noted that all these difficulties are
tied to the clamped boundary conditions which are a pathological case [21]. They
do not occur in the case of hinged boundary conditions [30].

A 2-dimensional thermoelastic plate with clamped boundary conditions and
subject to interior point control – the model of the present paper – is an ideal wall
of a structural acoustic chamber, subject to piezo-ceramic control action, for the
purpose of noise reduction [1, 2, 3, 6, 15, 22, 4, 5] to quote a few references.

1.2. Orientation in the new approach

The present paper revisits the optimal regularity theory of [32] for the thermoe-
lastic plate with interior point control and clamped boundary conditions, in the
critical case n = 2. It then provides a new interior → interior proof to obtain
optimal interior regularity results in this case, thus matching [32]. The novel proof
is inspired by an idea (or trick) that was introduced in [23] to circumvent (in
the greater complexity of a structural acoustic model with thermoelastic wall) a
technical difficulty akin to that more specifically described in Remarks 2.2 and 2.3
below. To be sure, implementation of this idea encounters, however, some serious
technical difficulties of its own, of a different nature: some of which – dealing with
the identification of D(A2

γ) in (3.16) below and with the subsequent formula (3.17)
– have been resolved in [21, Lemma 4.2, p. 466]; and others of which – dealing with
the delicate interpolation result (3.27) below – were resolved in [23, Proposition
3.1b, Eq. (3.33)]. Putting all these ingredients together provides the new proof,
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which re-establishes the optimal interior regularity results of [32]. Being, in its own
way, an interior → interior proof, it cannot recover the sharp boundary regularity
result on ∆w|Σ obtained in [32].

1.3. The model. A canonical thermoelastic point control problem with
clamped/Dirichlet boundary conditions

Let Ω be an open bounded domain in Rn, n = 1, 2, 3, with sufficiently smooth
boundary Γ for n = 2, 3. On Ω, we consider the following thermoelastic problem
in the unknown {w(t, x), θ(t, x)}:

wtt − γ∆wtt + ∆2w + ∆θ = δu in (0, T ]× Ω ≡ Q; (1.1a)

θt −∆θ −∆wt = 0 in Q; (1.1b)




w(0, · ) = w0; wt(0, · ) = w1; θ(0, · ) = θ0 in Ω; (1.1c)

w|Σ ≡ 0;
∂w

∂ν

∣∣∣∣
Σ

≡ 0; θ|Σ ≡ 0 on (0, T ]× Γ ≡ Σ, (1.1d)

with homogeneous clamped/Dirichlet B.C., under the influence of the scalar point
control term u ∈ L2(0, T ), which acts through the Dirac distribution δ concen-
trated at the origin, assumed to be an interior point of Ω. In (1.1a) the constant
γ is taken to be positive: γ > 0 throughout the paper. In this case, the free sys-
tem (u ≡ 0) generates a s.c. thermoelastic contraction semigroup (Proposition 1.3
below). Further information is available in [9, 10, 31]. To express the results be-
low, we need to introduce the following setting [20], [28], [29], [31]: the positive
self-adjoint operator B (norm equivalence):

Bf = −∆f ; D(B) ≡ H2(Ω) ∩H1
0 (Ω);

Bγ = (I + γB); D(B
1
2
γ ) = D(B

1
2 ) = H1

0 (Ω),
(1.2)

as well as the elastic operator, still positive self-adjoint,

Af = ∆2f, D(A) =
{
f ∈ H4(Ω) : f |Γ =

∂f

∂ν

∣∣∣∣
Γ

= 0
}
. (1.3)

We recall that, with equivalent norms [29]

D(A
3
4 ) ≡ H3(Ω) ∩H2

0 (Ω) ≡
{
f ∈ H3(Ω) : f |Γ =

∂f

∂ν

∣∣∣∣
Γ

= 0
}

; (1.4a)


 D(A

1
2 ) ≡ H2

0 (Ω); D(A
1
4 ) ≡ H1

0 (Ω) = D(B
1
2 ); (1.4b)

D(A
3
8 ) = [D(A

1
2 ),D(A

1
4 )] 1

2
= [H2

0 (Ω), H1
0 (Ω)] 1

2
≡ H

3
2
00(Ω)

⊂ [D(B),D(B
1
2 )] 1

2
= D(B

3
4 ) = D(B

3
4
γ ) = H

3
2
0 (Ω); (1.5)

D(A
1
8 ) = [D(A

1
4 ), L2(Ω)] 1

2
= [H1

0 (Ω), L2(Ω)] 1
2

= H
1
2
00(Ω) = D(B

1
4 ) = D(B

1
4
γ ),

(1.6)
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see [24] for these Sobolev spaces. We note that by (1.2), (1.4) we have (properly)

D(A
1
2 ) ⊂ D(B); hence BA− 1

2 ∈ L(L2(Ω)), while
A

1
2B−1 is an unbounded operator on L2(Ω),

(1.7a)

L(E) being the Banach space of bounded operators on a Banach space E. Similarly,
by (1.5) we have

D(A
3
8 ) ⊂ D(B

3
4 ); hence B

3
4A− 3

8 ∈ L(L2(Ω)), while
A

3
8B− 3

4 is an unbounded operator on L2(Ω).
(1.7b)

In both cases, (1.7a) and (1.7b), the topological level of D(A
1
2 ) and D(B), as

well as of D(A
3
8 ) and D(B

3
4 ), is the same, but subtle differences in the boundary

conditions occur.

Remark 1.1. The fact that under the clamped B.C. (1.3), the operator BA− 1
2 and

B
3
4A− 3

8 are not isomorphisms on L2(Ω), as noted in (1.7), is a major technical
difference over the hinged case of [30], and are responsible for additional tech-
nical difficulties. In fact, they are precisely these differences of the B.C. between
D(A

3
8 ) ≡ H

3
2
00(Ω) and D(B

3
4 ) = H

3
2
0 (Ω) that are responsible for causing the pathol-

ogy and the technical difficulties described in the Orientation. Refining the infor-
mation of (1.7a) by adjointness, we recall that [21, Proposition 2.3, p. 453]:

A− 1
2Bγg ∈ L2(Ω)⇐⇒ g ∈ L̃2(Ω),

where the space L̃2(Ω) can be characterized in a few ways:

(i) Either as the dual space of D(A
1
2 ) with respect to space D(B

1
2
γ ) as a pivot

space, endowed with the norm

‖f‖2
D(B

1
2
γ )

= (B
1
2
γ f,B

1
2
γ f)L2(Ω) = ((I + γB)f, f)L2(Ω)

[21, Eqn. (2.29), p. 452], as in (1.14) below;
(ii) or else as (isometric to) the factor space L2(Ω)/H where

H ≡ {h ∈ L2(Ω) : (1− γ∆)h = 0 in H−2(Ω)} = N (1 − γ∆)

[21, Section 2.4, p. 456].

An additional property is noted in (3.17) below and is critically used in the
arguments of Section 3. This fact permits the refinement in [21, Section 4.4, p.
473] of the interior regularity in [30] of the purely elastic problem (2.1a-b-c) for
n = 3, to yield, ultimately, wtt ∈ L2(0, T ; L̃2(Ω)), as in (1.9d) below, for the
corresponding thermoelastic problem (1.1a-b-c) for n = 3. �
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1.4. Regularity results

Paper [31] showed the following results.

Theorem 1.1 ([31]). With reference to problem (1.1) with γ > 0 and zero initial
conditions: w0 = w1 = θ0 = 0, we have the following regularity result. Let

u ∈ L2(0, T ). (1.8)

Then, continuously, where ε > 0 is arbitrary and for any p, 1 < p <∞:
(i) for n = dimΩ = 3,

w ∈ C([0, T ];D(A
1
2 ) = H2

0 (Ω)); (1.9a)

wt ∈ C([0, T ];D(A
1
4 ) = D(B

1
2 ) = H1

0 (Ω)); (1.9b)

θ ∈ Lp(0, T ;D(B
1
2 ) = H1

0 (Ω)) ∩C([0, T ];D(B
1
2−ε) = H1−2ε

0 (Ω)); (1.9c)

wtt ∈ L2(0, T ; L̃2(Ω)); (1.9d)

(ii) for n = dimΩ = 1,

w ∈ C([0, T ];D(A
3
4 ) = H3(Ω) ∩H2

0 (Ω)); (1.10a)

wt ∈ C([0, T ];D(A
1
2 ) = H2

0 (Ω)); (1.10b)

θ ∈ C([0, T ];D(B) = H2(Ω) ∩H1
0 (Ω)); (1.10c)

wtt ∈ L2(0, T ;D(B
1
2 ) = H1

0 (Ω)). (1.10d)

As already stated in the Orientation, the results of Theorem 1.1 for n = 3
and n = 1 are optimal. The optimal result for n = 2 was proven in [32]:

Theorem 1.2 ([32]). Let n = dim Ω = 2 and assume (1.8) for the corresponding
problem (1.1). Then, continuously, the following interior regularity holds true:

w ∈ C([0, T ];D(A
5
8 ) ≡ H 5

2 (Ω) ∩H2
0 (Ω)); (1.11a)

wt ∈ C([0, T ];D(A
3
8 ) = H

3
2
00(Ω)); (1.11b)





θ ∈ Lp(0, T ;D(B
3
4 ) ≡ H

3
2
0 (Ω)) ∩ C([0, T ];D(B

3
4− ε

2 )

≡ H
3
2−ε
0 (Ω)), 1 < p <∞. (1.11c)

Theorem 1.3 ([32]). Assume the hypotheses of Theorem 1.2. Then, still continu-
ously in u ∈ L2(0, T ), the following boundary regularity of the elastic component
holds true:

∆w|Σ ∈ L2(0, T ;L2(Γ)) ≡ L2(Σ). (1.11d)

The boundary regularity (1.11d) does not follow from (1.11a) via trace theory.
It is a new, additional regularity result.

Remark 1.2. Theorem 1.1 for n = 3, n = 1, as well as Theorem 1.2 for n = 2,
show consistency in the following sense. The position variable w gains in regularity
“ 1

8 in terms of fractional power of A,” while decreasing the dimension from n =



248 C. Lebiedzik and R. Triggiani

3 to n = 2 to n = 1. The same occurs for the velocity variable wt, which –
moreover – is consistently “ 1

4 less regular in terms of fractional power of A” than
the corresponding regularity of w for n = 3, 2, 1. �

The goal of the present paper is to give a more direct proof of the interior regularity
(1.11a-c) of Theorem 1.2. This proof, however, will not cover Theorem 1.3.

1.5. Further preliminaries

For future discussion, we need further preliminary background from [31], [28], [29].
By (1.2), (1.3), we may rewrite (1.1) abstractly first as

{
(I + γB)wtt +Aw −Bθ = δu; (1.12a)

θt +Bθ +Bwt = 0; (1.12b)

next, as the first-order equation

ẏ = −Aγy + Bu, y(0) = [w0, w1, θ0] ∈ Yγ ; y(t) = [w(t), wt(t), θ(t)]; (1.13a)

−Aγ =




0 I 0

−B−1
γ A 0 B−1

γ B

0 −B −B


 ; Bu =




0

B−1
γ δu

0


 ; (1.13b)

D(Aγ) = D(A
3
4 )×D(A

1
2 )×D(B); (1.13c)

Yγ = D(A
1
2 )×D(B

1
2
γ )× L2(Ω);

Bγ = I + γB; (x1, x2)D(B
1
2
γ )

= ((I + γB)x1, x2)L2(Ω).
(1.14)

The space Yγ is the natural energy space for problem (1.1a–d).
Below, in Section 3, equation (3.5), we shall also need the following domains

of fractional power of Aγ :

D(Asγ) = [D(Aγ), Yγ ]1−s = D(A
1
2 + s

4 )×D(A
1
4+ s

4 )×D(Bs), 0 ≤ s ≤ 1, (1.15)

obtained from (1.14) for D(Aγ) and (1.15) for Yγ via
{

[D(A
3
4 ),D(A

1
2 )]1−s = D(A

1
2+ s

4 ); [D(A
1
2 ),D(A

1
4 )]1−s = D(A

1
4+ s

4 );

[D(B), L2(Ω)]1−s = D(Bs).
(1.16)

and [19, p. 5], via the Lumer-Phillips theorem, or a corollary thereof [26, pp. 14–15],
one may readily show the following known well-posedness result [20].

Proposition 1.4. The operator −Aγ in (1.13) is the infinitesimal generator of a
s.c. semigroup of contractions e−Aγt on the space Yγ defined by (1.14), as well as
on D(Asγ), 0 < s ≤ 1.

We conclude this section with a standard regularity result for the self-adjoint,
analytic semigroup e−Bt, to be invoked repeatedly in the sequel [17, Prop. 0.1, p. 4]:
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the map

f →
∫ t

0

e−B(t−τ)f(τ)dτ : continuous

L2(0, T ;L2(Ω))→ L2(0, T ;D(B)) ∩C([0, T ];D(B
1
2 )). (1.17)

Lp(0, T ;L2(Ω))→ Lp(0, T ;D(B)) for all 1 < p <∞; (1.18)

L∞(0, T ;L2(Ω))→ C([0, T ];D(B1−ε)), for all 0 < ε ≤ 1
2
. (1.19)

In (1.17), the case p = 2 is shown by Laplace transform [14, Appendix]; the
case 1 < p < ∞ in (1.18) is much harder [8]; see also [11, p. 112]. Finally, (1.19)
follows by convolution of an L1-function B1−εe−Bt with an L∞-function f [27,
p. 26, p. 29].

2. Proof of Theorem 1.2: Preliminaries

Henceforth, we shall focus on the case n = 2 only. Thus, when invoking results
from [31], we shall confine only to the case n = 2.

2.1. The auxiliary ψ- and h-problems

First, as in [31], following [7], we introduce the uncoupled Kirchhoff problem cor-
responding to (1.1) with zero I.C.:

ψtt − γ∆ψtt + ∆2ψ = δu in (0, T ]× Ω ≡ Q; (2.1a)

ψ(0, · ) = 0, ψt(0, · ) = 0 in Ω; (2.1b)

ψ|Σ ≡ 0;
∂ψ

∂ν

∣∣∣∣
Σ

≡ 0 in (0, T ]× Γ ≡ Σ. (2.1c)

Regarding the sharp (optimal) regularity of problem (2.1), we then invoke [28,
Theorem 3.1, p. 410] and obtain that:

for n = dim Ω = 2, and for u ∈ L2(0, T ) as in (1.8), then, continuously:

ψ ∈ C([0, T ];D(A
5
8 ) ≡ H 5

2 (Ω) ∩H2
0 (Ω)); (2.2a)

ψt ∈ C([0, T ];D(A
3
8 ) ≡ H

3
2
00(Ω)) ⊂ C([0, T ];D(B

3
4 ) = H

3
2
0 (Ω)); (2.2b)

Bψtt ∈ L2(0, T ; [D(A
3
8 )]′); (2.2c)

Next, with ψt provided by problem (2.1), and hence satisfying (2.2b) (n = 2),
continuously in u ∈ L2(0, T ), we next consider the uncoupled heat problem corre-
sponding to (1.1) with zero I.C.:

ht −∆h−∆ψt ≡ 0 in Q; (2.3a)


 h(0, · ) = 0 in Ω; or ht = −Bh−Bψt; (2.3b)

h|Σ ≡ 0 in Σ. (2.3c)
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where ∆ψt is rewritten as −Bψt, since ψt|Σ = 0 by (2.1c). Its solution is

h(t) = −
∫ t

0

e−B(t−τ)Bψt(τ)dτ (2.4)

= −
∫ t

0

B
1
4 e−B(t−τ)B

3
4ψt(τ)dτ ∈ Lp(0, T ;D(B

3
4 ) = H

3
2
0 (Ω))

∩ C([0, T ];D(B
3
4−ε)), n = 2 (2.5a)

ht(t) ∈ Lp(0, T ; [D(B
1
4 )]′ ≡ [H

1
2
00(Ω)]′), (2.5b)

for any ε > 0, and for all 1 < p < ∞. The regularity in (2.5a) follows from
the general regularity result (1.18) and (1.19) via B

3
4ψt = (B

3
4A− 3

8 )A
3
8ψt ∈

C([0, T ];L2(Ω)) ⊂ Lp(0, T ;L2(Ω)) (n = 2), see (2.2b) and (1.7b). The case for
n = 2 is not using ψt in an optimal way. See Remark 2.1 below.

Remark 2.1. For n = 2, the regularity in (2.5a) appears to be optimal, even

though we only used ψt ∈ C([0, T ];D(B
3
4 ) ≡ H

3
2
0 (Ω)) rather than the slightly

sharper ψt ∈ C([0, T ];D(A
3
8 ) ≡ H

3
2
00(Ω)), given by (2.2b). For n = 2, the desirable

regularity h ∈ Lp(0, T ;D(A
3
8 ) ≡ H

3
2
00(Ω)) appears to be false. This subtle difference

on the boundary conditions between H
3
2
0 (Ω) and H

3
2
00(Ω) had the negative impact

in the semigroup approach of [31] by forcing the use of (1.16) for s = 1
2 − ε – that

is, (1.18) – and a consequent loss of “ε,” in the regularity of {z, zt, q} below in
(2.10), hence of {w,wt} for n = 2. Instead, if it were true that

h ∈ Lp(0, T ;D(A
3
8 ) ≡ H

3
2
00(Ω)), 1 < p <∞, n = 2, (2.5c)

we would be allowed to use (1.15) for s = 1
2 , in (2.10). But (2.5c) is not true.

2.2. The reduced {z, q}-problem

Setting new variables as in [30, Eqn. (2.12)], [31, Eqn. (2.9)]

z = w − ψ; q = θ − h, (2.6)

we likewise readily find from (1.1), (2.1), (2.3) that {z, q} solves the following
thermoelastic problem

ztt − γ∆ztt + ∆2z + ∆q = −∆h in Q; (2.7a)

qt −∆q −∆zt = 0 in Q; (2.7b)





z(0, · ) = 0; zt(0, · ) = 0; q(0, · ) = 0 in Ω; (2.7c)

z|Σ ≡ 0;
∂z

∂ν

∣∣∣∣
Σ

≡ 0; q|Σ = 0 in Σ, (2.7d)
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with the term −∆h = Bh known via problem (2.3). Recall the operator Aγ in
(1.14): the abstract version of problem (2.7) is (with Bγ = (I + γB)):

{
(I + γB)ztt +Az −Bq = Bh;

qt +Bq +Bzt = 0,
or

d

dt



z

zt

q


 = −Aγ



z

zt

q


+




0

B−1
γ Bh

0


 .

(2.8)
The solution {z, zt, q} of problem (2.8) with zero I.C. is




z(t)

zt(t)

q(t)


 =

∫ t

0

e−Aγ(t−τ)




0

B−1
γ Bh(τ)

0


 dτ, (2.9)

where we seek to show well-posedness and regularity of (2.9).

Remark 2.2. (the ‘ε−’ loss in regularity.) For the case n = 2, [31, Eqn. (2.14)]
obtained, with ε > 0 arbitrary, and recalling (1.18) and (1.15) for s = 1

2 − ε:


z(t)

zt(t)

q(t)


 ∈ C([0, T ];D(A

1
2−ε
γ ))

= C


[0, T ];




D(A
5
8− ε

4 ) ≡ H 5
2−ε(Ω) ∩H2

0 (Ω)

D(A
3
8− ε

4 ) ≡ H
3
2−ε
0 (Ω) = D(B

3
4− ε

2 )

D(B
1
2−ε) = H1−2ε

0 (Ω)





 , n = 2.

(2.10a)

(2.10b)

(2.10c)

Indeed, (2.10) follows from (2.9), and Proposition 1.4, via the (critical) fact that
by (2.5a) (n = 2), we have a fortiori

B−1
γ Bh ∈ Lp(0, T ;D(B

3
4− ε

2 ) = D(A
3
8− ε

4 )), n = 2, (2.10d)

and thus, by (1.18), with 1 < p <∞, B−1
γ B = 1

γ I −B−1
γ :




0

B−1
γ Bh

0


 ∈ Lp(0, T ;D(A

1
2−ε
γ )), n = 2. (2.11)

Moreover, eAγt restricts to a s.c. semigroup on D(Asγ). Then, (2.11) yields (2.10),
via Proposition 1.2.

Remark 2.3. We note that, in the above argument after [31], in the case n = 2,
the loss of ε > 0 suffered in (2.11) was incurred in order to force B−1

γ Bh into the
second component space of the domain of the ‘largest’ fractional power of Aγ , see

(1.16). Since D(A
3
8 ) = H

3
2
00(Ω) �D(B

3
4 ) = H

3
2
0 (Ω) = H

3
2 (Ω) ∩ H1

0 (Ω), see (1.5),
with a strictly finer topology [24, Thm. 11.7, p. 66], then the vector [0, B−1

γ Bh, 0] /∈
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D(A
1
2
γ ), see (1.16), or (1.18); while, instead, [0, B−1

γ Bh, 0] ∈ D(A
1
2−ε
γ ), ∀ ε > 0, see

(1.18).
This obstacle was resolved in [32] by using a radically different, technical

boundary → interior approach. In the present paper, we overcome this difficulty
by a new strategy which is introduced in the next section. It is a novel interior →
interior strategy.

3. New strategy for the proof of the main theorem 1.2

From now on, the proof is quite different from that of [31], or [32]: the first led
to optimal results for n = 1, n = 3, but incurred in a loss of ε > 0 for n = 2
(Remark 2.3 and Remark 2.1). The second obtained the required optimal regularity
of the {z, q}-problem by using a radically different, technical boundary → interior
approach. In the present paper, we use the trick displayed in (3.11), (3.12) which
requires the new regularity result (3.13). Establishing (3.13) is a delicate issue
which, in turn, requires the peculiar interpolation result (3.27), whose proof is
given in the Appendix.

Step 1. We start with equation (2.9) above:



z(t)

zt(t)

q(t)


 =

∫ t

0

e−Aγ(t−τ)




0

B−1
γ Bh(τ)

0


 dτ, (3.1)

where B−1
γ B acts ‘like’ the identity. By the regularity in (2.5a),

B−1
γ Bh, h ∈ Lp(0, T ;D(B

3
4 ) = H

3
2
0 (Ω)) (3.2)

and as such

h /∈ Lp(0, T ;D(A
3
8 ) = H

3
2
00(Ω)) (3.3)

and, as explained in Remark 2.1, herein lies the obstacle. We want to show that



z(t)

zt(t)

q(t)


 ∈ C([0, T ];D(A

1
2
γ )) (3.4)

where by (1.15) with s = 1
2

D(A
1
2
γ ) = D(A

5
8 )×D(A

3
8 )×D(B

1
2 ) (3.5)

but (3.3) does not allow us to claim (3.4) directly from (3.1) and (3.5).
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Step 2. Instead, we will use a trick developed in [23] in which we will return to
−Aγ given by (1.13):

−Aγ =




0 I 0

−B−1
γ A 0 B−1

γ B

0 −B −B


 (3.6)

and verify that



0

B−1
γ Bh(·)

0


 =




0 I 0

−B−1
γ A 0 B−1

γ B

0 −B −B






−A−1Bh(·)

0

0


 (3.7)

or

A
−1
γ




0

B−1
γ Bh(·)

0


 =



A−1Bh(·)

0

0


 (3.8)

note that
A−1Bh = A− 7

8 (A− 1
8B

1
4 )B

3
4h (3.9)

Since D(A
1
8 ) = D(B

1
4 ) by (1.6), (A− 1

8B
1
4 ) is an isomorphism, and B

3
4h ∈

Lp(0, T ;L2(Ω)) by (3.2). So, clearly, we have

A−1Bh ∈ Lp(0, T ;D(A
7
8 )) (3.10)

We can rewrite (3.1) as



z(t)

zt(t)

q(t)


 =

∫ t

0

Aγe
−Aγ(t−τ)

A
−1
γ




0

B−1
γ Bh(τ)

0


 dτ (3.11)

=
∫ t

0

Aγe
−Aγ(t−τ)



A−1Bh(τ)

0

0


 dτ (3.12)

where application of (3.8) allows us to go from (3.11) to (3.12) and the term
A−1Bh ∈ Lp(0, T ;D(A

7
8 )) by (3.10). The question is: to which domain of fractional

powerD(Ar) does the vector on the right-hand side of (3.12) belong? We shall show
below that

A−1Bh(τ)

0

0


 ∈ Lp(0, T ;D(A

3
2
γ )), or A

3
2
γ



A−1Bh(τ)

0

0


 ∈ Lp(0, T ;Yγ)

(3.13)
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so that using (3.13) in (3.12) we obtain

A
1
2
γ




z(t)

zt(t)

q(t)


 =

∫ t

0

e−Aγ(t−τ)
A

3
2
γ



A−1Bh(τ)

0

0


 dτ (3.14)

= C([0, T ];Yγ) (3.15)

as desired. Thus, (3.15) proves (3.4), as soon as we establish (3.13).

Step 3 (Proof of (3.13)). To do so, we need first to show that

D(A2
γ) = A−1H⊥ × Y2 × Y3 (3.16)

where Y2, Y3 are some (not specified) spaces and with [21, eq. (4.11)]

A−1H⊥ = D(A
1
2B−1

γ A) ∼= A−1L̃2(Ω) (3.17)

where, as in [21, eqns. (2.5), (2.6), p. 448] and also at the end of Section 1.2:

H ≡
{
h ∈ L2(Ω) : (1− γ∆)h = 0 in H−2(Ω)

}
= N {(1− γ∆)} (3.18)

H⊥ ≡
{
f ∈ L2(Ω) : (f, h)L2(Ω) = 0, ∀h ∈ H

}
(3.19)

L2(Ω) = H+H⊥ orthogonal sum; L̃2(Ω) ∼= L2(Ω)/H . (3.20)

Step 3(i) (Proof of (3.16)): We calculate via (3.6)

AγAγ



x1

x2

x3


 = −Aγ




0 I 0

−B−1
γ A 0 B−1

γ B

0 −B −B






x1

x2

x3


 (3.21)

=




0 I 0

−B−1
γ A 0 B−1

γ B

0 −B −B







x2

−B−1
γ Ax1 +B−1

γ Bx3

−Bx2 −Bx3


 (3.22)

We display only the term of interest, that is, x1. We require that

A
2
γ



x1

x2

x3


 =



−B−1

γ Ax1 +B−1
γ Bx3

· · ·
BB−1

γ Ax1 + · · ·


 ∈ D(A

1
2 )×D(B

1
2
γ )× L2(Ω) = Yγ (3.23)

or
A

1
2B−1

γ Ax1 ∈ L2(Ω) . (3.24)

The (3.24) implies via (3.17) that

x1 ∈ D(A
1
2B−1

γ A) = A−1H⊥, (3.25)

and (3.16) is proved.
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Step 3(ii): Equation (1.15) with s = 1 gives that

D(Aγ) = D(A
3
4 )×D(A

1
2 )×D(B) . (3.26)

Step 3(iii) (Interpolation between (3.16) and (3.26)): First, Proposition 3.1b of [23,
eqn. (3.33)] gives the following interpolation result:

[
A−1H⊥,D(A

3
4 )
]

1
2

= D(A
7
8 ) (3.27)

whose proof is provided in the Appendix. By interpolation between (3.16) and
(3.26), we then obtain via (3.27):

[D(A2
γ),D(Aγ)] 1

2
= D(A

3
2
γ ) = D(A

7
8 )× Ỹ2 × Ỹ3. (3.28)

Finally, (3.10) then implies that


A−1Bh(τ)

0

0


 ∈ Lp(0, T ;D(A

3
2
γ )) (3.29)

and (3.13) is proved. This completes the proof of (3.14), hence of Theorem 1.2,
recalling (1.15) for s = 1

2 .

Appendix A: Proof of (3.27)

Proposition A.1. [Proposition 3.1b of [23]] The following interpolation result holds
true: [

A−1H⊥,D(A
3
4 )
]

1
2

= D(A
7
8 ). (A.1)

To prove the interpolation result (A.1), we shall seek to fall into the setting
of [24, Section 14.3, p. 96–98]. This is an interpolation result between subspaces;
that is, between spaces subject to additional constraints. To this end, let (we use
the notation of [24, Section 14.3]):

X = D(A) ⊂ Φ, X = H⊥ = X̄ ⊂ Ψ, δ = A, (A.2)

so that we may equivalently rewrite A−1H⊥ as

A−1H⊥ = (X)δ,X = {x ∈ X : δx ∈ X}

=
{
x ∈ D(A) : Ax ∈ H⊥} . (A.3)

Similarly, we set

Y = D(A
3
4 ) = Φ, Y =

[
D(A

1
4 )
]′

= Ȳ ≡ Ψ, δ = A, δ ∈ L(Φ; Ψ), (A.4)
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so that δ ∈ L(X ; X̄ ) ∩ L(Y ; Ȳ) as well and we may equivalently rewrite D(A
3
4 ) as

D(A
3
4 ) = (Y )δ,Y = {y ∈ Y : δy ∈ Y}

=
{
y ∈ D(A

3
4 ) : Ay ∈

[
D(A

1
4 )
]′}

. (A.5)

In (A.4), (A.5), [ · ]′ denotes duality with respect to L2(Ω) as a pivot space. Then,
our original object

[
A− 1

2H⊥,D(A
3
4 )
]

1
2

is accordingly equivalently rewritten via

(A.3) and (A.4) as [
A− 1

2H⊥,D(A
3
4 )
]

1
2

= [(X)δ,X , (Y )δ,Y ] 1
2
. (A.6)

Finally, to verify the remaining assumption in [24, Eqn. (14.23)(iii)], we take G =
A−1, χ ∈ X̄ + Ȳ = [D(A

1
4 )]′, and r = 0. We can now appeal to [24, Theorem 14.3

p. 97] to get[
A− 1

2H⊥,D(A
3
4 )
]

1
2

= [(X)δ,X , (Y )δ,Y ] 1
2

=
(
[X,Y ] 1

2

)
δ,[X ,Y]1

2

. (A.7)

But from (A.2) and (A.4), we compute

[X,Y ] 1
2

=
[
D(A),D(A

3
4 )
]

1
2

= D(A
7
8 ). (A.8)

as desired. Via (A.7) and (A.8), our sought after conclusion (A.1) will be estab-
lished, as soon as we verify that the required constraint

δ
(
[X,Y ] 1

2

)
∈ [X ,Y] 1

2
(A.9)

is automatically satisfied. Via (A.8) and δ = A, X = H⊥ and Y = [D(A
1
4 )]′ in

(A.2),(A.4), we re-write the terms in (A.9) explicitly as

δ
(
[X,Y ] 1

2

)
= AD(A

7
8 ) = [D(A

1
8 )]′; (A.10)

[X ,Y] 1
2

=
[
H⊥, [D(A

1
4 )]′

]
1
2

=
[
D(A

1
4 ), (H⊥)′

]′
1
2

. (A.11)

where in the last step we have invoked the duality result [24, Theorem 6.2, p.
29]. In conclusion, via (A.10) and (A.11), verifying the validity of statement (A.9)
means establishing that

[
D(A

1
8 )
]′
⊂
[
D(A

1
4 ), (H⊥)′

]′
1
2

, (A.12)

where (H⊥)′ denotes duality with respect to the L2(Ω)-topology. In turn (A.12)
is equivalent to [

D(A
1
4 ), (H⊥)′

]
1
2

⊂ D(A
1
8 ) =

[
D(A

1
4 ), L2(Ω)

]
1
2

, (A.13)

which is plainly true. Thus, the required condition (A.9) has been verified. In
conclusion, (A.7), (A.8), (A.9) cumulatively establish the validity of (A.1).
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Paola Loreti and Daniela Sforza

Communicated by F. Bucci and I. Lasiecka

Abstract. We study reachability problems for a class of partial integro-differ-
ential equations arising in viscoelasticity theory. Our approach is based on
the Hilbert Uniqueness Method and nonharmonic analysis techniques.
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1. Introduction

In this work we study reachability problems for the following partial integro-
differential equations

utt(t, x)−�u(t, x) + β

∫ t

0

e−η(t−s)�u(s, x)ds = 0 , t ∈ (0, T ) , x ∈ Ω, (1.1)

where� denotes the Laplace operator in an open ball Ω of radius R in R
N (N ≥ 2)

and 0 < β < η. The solution u of (1.1) is subject to null initial data

u(0, x) = ut(0, x) = 0, x ∈ Ω , (1.2)

and boundary conditions

u(t, x) = g(t, x) t ∈ [0, T ] , x ∈ ∂Ω , (1.3)

where ∂Ω denotes the boundary of Ω.
If we consider g as a control function, our reachability problem consists in

proving the existence of g ∈ L2((0, T )×∂Ω) such that a weak solution of equation
(1.1), subject to boundary conditions (1.3), moves from the null state to a given
one in finite control time. To be more precise, we adopt the same definition of
reachability problems for systems with memory given by several authors in the
literature, see for example [17, 6, 7, 11, 13, 14, 20, 21]. Indeed, we mean the
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following: given T > 0, u0 ∈ L2(Ω) and u1 ∈ H−1(Ω), find g ∈ L2((0, T ) × ∂Ω)
such that the weak solution u ∈ C([0, T ], L2(Ω)) ∩ C1([0, T ], H−1(Ω)) of problem
(1.1)–(1.3) verifies the final conditions

u(T, x) = u0(x) , ut(T, x) = u1(x) , x ∈ Ω . (1.4)

Our goal is to achieve such result without any smallness assumption on the convo-
lution kernel, as suggested by J.-L. Lions in [17, p. 258]. Moreover, due to the finite
speed of propagation, we expect that the controllability time T will be sufficiently
large. Indeed, we will find that T > 2, see Theorem 7.1. The one-dimensional case
N = 1 has been studied in [18, 19].

As it is well known, a common way for studying exact controllability problems
is the so-called Hilbert Uniqueness Method, see [10, 15, 16, 17]. We will apply this
method to equation (1.1). The HUM method is based on a “uniqueness theorem”
for the adjoint problem. To prove such uniqueness theorem we employ some typical
techniques of nonharmonic analysis, see [26]. This approach relies on Fourier series
development for the solution of the adjoint problem, that exhibits an expansion
of type (6.4) below. In this framework Ingham type estimates (see [5]) play an
important role. Indeed, if we apply to functions (6.4) inverse and direct inequalities
obtained in [18, 19] (see Theorems 3.1 and 3.2) then we are able to prove our
reachability result.

To sum up, our approach is based on nonharmonic analysis, in particular on
Ingham type estimates, which could be of interest in themselves. However, our
methodology brings about some restrictions on the convolution kernel. We refer to
[22] for exact boundary controllability for the Gurtin-Pipkin heat equation with
more general kernels. That first-order equation leads to a second-order problem
similar to ours, but with only one reachability condition on the final data. In
our approach, we are able to handle both conditions: on state and on speed. In
addition, we also obtain a sharp estimate for the controllability time, which is not
present in [22] due to the more general setting.

Exponential kernels arise in linear viscoelasticity theory, such as in the ana-
lysis of Maxwell fluids or Poynting-Thomson solids, see, e.g., [23, 25]. For other
references in viscoelasticity theory see the seminal papers of Dafermos [1, 2] and
[24, 12].

Other papers related to our problem are [3, 14, 27, 28], where the approach
is not of Ingham type.

The plan of our paper is the following. In Section 2 we give some preliminary
results. In Section 3 we recall Ingham type theorems. In Section 4 we describe the
HUM method. In Section 5 we recall some known facts concerning the eigenfunc-
tions of the Laplace operator in a ball. In Section 6 we show that the solution of
the adjoint problem can be written as a Fourier series. Finally, in Section 7 we
give our reachability result.
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2. Preliminaries

For any T ∈ (0,∞), we denote by L1(0, T ) the usual spaces of measurable functions
u : (0, T )→ R such that one has

‖u‖1 :=
∫ T

0

|u(t)| dt <∞ .

We denote by L1
loc(0,∞) the space of functions belonging to L1(0, T ) for any

T ∈ (0,∞).
Classical results for integral equations (see, e.g., [4, Theorem 2.3.5]) ensure

that, for any kernel k ∈ L1
loc(0,∞) and any v ∈ L1

loc(0,∞), the problem

u(t)− k ∗ u(t) = v(t), t ≥ 0 , (2.1)

admits a unique solution u ∈ L1
loc(0,∞). In particular, there is a unique solution

�k ∈ L1
loc(0,∞) of

�k(t)− k ∗ �k(t) = k(t), t ≥ 0 . (2.2)

Such a solution is called the resolvent kernel of k. Furthermore, the solution u of
(2.1) is given by the variation of constants formula

u(t) = v(t) + �k ∗ v(t), t ≥ 0 , (2.3)

where �k is the resolvent kernel of k. We recall the following result, see, e.g., [19,
Lemma 2.1].

Lemma 2.1. Given k ∈ L1
loc(0,∞) and v ∈ L1(0, T ), T > 0, a function u ∈ L1(0, T )

is a solution of

u(t)−
∫ T

t

k(s− t)u(s)ds = v(t) a.e. t ∈ (0, T ) ,

if and only if

u(t) = v(t) +
∫ T

t

�k(s− t)v(s) ds a.e. t ∈ (0, T ) ,

where �k is the resolvent kernel of k.

Let Ω be an open ball Ω of radius R in RN (N ≥ 2). In the following we
consider L2(Ω) and H1

0 (Ω) endowed with the standard norms

‖u‖2 =
∫

Ω

|u(x)|2 dx , ‖u‖2H1
0(Ω) =

∫

Ω

|∇u(x)|2 dx ,

and H−1(Ω) is endowed with the dual norm of ‖ · ‖H1
0 (Ω).
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3. Ingham type theorems

In [19, Theorems 1.1 and 1.2] Ingham type inverse and direct inequalities have
been proved. In this section we recall those results, presented them in a slight
different formulation.

In the following two theorems we consider functions of the type

t �→
∞∑
n=1

(
Rne

rnt + Cne
iωnt + Cne

−iωnt
)

t ≥ 0

with rn, Rn ∈ R and ωn , Cn ∈ C such that the sequences {rn}, {$ωn} are bounded
and

∞∑
n=1

|Rn|2 < +∞ ,

∞∑
n=1

|Cn|2 < +∞ .

Theorem 3.1. Let {ωn}n∈N and {rn}n∈N be sequences of pairwise distinct numbers
such that rn �= iωm for any n ,m ∈ N. Assume

lim inf
n→∞ (�ωn+1 −�ωn) = γ > 0 ,

lim
n→∞$ωn = α , rn ≤ −$ωn ∀ n ≥ n′ ,

|Rn| ≤
µ

nν
|Cn| ∀ n ≥ n′ , |Rn| ≤ µ|Cn| ∀ n ≤ n′ ,

for some n′ ∈ N, α ∈ R, µ > 0 and ν > 1/2. Then, for any T > 2π/γ we have

∫ T

0

∣∣∣
∞∑
n=1

(
Rne

rnt + Cne
iωnt + Cne

−iωnt
)∣∣∣

2

dt ≥ c1(T )
∞∑
n=1

|Cn|2 , (3.1)

where c1(T ) is a positive constant.

Theorem 3.2. Assume

lim inf
n→∞ (�ωn+1 −�ωn) = γ > 0 ,

lim
n→∞$ωn = α ,

|Rn| ≤
µ

|n|ν |Cn| ∀ n ≥ n
′ , |Rn| ≤ µ|Cn| ∀ n ≤ n′ ,

for some n′ ∈ N, α ∈ R, µ > 0 and ν > 1/2. Then, for any T > π/γ we have

∫ T

−T

∣∣∣
∞∑
n=1

(
Rne

rnt + Cne
iωnt + Cne

−iωnt
)∣∣∣

2

dt ≤ c2(T )
∞∑
n=1

|Cn|2 , (3.2)

where c2(T ) is a positive constant .
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4. Hilbert Uniqueness Method

To render the paper self-contained, in this section we describe the Hilbert Unique-
ness Method.

To begin, we consider the integro-differential equation

utt(t, x)−�u(t) +
∫ t

0

k(t− s)�u(s, x)ds = 0 t ∈ (0, T ) , x ∈ Ω , (4.1)

where k ∈ L1
loc(0,∞), with null initial conditions

u(0, x) = ut(0, x) = 0 x ∈ Ω , (4.2)

and boundary conditions

u(t, x) = g(t, x) t ∈ (0, T ) , x ∈ ∂Ω . (4.3)

For a reachability problem we mean the following: given T > 0, u0 ∈ L2(Ω) and
u1 ∈ H−1(Ω), find g ∈ L2((0, T )× ∂Ω) such that the weak solution u of problem
(4.1)-(4.3) verifies the final conditions

u(T, x) = u0(x) , ut(T, x) = u1(x) . (4.4)

To explain how we can solve a reachability problem by the HUM method, we
proceed as follows.

Given z0 ∈ C∞
c (Ω) and z1 ∈ C∞

c (Ω), we introduce the adjoint equation of
(4.1), that is

ztt(t, x) −�z(t, x) +
∫ T

t

k(s− t)�z(s, x)ds = 0 t ∈ [0, T ] , x ∈ Ω , (4.5)

z(t, x) = 0 t ∈ [0, T ] x ∈ ∂Ω , (4.6)

with final data
z(T, ·) = z0 , zt(T, ·) = z1 . (4.7)

The above problem is well posed, see, e.g., [23].
If we denote by ν the outward unit normal vector to ∂Ω and ∂νz(t, x) the

normal derivative of z, we consider the problem

ϕtt(t, x)−�ϕ(t, x) +
∫ t

0

k(t− s)�ϕ(s, x)ds = 0 t ∈ [0, T ] , x ∈ Ω ,


ϕ(t, x) = ∂νz(t, x)−

∫ T

t

k(s− t)∂νz(s, x)ds t ∈ [0, T ] x ∈ ∂Ω ,

ϕ(0, ·) = ϕt(0, ·) = 0 . (4.8)

It can be proved as in the non integral case that non homogeneous problem
(4.8) admits a unique solution ϕ. Then, we can define the linear operator

Ψ(z0, z1) = (−ϕt(T, ·), ϕ(T, ·)) , (z0, z1) ∈ C∞
c (Ω)× C∞

c (Ω) . (4.9)
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Let (ξ0, ξ1) ∈ C∞
c (Ω)× C∞

c (Ω) and ξ the solution of

ξtt(t, x)−�ξ(t, x) +
∫ T

t

k(s− t)�ξ(s, x)ds = 0 t ∈ [0, T ] , x ∈ Ω ,



ξ(t, x) = 0 t ∈ [0, T ] x ∈ ∂Ω ,

ξ(T, ·) = ξ0 , ξt(T, ·) = ξ1 . (4.10)

We prove that

〈Ψ(z0, z1), (ξ0, ξ1)〉

=
∫ T

0

∫

∂Ω

ϕ(t, x)
(
∂νξ(t, x)−

∫ T

t

k(s− t)∂νξ(s, x)ds
)
dxdt . (4.11)

Indeed, multiplying the equation in (4.8) by ξ(t, x) and integrating on [0, T ]× Ω
we have∫ T

0

∫

Ω

ϕtt(t, x)ξ(t, x) dx dt−
∫ T

0

∫

Ω

�ϕ(t, x)ξ(t, x) dx dt

+
∫ T

0

∫

Ω

∫ t

0

k(t− s)�ϕ(s, x) ds ξ(t, x) dx dt = 0 .

If we take into account that
∫ T

0

∫ t

0

k(t− s)�ϕ(s, x) ds ξ(t, x) dt =
∫ T

0

�ϕ(s, x)
∫ T

s

k(t− s) ξ(t, x) dt ds

and integrate by parts twice both respect to t and respect to x, then we have∫

Ω

ϕt(T, x)ξ(T, x) dx −
∫

Ω

ϕ(T, x)ξt(T, x) dx

+
∫ T

0

∫

Ω

ϕ(t, x)
(
ξtt(t, x)−�ξ(t, x) +

∫ T

t

k(s− t)�ξ(s, x)ds
)
dx dt

+
∫ T

0

∫

∂Ω

ϕ(t, x)∂νξ(t, x) dx dt

−
∫ T

0

∫

∂Ω

ϕ(t, x)
∫ T

t

k(s− t)∂νξ(s, x)ds dxdt = 0 .

Since ξ is the solution of (4.10), we have that (4.11) holds.
Now, taking (ξ0, ξ1) = (z0, z1) in (4.11), we have

〈Ψ(z0, z1), (z0, z1)〉 =
∫ T

0

∫

∂Ω

∣∣∣∂νz(t, x)−
∫ T

t

k(s− t)∂νz(s, x)ds
∣∣∣
2

dxdt . (4.12)

So, we can introduce the semi-norm

‖(z0, z1)‖F :=
(∫ T

0

∫

∂Ω

∣∣∣∂νz(t, x)−
∫ T

t

k(s− t)∂νz(s, x)ds
∣∣∣
2

dxdt
)1/2

(4.13)

for any (z0, z1) ∈ C∞
c (Ω)× C∞

c (Ω).
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In view of Lemma 2.1 ‖ · ‖F is a norm if and only if the following uniqueness
theorem holds.

Theorem 4.1. If z is the solution of problem (4.5)–(4.7) such that

∂νz(t, x) = 0 , ∀(t, x) ∈ [0, T ]× ∂Ω ,
then

z(t, x) = 0 ∀(t, x) ∈ [0, T ]× Ω .

If Theorem 4.1 holds true, then we can define the Hilbert space F as the
completion of C∞

c (Ω) × C∞
c (Ω) for the norm (4.13). Moreover, the operator Ψ

extends uniquely to a continuous operator, denoted again by Ψ, from F to the
dual space F ′ in such a way that Ψ : F → F ′ is an isomorphism.

In conclusion, if we prove a uniqueness result as Theorem 4.1 and

F = H1
0 (Ω)× L2(Ω),

then we can solve the reachability problem (4.1)–(4.4).

5. The eigenfunctions of the Laplace operator in a ball

In this section we first recall some basic facts regarding Bessel type functions (see,
e.g., [9]), which will be useful to treat the eigenfunctions of the Laplace operator
in a ball.

Let us introduce the Bessel functions of any real order p by the formula

Jp(x) =
∞∑
j=0

(−1)j

j!Γ(p+ j + 1)

(x
2

)p+2j

x ≥ 0 , (5.1)

where Γ is the gamma function.

Lemma 5.1. Let p be a nonnegative real number. The following equality holds for
every positive real number c:

2c2
∫ 1

0

r|Jp(cr)|2 dr = c2|J ′
p(c)|2 + (c2 − p2)|Jp(c)|2 . (5.2)

As for the location of the zeros of the Bessel functions, the following result
holds.

Proposition 5.2.

(a) For any given real number p, the positive zeros of Jp(x) are simple and they
form an infinite strictly increasing sequence {λn} tending to infinity.

(b) The difference sequence {λn+1 − λn} converges to π.
(c) The sequence {λn+1−λn} is strictly decreasing if |p| > 1/2, strictly increasing

if |p| < 1/2 and constant if p = ±1/2.
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We may assume without loss of generality that Ω is the unit ball of RN : the
general case then follows easily by a linear change of variables. We shall consider
the case N ≥ 2. Let us also recall that the spherical harmonics of order m ∈ N are
the restrictions to the unit sphere ∂Ω of the homogeneous polynomials of order m.

Lemma 5.3. The spherical harmonics of order m ∈ N form a finite-dimensional
subspace Sm in L2(∂Ω). These subspaces are mutually orthogonal and their linear
hull is dense in L2(∂Ω).

By using hyperspherical coordinates (ρ, θ) with 0 ≤ ρ ≤ 1 and θ ∈ ∂Ω, we
can describe the eigenfunctions of the Laplace operator.

Proposition 5.4. The eigenfunctions of −� with the homogeneous Dirichlet bound-
ary condition are the functions

Emk(ρ, θ) := ρ1−N
2 Jm−1+ N

2
(λmkρ)Hm(θ) , (5.3)

where m ∈ N ∪ {0}, k ∈ N, Hm ∈ Sm and for each m we denote by {λmk}k∈N the
strictly increasing sequence of positive zeros of the Bessel function Jm−1+ N

2
(x).

The corresponding eigenvalue of the eigenfunction Emk(ρ, θ) is λ2
mk.

6. Fourier series of the solution

Let Ω be the unit ball of R
N , N ≥ 2, and T > 0. For any v0 ∈ H1

0 (Ω) and
v1 ∈ L2(Ω) there exists a unique weak solution v belonging to C([0, T ];H1

0 (Ω))∩
C1([0, T ];L2(Ω)) of equation

vtt(t, x)−�v(t, x)+β

∫ t

0

e−η(t−s)�v(s, x)ds = 0 , t ∈ (0, T ), x ∈ Ω , (6.1)

verifying the Dirichlet boundary condition

v(t, x) = 0 t ∈ (0, T ), x ∈ ∂Ω , (6.2)

and the initial conditions

v(0, ·) = v0 , vt(0, ·) = v1 . (6.3)

If we expand the initial data v0 and v1 according to the eigenfunctions Emk of −�
with the homogeneous Dirichlet boundary condition, see (5.3), then we obtain the
expressions

v0(ρ, θ) =
∞∑
m=0

∞∑
k=1

αmkEmk(ρ, θ) , ‖v0‖2H1
0 (Ω) =

∞∑
m=0

∞∑
k=1

α2
mkλ

2
mk‖Emk‖2 ,

v1(ρ, θ) =
∞∑
m=0

∞∑
k=1

γmkEmk(ρ, θ) , ‖v1‖2 =
∞∑
m=0

∞∑
k=1

γ2
mk‖Emk‖2 .
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Repeating an analogous procedure to that followed in [19, Section 6], we can write
the solution of problem (6.1)–(6.3) as the Fourier series,

v(t, ρ, θ) =
∞∑
m=0

∞∑
k=1

(Rmkermkt + Cmke
iωmkt + Cmke

−iωmkt)Emk(ρ, θ) , (6.4)

for any t ∈ [0, T ], 0 ≤ ρ ≤ 1 and θ ∈ ∂Ω. In the above formula rmk , Rmk ∈ R and
ωmk , Cmk ∈ C are defined by

rmk = β − η − β(β − η)2
λ2
mk

+O
( 1
λ3
mk

)
, (6.5)

Rmk =
αmkβ

2 − αmkηβ + γmkβ +O
(

1
λ2

mk

)

1 + (η2 + 3β2 − 4ηβ) 1
λ2

mk
+O

(
1

λ4
mk

) 1
λ2
mk

, (6.6)

ωmk = λmk +
β

2

(3
4
β − η

) 1
λmk

+O
( 1
λ3
mk

)
+ i

[β
2
− β(β − η)2

2λ2
mk

+O
( 1
λ3
mk

)]
,

(6.7)

Cmk =
αmkλ

2
mk + γmk(β2 − η) + αmk(β − η)β2 + αmkO

(
1

λ2
mk

)
+ γmkO

(
1

λ2
mk

)

2λ2
mk + 3

2β
2 − 2βη +O

(
1

λ2
mk

)
− i

[
(2η − 3β)λmk +O

(
1

λmk

)]

−
i
[
(γmk − αmkβ + αmkη)λmk + αmkO

(
1

λmk

)
+ γmkO

(
1

λmk

)]

2λ2
mk + 3

2β
2 − 2βη +O

(
1

λ2
mk

)
− i

[
(2η − 3β)λmk +O

(
1

λmk

)] . (6.8)

Moreover, there exist some constants c1 , c2 > 0 such that, for any m ∈ N ∪ {0}
and sufficiently large k, one has

c1

(
α2
mkλ

2
mk + γ2

mk

)
≤ λ2

mk|Cmk|2 ≤ c2
(
α2
mkλ

2
mk + γ2

mk

)
. (6.9)

7. A reachability result

In this section we will show our reachability result.

Theorem 7.1. Let η > 3β/2. For any T > 2, u0 ∈ L2(Ω) and u1 ∈ H−1(Ω)
there exists g ∈ L2((0, T )× ∂Ω) such that the weak solution u ∈ C([0, T ], L2(Ω))∩
C1([0, T ], H−1(Ω)) of problem

utt(t, x)−�u(t, x) + β

∫ t

0

e−η(t−s)�u(s, x)ds = 0 , t ∈ (0, T ), x ∈ Ω,



u(0, x) = ut(0, x) = 0, x ∈ Ω,

u(t, x) = g(t, x) , t ∈ (0, T ), x ∈ ∂Ω, (7.1)
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verifies the final conditions

u(T, x) = u0(x) , ut(T, x) = u1(x) , x ∈ Ω . (7.2)

Proof. To prove our claim, we apply the HUM method described in Section 4.
First, we consider the adjoint equation of (7.1), that is

ztt(t, x) −�z(t, x) + β

∫ T

t

e−η(s−t)�z(s, x)ds = 0, t ∈ (0, T ), x ∈ Ω , (7.3)

with the Dirichlet boundary condition

z(t, x) = 0 t ∈ (0, T ), x ∈ ∂Ω , (7.4)

and final data
z(T, ·) = z0 , zt(T, ·) = z1 , (7.5)

where z0 ∈ H1
0 (Ω) and z1 ∈ L2(Ω). It is easy to verify that the backward problem

(7.3)–(7.5) is equivalent to a Cauchy problem of the type (6.1)–(6.3) with v(t, x) =
z(T−t, x). Therefore, we can apply the conclusions of the previous section to write
the solution z(t, x) of the adjoint problem as a Fourier series. Indeed, we expand
the final data z0 and z1 according to the eigenfunctions Emk of −� with the
homogeneous Dirichlet boundary condition: by using hyperspherical coordinates
(ρ, θ) with 0 ≤ ρ ≤ 1 and θ ∈ ∂Ω, we have

z0(ρ, θ) =
∞∑
m=0

∞∑
k=1

αmkEmk(ρ, θ) , ‖z0‖2H1
0(Ω) =

∞∑
m=0

∞∑
k=1

α2
mkλ

2
mk‖Emk‖2 , (7.6)

z1(ρ, θ) =
∞∑
m=0

∞∑
k=1

γmkEmk(ρ, θ) , ‖z1‖2 =
∞∑
m=0

∞∑
k=1

γ2
mk‖Emk‖2 , (7.7)

with

‖Emk‖2 =
∫ 1

0

ρ|Jm−1+ N
2
(λmkρ)|2 dρ

∫

∂Ω

|Hm(θ)|2 dθ . (7.8)

Therefore z can be written as in formula (6.4), that is

z(t, ρ, θ) =
∞∑
m=0

∞∑
k=1

(Rmkermk(T−t)+Cmkeiωmk(T−t)+Cmke−iωmk(T−t))Emk(ρ, θ) ,

t ∈ [0, T ], 0 ≤ ρ ≤ 1 , θ ∈ ∂Ω , (7.9)

where rmk , Rmk , ωmk , Cmk are given by formulas (6.5)–(6.8) respectively. Keeping
in mind that, for any m ∈ N ∪ {0}, λmk are zeros of the Bessel function Jm−1+ N

2
,

it follows that

∂νz(t, 1, θ) =
∞∑
m=0

∞∑
k=1

λmkJ
′
m−1+ N

2
(λmk)Rmkermk(T−t)Hm(θ) (7.10)

+
∞∑
m=0

∞∑
k=1

λmkJ
′
m−1+ N

2
(λmk)(Cmkeiωmk(T−t) + Cmke

−iωmk(T−t))Hm(θ) .
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Since the spherical harmonics of different order are orthogonal in L2(∂Ω) (see
Lemma 5.3) we have

∫

∂Ω

|∂νz(t,1,θ)|2dθ

=
∞∑
m=0

∣∣∣
∞∑
k=1

λmkJ
′
m−1+ N

2
(λmk)(Rmkermk(T−t)+Cmkeiωmk(T−t)+Cmke−iωmk(T−t))

∣∣∣
2

·
∫

∂Ω

|Hm(θ)|2dθ,

whence, integrating from 0 to T , we get

∫ T

0

∫

∂Ω

|∂νz(t, 1, θ)|2dθ dt

=
∞∑
m=0

∫ T

0

∣∣∣
∞∑
k=1

λmkJ
′
m−1+ N

2
(λmk)(Rmkermkt + Cmke

iωmkt + Cmke
−iωmkt)

∣∣∣
2

dt

·
∫

∂Ω

|Hm(θ)|2dθ . (7.11)

Now, we observe that in view of (6.7) one gets

�ωm,k+1−�ωmk = λm,k+1−λmk+
β

2

(
η− 3

4
β
)( 1

λmk
− 1
λm,k+1

)
+O

( 1
λ3
mk

)
.

Taking into account the behavior of zeros of Bessel functions (see Proposition 5.2)
and the assumption η > 3β/2, the numbers ωmk, rmk, λmkJ ′

m−1+ N
2
(λmk)Rmk,

λmkJ
′
m−1+ N

2
(λmk)Cmk verify the conditions of Theorems 3.1 and 3.2. So for any

m ∈ N ∪ {0} we can apply those theorems to the function

∞∑
k=1

λmkJ
′
m−1+ N

2
(λmk)(Rmkermkt + Cmke

iωmkt + Cmke
−iωmkt) .

Indeed, thanks to inequalities (3.1) and (3.2), for any T > 2 we have

c1(T )
∞∑
k=1

λ2
mk|Cmk|2|J ′

m−1+ N
2
(λmk)|2

≤
∫ T

0

∣∣∣
∞∑
k=1

λmkJ
′
m−1+ N

2
(λmk)(Rmkermkt + Cmke

iωmkt + Cmke
−iωmkt)

∣∣∣
2

dt

≤ c2(T )
∞∑
k=1

λ2
mk|Cmk|2|J ′

m−1+ N
2
(λmk)|2 .
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By (7.11), in view of the above inequalities we get

c1(T )
∞∑
m=0

∞∑
k=1

λ2
mk|Cmk|2|J ′

m−1+ N
2
(λmk)|2

∫

∂Ω

|Hm(θ)|2dθ

≤
∫ T

0

∫

∂Ω

|∂νz(t, 1, θ)|2dθ dt

≤ c2(T )
∞∑
m=0

∞∑
k=1

λ2
mk|Cmk|2|J ′

m−1+ N
2
(λmk)|2

∫

∂Ω

|Hm(θ)|2dθ , (7.12)

and hence Theorem 4.1 holds true. In addition, by (5.2), we have

|J ′
m−1+ N

2
(λmk)|2 = 2

∫ 1

0

ρ|Jm−1+ N
2
(λmkρ)|2 dρ ,

so in view of (7.12) and (7.8), we obtain

c1(T )
∞∑
m=0

∞∑
k=1

λ2
mk|Cmk|2‖Emk‖2 ≤

∫ T

0

∫

∂Ω

|∂νz(t, 1, θ)|2dθ dt (7.13)

≤ c2(T )
∞∑
m=0

∞∑
k=1

λ2
mk|Cmk|2‖Emk‖2 .

Eventually, by (7.6), (7.7) and estimates (6.9) we have that

c1(T )(‖z0‖2H1
0 (Ω)+‖z1‖

2) ≤
∫ T

0

∫

∂Ω

|∂νz(t, 1, θ)|2dθ dt ≤ c2(T )(‖z0‖2H1
0 (Ω)+‖z1‖

2) ,

whence it follows that the space F introduced at the end of Section 4 is

H1
0 (Ω)× L2(Ω) .

Since the operator Ψ defined in (4.9) is an isomorphism from H1
0 (Ω) × L2(Ω) to

H−1(Ω) × L2(Ω), if we take u0 ∈ L2(Ω) and u1 ∈ H−1(Ω), then there exists a
unique (z0, z1) ∈ H1

0 (Ω) × L2(Ω) such that Ψ(z0, z1) = (−u1, u0). Denoted by z
the weak solution of problem (7.3)–(7.5) with data z0 and z1 and by u the weak
solution of




utt(t, x) −�u(t, x) + β

∫ t

0

e−η(t−s)�u(s, x)ds = 0 , t ∈ (0, T ), x ∈ Ω,

u(0, x) = ut(0, x) = 0, x ∈ Ω,

u(t, x) = ∂νz(t, x)− β
∫ T

t

e−η(s−t)∂νz(s, x)ds , t ∈ (0, T ), x ∈ ∂Ω,

thanks to the definition of Ψ we have that u verifies the final conditions

u(T, x) = u0(x) , ut(T, x) = u1(x) , x ∈ Ω .

So, our proof is complete. �
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The Schrödinger Flow in a Compact Manifold:
High-frequency Dynamics and Dispersion

Fabricio Macià

Communicated by V. Smyshlyaev

Abstract. We discuss various aspects of the dynamics of the Schrödinger flow
on a compact Riemannian manifold that are related to the behavior of high-
frequency solutions. In particular we show that dispersive (Strichartz) esti-
mates fail on manifolds whose geodesic flow is periodic (thus generalizing a
well-known result for spheres proved via zonal spherical harmonics). We also
address the issue of the validity of observability estimates. We show that the
geometric control condition is necessary in manifolds with periodic geodesic
flow and we give a new, geometric, proof of a result of Jaffard on the observ-
ability for the Schrödinger flow on the two-torus. All our proofs are based on
the study of the structure of semiclassical (Wigner) measures corresponding
to solutions to the Schrödinger equation.

Mathematics Subject Classification (2000). Primary 35Q40; Secondary 58J40.

Keywords. Schrödinger equation, Zoll manifolds, semiclassical measures, dis-
persive (Strichartz) estimates, observability estimates.

1. Introduction

Let (M, g) be a compact, smooth Riemannian manifold. The Schrödinger flow
on (M, g) associates to an initial datum u0 ∈ L2 (M) the solution u (t, ·) to the
Schrödinger equation:{

i∂tu (t, x) + ∆xu (t, x) = 0, (t, x) ∈ R×M,

u|t=0 = u0.
(1.1)

Above, ∆x denotes the Laplace-Beltrami operator corresponding to (M, g). Since
M is compact, the spectrum of −∆x consists of eigenvalues 0 = λ0 < λ1 ≤ λ2 . . .

This research has been supported by grants MTM2007-61755 (MEC) and Santander-Complutense
34/07-15844.
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that tend to infinity. We shall denote by (ψλn)n∈N
an orthonormal basis of L2 (M)

consisting of eigenfunctions −∆xψλn = λnψλn . One has u (t, ·) = eit∆xu0 and the
following spectral representation holds:

eit∆xu0 =
∑
n∈N

e−iλntû0 (λn)ψλn , provided u0 =
∑
n∈N

û0 (λn)ψλn . (1.2)

Two direct consequences may be extracted from this formula. First, that the dy-
namics of the Schrödinger flow is almost-periodic; second, that the L2 (M)-norm is
conserved by eit∆x . Note that both these properties hold regardless of the specific
geometry of (M, g).

Another dynamical feature of eit∆x that is not so easily interpreted from
(1.2) is its dispersive character. The high-frequency modes of a solution to the
Schrödinger equation travel at a higher speed than their low-frequency counter-
parts.1 This results in a regularizing effect on the singularities of the initial datum,
which is usually quantified through dispersive estimates (also known as Strichartz
estimates) of the type:∥∥eit∆xu0

∥∥
Lp([0,1]×M)

≤ C ‖u0‖Hs(M) . (1.3)

Such an estimate is known to hold for M = R
d when p = p0 (d) := 2 (2 + d) /d

and s = 0. For a general d-dimensional compact manifold M , Burq, Gérard and
Tzvetkov [3] have shown that (1.3) also holds for p = p0 (d) but with s = 1/p
(which is half the exponent given by the Sobolev embedding theorem).

This value of s is not optimal in general; in fact, the infimum s (p,M) of the
values s for which (1.3) holds is a quantity that depends heavily on the specific
geometry of the manifold M considered. For instance, when M is the flat torus
Td, Bourgain has shown [2] that s

(
p0 (d) ,Td

)
= 0 for d = 1, 2 (although the

estimate is actually false for s = 0), and it holds for d = 1, p = 4, s = 0 as
shown by Zygmund [32]. When (M, g) has periodic geodesic flow, (1.3) holds for
p = 4, s > d/4−1/2 and d ≥ 3 (s > 1/8 if d = 2), which is again smaller than 1/p.
Moreover, these values are optimal on standard spheres Sd; these results are proved
in [3]. These considerations can be interpreted as the fact that the dispersive effect
for the Schrödinger flow is stronger on tori than on spheres.

The validity of dispersive estimates is closely related to the high-frequency
behavior of the solutions to (1.1). This behavior is tested on highly oscillatory
sequences of initial data, i.e., sequences

(
uh0
)

whose L2 (M)-norm is concentrated
on frequencies localized towards infinity as h → 0+. Typical examples of such
initial data are (strictly) h-oscillating sequences

(
uh0
)
, which are of the form:

uh0 =
∑

a/h≤√
λn≤b/h

û0 (λn)ψλn , for some b > a > 0, (1.4)

1However, this is readily seen when M is the Euclidean space equipped with the standard metric.

The solution issued from a plane-wave initial datum eiξ·x is precisely eiξ·(x−tξ), which travels at
velocity ξ.
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or those of W.K.B. type, uh0 (x) := eiS0(x)/h for some S0 ∈ C∞ (M). For small h,
the behavior of eit∆xuh0 turns out to be related to the dynamics of the geodesic
flow of (M, g). In particular, up to times t of the order of h, the classical W.K.B.
method gives a very precise description of the structure of these solutions in terms
of propagation along geodesics ofM ; however, it fails to describe the global in time
evolution. A simpler, although more general, approach consists in understanding
the limiting behavior as h→ 0+ of the position densities:

nh (t) :=
∣∣eit∆xuh0

∣∣2 .
This object is physically relevant, in the context of the quantum-classical corre-
spondence principle, as it describes the asymptotic behavior of the position prob-
ability density of a free quantum particle propagating in M . If

(
uh0
)

is bounded in
L2 (M), the measures nh are bounded in L∞ (R;M+ (M)), whereM+ (M) stands
for the set of positive Radon measures on M . Therefore it has at least a weak-∗
accumulation point ν ∈ L∞ (R;M+ (M)); these are sometimes called quantum
limits or defect measures.

It can be shown (see for instance [24]) that the support of ν is a union of
geodesics of M . The precise structure of the set of such accumulation points de-
pends heavily on the particular dynamical properties of the geodesic flow of M .
When it is completely integrable, some results have been obtained in [24, 25] by
identifying the structure of the set of semiclassical (or Wigner) measures corre-
sponding to

(
eit∆xuh0

)
. These are obtained as limits of some microlocal lifts to

T ∗M of the densities nh (t), known as Wigner distributions (a systematic presen-
tation is given in [15, 23, 16, 17, 4], see also Section 2 for precise definitions).2

In Section 3 we shall present a new approach to the structure result of [25] for
semiclassical measures on the flat torus Td.

The knowledge of the structure of the set of quantum limits in M can be
used to show the failure of dispersive estimates (1.3) in the case s = 0. This is due
to the fact that whenever (1.3) holds one has nh ∈ Lp/2 ([0, 1]×M), and the same
holds for any quantum limit ν. In particular, since p/2 ≥ 1, (1.3) implies that
any quantum limit must be absolutely continuous with respect to the Riemannian
measure in M . If one is able to produce a sequence of initial data

(
uh0
)

that gives
a quantum limit which has a nontrivial singular component then no dispersive
estimate may hold for eit∆x in M . We shall apply this strategy to prove, in Section
4, the following result.

Theorem 1.1. Let (M, g) be a manifold with periodic geodesic flow. Then the dis-
persive estimate ∥∥eit∆xu0

∥∥
Lp([0,1]×M)

≤ C ‖u0‖L2(M) (1.5)

fails for every p > 2.

2We refer the reader to [7, 31] for a comparison between the semiclassical measure and the
W.K.B. approaches.
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As was pointed out by the referee, the failure of the dispersive estimate in
this setting can also be obtained combining the optimality of the analogue of the
Strichartz estimates for spectral projectors proved by Sogge (see [30], Corollary
5.1.2) together with the precise spectral results for the Laplacian on manifolds
with periodic geodesic flow by Duistermaat-Guillemin [10] and Colin de Verdière
[8]. This strategy allows to show that estimate (1.5) fails even if the L2-norm is
replaced by a Sobolev norm Hs with s < δ(p), where

δ (p) :=





d−1
2

(
1
2 −

1
p

)
if 2 < p ≤ 2(d+1)

d−1 ,

d
(

1
2 −

1
p

)
− 1

2 if p ≥ 2(d+1)
d−1 ,

denotes Sogge’s exponent.
Note that the approach we used to prove Theorem 1.1 cannot be used to

disprove the dispersive estimate in the case of the flat torus T
2 and 2 < p < 4 =

p0 (2) and s = 0, since every quantum limit is absolutely continuous with respect
to the Lebesgue measure in that case (see [25] for a proof). This suggests that an
eventual failure of the dispersive estimate in this case must be realised by a more
subtle mechanism.

The third and final aspect of the dynamics of the Schrödinger flow we want to
discuss here is related to a quantitative version of the unique continuation property
known as observability. Take T > 0 and an open set U ⊂M ; the Schrödinger flow
eit∆x is said to satisfy the observability property for T and U whenever a constant
C = CT,U > 0 exists such that

‖u0‖2L2(M) ≤ C
∫ T

0

∫

U

∣∣eit∆xu0 (x)
∣∣2 dxdt (1.6)

for every initial datum u0 ∈ L2 (M). Note that the fact that an estimate like (1.6)
holds implies that whenever two solutions to the Schrödinger equation are close to
each other in L2 ((0, T )× U)-norm they must be globally close. In particular, two
solutions that coincide in (0, T )×U must be identical. The observability property
is relevant in Control Theory [22], and Inverse Problems [18].

A sufficient condition for (1.6) to hold was found by Lebeau [20] (see also
[9]). It is the following.

There exists L0 > 0 such that every geodesic
of (M, g) of length smaller than L0 intersects U.

(1.7)

However, this condition is not necessary in general, as follows from the works of
Jaffard [19] or Burq and Zworski [6]. Nevertheless, we shall show in Section 4 that
(1.7) is equivalent to (1.6) when (M, g) has periodic geodesic flow.

Theorem 1.2. Let (M, g) be a compact manifold with periodic geodesic flow. If the
observability estimate (1.6) holds for some T > 0 and some open set U ⊂M then
U must satisfy (1.7). As a consequence, (1.6) and (1.7) are equivalent.
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The proof of this result will again be based on the high-frequency properties
of the Schrödinger flow; and in particular on the analysis of the set of semiclassical
measures on M . Note that the role of semiclassical measures in the context of
observability estimates was first noticed by Lebeau [21]. As mentioned before,
condition (1.7) is not in general necessary for (1.6) to hold. For instance, when
M = T

2, the two-dimensional standard torus equipped with the flat metric, Jaffard
[19] proved the following result (see also [5, 27] for related results for eigenfunctions
of the Laplacian).

Theorem 1.3. Let (M, g) =
(
T2, flat

)
. Given any T > 0 and any open set U ⊂ T2

there exist a constant C > 0 such that the observability estimate (1.6) holds.

The original proof of this result is based on results on pseudo-periodic func-
tions due to Kahane. In Section 4 we shall give a new proof of this result which is
completely microlocal and relies on the structure result for semiclassical measures
for the Schrödinger flow on the torus presented in [25].

2. Semiclassical measures and the Schrödinger flow

Semiclassical measures are a very convenient tool in the high-frequency analysis
of a sequence

(
uh
)

bounded in L2 (M). These objects are a microlocal version
of the well-known defect measures, that describe the local concentration of the
L2 (M)-norm of

(
uh
)
. Assume that

(
uh
)

is bounded in L2 (M); then the sequence
of densities

nh :=
∣∣uh∣∣2 dm

is bounded in L1 (M) (here dm stands for the measure on M induced by the
Riemannian metric g). Helly’s theorem then ensures that, up to extraction of a
subsequence, (nh) weakly converges, as h→ 0+, to a finite, positive Radon measure
ν ∈ M+ (M) which is usually called a defect measure for

(
uh
)
. The support of ν

describes the regions on which the “energy” of
(
uh
)

concentrates. For instance, if
uh is supported in some local chart and given by a concentration profile:

1
hd/2

ρ

(
x− x0

h

)
(2.1)

then one has ν (x) = ‖ρ‖2L2(M) δ (x− x0). On the other hand, if uh is oscillating,
written in a coordinate chart as:

ρ (x) eiξ0/h·x, (2.2)

then ν (x) = |ρ (x)|2 dm, whatever the value of ξ0. The inability of defect measures
to distinguish between different directions of oscillation turns out to be a serious
difficulty when dealing with solutions to wave-type equations. For instance, sup-
pose M = R

d equipped with the standard metric, and take uh0 to be of the form
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(2.2). A direct computation gives that the solution eiht∆xuh0 of the semiclassical
Schrödinger equation issued from uh0 satisfies:

nh (ht) (x) :=
∣∣eiht∆xuh0 (x)

∣∣2 =
∣∣eiht∆xρ (x− t2ξ0)

∣∣2 .
Therefore the densities nh (ht) weakly converge, as h→ 0+, to the defect measure
νt (x) := |ρ (x− t2ξ0)|2 dx which does depend on ξ0. In particular, the defect mea-
sure of the initial data ν0 = |ρ|2 dx does not determine uniquely that corresponding
to the evolution, since the latter depends explicitly on ξ0.

This motivates the introduction of an object that takes into account the
nature of the oscillations. The Wigner distribution wh of the function uh achieves
this. Given a test function a ∈ C∞

c (T ∗M) on the cotangent bundle of M , we
defined the action of wh against a as:

〈wh, a〉 := (oph (a)uh|uh)L2(M),

where oph (a) denotes the semiclassical pseudodifferential operator of symbol a
obtained by Weyl’s quantization rule.3 When M is the Euclidean space equipped
with the standard metric, oph(a) is defined by the formula:

oph (a)u (x) :=
∫

Rd

∫

Rd

a

(
x+ y

2
, hξ

)
u (y) ei(x−y)·ξdy

dξ

(2π)d
.

This definition extends to a manifold by applying it locally, in a coordinate chart,
and then assembling it by means of a partition of unity. This expression for wh
defines it as an element of D′ (T ∗M), the set of distributions on T ∗M . The Wigner
distribution is actually a lift of the densities nh to phase-space T ∗M for, if ϕ ∈
C∞ (M) one has oph (ϕ) = ϕ, the operator defined by multiplication by ϕ, and
therefore,

〈wh, ϕ〉 = (ϕuh|uh)L2(M) =
∫

M

ϕnh.

When M = R
d, we may identify T ∗M ≡ R

d
x × R

d
ξ . If ϕ ∈ C∞

c

(
R
d
)

only depends
of ξ then oph (ϕ) = ϕ (hDx) is the Fourier multiplier of symbol ϕ. Hence,

〈wh, ϕ〉 =
∫

Rd

ϕ (ξ)
∣∣∣∣ûh

(
ξ

h

)∣∣∣∣
2

dξ

(2πh)d
;

this shows that the projection of wh on the variable ξ measures the concentration
of the L2

(
Rd
)
-norm of the h-rescaled Fourier transform of uh. The fact that the

limits of Wigner distributions are positive measures is non-trivial, and was proved
by Gérard [15] and Lions and Paul [23].

Theorem 2.1. Let
(
uh
)

be a bounded sequence in L2 (M). Then there exists a
subsequence (which we do not relabel) and a finite positive Radon measure µ ∈
M+ (T ∗M) such that

wh ⇀ µ, as h→ 0+ in D′ (T ∗M) .

3The books [11, 26] are clear and recent introductions to semiclassical microlocal analysis, we
refer the reader to them for background and precise definitions on pseudodifferential operators.
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In this situation we say that µ is the semiclassical measure of the sequence(
uh
)
. If in addition,

(
uh
)

is h-oscillating, that is:

lim sup
h→0+

∑
√
λn≥R/h

∣∣∣ûh (λn)
∣∣∣
2

→ 0, as R→∞,

then the defect measure ν of
(
uh
)

is obtained by projecting its semiclassical mea-
sure µ on the ξ-component: ∫

T∗
xM

µ (x, dξ) = ν (x) .

The additional variable allows to keep track of the directions of oscillation.
A direct computation gives that the semiclassical measure of the oscillating

sequence (2.2) is |ρ (x)|2 dxδ (ξ − ξ0), therefore keeping track of the direction of
oscillation ξ0. A particularly interesting example is that of a wave-packet or co-
herent state. It is defined as a sequence

(
uh
)

in L2 (M), supported in local chart
that is written in coordinates as:

1
hd/4

ρ

(
x− x0√

h

)
eiξ0/h·x (2.3)

for some ρ ∈ C∞ (M). The semiclassical measure of this sequence is

‖ρ‖2L2(M) δ (x− x0) δ (ξ − ξ0) .
For a more detailed account on these issues, we refer the reader to the survey
articles [4, 17], and the concise presentation of [16].

Let us now turn to the analysis of semiclassical measures for sequences of so-
lutions to the Schrödinger equation. Let

(
uh0
)

be a bounded, h-oscillating sequence
in L2 (M). We define the time-dependent Wigner distributions:

〈wh (t) , a〉 := (oph (a) eit∆xuh0 |eit∆xuh0)L2(M), a ∈ C∞
c (T ∗M) . (2.4)

The following result was proved in [24].

Theorem 2.2. With the above notations and hypotheses, the following holds. There
exists a subsequence, which we do not relabel, and a positive measure µ ∈
L∞ (R;M+ (T ∗M)) such that:

lim
h→0+

∫

R

φ (t) 〈wh (t) , a〉 dt =
∫

R×T∗M
φ (t) a (x, ξ)µt (dx, dξ) dt, (2.5)

for every φ ∈ L1 (R), a ∈ C∞
c (T ∗M). Moreover, for all ϕ ∈ C∞ (M),

lim
h→0+

∫

R×M
φ (t)ϕ (x)

∣∣eit∆xuh0 (x)
∣∣2 dmdt =

∫

R×T∗M
φ (t)ϕ (x)µt (dx, dξ) dt,

(2.6)
and for almost every t ∈ R, the measure µt is invariant by the geodesic flow φgs
of (M, g):∫

T∗M
a (φgs (x, ξ))µt (dx, dξ) =

∫

T∗M
a (x, ξ)µt (dx, dξ) , for every s ∈ R. (2.7)
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Note that the convergence in (2.5) is precisely the convergence in the weak-∗
topology in L∞ (R;D′ (T ∗M)). One cannot expect pointwise convergence of the
distributions wh (t) for every t ∈ R, since as shown in (2.7) the limit measure
becomes instantaneously invariant by the geodesic flow. However, if one considers
instead the solutions to the semiclassical Schrödinger equation, which corresponds
to taking limits of (wh (ht)), the convergence is locally uniform in t, and the limiting
measure µt is computed through µ0 by transport along the geodesic flow φgt , see
[15, 23, 17].

3. Manifolds with completely integrable geodesic flow

In order to gain further insight on the structure of the set of semiclassical measures
obtained as a limit (2.5) we must make additional hypotheses on the dynamics of
the geodesic flow φgt of the manifold under consideration. Here we shall deal with
manifolds with completely integrable geodesic flow; in particular, we shall focus on
two particular classes of geometries: manifolds with periodic geodesic flow (also
known as Zoll manifolds, see the book [1] for a comprehensive discussion on this
dynamical hypothesis) and the flat torus (which is a model case for completely
integrable geodesic flows).

In the first case we have an explicit formula for the semiclassical measure µt
in terms of that of the initial data µ0. In [24], the following is proved.

Theorem 3.1. Let (M, g) be a manifold with periodic geodesic flow. Let
(
uh0
)
be as in

Theorem 2.2; suppose that (2.5) holds and that wh (0) converges to a semiclassical
measure µ0. If µ0 ({ξ = 0}) = 0 then, for a.e. t ∈ R and a ∈ C∞

c (T ∗M) we have:
∫

T∗M
a (x, ξ)µt (dx, dξ) =

∫

T∗M
〈a〉 (x, ξ)µ0 (dx, dξ) , (3.1)

where 〈a〉 denotes the average of a along the geodesic flow:

〈a〉 (x, ξ) := lim
T→∞

1
T

∫ T

0

a (φgt (x, ξ)) dt.

Note that, in particular, µt is constant for a.e. t ∈ R. When (M, g) =
(
Td, flat

)
the situation is rather different, and the structure of µt is considerably more in-
volved. In order to get some insight on the form of the limits of wh (t) start with
noticing that Egorov’s theorem (see [11, 26]) is an identity when dealing with the
Weyl quantization rule on the torus:

e−it∆x oph (a) eit∆x = oph
(
a ◦ φflat

t/h

)
.

Hence, in view of (2.4), for ϕ ∈ L1 (R) and a ∈ C∞
c

(
T ∗Td

)
one has:

∫

R

ϕ (t) 〈wh (t) , a〉 dt =
〈
wh (0) , 〈a〉hϕ

〉
,
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where

〈a〉hϕ (x, ξ) :=
∫

R

ϕ (t) a
(
x+

t

h
ξ, ξ

)
dt. (3.2)

Let us introduce some notation. Denote by W the set whose elements are straight
lines in Zd \ {0} passing through the origin. We have a disjoint union

Z
d =

⊔
ω∈W

ω % {0} .

Given a ∈ C∞
c

(
T ∗Td

)
we have a Fourier series decomposition:

a (x, ξ) =
∑
k∈Zd

â (k, ξ)ψk (x) , ψk (x) :=
eik·x

(2π)d/2
.

Now, denote by aω the orthogonal projection of a into the set of functions in
L2
(
Td
)

whose Fourier modes lie in ω, i.e.,

aω :=
∑
k∈ω

â (k, ·)ψk.

Taking now (3.2) into account we find that:

〈aω〉hϕ (x, ξ) = bωa,ϕ

(
x, ξ,

ξ · νω
h

)
,

with

bωa,ϕ (x, ξ, σ) :=
∫

R

ϕ (t) aω (x+ tσνω, ξ) dt,

where νω denotes a unit vector in the direction ω. Therefore, testing wh (0) against
〈aω〉hϕ amounts to performing a blow-up of wh (0) in the direction νω. This type
of object has been already studied in the literature (in the context of Euclidean
space) under the name of two-microlocal semiclassical measures. We refer the
reader to the works of Fermanian-Kammerer [13, 12], Fermanian-Kammerer and
Gérard [14], Miller [28], and Nier [29]. Following [25] one shows that, given ω ∈W

there exists a positive measure µ0
R (ω, ·) on

Iω :=
{
ξ ∈ R

d : k · ξ = 0 for k ∈ ω
}

taking values in the set of trace-class operators L1
(
L2 (γω)

)
on the space of square-

summable functions defined on any geodesic γω in the direction ω such that:

lim
h→0+

〈
wh (0) , b

(
x, ξ,

ξ · νω
h

)〉
= tr

∫

Iω

b̃ (s, ξ,Ds)µ0
R (ω, dξ)

where b ∈ C∞
c

(
T ∗Td × R

)
is a functions whose non-zero Fourier modes in x cor-

responds to frequencies in ω. Note that in this case,

b (x, ξ, σ) = b̃ (x · νω, ξ, σ)
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where b̃ ∈ C∞
c

(
γω × Rd × R

)
is the restriction of b (·, ξ, σ) to γω. For every ξ ∈ Iω ,

the pseudodifferential operator b̃ (s, ξ,Ds) is a compact operator in L2 (γω). A
straightforward computation then gives:

lim
h→0+

〈
wh (0) , 〈aω〉hϕ

〉
=
∫

R

ϕ (t) tr
∫

Iω

ãω (·, ξ)µtR (ω, dξ) dt, (3.3)

where ãω (·, ξ) denotes the operator of multiplication in L2 (γω) by the restriction of
aω (·, ξ) to γω, and the trace-class operator-valued measures µtR (ω, ·) are defined as
the solutions to the initial-value problem for a density-matrix Schrödinger equation
on L2 (γω):

{
li∂tµ

t
R (ω, ξ) =

[
−∂2

s , µ
t
R (ω, ξ)

]
,

µtR (ω, ξ) |t=0 = µ0
R (ω, ξ) .

(3.4)

The right-hand side of (3.3) can be written as
∫

R

ϕ (t)
∫

Td×Iω

aω (x, ξ) ρtω (dx, dξ) ,

where ρω is a signed measure on Iω whose projection on x is absolutely continuous
with respect to the Lebesgue measure and whose non-zero Fourier modes lie in ω.
The measure ρtω is obtained as the extension to Td × Iω of the density defined on
γω × Iω by formula (3.3), see [25] (the sum in ω of these two-microlocal measures
was called there the resonant semiclassical measure of

(
uh0
)
). Therefore, we recover

the main result [25].

Theorem 3.2. Let (M, g) =
(
T
d, flat

)
, suppose

(
uh0
)

satisfies the hypotheses of
Theorem 2.2 and that wh (0) ⇀ µ0 as h→ 0+. Then, for a.e. t ∈ R we have:

µt =
∑
ω∈W

ρtω + dx ⊗ µ0,

where

µ0 (ξ) := (2π)−d
∫

Td

µ0 (dy, ξ) ,

and the ρtω are defined by the above construction. In particular, they are signed
measures concentrated on Td × Iω, their non-zero Fourier modes in x are in the
line ω and its projection on the x-component is absolutely continuous with respect
to the Lebesgue measure. Moreover, each of the measures

ρtω + dx ⊗ µ0&Iω

is non-negative.
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Let us stress that the measures ρtω are not determined by the semiclassical
measures of the initial data µ0. In [24, 25] examples of sequences

(
uh0
)

and
(
vh0
)

are given having the same semiclassical measure µ0 but such that their respective
time-dependent measures ρtω differ. In fact, a sufficient condition to have ρtω = 0
is that

lim
h→0+

∥∥χ (νω ·Dx)uh0
∥∥
L2(Td)

= 0,

for every χ ∈ C∞
c (R) (see [25]).

Note also that the term
∑
ω∈W

ρtω is concentrated on the set

Ω :=
{
ξ ∈ R

d : ξ · k = 0 for some k ∈ Z
d \ {0}

}

of resonant frequencies. When the measure µ0 of the initial data does not charge
this set then the measure µt equals dx⊗µ0. This is an analogue in this context of
the averaging formula (3.1).

When µ0 ({ξ = 0}) = 0 and d = 2, it is proved in [25] that in fact the
whole measure

∫
Rd µt (·, dξ) is absolutely continuous with respect to the Lebesgue

measure. This is in stark contrast with the situation on Zoll manifolds, where
the semiclassical measures µt may be singular with respect to the Riemannian
measure. This can again be interpreted as the fact that the dispersive effect is
much stronger on the torus than on manifolds with periodic geodesic flow.

4. Dispersion and observability for the Schrödinger flow

Let us now turn to the proof of the main results of this article.

Proof of Theorem 1.1. Take (x0, ξ0) ∈ T ∗M with ξ0 �= 0 and let
(
uh0
)

be a wave-
packet type sequence of initial data, as defined in (2.3) with

∥∥uh0
∥∥
L2(M)

= 1. Then
we have that wh (0) ⇀ δ (x− x0) δ (ξ,−ξ0) as h → 0+. The averaging formula
(3.1) in Theorem 3.1 then gives, for every a ∈ C∞

c (T ∗M):

lim
h→0+

∫ 1

0

〈wh (t) , a〉 dt =
∫

T∗M
a (x, ξ) δγ (dx, dξ) ,

where δγ is the Dirac mass supported on γ, the geodesic in T ∗M issued from
(x0, ξ0). Identity (2.6) then gives:

lim
h→0+

∫ 1

0

∫

M

ϕ (x)
∣∣eit∆xuh0

∣∣2 dtdx =
∫

M

ϕ (x) δγM (dx) , (4.1)

where γM stands for the projection of γ onto M . Since δγM is singular with respect
to the Riemannian measure, we conclude that no dispersive estimate may hold for
p > 2. �

Proof of Theorem 1.2. Suppose that the open set U ⊂ M does not satisfy the
geometric condition (1.7). Therefore, there exists a geodesic γM in M that does not
intersect U . Let γ denote the lift of γM to T ∗M . Let (x0, ξ0) ∈ γ and consider the
wave-packet sequence

(
uh0
)

centered at that point and satisfying
∥∥uh0

∥∥
L2(M)

= 1.
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Reasoning as in the preceding proof, we find that (4.1) holds. In particular, if
ϕ ∈ C∞ (M) is supported in a neighborhood of U that does not intersect γM we
have:

lim
h→0+

∫ 1

0

∫

M

ϕ (x)
∣∣eit∆xuh0

∣∣2 dtdx = 0.

Since
∥∥uh0

∥∥
L2(M)

= 1 we conclude that no constant C > 0 exists such that estimate
(1.6) holds. �

Proof of Theorem 1.3. Before proving Jaffard’s result Theorem 1.3, we recall that
the semiclassical reduction argument in [20] (which combines a Littlewood-Payley
decomposition with a unique continuation results for eigenfunctions of the Lapla-
cian) reduces the proof of an observability estimate (1.6) for any function in L2 (M)
to establishing it for strictly oscillating sequences of initial data. This, in turn, is
equivalent to establishing the following fact.

Let
(
uh0
)

be a strictly h-oscillating sequence (i.e., verifying (1.4)) such that

lim
h→0+

∫ T

0

∫

U

∣∣eit∆xuh0 (x)
∣∣2 dxdt = 0. (4.2)

Then
lim
h→0+

∥∥uh0
∥∥
L2(T2)

= 0.

This equivalence is a straightforward consequence of the closed graph theo-
rem. Let µ ∈ L∞ (

R;M+

(
T ∗T2

))
denote the semiclassical measure (in the sense of

(2.5)) associated to (possibly a subsequence of)
(
eit∆xuh0

)
. Suppose moreover that(

uh0
)

has a semiclassical measure µ0. Our goal is to show that, assuming (1.4)), we
can conclude that (4.2) implies that µ0 = 0. Start with noticing that (4.2) implies
that for every ϕ ∈ C

(
T2
)

supported in U we have:
∫ T

0

∫

U

ϕ (x)µt (dx, dξ) dt = 0.

As shown in Theorem 3.2 the measure µ can be written as:

µt =
∑
ω∈W

ρtω + dx⊗ µ0

and ρtω + dx⊗ µ0&Iω ≥ 0. Moreover, the Fourier coefficients of ρtω lie in ω.
Since

(
uh0
)

is strictly oscillating we have µ0 ({ξ = 0}) = 0. Therefore, setting
Ω :=

⋃
ω∈W

Iω we have

µ0 :=
∑
ω∈W

µ0&Iω + µ0&Ωc .

Since all the measures µtω := ρtω + dx ⊗ µ0&Iω are positive, we can write, for a.e.
t ∈ R,

µt =
∑
ω∈W

µtω + dx ⊗ µ0&Ωc ,
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in the sense of weak convergence of measures. Now, if ϕ ∈ C
(
T2
)

is supported in
U , the above remarks imply:

0 =
∑
ω∈W

∫ T

0

∫

U×Iω

ϕ (x)µtω (dx, dξ) dt+ Tµ0 (Ωc)
∫

U

ϕ (x) dx.

Since ϕ is arbitrary we conclude, since µ is positive:

µ0 (Ωc) =
1

(2π)2
µ0

(
T

2 × Ωc
)

= 0, (4.3)

and, for every t ∈ [0, T ],

µtω (U × Iω) = 0.

To conclude that µ0 = 0 it remains to show that µ0 does not charge the set Ω of
resonant frequencies. By construction,

∫
Iω
µtω is invariant by translations along di-

rections in Iω. Therefore, µtω (Uω × Iω) = 0, where Uω := {x+ sξ : x ∈ U, ξ ∈ Iω}.
Let µ0

R denote a resonant Wigner measure corresponding to
(
uh0
)

as defined by
(3.3). Let γω be the geodesic in T2 through the origin in the direction ω. Define
mt
ω ∈ L1

(
L2 (γω)

)
as the Hermitian, positive operators that solve the density-

matrix Schrödinger equation:

i∂tm
t
ω =

[
−∂2

s ,m
t
ω

]
, mt

ω|t=0 = µ0
R (ω, Iω) . (4.4)

With our preceding notations, we havemt
ω = µtR (ω, Iω). Let Jω := Uω∩γω, denote

by 1Jω the characteristic function of Jω in γω; note that 1Uω (x) = 1Jω (x · νω),
where νω is a unit vector in ω. Let λ1Jω

denote the operator on L2 (γω) acting by
multiplication by 1Jω . Then, Theorem 3.2 shows that

tr
(
λ1Jω

mt
ω

)
=
∫

Uω×Iω

ρtω (dx, dξ) +
|Uω|
(2π)2

trµ0
R (Iω)

=
∫

Uω×Iω

µtω (dx, dξ)− |Uω|
[
µ0 (Iω)− (2π)−2 trµ0

R (Iω)
]
.

Therefore tr
(
λ1Jω

mt
ω

)
+ |Uω|

[
µ0 (Iω)− (2π)−2 trµ0

R (Iω)
]

= 0 for t ∈ [0, T ];
unique continuation for (4.4) then implies

trmt
ω + |Uω|

[
µ0 (Iω)− (2π)−2 trµ0

R (Iω)
]

= 0,

for every t ∈ R. Finally, notice that µ0 (Iω) ≥ (2π)−2 trµ0
R (Iω) ([25], Proposition

8). We conclude that trmt
ω = 0 and, consequently, µ0

ω

(
T2 × Iω

)
= trµ0

R (Iω) =
trm0

ω = 0 as well. Therefore, we have shown that µ0(T2 ×Ω) = 0, combining this
with (4.3) we conclude that µ0 = 0 as we wanted to prove. �
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Optimality of the Asymptotic Behavior
of the Energy for Wave Models

Michael Reissig

Abstract. In the present paper we study the behavior of different energies to
wave equations with a propagation speed which depends on a shape function
and an oscillating function. Our goal is to describe how far we are away
from a generalized energy conservation law. We shall explain by an instability
argument in which sense our results are sharp. Finally, we study possible
interactions of oscillations in coefficients and describe lower bounds for the
blow-up rate of the energy for t → ∞.
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1. Introduction

Let us consider the strictly hyperbolic Cauchy problem

D2
tu− b2(t)D2

xu = 0, u(0, x) = u0(x), Dtu(0, x) = u1(x) (1.1)

under the assumption 0 < b0 ≤ b(t) ≤ b1. In general one cannot expect the
conservation of wave energy. But if we assume for the oscillating behavior of b

|b(k)(t)| ≤ Ck(1 + t)−k for k = 1, 2, (1.2)

then the so-called generalized energy conservation holds, that is, the condition
C0E(u; 0) ≤ E(u; t) ≤ C1E(u; 0) holds for the wave energy (see [12]). In [6] and
[7] it was shown that one can get some benefit of higher regularity of b, namely
b ∈ Cm or b ∈ C∞ or b from a Gevrey space, if one assumes a so-called stabilization
condition. In this way the conditions (1.2) can be weakened for k = 1, 2. In [2] one
can find an example of a coefficient b = b(t) which oscillating behavior does not
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allow boundedness of the wave energy for t→∞. This hints to a blow-up behavior
of the energy for t→∞. Finally, the paper [9] is devoted to the Cauchy problem

D2
tu− λ2(t)b2(t)D2

xu = 0, u(0, x) = u0(x), Dtu(0, x) = u1(x) (1.3)

with an increasing shape function λ = λ(t). By using Cm regularity of the coeffi-
cient and the idea of stabilization the goal is to prove the two-sided estimate

C0 ≤
1
λ(t)

Eλ(u; t) ≤ C1, (1.4)

where the constants C0 and C1 depend on the data and where

Eλ(u; t) :=
1
2

∫

R

(
λ2(t)|Dxu(t, x)|2 + |Dtu(t, x)|2

)
dx. (1.5)

The goals of the paper are the following:

• We are interested in the blow-up behavior of energies to solutions to (1.3),
we shall describe the blow-up rate and make a proposal to prove optimality
of the blow-up rate.
• We will explain the interaction of oscillations between coefficients a = a(t)

and b = b(t) on the blow-up rate of the energy by the aid of the Cauchy
problem

D2
t u+ 2λ(t)a(t)D2

xtu− λ2(t)b2(t)D2
xu = 0, u(0, x) = u0(x), Dtu(0, x) = u1(x).

The content of the paper is as follows: In Sections 2 and 3 we derive upper bounds
for the growth of different energies. In Section 2 we assume data (u0, u1) ∈ H1(R)×
L2(R). In Section 3 we assume data (u0, u1) ∈ Ḣ1(R) × L2(R). The necessary
steps for a hyperbolic WKB analysis in the phase space are explained. In Section
4 we study the optimality of our approach. First we discuss in which sense do we
understand optimality. All is reduced to the estimate of the fundamental solution in
the phase space. An instability argument and an effective estimate for the elastic
energy yield optimality. The considerations in Section 4 base on [5]. Finally, in
Section 5 we explain possible results for the interaction of oscillations. Here, the
description of the interplay between Ljapunov and energy function is the main
tool. The considerations in Section 5 generalize those ones from [8].

2. Asymptotic behavior of the energy

We are interested in the Cauchy problem

D2
tu− λ2(t)b2(t)D2

xu = 0, u(0, x) = u0(x), Dtu(0, x) = u1(x). (2.1)

For the shape function λ = λ(t) we assume the following conditions:
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(A1) λ(0) > 0, λ′(t) > 0 for t ∈ [0,∞) together with the estimates

λ′(t) ∼ λ2(t)
Λ(t)

, |Dk
t λ(t)| � λ(t)

( λ(t)
Λ(t)

)k
for k = 2, (2.2)

t+
C√
λ(t)

is strict increasing with a positive C and for large t. (2.3)

Here Λ(t) = 1 +
∫ t
0 λ(s)ds is a primitive of λ(t).

For the oscillating function b = b(t) we assume the following conditions:

(A2) 0 < b0 ≤ b(t) ≤ b1 for t ∈ [0,∞) together with the estimates

|Dk
t b(t)| �

(λ(t)
Λ(t)

ν(t)
)k

for k = 1, 2. (2.4)

Here ν = ν(t), t ∈ [0,∞), is a positive and monotonously increasing continuous
function which measures the oscillating behavior of b(t). In this paper we assume

(A3) ν(t) � log Λ(t) for large t, that is, we exclude very fast oscillations. More-
over, ν = ν(t) = f(Λ(t)). Here the function f = f(r) fulfils |f ′(r)| ≤ C0

r
on an interval [r0,∞).

Theorem 2.1. Assume the conditions (A1) to (A3). Then the solution to (2.1) for
data u0 ∈ H1(R) and u1 ∈ L2(R) satisfies

Eλ(u; t) ≤ C0 exp(C1ν(t))λ(t)(‖u0‖2H1 + ‖u1‖2L2). (2.5)

The positive constants C0 and C1 are independent of the data and of t ∈ [0,∞).

Proof. The proof bases on a precise WKB-analysis for the solutions to

D2
t v − λ2(t)b2(t)ξ2v = 0, v(0, ξ) = û0(ξ), Dtv(0, ξ) = û1(ξ). (2.6)

Definition 2.2. We divide the extended phase space {(t, ξ) ∈ [0,∞)×Rξ} into the
pseudo-differential zone

Zpd(N) = {(t, ξ) : Λ(t)|ξ| ≤ N},

the middle zone

Zmid(N) = {(t, ξ) : N ≤ Λ(t)|ξ| ≤ Nν(t)},

and the hyperbolic zone

Zhyp(N) = {(t, ξ) : Nν(t) ≤ Λ(t)|ξ|}.

We define the function t
(1)
ξ = t

(1)
ξ (|ξ|) as the solution of Λ(t)|ξ| = N and the

function t(2)ξ = t
(2)
ξ (|ξ|) as the solution of Λ(t)|ξ| = Nν(t). Due to (A3) the second

function is well defined.
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Lemma 2.3. Let us assume (A1) and (A2). Then for all t ∈ [0, t(1)ξ ] the following
estimates hold for the solution to (2.6):

λ(t)|ξ||v(t, ξ)| � λ(t)
Λ(t)
|v(0, ξ)|+ tλ(t)

Λ(t)
|Dtv(0, ξ)|,

|Dtv(t, ξ)| �
λ(t)
Λ(t)
|v(0, ξ)|+ |Dtv(0, ξ)|.

Proof. Introducing V (t, ξ) := (λ(t)|ξ|v,Dtv)T we transform (2.6) into the following
system

DtV = AV :=

(
Dtλ(t)
λ(t) λ(t)|ξ|

λ(t)b2(t)|ξ| 0

)
V.

We are interested to estimate for t ∈ [0, t(1)ξ ] the entries Ekl = Ekl(t, s, ξ), k, l =
1, 2, of the fundamental solution to Dt −A, that is, the solution to

DtE(t, s, ξ) = A(t, ξ)E(t, s, ξ), E(s, s, ξ) = I.

We obtain the following system of integral equations:

E11(t, 0, ξ) =
λ(t)
λ(0)

+ i|ξ|λ(t)
∫ t

0

E21(s, 0, ξ)ds,

E21(t, 0, ξ) = i|ξ|
∫ t

0

λ(s)b2(s)E11(s, 0, ξ)ds,

E12(t, 0, ξ) = i|ξ|λ(t)
∫ t

0

E22(s, 0, ξ)ds,

E22(t, 0, ξ) = 1 + i|ξ|
∫ t

0

λ(s)b2(s)E12(s, 0, ξ)ds.

Setting the equation for E11 into the equation for E21 we have

E21(t, 0, ξ) =
i|ξ|
λ(0)

∫ t

0

λ2(s)b2(s)ds− |ξ|2
∫ t

0

( ∫ t

θ

λ2(s)b2(s)ds
)
E21(θ, 0, ξ)dθ.

Using the monotonicity of λ and the definition of the pseudo-differential zone the
last integral equation for E21 allows the estimate

|E21(t, 0, ξ)| ≤ C0|ξ|λ(t)Λ(t) ≤ C0λ(t).

Using this estimate in the integral equation for E11 implies

|E11(t, 0, ξ)| ≤ C0λ(t).

The integral equation for E22 gives the estimate |E22(t, 0, ξ)| ≤ C0. Using this
estimate in the integral equation for E12 brings |E12(t, 0, ξ)| ≤ C0tλ(t)|ξ|. Summa-
rizing we have shown, here we need again the definition of the pseudo-differential
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zone,

λ(t)|ξ||v(t, ξ)| � λ(t)|ξ|(|v(0, ξ)| + t|Dtv(0, ξ)|)

� λ(t)
Λ(t)
|v(0, ξ)|+ tλ(t)

Λ(t)
|Dtv(0, ξ)|,

|Dtv(t, ξ)| � λ(t)|ξ||v(0, ξ)| + |Dtv(0, ξ)|

� λ(t)
Λ(t)
|v(0, ξ)|+ |Dtv(0, ξ)|.

This completes the proof. �

In the following we use C, C0 and C1 as universal constants.

Lemma 2.4. Let us assume (A1) to (A3). Then for all t ∈ [t(1)ξ , t
(2)
ξ ] the following

estimate holds for the solution to (2.6):

λ(t)|ξ||v(t, ξ)| + |Dtv(t, ξ)| � exp(C1ν(t))
λ(t(1)ξ )

Λ(t(1)ξ )

(
|v(0, ξ)|+ t

(1)
ξ |Dtv(0, ξ)|

)
.

Proof. Introducing V (t, ξ) := (λ(t)|ξ|v,Dtv)T we transform (2.6) into the following
system

DtV = AV :=

(
Dtλ(t)
λ(t) λ(t)|ξ|

λ(t)b2(t)|ξ| 0

)
V.

In the following statement we give a representation of the fundamental solution to
the last system.

Lemma 2.5. The solution to the system

DtE(t, s, ξ) = A(t, ξ)E(t, s, ξ), E(s, s, ξ) = I,

is given by the matrizant representation

E(t, s, ξ) = I +
∞∑
k=1

ik
∫ t

s

A(t1, ξ)
∫ t1

s

A(t2, ξ) · · ·
∫ tk−1

s

A(tk, ξ)dtk · · · dt1.

From Lemma 2.5 we conclude the following estimate for the fundamental solution:

‖E(t, t(1)ξ , ξ)‖ ≤ exp
(∫ t

t
(1)
ξ

‖A(s, ξ)‖ds
)

for all t ∈ [t(1)ξ , t
(2)
ξ ].

The monotonic behavior of λ and (A2) imply ‖A(t, ξ)‖ � λ(t)|ξ| + λ(t)
Λ(t) . Conse-

quently, we have for t ∈ [t(1)ξ , t
(2)
ξ ] the estimate

‖E(t, t(1)ξ , ξ)‖ ≤ exp
(
C1

(
log

Λ(t)

Λ(t(1)ξ )
+Nν(t)

))
≤ exp

(
C1ν(t)

)
.

Finally, V (t, ξ) = E(t, t(1)ξ , ξ)V (t(1)ξ , ξ) and Lemma 2.3 yield the desired estimates.
�
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Remark 2.6. In the pseudo-differential zone and in the middle zone we have to take
into consideration the properties of the shape function (besides 0 < b0 ≤ b(t) ≤
b1) for the derivation of energy estimates. The middle zone is, in general, larger
than the pseudo-differential zone. So, through the zone definition the influence
of the function describing the oscillations is given. Moreover, we learn that the
assumption u0 ∈ H1 is important. If we would only assume u0 ∈ Ḣ1, then the
energy inequality becomes worse (see Section 3).

Lemma 2.7. Let us assume (A1) to (A3). Then for all t ∈ [t(2)ξ ,∞) the following
estimate holds for the solution to (2.6) :

λ(t)|ξ||v(t, ξ)| + |Dtv(t, ξ)|

� exp(C1ν(t))

√
λ(t)√
λ(t(2)ξ )

(
λ(t(2)ξ )|ξ||v(t(2)ξ , ξ)|+ |Dtv(t

(2)
ξ , ξ)|

)
.

Proof. Introducing V (t, ξ) := (λ(t)b(t)|ξ|v,Dtv)T we transform (2.6) into the fol-
lowing system

DtV −
(

0 λ(t)b(t)|ξ|
λ(t)b(t)|ξ| 0

)
V −

(
Dtλ(t)
λ(t) + Dtb(t)

b(t) 0
0 0

)
V = 0.

Choosing M−1 =
(

1 1
−1 1

)
and V = M−1V0 we get the following system after

the first step of diagonalization

DtV0−
(
−λ(t)b(t)|ξ| 0

0 λ(t)b(t)|ξ|

)
V0−

1
2

(Dtλ(t)
λ(t)

+
Dtb(t)
b(t)

)( 1 1
1 1

)
V0 = 0.

To understand the philosophy of the second step of diagonalization we use the
following symbol classes in the hyperbolic zone.

Definition 2.8. We define the following classes of symbols in the hyperbolic zone
Zhyp(N):

SN,l{m1,m2,m3} = {a(t, ξ) ∈ Cl(Zhyp(N)) :

|Dk
tD

α
ξ a(t, ξ)| ≤ Ck,α|ξ|m1−|α|λ(t)m2

(λ(t)ν(t)
Λ(t)

)m3+k

for all k ≤ l and for all multi-indices α}.

Defining the matrices

D0 :=
(
−λ(t)b(t)|ξ| 0

0 λ(t)b(t)|ξ|

)
, B0 := −1

2

(Dtλ(t)
λ(t)

+
Dtb(t)
b(t)

)( 1 1
1 1

)
,

then after the first step of diagonalization we obtain DtV0−D0V0 +B0V0 = 0 with
D0 ∈ SN,2{1, 1, 0} and B0 ∈ SN,1{0, 0, 1}. During the second step of diagonaliza-
tion we need the following rules of the classes of symbols:
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• SN,l{m1,m2,m3} ⊂ SN,l{m1 + k,m2 + k,m3 − k} for k ≥ 0;
• if a ∈ SN,l{m1,m2,m3} and b ∈ SN,l{k1, k2, k3}, then ab ∈ SN,l{m1 +
k1,m2 + k2,m3 + k3};

• if a ∈ SN,l{m1,m2,m3}, then Dk
t a ∈ SN,l−k{m1,m2,m3 + k} for all k ≤ l,

and Dα
ξ a ∈ SN,l{m1 − |α|,m2,m3} for all multi-indices α;

• if a(t, ξ) ∈ SN,0{−1,−1, 2}, then
∣∣ ∫ t
t
(2)
ξ
a(s, ξ)ds

∣∣ ≤ Cν(t(2)ξ ) for all (t, ξ) ∈

Zhyp(N). To prove this we need (A3), the decreasing behavior of ν(t)Λ(t) together
with the definition of the hyperbolic zone.

Now let us explain the second step of diagonalization. Here we follow the procedure
of the asymptotic theory of ordinary differential equations. Namely, we look for
a matrix N1(t, ξ) having the representation N1(t, ξ) := I + N (1)(t, ξ). To define
N (1) we need B(0) := B0, F

(0) := diagB(0) and the characteristic roots τk :=
(−1)kλ(t)b(t)|ξ|, k = 1, 2. Then we define

N (1)
qr :=

B
(0)
qr

τq − τr
, q �= r, N (1)

qq := 0,

B(1) := (Dt −D0 +B0)(I +N (1))− (I +N (1))(Dt −D0 + F (0)).

According to the properties of symbols we haveN (1) ∈ SN,1{−1,−1, 1} and F (0) ∈
SN,1{0, 0, 1}. For B(1) we obtain the relation

B(1) = B0 + [N (1), D0]− F (0) +DtN
(1) +B0N

(1) −N (1)F (0).

The construction principle implies that the sum of the first three terms vanishes,
hence B(1) ∈ SN,0{−1,−1, 2}. Finally, let us define

R1 = N−1
1

(
(Dt −D0 +B0)(I +N (1))− (I +N (1))(Dt −D0 + F (0))

)
.

But this means R1 = N−1
1 B(1) ∈ SN,0{−1,−1, 2}. From the construction we have

N (1) ∈ SN,1{−1,−1, 1}. Due to the definition of symbols this means |N (1)
qr | ≤ C1

N .
Consequently, for N large enough ‖N1−I‖ < 1

2 in Zhyp(N) implies the invertibility
of N1.

Setting V0(t, ξ) =: N1(t, ξ)V1(t, ξ) we obtain from the above construction the
system DtV1 − D0V1 + diagB0V1 + R1V1 = 0. We shall study this system for
t ∈ [t(2)ξ ,∞). The goal is to estimate the fundamental solution E = E(t, t(2)ξ , ξ).
We find the fundamental solution in the form E(t, s, ξ) = E2(t, s, ξ)Q(t, s, ξ). Here
E2 is the fundamental solution to Dt −D0 + diagB0, that is,



E
(11)
2 (t, s, ξ) = exp

(
− i

∫ t
s λ(τ)b(τ)|ξ|dτ +

∫ t
s
∂τλ(τ)
2λ(τ) dτ +

∫ t
s
∂τ b(τ)
2b(τ) dτ

)
,

E
(22)
2 (t, s, ξ) = exp

(
i
∫ t
s
λ(τ)b(τ)|ξ|dτ +

∫ t
s
∂τλ(τ)
2λ(τ) dτ +

∫ t
s
∂τ b(τ)
2b(τ) dτ

)
,

E
(12)
2 (t, s, ξ) = E

(21)
2 (t, s, ξ) = 0.

Then Q satisfies

DtQ+ E2(s, t, ξ)R1(t, ξ)E2(t, s, ξ)Q = 0, Q(s, s, ξ) = I.
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From the representation of E2 we conclude

‖E2(s, t, ξ)R1(t, ξ)E2(t, s, ξ)‖ � ‖R1(t, ξ)‖.

The matrizant representation yields

‖Q(t, s, ξ)‖ ≤ exp
( ∫ t

s

‖R1(τ, ξ)‖dτ
)
≤ exp(C1ν(s)).

Summarizing the following estimate holds for the fundamental solution:

‖E(t, t(2)ξ , ξ)‖ ≤ C0 exp
(
C1ν(t

(2)
ξ )

)√ λ(t)

λ(t(2)ξ )
.

Taking account of

V1(t, ξ) = E(t, t(2)ξ , ξ)V1(t
(2)
ξ , ξ), V0 = N1V1, V = M−1V0,

we get, finally,

|V (t, ξ)| ≤ C0 exp
(
C1ν(t

(2)
ξ )

)√ λ(t)

λ(t(2)ξ )
|V (t(2)ξ , ξ)|

≤ C0 exp
(
C1ν(t)

)√ λ(t)

λ(t(2)ξ )
|V (t(2)ξ , ξ)|.

These inequalities give the estimates we wanted to prove. �

Remark 2.9. In the hyperbolic zone we have to take account of the oscillating
behavior of the coefficient, too. For the desired estimate the assumption u0 ∈ Ḣ1

is of importance.

From Lemmas 2.3, 2.4 and 2.7 we immediately derive the following statement:

Corollary 2.10. Let us assume (A1) to (A3). Then the solution to (2.6) satisfies
the following estimates:

λ(t)|ξ||v(t, ξ)| + |Dtv(t, ξ)|

≤ C0

(λ(t)
Λ(t)
|v(0, ξ)|+ tλ(t)

Λ(t)
|Dtv(0, ξ)|

)
, t ∈ [0, t(1)ξ ],

λ(t)|ξ||v(t, ξ)| + |Dtv(t, ξ)|

≤ C0 exp(C1ν(t))
λ(t(1)ξ )

Λ(t(1)ξ )

(
|v(0, ξ)|+ t

(1)
ξ |Dtv(0, ξ)|

)
, t ∈ [t(1)ξ , t

(2)
ξ ],

λ(t)|ξ||v(t, ξ)| + |Dtv(t, ξ)|

≤ C0 exp(C1ν(t))

√
λ(t)√
λ(t(2)ξ )

λ(t(1)ξ )

Λ(t(1)ξ )

(
|v(0, ξ)|+ t

(1)
ξ |Dtv(0, ξ)|

)
, t ∈ [t(2)ξ ,∞).
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The desired statement follows immediately from Corollary 2.10 together with
the estimate

tλ(t)
Λ(t)

≤ C
√
λ(t).

Here we use the assumptions (2.2) and (2.3) from (A1). This completes the proof
of Theorem 2.1. �

Remark 2.11. The statement of Theorem 2.1 was proved in the case ν(t) ≡ 0, that
is, for very slow oscillations in [9]. There one can also find an estimate of the energy
to below, both together yield a result about generalized energy conservation.

3. Parameter dependent Cauchy problems

The goal of this section is to derive another energy estimate for a parameter
dependent family of Cauchy problems. Now we assume only u0 ∈ Ḣ1 and u1 ∈ L2.
We consider with t0 ∈ [0,∞) the family of Cauchy problems

D2
tu− λ2(t)b2(t)D2

xu = 0, u(t0, x) = u0(x), Dtu(t0, x) = u1(x). (3.1)

Defining λt0(t) := λ(t+ t0), νt0(t) := ν(t+ t0) and the energy

Eλ,t0(u; t) :=
1
2

∫

R

(
λ2
t0(t)|Dxu(t, x)|2 + |Dtu(t, x)|2

)
dx, (3.2)

our goal is to prove the following statement.

Theorem 3.1. Assume the conditions (A1) to (A3). Then the solution to (3.1) for
data u0 ∈ Ḣ1(R) and u1 ∈ L2(R) satisfies

Eλ,t0(u; t) ≤ C0 exp(C1νt0(t))
λ2
t0(t)

λ2
t0 (0)

Eλ,t0(u; 0). (3.3)

The positive constants C0 and C1 are independent of the data and of t0, t ∈ [0,∞).

Proof. The proof follows the lines of the proof to Theorem 2.1. Instead of (3.1) we
study

D2
t u− λ2

t0(t)b
2
t0(t)D

2
xu = 0, u(0, x) = u0(x), Dtu(0, x) = u1(x). (3.4)

We define two zones

Zpd(N) := {(t, ξ) ∈ [0,∞)× R : Λt0(t)|ξ| ≤ Nνt0(t)},
Zhyp(N) := {(t, ξ) ∈ [0,∞)× R : Λt0(t)|ξ| ≥ Nνt0(t)},

where Λt0(t) := 1 +
∫ t
0
λt0(s)ds and N is a positive large constant.

In the pseudo-differential zone Zpd(N) we define the micro-energy V (t, ξ) :=
(λt0(t)|ξ|v,Dtv)T and transform

D2
t v − λ2

t0(t)b
2
t0(t)ξ

2v = 0



300 M. Reissig

to the following system of first order:

DtV =
(

0 λt0(t)|ξ|
λt0(t)b2t0(t)|ξ| 0

)
V +

Dtλt0(t)
λt0(t)

(
1 0
0 0

)
V.

Then we can follow the proof to Lemma 2.4 and obtain the estimate

|V (t, ξ)| ≤ C0
λt0(t)
λt0(0)

exp(C1νt0(t))|V (0, ξ)|. (3.5)

In the hyperbolic zone Zhyp(N) we carry out again a diagonalization procedure
consisting of two steps. Defining the micro-energy V (t,ξ) :=(λt0(t)bt0(t)|ξ|v,Dtv)T

we obtain the following system of first order:

DtV =
(

0 λt0(t)bt0(t)|ξ|
λt0(t)bt0(t)|ξ| 0

)
V +

Dt(λt0 (t)bt0(t))
2λt0(t)bt0(t)

(
1 0
0 0

)
V.

Then we can follow the proof of Lemma 2.7. There are no new essential difficulties,
if we take into consideration that Λ(t + t0) ≥ Λt0(t) and the assumption (A2) is
satisfied for bt0(t) with constants which are independent of t0. In the hyperbolic
zone Zhyp(N) we obtain the estimate

|V (t, ξ)| ≤ C0 exp(C1νt0(t))

√
λt0(t)√
λt0(tξ)

|V (tξ, ξ)|, (3.6)

where the constants C0 and C1 are independent of t0 and tξ(t0) is defined by
Λt0(tξ)|ξ| = Nν(tξ). From (3.5) and (3.6) we conclude

λt0(t)|ξ||v(t, ξ)| + |Dtv(t, ξ)|

≤ C0 exp(C1νt0(t))
λt0(t)
λt0 (0)

(
λt0(0)|ξ||v(0, ξ)|+ |Dtv(0, ξ)|

)

with constants C0 and C1 which are independent of t0 ∈ [0,∞). The last inequality
implies the statement which we wanted to prove. �

4. In which sense do we have optimality?

In this section we want to discuss the question if the energy estimate from Theorem
3.1 is optimal. Here we follow the discussion from [5]. First we have to develop a
strategy which yields an understanding of optimality. For this reason we use the
estimate of the elastic energy from Theorem 3.1.

Corollary 4.1. Assume the conditions (A1) to (A3). Then the solution to (3.1) for
data u0 ∈ Ḣ1(R) and u1 ≡ 0 satisfies

‖Dxu(t, ·)‖L2 ≤ C0 exp(C1νt0(t))‖Dxu(t0, ·)‖L2 . (4.1)

The positive constants C0 and C1 are independent of the data and of t0, t ∈ [0,∞).
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Instead of (3.1) let us consider the family of Cauchy problems

D2
tu− λ2(t)b2k(t)D

2
xu = 0, u(t0, x) = u0.k(x), Dtu(t0, x) = 0. (4.2)

Our goal is to apply an instability argument.

Theorem 4.2. Let us consider the family of Cauchy problems (4.2). Let b = b(t)
be a non-constant, 1-periodic, positive and smooth function which is constant in a
neighborhood of t = 0. Then there exist a function λ which satisfies (A1), a family
of coefficients {bk(t)}k which satisfies (A2) with constants C0 and C1 which are
independent of k and with a function ν = ν(t) = f(Λ(t)) satisfying (A3), and,
finally, a family of data {u0,k} ∈ Ḣ1(R) which are prescribed for t = t

(1)
k such that

the following estimate for the elastic energy holds:

‖Dxu(t(2)k , ·)‖L2 ≥ C0 exp(C1ν(t
(1)
k ))‖Dxu(t(1)k , ·)‖L2 .

Here {t(1)k }k and {t(2)k }k are two sequences which tend to infinity. The constants
C0 and C1 are independent of k.

Proof. The proof generalizes ideas from [3]. We divide it into several steps.
Step 1: Sequences of parameters and intervals
We use sequences of parameters
(C1) {tk}k, {t′k}k, {t′′k}k and {δk}k tending to ∞,
(C2) {hk}k and {ρk}k with the property hkρk →∞ for k →∞.
Finally we need three sequences of intervals
• {Ik}k, {I ′k}k and {I ′′k }k, which are defined as follows:

Ik =
[
tk −

ρk
2
, tk +

ρk
2

]
, I ′k =

[
t′k −

ρk
2
, t′k +

ρk
2

]
, t′k := tk + ρk,

I ′′k =
[
t′′k −

ρk
2
, t′′k +

ρk
2

]
, t′′k := tk − ρk.

The intervals Ik, I ′k, I
′′
k should belong to [0,∞). For this reason we assume

(C3) ρk ≤ 1
2 tk for k→∞.

Step 2: Construction of a family of coefficients
We choose a monotonous increasing function µ ∈ C∞(R) with

µ(r) =
{

0, r ∈ (−∞,− 1
3 ],

1, r ∈ [13 ,+∞),

and define the family of coefficients {ak = ak(t)}k with ak = λ2(t)b2k(t) as follows:

ak(t) =





λ2(t), t ∈ [0,∞) \ (I ′k ∪ Ik ∪ I ′′k );
δkb

2(hk(t− tk)), t ∈ Ik;
δkb(0)2

(
1− µ

(
t−t′k
ρk

))
+ λ2(t)µ

(
t−t′k
ρk

)
, t ∈ I ′k;

δkb(0)2µ
(
t−t′′k
ρk

)
+ λ2(t)

(
1− µ

(
t−t′′k
ρk

))
, t ∈ I ′′k .

Here b = b(t) is a non-constant, 1-periodic, smooth and positive function which is
constant in a small neighborhood of t = 0. To guarantee that the coefficients are
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in C2(R), that means in particular, that they are C2 if we transfer from Ik to I ′k
and I ′′k we assume

(C4)
hkρk

2
∈ N.

Step 3: Choice of parameters
We choose the sequences {ρk}k, {δk}k and {hk}k as follows:

ρk = ε
Λ(tk)
λ(tk)

, δk = λ2(tk), hk = 2
λ(tk)
εΛ(tk)

[ν(tk)] ,

here ε > 0 is small. Then the conditions (C1), (C2) and (C4) are satisfied if {tk}k
tends to infinity. The condition (C3) is satisfied if we assume

(C5)
Λ(tk)
λ(tk)

= O(tk) for k→∞.

Step 4: Estimates for bk
To explain corresponding properties to {bk}k we assume

(C6) d0 ≤ inf
k

λ(tk)
λ(tk ± 4

3ρk)
≤ sup

k

λ(tk)
λ(tk ± 4

3ρk)
≤ d1

with positive constants d0 and d1.
Condition (C6) implies

0 < b0 ≤ inf
t∈[0,∞)

bk(t) ≤ sup
t∈[0,∞)

bk(t) ≤ b1 <∞,

where the constants b0 and b1 are independent of k. It remains to prove the fol-
lowing inequalities on the set Ik ∪ I ′k ∪ I ′′k :

|b′k(t)| ≤ C0
λ(t)
Λ(t)

ν(t), |b′′k(t)| ≤ C0

(λ(t)
Λ(t)

ν(t)
)2

,

where the constants C0 are independent of k.
We have to study bk = bk(t) on the interval [tk− 4

3ρk, tk + 4
3ρk]. The relation

λ′(t)
λ(t) ∼

λ(t)
Λ(t) follows from (2.2),

√
δk ∼ λ(tk) gives the choice of parameters. From

(C6) it follows λ(t) ∼ λ(tk) on [tk − 4
3ρk, tk + 4

3ρk]. Now we show Λ(t) ∼ Λ(tk) on
the interval [tk, tk + 4

3ρk]. We have to prove this equivalence only for t = tk + 4
3ρk.

On the one hand Λ(tk) ≤ Λ(t), on the other hand we have with (C6)

Λ(t) =
∫ t

0

λ(s)ds+ 1 =
∫ tk

0

λ(s)ds+
∫ t

tk

λ(s)ds + 1

� Λ(tk) + λ(tk)
4
3
ρk � Λ(tk) + λ(tk)

Λ(tk)
λ(tk)

� Λ(tk).

Finally, we show ν(tk) ∼ ν(t) on the interval [tk− 4
3ρk, tk]. To prove this equivalence

we assume

(C7)
λ(t)
Λ(t)

Λ(tk)
λ(tk)

≤ C for all t ∈ [tk − 4
3ρk, tk].



Optimality of Energy Behavior 303

The monotonicity of ν implies ν(t) ≤ ν(tk). The relation ν(tk) ∼ ν(t) we obtain
from the assumption ν(t) = f(Λ(t)) with |f ′(r)| ≤ C 1

r . Hence, ν′(t) = f ′(Λ(t))λ(t)
gives |ν′(t)| ≤ C λ(t)

Λ(t) . It remains to prove ν(tk) ∼ ν(t) only for t = tk − 4
3ρk. We

use

|ν(tk)| ≤
∣∣ν(tk − 4

3
ρk
)∣∣+ ∣∣ν(tk − 4

3
ρk
)
− ν(tk)

∣∣

≤
∣∣ν(tk − 4

3
ρk
)∣∣+ ∣∣ν′(t̃k)

(4
3
ρk
)∣∣.

Together with (C7) we have
∣∣∣∣ν′(t̃k)

4
3
ρk

∣∣∣∣ ≤ C
λ(t̃k)
Λ(t̃k)

Λ(tk)
λ(tk)

≤ C.

Consequently, ν(tk) � ν(tk − 4
3ρk), ν(tk) � ν(t) on [tk − 4

3ρk, tk], respectively.
We did not prove Λ(t) ∼ Λ(tk) on the interval [tk − 4

3ρk, tk] and ν(tk) ∼ ν(t) on
[tk, tk + 4

3ρk]. On these intervals we use the monotonic behavior of the functions
ν and 1

Λ . Summarizing we estimate as follows:

λ(tk)
Λ(tk)

ν(tk) � λ(t)
Λ(tk)

ν(tk) � λ(t)
Λ(t)

ν(t)

if we use the equivalences and the monotonic behavior.

Now we are able to estimate the derivatives of bk. From

b′k(t) = − λ
′(t)

λ2(t)

√
δkb(hk(t− tk)) + hk

1
λ(t)

√
δkb

′(hk(t− tk))

the above estimates and the choice of parameters imply

|b′k(t)| ≤ C0
λ(tk)
Λ(tk)

|b(hk(t− tk))|+ hk|b′(hk(t− tk))|,

|b′k(t)| ≤ C0

(
λ(tk)
Λ(tk)

+
λ(tk)
Λ(tk)

ν(tk)
)
≤ C0

λ(t)
Λ(t)

ν(t) on Ik

with a constant C0 which is independent of k. For the second derivative we obtain

|b′′k(t)| ≤ C0

(
λ(t)
Λ(t)

hk + h2
k

)
≤ C0

((λ(t)
Λ(t)

)2

ν(t) +
(λ(t)

Λ(t)
ν(t)

)2
)

≤ C0

(λ(t)
Λ(t)

ν(t)
)2

on Ik,

where C0 is independent of k. On the other both intervals I ′k and I ′′k we proceed
in a similar way. As a conclusion we obtain on the set Ik ∪ I ′k ∪ I ′′k :

|b′k(t)| ≤ C0
λ(t)
Λ(t)

ν(t), |b′′k(t)| ≤ C0

(λ(t)
Λ(t)

ν(t)
)2

,

where the constant C0 is independent of k.
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Step 5: Choice of data and estimates
Let χ = χ(r) ∈ [0, 1] be from C∞

0 (R), where χ ≡ 1 for |r| ≤ 1 and χ ≡ 0 for
|r| ≥ 2. We choose for large k the following data:

u0,k(x) = exp
(
i
hk√
δk
xξ
)
χ
( x

ν2(tk)Pk

)
, u1,k(x) ≡ 0 for all x ∈ R,

where

Pk = 2π
√
δk

hkξ
∼ Λ(tk)(ν(tk))−1,

here ξ will be chosen later. The elastic energy of the data u0,k is estimated as
follows:

‖∂xu0,k(·)‖2L2(R) ≤ C0

( hk√
δk

+
1

ν2(tk)Pk

)2

ν2(tk)Pk

≤ C0

( hk√
δk

+
1

Λ(tk)ν(tk)

)2

ν2(tk)Pk.

Taking account of 1
Λ(tk)ν(tk) = o( hk√

δk
) it holds

‖∂xu0,k(·)‖L2(R) ≤ C0

( hk√
δk

)
ν(tk)

√
Pk.

Step 6: Cauchy problems on Ik

We study the following Cauchy problems on Ik:

utt − δkb2(hk(t− tk))uxx = 0, u(tk, x) = u0,k(x), ut(tk, x) = 0.

Later we are interested in the unique solution uk = uk(tk + ρk

2 , x) on the set
{|x| ≤ Pk}. The solution on this set will be influenced by the data on the set
{|x| ≤ Pk + ρk

√
δk

2 }. From ρk
√
δk = O(Λ(tk)) and Pk = Λ(tk)(ν(tk))−1 we know

that we need the knowledge about the data on the set {|x| ≤ O(ν(tk)Pk)}. On
this set the initial data u0,k has the representation u0,k(x) = exp

(
i hk√

δk
xξ
)
. The

change of variables s = hk(t − tk), v(s, x) := u(t, x) transfers the above Cauchy
problems into

vss −
δk
h2
k

b2(s)vxx = 0, v(0, x) = u0,k(x), vs(0, x) = 0, s ∈
[
− hkρk

2
,
hkρk

2

]
,

where we assume for the data u0,k the representation u0,k(x) = exp
(
i hk√

δk
xξ
)
. Then

there exists a uniquely determined solution uk = uk(s, x) in the form uk(s, x) =
u0,k(x)w(s), where w = w(s) solves the Cauchy problem

w′′(s) + ξ2b2(s)w(s) = 0, w(0) = 1, w′(0) = 0, s ∈
[
− hkρk

2
,
hkρk

2

]
.

Step 7: A lemma from Floquet theory
To derive an estimate for uk = uk(tk + ρk

2 , x) on the set {|x| ≤ Pk} we apply the
following lemma.
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Lemma 4.3. Let w = w(t) be a solution to

wtt + ξ2b2(t)w = 0, w(0) = 1, wt(0) = 0.

Here ξ2 is from an instability interval for the function b = b(t) which we suppose
to be non-constant, 1-periodic, positive and smooth. Then the solution w = w(t)
satisfies the asymptotic relation |w(M)| ∼ |µ0|M with |µ0| > 1 for all sufficiently
large M ∈ N.

The statement of Lemma 4.3 follows from the following basic lemma of Flo-
quet theory.

Lemma 4.4. ([4], [11]) Let the coefficient b = b(t) be a non-constant, 1-periodic,
positive and smooth function. Then there exists a positive λ0 := ξ2 such that the
fundamental matrix X = X(t, t0) to the system

dtX =
(

0 −λ0b(t)2

1 0

)
X, X(t0, t0) =

(
1 0
0 1

)

has the following property:
The matrix X(1, 0) has the eigenvalues µ0 and µ−1

0 with |µ0| > 1.

The application of Lemma 4.3 yields for {|x| ≤ Pk} after backward transfor-
mation

uk

(
tk +

ρk
2
, x
)

= exp
(
i
hk√
δk
xξ
)
w
(ρkhk

2

)
, uk(tk, x) = exp

(
i
hk√
δk
xξ
)
w(0),

with ∣∣∣w
(ρkhk

2

)∣∣∣ ∼ |µ0|
ρkhk

2 .

Step 8: Verification

We choose t(1)k = tk and t(2)k = tk+ ρk

2 . The two sequences {t(1)k }k and {t(2)k }k tend
to infinity. It holds the estimate

∥∥∂xuk(t(2)k , ·)
∥∥
L2(R)

≥
∥∥∂xuk(t(2)k , ·)

∥∥
L2({|x|≤Pk}) ≥ C0

( hk√
δk

)√
Pk|µ0|

ρkhk
2 .

This estimate is derived as in Step 5. Moreover, we know from Step 5
∥∥∂xuk(t(1)k , ·)

∥∥
L2(R)

≤ C0

( hk√
δk

)
ν(t(1)k )

√
Pk.

Setting a = log |µ0| > 0, |µ0| > 1 and from hkρk

2 ∼ ν(t(1)k ) it follows

|µ0|
ρkhk

2 ∼ exp
(
a ν

(
t
(1)
k

))
.

Combining both estimates we conclude
∥∥∂xuk(t(2)k , ·)

∥∥
L2(R)

≥ C0 exp
(
C1ν(t

(1)
k )

)∥∥∂xuk(t(1)k , ·)
∥∥
L2(R)

.

The constants C0 and C1 are independent of k. This completes the proof to The-
orem 4.2. �



306 M. Reissig

4.1. How to interpret optimality?

We choose the sequences {t(1)k }k := {tk}k and {t(2)k }k := {tk + ρk

2 }k. We consider
the Cauchy problem (4.2) with u1 ≡ 0. Then from Corollary 4.1 and from Theorem
4.2 we conclude the estimates

‖∂xuk(t(2)k , ·)‖L2(R) ≤ C0 exp
(
C1ν

(
2tk +

ρk
2
))
‖∂xuk(t(1)k , ·)‖L2(R),

‖∂xuk(t(2)k , ·)‖L2(R) ≥ C0 exp
(
C1ν

(
tk
))
‖∂xuk(t(1)k , ·)‖L2(R).

If we assume the condition

(C8) ν(t) ∼ ν(3t) for large t,

then we obtain the following statement after using the condition (C3) and the
assumptions for ν.

Corollary 4.5. The estimate of the elastic energy from Corollary 4.1 is sharp under
the assumption (C8).

4.2. Examples

Let us finally give some examples which satisfy the conditions from Theorem 4.2
and the condition ν(t) ∼ ν(3t) for all large t.

Example. (potential growth of λ)
Let us choose λ(t) = (1 + t)l, l > 0, and ν(t) = log[n] t, n ≥ 1, for large t. Here
log[n] means the n times application of log. Then λ and ν satisfy (A1) and (A3).
In this case we choose tk := 2k, ρk := 2k−3, δk := 22kl and hk := 24−k[ν(2k)].
Here [ν(2k)] is the integer part of ν(2k). There are no difficulties to show that the
conditions (C1) to (C7) are satisfied. To show (C8) we use the induction principle
and derive

lim
t→∞

log[n](3t)

log[n] t
= 1 for all n ≥ 0.

Example. (exponential growth of λ)
Let us choose λ(t) = exp t and ν(t) = log[n] exp t, n ≥ 1, for large t. Then λ and ν
satisfy (A1) and (A3). In this case we choose tk := k, ρk := 1, δk := exp(2k) and
hk := 2[ν(2k)]. There are no difficulties to show that the conditions (C1) to (C7)
are satisfied. To show (C8) we use the argument from the previous example.

Example. (super-exponential growth of λ)
Let us choose Λ(t) = exp[m] t, m ≥ 2, and ν(t) = log[n] exp[m] t for large t. Here
exp[m] means the m times application of exp. Then λ and ν satisfy (A1) and (A3).
In this case we choose tk := k and ρk, δk and hk with ε = 1 as it is proposed
in Step 3 of the proof to Theorem 4.2. There are no difficulties to show that the
conditions (C1) to (C5) are satisfied. The condition (C5) is even better, namely,
Λ(tk)
λ(tk) = o(tk) for k → ∞. To show (C8) we use the assumption n ≥ m and apply
the argument from the previous examples. It remains to discuss the conditions



Optimality of Energy Behavior 307

(C6) and (C7). These conditions follow from the equivalences λ(t) ∼ λ(tk) and
Λ(t) ∼ Λ(tk) on the interval [tk, tk + ρk

2 ]. Here we use

ρk =
1

exp[m−1](tk) exp[m−2](tk) · · · exp[2](tk) exp[1](tk)
,

exp[l]
(
tk +

ρk
2

)
= exp[l−1]

(
expk exp

ρk
2

)
≤ exp[l](k) exp[l−1]

( 1
exp[l−1](k)

)

≤ exp[l](k) exp[l−1]
( 1

exp[l−1](1)

)

∼ exp[l](k) = exp[l](tk) for l ∈ N and l ≤ m.

5. Interaction of oscillations

In this section we study instead of (2.1) the Cauchy problem
{
D2
tu+ 2λ(t)b(t)D2

xtu− λ2(t)a2(t)D2
xu = 0,

u(0, x) = u0(x), Dtu(0, x) = u1(x).
(5.1)

The oscillating functions a = a(t) and b = b(t) satisfy the assumption

(A4) 0 < a0 ≤ a(t) ≤ a1, 0 < b0 ≤ b(t) ≤ b1 for t ∈ [0,∞) together with the
estimates

|Dk
t a(t)|+ |Dk

t b(t)| �
(λ(t)

Λ(t)
ν(t)

)k
for k = 1, 2. (5.2)

This condition implies the strict hyperbolicity of (5.1). Moreover, the characteristic
roots to the strict hyperbolic operators from (2.1) and (5.1) have the same prop-
erties, that is, the influence of the shape function and the oscillating functions on
the characteristic roots is the same. Nevertheless, there is a big difference coming
from interactions of the oscillating functions a(t) and b(t). To explain this differ-
ence is the goal of this section. For this reason we are interested in the following
two cases:

Case 1: The shape function λ(t) = (1+t)l, l > 0. The function ν(t) = log[n+1] Λ(t),
n ∈ N, for large t. Both functions satisfy (A1) and (A3).

Then from the proof of Theorem 2.1 we conclude the following statement for
the fundamental solution E = E(t, s, ξ) to the system (which is related to (2.6)
and the estimate of its fundamental solution gives energy estimates to (2.1))

DtV =

(
Dtλ(t)
λ(t) λ(t)|ξ|

λ(t)a2(t)|ξ| 0

)
V.

Corollary 5.1. Under the assumptions (A1) to (A3) it holds

‖E(t, 0, ξ)‖ ≤ C0λ(t) exp(C1ν(t)).
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If we assume (A4), then possible interactions of oscillations may lead to the
following result for the fundamental solution E = E(t, s, ξ) to the system

DtV =

(
Dtλ(t)
λ(t) λ(t)|ξ|

λ(t)a2(t)|ξ| −2λ(t)b(t)ξ

)
V.

This system is related to
{
D2
t v + 2λ(t)b(t)ξDtv − λ2(t)a2(t)ξ2v = 0,

v(0, ξ) = û0(ξ), Dtv(0, ξ) = û1(ξ),
(5.3)

and estimates for the fundamental solution explain a possible behavior of the
energy of solutions to (5.1).

Theorem 5.2. There exist coefficients a(t) and b(t) satisfying (A4) and a sequence
{tj}j which tends to infinity such that

‖E(tj , 0, ξ)‖ ≥ C0 exp
(
C1 log Λ(tj)ν(tj)

)
for all j ≥ j0(ξ).

Case 2: The shape function λ(t) = Λ′(t) with Λ(t) = exp[m] t. The function ν(t) =
(log Λ(t))γ , γ ∈ [0, 1], for large t. Both functions satisfy (A1) and (A3).

Similar to Corollary 5.1 we have the following statement:

Corollary 5.3. Under the assumptions (A1) to (A3) it holds for the fundamental
solution E = E(t, s, ξ) to the system

DtV =

(
Dtλ(t)
λ(t) λ(t)|ξ|

λ(t)a2(t)|ξ| 0

)
V

the estimate

‖E(t, 0, ξ)‖ ≤ C0λ(t) exp
(
C1(log Λ(t))γ

)
, γ ∈ [0, 1], for large t.

On the other hand we are able to show the following result:

Theorem 5.4. There exist coefficients a(t) and b(t) satisfying (A4) and a sequence
{tj}j which tends to infinity such that

‖E(tj , 0, ξ)‖ ≥ C0 exp
(
C1(log Λ(tj))γ+1

)
for all j ≥ j0(ξ).

5.1. Proof of Theorem 5.2

We divide the proof into several steps.

Step 1: Consideration in the pseudo-differential zone

Let us devote to (5.3). In the pseudo-differential zone Zpd(N) = {(t, ξ) ∈ [0,∞)×
R : Λ(t)|ξ| ≤ Nν(t)} we define the micro-energy V (t, ξ) := (λ(t)|ξ|v,Dtv)T . Then
following the proof to Lemma 2.5 we get

‖E(t, 0, ξ)‖ ≤ C0 exp(Nν(t))λ(t) for all t ∈ [0, tξ]. (5.4)
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Step 2: Diagonalization and elliptic transformation
Now we explain the WKB analysis in the hyperbolic zone Zhyp(N) = {(t, ξ) ∈
[0,∞)× R : Λ(t)|ξ| ≥ Nν(t)}. First we use the transformation

w(t, ξ) := exp
(
iξ

∫ t

0

λ(s)b(s)ds
)
v(t, ξ).

Then the equation from (5.3) is transformed to

D2
tw − λ2(t)(b2(t) + a2(t))ξ2w −Dt(λ(t)b(t))ξw = 0.

Setting c2(t) := b2(t) + a2(t) we define the micro-energy

W (t, ξ) := (λ(t)c(t)ξw,Dtw)T .

Then we obtain

DtW =
(

0 λ(t)c(t)ξ
λ(t)c(t)ξ 0

)
W +

(
Dt(λ(t)c(t))
λ(t)c(t) 0

Dt(λ(t)b(t))
λ(t)c(t) 0

)
W.

We apply two steps of the diagonalization procedure which was introduced in the
proof to Lemma 2.7. After the first step of diagonalization we have

DtW1 = λ(t)c(t)ξ
(

1 0
0 −1

)
W1 +

Dt(λ(t)c(t))
2λ(t)c(t)

(
1 0
0 1

)
W1

+
1

2λ(t)c(t)

(
Dt(λ(t)b(t)) Dt(λ(t)(c(t) + b(t)))

Dt(λ(t)(c(t) − b(t))) −Dt(λ(t)b(t))

)
W1.

Introducing τ±(t, ξ) = ±λ(t)c(t)ξ + Dt(λ(t)c(t))
2λ(t)c(t) the last system can be written in

the following form: DtW1 −D0(t, ξ)W1 −B(t)W1 = 0 with the matrices

D0(t, ξ) :=
(
τ+(t, ξ) 0

0 τ−(t, ξ)

)
,

B(t) :=
1

2λ(t)c(t)

(
Dt(λ(t)b(t)) Dt(λ(t)(c(t) + b(t)))

Dt(λ(t)(c(t) − b(t))) −Dt(λ(t)b(t))

)
.

After the second step of diagonalization procedure we obtain the following system

DtW2 −D0(t, ξ)W2 − Φ(t)W2 −B2(t, ξ)W2 = 0,

where

Φ(t) =
1

2λ(t)c(t)

(
Dt(λ(t)b(t)) 0

0 −Dt(λ(t)b(t))

)
,

‖B2(t, ξ)‖ ≤
C

λ(t)|ξ|

( λ(t)
Λ(t)

ν(t)
)2

for all (t, ξ) ∈ Zhyp(N). Finally, we carry out an elliptic transformation by the
aid of

M3(t, ξ) = exp
( ∫ t

tξ

c′(s)
c(s)

ds
)( exp

( ∫ t
tξ
iτ+(s, ξ)ds

)
0

0 exp
( ∫ t

tξ
iτ−(s, ξ)ds

)
)
.
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After setting W3 := M3W2 we conclude

∂tW3 −
λ′(t)
2λ(t)

(
1 0
0 1

)
W3

− 1
2c(t)λ(t)

(
∂t(λ(t)b(t)) 0

0 −∂t(λ(t)b(t))

)
W3 −B3W3 = 0,

where

‖B3(t, ξ)‖ ≤ C
1

λ(t)|ξ|

(λ(t)
Λ(t)

ν(t)
)2

.

Step 3: Ljapunov via energy function

We define the Ljapunov function S = S(t, ξ) and the energy function E = E(t, ξ)
by

S(t, ξ) := −λ(t)2|y1(t, ξ)|2 + λ(t)2|y2(t, ξ)|2,
E(t, ξ) := λ(t)2|y1(t, ξ)|2 + λ(t)2|y2(t, ξ)|2,

where Y = (y1, y2)T . The new vector-function Y arises from the transformation

Y (t, ξ) :=
(

Θ(t, ξ) 0
0 Θ(t, ξ)−1

)
W3(t, ξ), Θ(t, ξ) := exp

(∫ t

tξ

θ(s, ξ)ds
)
.

If we assume

(C9) |Θ(t, ξ)| ≤ C, |Θ(t, ξ)−1| ≤ C for all (t, ξ) ∈ Zhyp(N),

then we conclude with this auxiliary function

∂tY −
λ′(t)
2λ(t)

(
1 0
0 1

)
Y −

(
∂t(λ(t)b(t))
2c(t)λ(t) + θ 0

0 −∂t(λ(t)b(t))
2c(t)λ(t) − θ

)
Y

−QY = 0, ‖Q(t, ξ)‖ ≤ C 1
λ(t)|ξ|

(λ(t)
Λ(t)

ν(t)
)2

.

Now we estimate the Ljapunov function via the energy function. It holds

∂tS =
2λ′(t)
λ(t)

S

− 2λ(t)2�
(
y1,

λ′(t)
2λ(t)

y1 +
(∂t(λ(t)b(t))

2c(t)λ(t)
+ θ

)
y1 +Q11y1 +Q12y2

)

+ 2λ(t)2�
(
y2,

λ′(t)
2λ(t)

y2 −
(∂t(λ(t)b(t))

2c(t)λ(t)
+ θ

)
y2 +Q21y1 +Q22y2

)

≥ 3
λ′(t)
λ(t)

S −
(∂t(λ(t)b(t))

c(t)λ(t)
+ θ + ‖Q‖

)
E.
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If we assume for the function
(C10) ζ(t, ξ) := ∂t(λ(t)b(t))

c(t)λ(t) + θ(t, ξ) + ‖Q(t, ξ)‖ ≤ 0,

then the last inequality implies immediately

∂tS ≥ 3
λ′(t)
λ(t)

S −
(∂t(λ(t)b(t))

c(t)λ(t)
+ θ + ‖Q‖

)
S.

As a consequence we may conclude

S(t, ξ) ≥ S(tξ, ξ) exp
(∫ t

tξ

(
3
λ′(s)
λ(s)

− ∂s(λ(s)b(s))
c(s)λ(s)

− θ − ‖Q‖
)
ds
)
.

This allows to estimate the Ljapunov function in Zhyp(N).
Step 4: Choice of coefficients
We define the sequence {tj}j with tj = exp

(
j 1

log[n] j

)
. It is clear that tj → ∞ for

j →∞. If we define the sequence {dj}j with dj := tj−tj−1
4 , then dj ∼ tj 1

log[n+1] tj
.

We define the coefficients a = a(t) and b = b(t) from C∞[1,∞) in the following
way:

a(t) :=
∫ t

tj−1

∫ s1

tj−1

χj(s2)ds2ds1 + 1 for t ∈ [tj−1, tj ],

b(t) :=

{
a(t− dj) for t ∈ [tj−1 + dj , tj ],
monotone decreasing for t ∈ [tj−1, tj−1 + dj ].

They have the following behavior:

a(t) :=





1 on [tj−1, tj−1 + dj ],
monotone increasing on [tj−1 + dj , tj−1 + 2dj],

2 on [tj−1 + 2dj , tj−1 + 3dj ],
monotone decreasing on [tj−1 + 3dj , tj ],

b(t) :=





monotone decreasing on [tj−1, tj−1 + dj ],
1 on [tj−1 + dj , tj−1 + 2dj ],

monotone increasing on [tj−1 + 2dj , tj−1 + 3dj ],
2 on [tj−1 + 3dj , tj ].

The functions χj = χj(t) are defined as follows:

χj(t) :=





0 for t ∈ [tj−1, tj−1 + dj ],
32d−3

j (t− (tj−1 + dj)) for t ∈ [tj−1 + dj , tj−1 + 5
4dj ],

−32d−3
j (t− (tj−1 + 3

2dj)) for t ∈ [tj−1 + 5
4dj , tj−1 + 7

4dj ],
32d−3

j (t− (tj−1 + 2dj)) for t ∈ [tj−1 + 7
4dj , tj−1 + 2dj ],

0 for t ∈ [tj−1 + 2dj, tj−1 + 3dj],
−32d−3

j (t− (tj−1 + 3dj)) for t ∈ [tj−1 + 3dj, tj−1 + 13
4 dj ],

32d−3
j (t− (tj−1 + 7

2dj)) for t ∈ [tj−1 + 13
4 dj , tj−1 + 15

4 dj ],
−32d−3

j (t− (tj−1 + 4dj)) for t ∈ [tj−1 + 15
4 dj , tj ].
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Then straightforward calculations imply

max
t∈[tj−1,tj]

|a′(t)|2 = max
t∈[tj−1,tj ]

|b′(t)|2 � d−2
j ,

max
t∈[tj−1,tj]

|a′′(t)| = max
t∈[tj−1,tj ]

|b′′(t)| � d−2
j .

There exist positive constants q0 and q1 independent of j such that
∫ tj−1+dj

tj−1

b′(s)
c(s)

ds =
∫ tj−1+dj

tj−1

b′(s)√
1 + b(s)2

ds = − log
(2 +

√
5

1 +
√

2

)
=: −q1,

∫ tj−1+3dj

tj−1+2dj

b′(s)
c(s)

ds =
∫ tj−1+3dj

tj−1+2dj

b′(s)√
4 + b(s)2

ds = log
(2 + 2

√
2

1 +
√

5

)
=: q0

with q0 < q1.

Step 5: Definition of θ and assumptions (C9) and (C10).
We can find a positive real number δ0 such that p0 := δ0+q0

q1
∈ (0, 1). We define

with a large j0 a sequence {pj(ξ)}j≥j0 by

pj(ξ) :=
K

q1λ(tj)|ξ|

∫ tj

tj−1

(1
s

log[n+1] s
)2

ds+
1
q1

∫ tj

tj−1

b(s)
c(s)

λ′(s)
λ(s)

ds+
q0
q1
.

On the one hand we have with the definition of tj∫ tj

tj−1

b(s)
c(s)

λ′(s)
λ(s)

ds ≤
∫ tj

tj−1

b1
c0

λ′(s)
λ(s)

ds ∼ (log tj − log tj−1)

≤ 1
4
δ0 for j ≥ j0(δ0).

On the other hand by taking into account of the definition of Zhyp(N) it holds

K

λ(tj)|ξ|

∫ tj

tj−1

(1
s

log[n+1] s
)2

ds ≤ K

λ(tj)|ξ|
(tj − tj−1)

( 1
tj−1

log[n+1] tj−1

)2

≤ KC

λ(tj)|ξ|
(tj − tj−1)

( 1
tj

log[n+1] tj

)2

≤ KCdj
λ(tj)|ξ|

( 1
tj

log[n+1] tj

)2

≤ KC

λ(tj)|ξ|
tj(log[n+1] tj)−1

( 1
tj

log[n+1] tj

)2

≤ KC

|ξ|
1

Λ(tj)
log[n+1] Λ(tj)

≤ KC

N
≤ 1

2
δ0 for j ≥ j0(δ0).

Hence, |pj(ξ)| ≤ p0 for all large j ≥ j0. We introduce the notation q(t) := b′(t)
c(t) and

as usual the non-negative part [q(t)]+ and the non-positive part [q(t)]− of q(t). We
have

∫ tj
tj−1

q(s)ds = q0 − q1 < 0. Let us define the function θ(t, ξ) in the following
way:

θ(t, ξ) := −([q(t)]+ + pj(ξ)[q(t)]−)− K

λ(tj)|ξ|

(1
t

log(n+1) t
)2

− b(t)
c(t)

λ′(t)
λ(t)

for t ∈ [tj−1, tj].
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Then we may use
∫ tj

tj−1

θ(t, ξ)dt = 0,
∣∣∣
∫ t

tj−1

θ(s, ξ)ds
∣∣∣ ≤ δ0 for t ∈ [tj−1, tj).

Therefore we obtain exp(−2δ0) ≤ |Θ(t, ξ)| ≤ exp(2δ0). Thus, the assumption (C9)
is satisfied. Finally, we may conclude with λ(t) ∼ λ(tj) on the interval [tj−1, tj ]
and with K sufficiently large

ζ(t, ξ) ≤ (1− pj(ξ))[q(t)]−)− K − C
λ(t)|ξ|

(1
t

log[n+1] t
)2

≤ (1− p0)[q(t)]− ≤ 0.

This gives (C10).

Step 6: Verification
For large t ∈ [tj−1, tj] we conclude

∫ t

tξ

−ζ(s, ξ)ds ≥ q1(1 − p0)(j − j0(ξ)).

As a consequence we obtain

S(t, ξ) ≥ S(tξ, ξ) exp
(∫ t

tξ

3
λ′(s)
λ(s)

ds
)

exp(Cq1(1− p0)(j − j0(ξ))).

Taking into consideration

j ∼ (log tj)(log[n+1] tj), j0(ξ) ∼ (log tξ)(log[n+1] tξ)

we conclude

S(tj , ξ) ≥ S(tξ, ξ) exp
(
C(log tj)(log[n+1] tj)− C(log tξ)(log[n+1] tξ)

)
.

We define S(tξ, ξ) in such a way that it coincides with E(tξ, ξ). Then the last
inequality yields

E(tj , ξ) ≥ E(tξ, ξ) exp
(
C(log tj)(log[n+1] tj)− C(log tξ)(log[n+1] tξ)

)
.

After backward transformation we get

|V (tj , ξ)| ≥ |V (tξ, ξ)| exp
(
C(log tj)(log[n+1] tj)− C(log tξ)(log[n+1] tξ)

)
.

Then we solve the backward Cauchy problem in Zpd(N) and obtain from (5.4)

|V (0, ξ)| ≤ C exp
(
N(log[n+1] tξ)

)
|V (tξ, ξ)|.

Summarizing we have proved

|E(tj , 0, ξ)| ≥ C0 exp
(
C1(log tj)(log[n+1] tj)

)
for all j ≥ j0(ξ).

In this estimate it is allowed to choose j →∞. So, the desired estimate of Theorem
5.2 is proved.
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5.2. Proof of Theorem 5.4

We define the sequence {tj}j implicitly by

Λ(tj) = exp(j
1

γ+1 ).

We have

tj = log[m−1] j
1

γ+1 , dj =
1
4
(tj − tj−1).

Consequently,
1
dj
∼ (log[m−2] j̃

1
γ+1 )(log[m−3] j̃

1
γ+1 ) · · · (log j̃

1
γ+1 )j̃

∼ (log[m−2] j
1

γ+1 )(log[m−3] j
1

γ+1 ) · · · (log j
1

γ+1 )j

for large j and j̃ ∈ (j − 1, j). On the other hand

λ(tj)
Λ(tj)

(log Λ(tj))γ = (exp[m−1] tj)γ+1 exp[m−2] tj · · · exp tj

∼ j(log j
1

γ+1 ) · · · (log[m−3] j
1

γ+1 )(log[m−2] j
1

γ+1 ).

This shows, that the definition of {tj}j and the construction of a = a(t) and
b = b(t) as in Step 4 of the previous proof give the desired oscillating behavior. So
we can follow all the steps as in the proof to Theorem 5.2. As a consequence we
conclude

S(tj , ξ) ≥ S(tξ, ξ)
(
λ(tj)
λ(tξ)

)3

exp
(
C(log Λ(tj))γ+1 − C(log Λ(tξ))γ+1

)

for all large tj . Taking into consideration λ(tj) = o(exp(C(log Λ(tj))γ+1)) the same
approach as in Case 1 implies the desired estimate to below from Theorem 5.4.

Remark 5.5. To produce slower oscillations we define {tj}j in the following way
(c.f. with Case 1):

Λ(tj) = exp
(
j

1

log[n+1] j

)
for large j.

In this way we may understand the interaction of oscillations for shape functions
increasing not slower than exponential growth and with oscillations which are very
close to very slow oscillations.

6. Concluding remark

The recent papers [1] and [13] are devoted to energy estimates (even to Lp − Lq
decay estimates) for solutions to strictly hyperbolic systems. To understand the
new effects coming from systems itself it would be interesting to generalize the
results from [10] to the long time behavior of energies to 2 by 2 hyperbolic systems
by using the results of this paper.



Optimality of Energy Behavior 315

References

[1] M. D’Abbicco, S. Lucente, G. Taglialatela, Lp−Lq estimates for regularly hyperbolic
systems, Advances Differential Equations 14 (2009) 9-10, 801–834.

[2] F. Colombini, Energy estimates at infinity for hyperbolic equations with oscillating
coefficients, J. Differential Equations 231 (2006) 598–610.

[3] F. Colombini, E. De Giorgi, S. Spagnolo, Sur les équations hyperboliques avec des
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On Singular Systems of
Parabolic Functional Equations

László Simon

Abstract. We consider systems consisting of an initial-boundary value prob-
lem for second-order quasilinear parabolic equation and an initial value prob-
lem for first-order ordinary differential equation where both equations contain
functional dependence on the unknown functions.
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erator.

1. Introduction

In this paper we shall consider initial-boundary value problems for the system

Dtu−
n∑
i=1

Di[ai(t, x, u(t, x), Du(t, x) + g(w(t, x))Dw(t, x);u,w)]

+ a0(t, x, u(t, x), Du(t, x) + g(w(t, x)Dw(t, x));u,w) = G,

(1.1)

Dtw = F (t, x;u,w) in QT = (0, T )× Ω ⊂ R
n+1, T ∈ (0,∞) (1.2)

where Dt = ∂
∂t , Di = ∂

∂xi
, D = (D1, D2, . . . , Dn), the functions

ai : QT × R
n+1 × Lp1(0, T ;V1)× Lp2(QT )→ R

(with a closed linear subspace V1 of the Sobolev space W 1,p1(Ω), 2 ≤ pi < ∞)
satisfy conditions which are generalizations of the usual conditions for quasilinear
parabolic differential equations, considered by using the theory of monotone type
operators (see, e.g., [3], [7], [14], [16]) but the equation (1.1) is not uniformly
parabolic in the sense, analogous to the linear case (see also [13]). Further,

F : QT × Lp1(0, T ;V1)× Lp2(QT )→ R

This work was supported by the Hungarian National Foundation for Scientific Research under
grant OTKA T 049819.
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satisfies a Lipschitz condition. It will be proved existence of weak solutions in QT .
In the first part of the paper the case g = 0 will be considered and in the second
part the general case will be considered.

Such problems with g = 0 arise, e.g., when considering diffusion and transport
in porous media with variable porosity, see [4], [8]. In [8] J.D. Logan, M.R. Petersen,
T.S. Shores considered and numerically studied a nonlinear system, consisting of
a parabolic, an elliptic and an ODE which describes reaction-mineralogy-porosity
changes in porous media. System (1.1), (1.2) with g = 0 is the particular case when
the pressure is assumed to be constant. This case was studied in [12] when ai satisfy
modified (in some sense more special) conditions, by using different arguments.

The case of general g was motivated by non-Fickian diffusion in viscoelas-
tic polymers and by spread of morphogens (see [9], [10], [11]). In [2], [5] similar
degenerate systems of parabolic differential equations were considered without
functional dependence. This general case is studied also in [15], by using different
method, if certain modified conditions are satisfied. The modified conditions are in
some sense weaker and in some sense stronger than the assumptions in the present
paper. Here Schauder’s fixed point theorem is applied while in [15] the existence
theorem on pseudomonotone operators is directly applied.

2. Case g = 0

Let Ω ⊂ Rn be a bounded domain having the uniform C1 regularity property (see
[1]) and pi ≥ 2 be real numbers (i = 1, 2). Denote by W 1,p1(Ω) the usual Sobolev
space of real-valued functions with the norm

‖u‖ =
[∫

Ω

(|Du|p1 + |u|p1)
]1/p1

.

Let V1 ⊂ W 1,p1(Ω) be a closed linear subspace containing C∞
0 (Ω). Denote by

Lp1(0, T ;V1) the Banach space of the set of measurable functions u : (0, T )→ V1

such that ‖u‖pV1
is integrable and define the norm by

‖u‖p1Lp1(0,T ;V1)
=
∫ T

0

‖u(t)‖p1V1
dt.

For the sake of brevity we denote Lp1(0, T ;V1) by XT
1 . The dual space of XT

1 is
Lq1(0, T ;V �1 ) where 1/p1 + 1/q1 = 1 and V �1 is the dual space of V1 (see, e.g., [7],
[14], [16]). Further, let XT = XT

1 × Lp2(QT ).
On functions ai we assume:

(A1) The functions ai : QT ×Rn+1×XT → R satisfy the Carathéodory conditions
for arbitrary fixed (u,w) ∈ XT (i = 0, 1, . . . , n).

(A2) There exist 0 < δ ≤ 1 and bounded (nonlinear) operators

g1 : Lp1(0, T ;W 1−δ,p1(Ω))× Lp2(QT )→ R
+,

k1 : Lp1(0, T ;W 1−δ,p1(Ω))× Lp2(QT )→ Lq1(QT )
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such that k1 is continuous,

|ai(t, x, ζ0, ζ;u,w)|
≤ g1(u,w)[|ζ0|p1−1 + |ζ|p1−1] + [k1(u,w)](t, x), i = 0, 1, . . . , n

for a.e. (t, x) ∈ QT , each (ζ0, ζ) ∈ Rn+1 and (u,w) ∈ XT
δ where we use the

notations

XT
1,δ = Lp1(0, T ;W 1−δ,p1(Ω)), XT

δ = XT
1,δ × Lp2(QT ).

(A3)
n∑
i=0

[ai(t, x, ζ0, ζ;u,w)− ai(t, x, ζ�0 , ζ�;u,w)](ζi − ζ�i )

≥ g2(u,w)[|ζ0 − ζ�0 |p1 + |ζ − ζ�|p1 ], t ∈ (0, T ]
where

g2(u,w) ≥ c2
1 + ‖(u,w)‖σ�

XT
δ

(2.1)

with some constants c2 > 0, 0 ≤ σ� < p1 − 1.
(A4) There exists a nonlinear operator k2 : XT

δ → L1(QT ) such that
n∑
i=0

ai(t, x, ζ0, ζ;u,w)ζi ≥ g2(u,w)[|ζ0|p1 + |ζ|p1 ]− [k2(u,w)](t, x)

for a.e. (t, x) ∈ QT , all (ζ0, ζ) ∈ Rn+1, (u,w) ∈ XT
δ and

‖k2(u,w)‖L1(QT ) ≤ c3
(
‖(u,w)‖σXT

δ
+ 1

)
(2.2)

with some nonnegative constant σ < p1 − σ�.
(A5) If (uk, wk)→ (u,w) in XT

δ then for i = 0, 1, . . . , n, a.e. (t, x) ∈ QT , all (ζ0, ζ)
in R

n+1

ai(t, x, ζ0, ζ;uk, wk)→ ai(t, x, ζ0, ζ;u,w),

for a subsequence.

Example. Conditions (A1)–(A5) are satisfied if, e.g.,

ai(t, x, ζ0, ζ;u,w) = b(H1(u), H2(w))ζi|ζ|p1−2, i = 1, 2, . . . , n,

a0(t, x, ζ0, ζ;u,w) = b(H1(u), H2(w))ζ0 |ζ0|p1−2 + b0(F0(u), G0(w))

and b, b0 are continuous functions, satisfying with some positive constants c3, c4

b(θ1, θ2) ≥
c3

1 + |(θ1, θ2)|σ� where 0 ≤ σ� < p1 − 1,

|b0(θ1, θ2)| ≤ c4|(θ1, θ2)|λ where 0 ≤ λ < p1 − 1− σ�.
Finally,

H1 : Lp1(0, T ;W 1−δ,p1(Ω))→ C(QT ), F0 : Lp1(0, T ;W 1−δ,p1(Ω))→ Lp1(QT ),

H2 : Lp2(QT )→ C(QT ), G0 : Lp2(QT )→ Lp1(QT )



320 L. Simon

are continuous linear operators. (See [13].) If σ� = 0 and b is bounded, H1, H2

may be such as F0, G0, respectively.

Now we formulate assumptions on F : QT ×XT → R.

(F1) For each fixed (u,w) ∈ XT , F (·;u,w) ∈ Lp2(QT ).
(F2) F satisfies the following (global) Lipschitz condition: there exists a constant

K such that for each t ∈ (0, T ], (u,w), (u�, w�) ∈ XT we have

‖F (·;u,w)− F (·;u�, w�)‖p2Lp2(Qt)
≤ K

[
‖u− u�‖p2

Xt
1,δ

+ ‖w − w�‖p2Lp2(Qt)

]
.

Definition. We define operator A : XT → (XT
1 )� by

[A(u,w), v] =
∫ T

0

〈A(u,w)(t), v(t)〉dt

=
∫

QT

{∑n

i=1
ai(t, x, u(t, x), Du(t, x);u,w)Div

+ a0(t, x, u(t, x), Du(t, x);u,w)v
}
dtdx,

(u,w) ∈ XT , v ∈ XT
1 where the brackets 〈·, ·〉, [·, ·] mean the dualities in spaces

V �1 , V1; (XT
1 )�, XT

1 , respectively.

Theorem 2.1. Assume (A1)–(A5) and (F1), (F2). Then for any G ∈ (XT
1 )�, u0 ∈

L2(Ω) and w0 ∈ Lp2(Ω) there exists u ∈ XT
1 , w ∈ Lp2(QT ) such that Dtu ∈ (XT

1 )�,
Dtw ∈ Lp2(QT ),

Dtu+A(u,w) = G, u(0) = u0, (2.3)

Dtw = F (t, x;u,w) for a.e. (t, x) ∈ QT , w(0) = w0. (2.4)

Before the proof of this theorem we prove two lemmas. Define (with fixed
(u,w) ∈ XT ) the operator Au,w : XT

1 → (XT
1 )� by

[Au,w(ũ), v] =
∫

QT

{∑n

i=1
ai(t, x, ũ(t, x), Dũ(t, x);u,w)Div

+ a0(t, x, ũ(t, x), Dũ(t, x);u,w)v
}
dtdx,

ũ, v ∈ XT
1 .

Lemma 2.2. Assume (A1)–(A5). Then for arbitrary (u,w) ∈ XT
δ , G ∈ (XT

1 )�,
u0 ∈ L2(Ω) there exists a unique solution ũ ∈ XT

1 of

Dtũ+Au,w(ũ) = G, ũ(0) = u0. (2.5)

If (uk, wk) is a bounded sequence in XT
δ then for the sequence (ũk) of solutions of

(2.5) with (u,w) = (uk, wk) we have: (ũk) is bounded in XT
1 , (Dtũk) is bounded

in (XT
1 )�. Further, if (uk, wk)→ (u,w) in XT

δ then (ũk)→ ũ in XT
1 .
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Proof. By (A1)–(A4) operator Au,w : XT
1 → (XT

1 )� is bounded, demicontinuous,
strictly monotone and coercive (see [3], [7], [14] or [16]), thus for any fixed (u,w) ∈
XT
δ there exists a unique solution ũ ∈ XT

1 of (2.5).
Further, if (uk, wk) is a bounded sequence in XT

δ the by (A4) we have for the
solution ũk of (2.5) (by p1 ≥ 2, W 1,p1(Ω) is continuously imbedded into L2(Ω)):

[G, ũk] =
∫ T

0

〈(Dtũk)(t), ũk(t)〈dt+ [Auk,wk
(ũk), ũk] (2.6)

≥ 1
2
‖ũk(T )‖2L2(Ω) −

1
2
‖u0‖2L2(Ω)

+
c2

1 + ‖(uk, wk)‖σ�

XT
δ

‖ũk‖p1XT
1
− c3

(
‖(uk, wk)‖σXT

δ
+ 1

)
.

Since
|[G, ũk] ≤ ‖G‖(XT

1 )�‖ũk‖XT
1
,

p1 ≥ 2, we obtain from (2.6) the boundedness of (ũk) in XT
1 if (uk, wk) is bounded

in XT
δ . Thus by (A2), (2.5), (Dtũk) is bounded in (XT

1 )�.
Finally, if (uk, wk)→ (u,w) in XT

δ then by (2.5) one obtains

Dtũk +Auk,wk
(ũk) = Dtũ+Au,w(ũ)

thus

[Auk,wk
(ũk)−Auk,wk

(ũ), ũk − ũ]
= −[Dt(ũk − ũ), ũk − ũ] + [Au,w(ũ),−Auk,wk

(ũ), ũk − ũ],

hence by (A3), [Dt(ũk − ũ), ũk − ũ] ≥ 0,

‖ũk − ũ‖p1XT
1
≤

1 + ‖(uk, wk)‖σ
�

XT
δ

c2
[Au,w(ũ)−Auk,wk

(ũ), ũk − ũ] (2.7)

≤ const‖Au,w(ũ)−Auk,wk
(ũ)‖(XT

1 )�‖ũk − ũ‖XT
1

and by (A5), (A2) and Vitali’s theorem

lim
k→∞

‖Au,w(ũ)−Auk,wk
(ũ)‖(XT

1 )� = 0,

for a subsequence. Consequently, it holds for the original sequence, too. (Assuming
that it is not true, one gets a contradiction.) Thus inequality (2.7) and p1 ≥ 2 imply
that (ũk)→ ũ in XT

1 . �

Lemma 2.3. Let (F1), (F2) be satisfied and assume that

(ũk)→ ũ in Lp1(0, T ;W 1−δ,p1(Ω)).

Further, with a given w0 ∈ Lp2(Ω) define the sequence (w̃k) by

w̃k(t, x) = w0(x) +
∫ t

0

F (τ, x, ; ũk, w̃k−1)dτ,

k = 1, 2, . . . , w0(t, x) = w0(x).
(2.8)
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Then (w̃k)→ w̃ in Lp2(QT ) and w̃ satisfies

w̃(t, x) = w0(x) +
∫ t

0

F (τ, x, ; ũ, w̃)dτ a.e. in QT . (2.9)

The solution w̃ of (2.9) is unique. Further, if (u�j )→ u� in Lp1(0, T ;W 1−δ,p1(Ω))
then for the solution w̃ = w�j of (2.9) with ũ = u�j we have (w�j )→ w� in Lp2(QT )
where w�is the solution of (2.9) with ũ = u�.

Proof. By (2.8) and (F2)

|w̃j+1 − w̃k+1|p2 =

∫ t

0

[F (τ, x; ũj+1, w̃j)− F (τ, x; ũk+1, w̃k)]dτ

p2

≤ t
p2
q2

∫ t

0

|F (τ, x; ũj+1, w̃j)− F (τ, x; ũk+1, w̃k)|p2dτ,

hence∫

Ω

|w̃j+1 − w̃k+1|p2dx ≤ t
p2
q2

∫

Qt

|F (τ, x; ũj+1, w̃j)− F (τ, x; ũk+1, w̃k)|p2dτdx

≤ Kt
p2
q2

[
‖ũj+1 − ũk+1‖p2Xt

1,δ
+ ‖w̃j − w̃k‖p2Lp2(Qt)

]
,

∫

Qt̃

|w̃j+1 − w̃k+1|p2dtdx

≤ K
[∫ t̃

0

t
p2
q2 ‖ũj+1 − ũk+1‖p2Xt

1,δ
dt+

∫ t̃

0

t
p2
q2 ‖w̃j − w̃k‖p2Lp2(Qt)

dt

]

≤ KT
p2
q2

−1 t̃
2

2!

[
‖ũj+1 − ũk+1‖p2XT

1,δ

+ ‖w̃j − w̃k‖p2Lp2(QT )

]
.

Further,
∫

Qt̃

|w̃j+2 − w̃k+2|p2dtdx

≤ K
[∫ t̃

0

t
p2
q2 ‖ũj+2 − ũk+2‖p2Xt

1,δ
dt+

∫ t̃

0

t
p2
q2 ‖w̃j+1 − w̃k+1‖p2Lp2(Qt)

dt

]

≤ KT
p2
q2

−1 t̃
2

2!
‖ũj+2 − ũk+2‖p2XT

1,δ

+KT
p2
q2

∫ t̃

0

KT
p2
q2

−1 t
2

2!

[
‖ũj+1 − ũk+1‖p2XT

1,δ

+ ‖w̃j − w̃k‖p2Lp2(QT )

]
dt

≤ KT
p2
q2

−1 t̃
2

2!
‖ũj+2 − ũk+2‖p2XT

1,δ

+K2
(
T

p2
q2

)2 t̃3

3!

[
‖ũj+1 − ũk+1‖p2XT

1,δ

+ ‖w̃j − w̃k‖p2Lp2(QT )

]
.
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By induction we obtain (with some constant c̃)
∫

Qt̃

|w̃j+m − w̃k+m|p2dtdx ≤
m∑
l=1

c̃l+1 t̃l+1

(l + 1)!
‖ũj+m+1−l − ũk+m+1−l‖p2XT

1,δ

+ c̃m+1 t̃m+1

(m+ 1)!
‖w̃j − w̃k‖p2Lp2(QT ). (2.10)

In a similar way, one estimates ‖w̃k‖Lp2(Qt̃)
: by (2.8)

|w̃k(t, x)|p2 ≤ p2

[
t

p2
q2

∫ t

0

|F (τ, x; ũk, w̃k−1)|p2dτ + |w0(x)|p2
]

and by (F1), (F2)

‖F (·; ũk, w̃k−1)‖p2Lp2(Qt)

≤ p2K
[
‖ũk‖p2Xt

1,δ
+ ‖w̃k−1‖p2Lp2(Qt)

]
+ p2‖F (·; 0, 0)‖p2Lp2(Qt)

.

Consequently,∫

Ω

|w̃k(t, x)|p2dx ≤ p2
2Kt

p2
q2

[
‖ũk‖p2Xt

1,δ
+ ‖w̃k−1‖p2Lp2(Qt)

]
+ C�

where the constant C�is independent of k, t, x thus for all t̃ ∈ (0, T ] we have
∫

Qt̃

|w̃k|p2dtdx ≤ p2
2KT

p2
q2

−1

[∫ t̃

0

t‖ũk‖p2XT
1,δ

dt+
∫ t̃

0

t‖w̃k−1‖p2Lp2(QT )dt

]
+ C�t̃.

By using induction, one obtains
∫

Qt̃

|w̃k|p2dtdx ≤
k∑
l=1

c̃l+1 t̃l+1

(l + 1)!

[
‖ũk+1−l‖p2XT

1,δ

dt+ 1
]

(2.11)

which implies the boundedness of ‖w̃k‖Lp2(QT ) since ‖ũk+1−l‖XT
1,δ

is bounded.
Therefore, by (2.10) (w̃k) is a Cauchy sequence in Lp2(QT ) thus there exists

w̃ ∈ Lp2(QT ) such that w̃k → w̃ in Lp2(QT ). From (2.8) and (F2) we obtain (2.9)
as k →∞. The uniqueness of the solution of (2.9) follows from (F2) in a standard
way: similarly to the proof of (2.10), one obtains for the solutions w̃1, w̃2 of (2.9):

∫

Qt̃

|w̃1 − w̃2|p2dtdx ≤ c̃m+1 t̃m+1

(m+ 1)!
‖w̃1 − w̃2‖p2Lp2(QT )

which implies w̃1 = w̃2 a.e.
Finally, if (u�j ) → u� in XT

1,δ then for the (unique) solutions w̃ = w�j and
w̃ = w� of (2.9) with ũ = u�j , ũ = u�, respectively, we have according to (2.10)

∫

Qt̃

|w�j+m − w�|p2dtdx ≤
m∑
l=1

c̃l+1 t̃l+1

(l + 1)!
‖u�j+m+1−l − u�‖

p2
XT

1,δ

+ c̃m+1 t̃m+1

(m+ 1)!
‖w�j − w�‖

p2
Lp2(QT ).
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which implies
lim
j→∞

‖w�j − w�‖Lp2(QT ) = 0

since by (2.11) (w�j ) is bounded in Lp2(QT ). �

Proof of Theorem 2.1. According to Lemma 2.2, for arbitrary (u,w) ∈ XT
δ there

exists a unique solution ũ ∈ XT
1 of

Dtũ+Au,w(ũ) = G, ũ(0) = u0. (2.12)

Further, by Lemma 2.3, for arbitrary w0 ∈ Lp2(Ω) there exists a unique solution
w̃ ∈ Lp2(QT ) of

w̃(t, x) = w0(x) +
∫ t

0

F (τ, x, ; ũ, w̃)dτ. (2.13)

Define mapping Φ : XT
δ → XT

δ by Φ(u,w) = (ũ, w̃) where ũ, w̃ are solutions of
(2.12) and (2.13).

According to Lemmas 2.2, 2.3 the mapping Φ is continuous. Further, Φ is
compact. Because, if (uk, wk) is bounded in XT

δ then, by Lemma 2.2, the sequence
(ũk) of solutions of (2.12) with (u,w) = (uk, wk) is bounded in XT

1 and (Dtũk)is
bounded in (XT

1 )�. Since W 1−δ,p1(Ω) is compactly imbedded in W 1,p1(Ω), there is
a subsequence (ũkl

) of (ũk) which is convergent in XT
1,δ (see, e.g., [7], [14]). Thus by

Lemma 2.3 (w̃kl
) is convergent in Lp2(QT ), whence (ũkl

, w̃kl
) is convergent in XT

δ .
Finally, we show that there is a closed ball BR in XT

δ such that Φ(BR) ⊂ BR.
Assume that

‖(u,w)‖XT
δ
≤ r. (2.14)

Then by inequality (2.6) we obtain for the solution ũ of (2.12)

1
2
‖u0‖2L2(Ω) + ‖G‖(XT

1 )�‖ũ‖XT
1
≥ c2

1 + ‖(u,w)‖σ�

XT
δ

‖ũ‖p1
XT

1
− c3‖(u,w)‖σXT

δ
,

thus
c2

2rσ� ‖ũ‖p1XT
1
− ‖G‖(XT

1 )�‖ũ‖XT
1
− 1

2
‖u0‖2L2(Ω) ≤ c3rσ if r ≥ 1,

i.e.,

‖ũ‖p1
XT

1


 c2

2rσ� −
‖G‖(XT

1 )�

‖ũ‖p1−1

XT
1


 ≤ c3rσ +

1
2
‖u0‖2L2(Ω) if r ≥ 1.

Consequently, if

‖ũ‖XT
1
≥ ‖G‖

1
p1−1

(XT
1 )�

(
4rσ

�

c2

) 1
p1−1

=
(
‖G‖(XT

1 )�

4
c2

) 1
p1−1

r
σ�

p1−1

then (for sufficiently large r)

‖ũ‖p1
XT

1

c2
4rσ� ≤ c4rσ, i.e., ‖ũ‖XT

1
≤
(

4c4
c2

)1/p1

r
σ+σ�

p1 .
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Thus

‖ũ‖XT
1,δ
≤ ‖ũ‖XT

1
≤ const rρ where ρ = max

{
σ�

p1 − 1
,
σ + σ�

p1

}
< 1. (2.15)

Further, by using an estimate, analogous to (2.11), we obtain that, assuming (2.14),
for the solution w̃ of (2.13) we have by (2.15)

‖w̃‖Lp2(QT ) ≤ const rρ. (2.16)

Since ρ < 1, from (2.15), (2.16) we obtain that for sufficiently large R,

‖(u,w)‖XT
δ
≤ R implies ‖Φ(u,w)‖XT

δ
= ‖(ũ, w̃)‖XT

δ
≤ R.

Thus Schauder’s fixed point theorem implies that Φ has a fixed point (u,w) ∈ XT
δ :

Φ(u,w) = (u,w).

Consequently, u ∈ XT
1 and (u,w) ∈ XT satisfies (2.3), (2.4). �

Remark. If some Lipschitz conditions are satisfied with respect to the “functional
variables” u,w in ai, one can prove uniqueness of the solution.

3. Case g �= 0

Now we shall consider equations (1.1), (1.2) with a bounded, continuous function
g. This problem will be transformed to the case g = 0, considered in Section 1,
with p = p1 = p2 ≥ 2. Let f =

∫
g.

Define
X̃T = Lp(0, T ;W 1,p(Ω))× Lp(0, T ;W 1,p(Ω))

and operator A : X̃T → (XT
1 )� for (u,w) ∈ X̃T , v ∈ XT

1 by

[A(u,w), v] =
∫ T

0

〈A(u,w)(t), v(t)〉dt

=
∫

QT

{
n∑
i=1

ai(t, x, u(t, x), Du(t, x) + g(w(t, x))Dw(t, x);u,w)Div

}
dtdx

+
∫

QT

a0(t, x, u(t, x), Du(t, x) + g(w(t, x))Dw(t, x);u,w)vdtdx.

Further, assume

(F3) F has the form

F (t, x;u,w) = F1(t, x, [h(u)](t, x), w(t, x))

where F1 is continuously differentiable with respect to the last three variables,
the partial derivatives are bounded and either h(u) = u or

h : Lp(QT )→ Lp(0, T ;W 1,p(Ω))
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is a continuous linear operator such that h(u) ∈ Lp(0, T ;C1(Ω)) for all u ∈
Lp(QT ). Further, there exists c0 > 0 such that

F1(t, x, ζ0, η)η < 0 if |η| ≥ c0. (3.1)

Remark. In the second case h(u) may have, e.g., the form

[h(u)](t, x) =
∫

Qt

H(t, x, τ, ξ)u(τ, ξ)dτdξ

(with a “sufficiently good” function H).

Theorem 3.1. Assume that (A1)–(A5) and (F1)–(F3) are satisfied with p1 = p2 =
p > 2, q1 = q, δ = 1, σ� < p − 2 such that for the operators g1, k1, g2, k2 in
(A2)–(A4) we have

g1(u,w)q ≤ const g2(u,w), k1(u,w)q ≤ constk2(u,w).

Further, g is a bounded, continuous function. Then for any G ∈ (XT
1 )�, u0 ∈

L2(Ω), w0 ∈ L∞(Ω) ∩ W 1,p(Ω) there exists (u,w) ∈ X̃T such that u + f(w) ∈
Lp(0, T ;V1),

Dtu ∈ (XT
1 )�, Dtw ∈ Lp(QT ),

Dtu+A(u,w) = G, u(0) = u0, (3.2)

Dtw = F (t, x;u,w) for a.e. (t, x) ∈ QT , w(0) = w0. (3.3)

Proof. Instead of u introduce the new unknown function ũ by

ũ(t, x) = u(t, x) + f(w(t, x)) (where f =
∫
g). (3.4)

By using the formulas

Dtũ = Dtu+ f ′(w)Dtw, Dũ = Du+ f ′(w)Dw (3.5)

we obtain that (u,w) ∈ X̃T is a solution of (3.2), (3.3) if and only if (ũ, w) ∈ X̃T

satisfies

Dtũ+ Ã(ũ, w) = G, ũ(0) = u0 + f(w0(x)), (3.6)

Dtw = F (t, x; ũ− f(w), w), w(0) = w0 (3.7)

where

[Ã(ũ, w), v]

=
∫

QT

{
n∑
i=1

ai(t, x, ũ(t, x)− f(w(t, x)), Dũ(t, x); ũ − f(w), w)Div

}
dtdx

+
∫

QT

{a0(t, x, ũ− f(w), Dũ; ũ− f(w), w) − f ′(w)F (t, x; ũ − f(w), w)} vdtdx.

First we show that by Theorem 2.1 there is a solution (ũ, w) ∈ XT of (3.6),
(3.7) (such that Dtw ∈ Lp(QT )). Then we prove that w ∈ Lp(0, T ;W 1,p(Ω)), hence
(ũ, w) ∈ X̃T and thus with u = ũ− f(w), (u,w) satisfies (3.2), (3.3).
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Since w0 ∈ L∞(Ω), by assumption (3.1), a solution of (3.3) satisfies

‖w‖L∞(QT ) ≤ max
{
‖w0‖L∞(Ω), c0

}
= c̃0.

Let ψ ∈ C∞
0 (R) such that ψ(η) = 1 for |η| ≤ c̃0 and define function f1 by f1(η) =

f(η)ψ(η). Then f1 is bounded and consider (3.2), (3.3) with f1 instead of f .
Since ai satisfy (A1)–(A5) with δ = 1, f1, f ′

1 are bounded and continuous,
functions ãi (defining operator Ã with f1, instead of f)

ãi(t, x, ζ0, ζ; ũ, w) = ai(t, x, ζ0 − f1(w(t, x)), ζ; ũ − f1(w), w), i = 1, . . . , n

ã0(t, x, ζ0, ζ; ũ, w) = a0(t, x, ζ0 − f1(w(t, x)), ζ; ũ − f1(w), w)

− f ′
1(w)F (t, x; ũ − f1(w), w)

satisfy (A1)–(A5), too.
Clearly, (A1)–(A3), (A5) are satisfied. Now we show that (A4) is satisfied,

too. By using the assumptions of our theorem and Young’s inequality, we obtain
for any ε > 0
n∑
i=0

ãi(t, x, ζ0, ζ; ũ, w)ζi

=
n∑
i=0

ai(t, x, ζ0 − f1(w(t, x)), ζ; ũ − f1(w), w)ζi + f ′
1(w)F (t, x; ũ − f1(w), w)ζ0

≥ g2(ũ− f1(w), w)[|ζ0 − f1(w(t, x))|p + |ζ|p]− [k2(ũ− f1(w), w)](t, x)

+ a0(t, x, ζ0 − f1(w(t, x)), ζ; ũ − f1(w), w)f1(w(t, x))

+ f ′
1(w)F (t, x; ũ − f1(w), w)ζ0

≥ g̃2(ũ, w)[|ζ0|p + |ζ|p]− [k̃2(ũ, w)](t, x)

− ε
{
g1(ũ− f1(w), w)(|ζ0 |p−1 + |ζ|p−1) + [k1(ũ− f1(w)](t, x)

}q − C1(ε)

− εg2(h(ũ)− h(f(w)), w)|ζ0 |p − C2(ε)
|F1(t, x, h(ũ)− h(f1(w)), w)|q
g2(h(ũ)− h(f(w)), w)q/p

where g̃2, k̃2 satisfy inequalities which are analogous to (2.1), (2.2), respectively
(because f1 is bounded) and C1(ε), C2(ε) are constants, depending on ε. Since by
(F3)

|F1(t, x, h(ũ)− h(f1(w)), w)|q ≤ const [|h(ũ)− h(f1(w))|q + |w|q + |F1(t, x, 0, 0)|q],
we obtain ∫

QT

|F1(t, x, h(ũ)− h(f1(w)), w)|q
g2(h(ũ)− h(f(w)), w)q/p

dtdx

≤ const
∫

QT

|h(ũ)|qdtdx ·
[∫

QT

|ũ|pdtdx
] σ�

(p−1)p

+ const

≤ const ‖ũ‖
p

p−1+ σ�

p−1

Lp(QT ) + const
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where
p

p− 1
+

σ�

p− 1
=
p+ σ�

p− 1
< p− σ�,

because σ� < p− 2, thus max
{
p+σ�

p−1 , σ
}
< p−σ� where σ is the constant in (A4).

Consequently, choosing sufficiently small ε > 0, we obtain (A4) for functions ãi.
Further, it is easy to show that function F̃ , defined by

F̃ (t, x; ũ, w) = F (t, x; ũ − f1(w), w) = F1(t, x, h(ũ)− h(f1(w)), w)

satisfies (F1), (F2) because f ′
1 is bounded. Thus, by Theorem 2.1 there is a solution

(ũ, w) ∈ XT of (3.6), (3.7) with f1, instead of f , since f(w0) ∈ L∞(Ω). As

‖w‖L∞(QT ) ≤ c̃0,
(ũ, w) satisfies (3.6), (3.7) with f , too.

Now we show that w ∈ Lp(0, T ;W 1,p(Ω)). According to (3.7)

Dtw(t, x) = F1(t, x, [h(ũ)](t, x) − [h(f(w))](t, x), w(t, x)), w(0) = w0 (3.8)

Since ũ ∈ Lp(0, T ;V1), there exists a sequence of functions ũl ∈ C0,1([0, T ] × Ω)
(i.e., continuously differentiable functions with respect to x) which converges to ũ
in Lp(0, T ;V1). Further, by w0 ∈ W 1,p(Ω) there is a sequence of functions w0l ∈
C1(Ω) such that (w0l)→ w0 in W 1,p(Ω).

In the case when h(u) = u, denote by Φ(t, x, ξ, λ) the solution of the Cauchy
problem

ẇl = F1(t, x, λ− f(wl), wl), wl(0) = ξ.

Then
wl(t, x) = Φ(t, x, w0l(x), ũl(t, x))

satisfies

wl(t, x) = w0l(x) +
∫ t

0

F1(τ, x, ũl(τ, x) − f(wl(τ, x)), wl(t, x))dτ.

By the assumption on function F1 and the differentiability of the characteristic
function Φ we obtain that wl is continuously differentiable with respect to x and

∂xjwl(t, x) = ∂xj Φ(t, x, w0l(x), ũl(t, x))

+∂3Φ(t, x, w0l(x), ũl(t, x))∂xjw0l(x) + ∂4Φ(t, x, w0l(x), ũl(t, x))∂xj ũl(t, x).
Further,

y(t) = ∂3Φ(t, x, ξ, λ)η + ∂4Φ(t, x, ξλ)ζ
is a solution of the Cauchy problem for the following linear differential equation:

ẏ(t) = ∂wl
F1(t, x, λ− f(wl), wl)y(t) + ∂λF1(t, x, λ − f(wl), wl)ζ, (3.9)

y(0) = η.

Since the last three partial derivatives of F1 and the derivative of f are bounded,
by using the formula for the solution of (3.9), it is easy to show that ∂3Φ, ∂4Φ are
bounded. One obtains similarly that ∂xj Φ is bounded, too.
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Since w0l → w0 in W 1,p(Ω) and (ũl)→ ũ in Lp(0, T ;V1), by Vitali’s theorem
we obtain from the above formulas that the sequences (∂xjwl) are convergent
in Lp(QT ). On the other hand, according to Lemma 2.3, (wl) → w in Lp(QT ).
Therefore, w ∈ Lp(0, T ;W 1,p(Ω)).

If the second assumption is satisfied on h(u) in (F3), then denote by
Φ̃(t, x, ξ, λ) the solution of the Cauchy problem

ẇl = F1(t, x, λ, wl), wl(0) = ξ.

Then the solution of (3.8) with ũ = ũl, w0 = w0l:

wl(t, x) = Φ̃(t, x, w0l(x), [h(ũl)](t, x) − h[f(wl)](t, x))

and wl ∈ Lp(0, T ;C1(Ω)) since

∂xjwl(t, x) = ∂xj Φ̃(t, x, w0l(x), [h(ũl)](t, x) − h[f(wl)](t, x))

+ ∂3Φ̃(t, x, w0l(x), [h(ũl)](t, x) − h[f(wl)](t, x))∂xjw0l(x)

+ ∂4Φ̃(t, x, w0l(x), [h(ũl)](t, x)

− h[f(wl)](t, x)){∂xjh(ũl)(t, x) − ∂xj [h(f(wl))](t, x)}

and by (F3), ∂xj Φ, ∂3Φ, ∂4Φ derivatives are bounded. (See the case h(u) = u.) Since
(w0l) → w0 in W 1,p(Ω), (ũl) → ũ in Lp(0, T ;V1), and by Lemma 2.3 (wl) → w
in Lp(QT ), by (F3) we obtain, similarly to the case h(u) = u, that the sequence
(∂xjwl) is convergent in Lp(QT ). Thus w ∈ Lp(0, T ;W 1,p(Ω)). �
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Boundary-value Problems for a Class of
Third-order Composite Type Equations

O.S. Zikirov

Abstract. In the paper, we study boundary-value problems with the normal
derivative for a class of third-order composite type equation with Laplace op-
erator in the main part. We prove the theorems of the existence and unique-
ness of classical solution for considered problems. The proof is based on an
energy inequality and Fredholm type integral equations.
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Keywords. Composite type equation, boundary conditions, Dirichlet problem,
energy integrals, singularity, integral equations, Green function, Laplace op-
erator, third-order PDE.

1. Introduction

One of the most widely known method for investigation of boundary value prob-
lems is the method of potentials (Green function). It allows to reduce investigation
of a boundary value problems for partial differential equations investigation of the
corresponding integral equation. It should be noted, this method is applicable
not only for stationary problems, but also for problems of the evolutionary form,
i.e., initial-boundary and nonlocal problems. It is sufficient to recall the classical
method of the Green function to solving boundary value problems for second-order
elliptic type equations [1].

However, at the present time this method does not lose its significance and
it is widely applied in solving boundary value problems for nonclassical partial
differential equations.

The present paper is devoted to the studying of boundary value problems
with the normal derivative for the composite type mixed equation of third order

(
α
∂

∂x
+ β

∂

∂y

)
(k(y)uxx + uyy) + Lu = f(x, y), (1.1)
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where α and β are given real numbers, moreover α2 + β2 �= 0, L is the linear
second-order differential operator of the form

Lu ≡ a(x, y)uxx + 2b(x, y)uxy + c(x, y)uyy
+ a1(x, y)ux + b1(x, y)uy + c1(x, y)u.

(1.2)

The coefficients and right side of equation (1.1) are given real functions.
The correct statement of boundary value problems for (1.1) depends on the

sign and values of coefficients α and β. Equations in the form of (1.1) generalize
the wide class of composite type equations.

For example, if α = 1, β = 0 and α = 0, β = 1, but Lu ≡ 0, then we obtain
equations, investigated in works [6], [14] and others.

Investigation of boundary-value problems are interesting on theoretical point
of view. Also there are a number of the non-local boundary conditions for evolu-
tion problems that have various applications in chemical engineering, thermoelas-
ticity, underground water flow and population dynamics and etc.: see for example
[4] or [8].

We remark that equation (1.1) often is called the composite type equa-
tion. Boundary-value problems for equations of third order with local and non-
local boundary conditions are investigated by L.A. Bougoffa [2], A. Bouziani
[3], V.V. Daynyak and V.I. Korzyuk [5], T.D. Dzhuraev [6], T.D. Dzhuraev and
O.S. Zikirov [7], A.M. Nakhushev [13], M.S. Salakhitdinov [14], O.S. Zikirov [15]
and many references therein.

2. Formulation of the problem and the uniqueness of the solution

In this section, we formulate correct boundary value problems for a composite
type linear equation and prove theorems of uniqueness for the solution of stated
problems using the method of energetic identities.

Let k(y) (k(y) > 0) be a continuous function in the simply connected domain
D bounded by the segment AB[A(0, 0)B(1, 0)] of the axe x and by the smooth
curve σ which lies in the half-plane y > 0 with endpoints on the axe x at the
points A and B.

Consider in the domain D the composite type third-order equation(
α
∂

∂x
+ β

∂

∂y

)
(k(y)uxx + uyy) + Lu = f(x, y), (2.1)

where α and β are given real numbers, moreover α2+β2 �= 0, L is the second-order
linear differential operator of the form (1.2).

Coefficients and the right side of equation (2.1) are given real functions.
Concerning the curve σ, we suppose in addition, it intersects each straight

line x = const only at the one point.
Divide the curve σ on two parts σ1 and σ2 in the following way:

σ1 = {(x, y) ∈ σ : αxn + βyn > 0}, σ2 = σ\σ1, (2.2)

where xn = cos(n, x), yn = cos(n, y), and n is the exterior normal to the σ.
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Definition 1. Any classic solution of equation (2.1) called as a solution of this
equation, i.e., a function u(x, y), possessing in the domain D continuous partial
derivatives up to the third-order inclusively and converting the equation into an
identity.

Problem Akαβ . To find a classic solution u(x, y) of equation (2.1) in the domain
D, continuous with its derivatives in the closed domain D, and satisfying to the
following boundary conditions:

a) in case of 0 <
β

α
< +∞, the conditions

u(x, y)
∣∣
σ

= ϕ1(x, y), (x, y) ∈ σ; u(x, y)
∣∣
AB

= τ(x), 0 ≤ x ≤ 1, (2.3)

∂u(x, y)
∂n

∣∣
σ2

= ϕ2(x, y), (x, y) ∈ σ2;
∂u(x, y)
∂y

∣∣
AB

= ν(x), 0 < x < 1 (2.4)

hold;
b) in case of β = 0, conditions (2.3) and the first condition of (2.4) hold;
c) in case of α = 0, conditions (2.3) hold in one time with the second condition

of (2.4) or with the condition

∂u(x, y)
∂n

∣∣
σ

= ϕ3(x, y), (x, y) ∈ σ,

here ϕ1(x, y), ϕ2(x, y), ϕ3(x, y), τ(x), ν(x) are given functions, moreover
ϕ1(A) = τ(0), ϕ1(B) = τ(1).
One can show, the case of αβ < 0 in the problem Akαβ is reduced with the

help of exchange x = 1− ξ or y = 1− η to the case of αβ > 0.
Therefore, without any loss of generality, suppose α ≥ 0, β ≥ 0.

Assumption 1. We assume that

a(x, y), b(x, y), c(x, y) ∈ C1(D);

a1(x, y), b1(x, y) ∈ C(D); c1(x, y) ∈ C(D);
and

∂2a(x, y)
∂x2

≤ c1,
∂2b(x, y)
∂x∂y

≤ c2,
∂2c(x, y)
∂y2

≤ c3;

∂a1(x, y)
∂x

≤ c4,
∂b1(x, y)

∂y
≤ c5.

Assumption 2. For all (x, y) ∈ D and all ξ, η ∈ D, we assume that
1) a(x, y)ξ2 + 2b(x, y)ξη + c(x, y)η2 ≥ c6(ξ2 + η2);
2) axx + 2bxy + cyy − a1x − b1y + 2c1 ≤ −c7 < 0.

In Assumptions 1, 2 and in the rest of the paper, we assume that cj , (j =
1, . . . , 7) are positive constants.

In this paper, we prove the existence and uniqueness of a classical solution
of the problem Akαβ .
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Theorem 2.1. Let Assumptions 1, 2 be fulfilled. Then classical solution of the
Problem Akαβ is unique.

Proof. Let us show that the homogeneous Problem Akαβ

ϕ1(x, y) = ϕ2(x, y) = τ(x) = ν(x) ≡ 0 (2.5)

has only trivial solution. We prove this fact on the base of energetic identities.
Multiplying (2.1) by u and integrating the obtained relation by parts in D, we
have ∫∫

D

u

(
α
∂

∂x
+ β

∂

∂y

)
(k(y)uxx + uyy)dxdy +

∫∫

D

uLudxdy = 0. (2.6)

Transform the integrands in the following way

u

(
α
∂

∂x
+ β

∂

∂y

)
[k(y)uxx + uyy] =

(
α
∂

∂x
+ β

∂

∂y

)
[uk(y)uxx + uuyy]

− 1
2

[(
α
∂

∂x
− β ∂

∂y

)
[k(y)u2

x − u2
y] +

(
α
∂

∂y
− βk(y) ∂

∂x

)
(2uxuy)

]
;

u[a(x, y)uxx + 2b(x, y)uxy + c(x, y)uyy]

=
∂

∂x

[
auux + buuy −

1
2
(ax + by)u2

]
+

∂

∂y

[
buux + cuuy −

1
2
(bx + cy)u2

]

−
[(
a− 1

2
βk′(y)

)
u2
x + 2buxuy + cu2

y)
]

+
1
2
(axx + 2bxy + cyy)u2;

and

u[a1(x, y)ux + b1(x, y)uy + c1(x, y)u]

=
1
2

[
∂

∂x
(a1u)2 +

∂

∂y
(b1u)2

]
− 1

2
(a1x + b1y − 2c1)u2.

Applying the Green formula to integral (2.6) and taking homogeneous bound-
ary conditions into account, we obtain

1
2

∫

σ+AB

[
k · (αxn − βyn)u2

x + 2(αyn + βkxn)uxuy + (βyn − αxn)u2
y

]
ds

+
∫∫

D

[(
a(x, y)− 1

2
βk′(y)

)
u2
x + 2b(x, y)uxuy + c(x, y)u2

y

]
dxdy

− 1
2

∫∫

D

(axx + 2bxy + cyy − a1x − b1y + 2c1)u2dxdy = 0, (2.7)

Since u(x, y) = 0 on the boundary of the domain D, we have ∂u/∂s = 0 on
σ + AB and, therefore on the boundary σ + AB of the domain D the following
equalities hold ux = unxn, uy = unyn.
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By virtue of equalities xn = ys, yn = −xs, considering homogeneous bound-
ary conditions, from (2.7) we have∫

σ1

u2
n(k(y)x

2
n + y2

n)(αxn + βyn)ds

+
∫∫

D

[(
a(x, y)− 1

2
βk′(y)

)
u2
x + 2b(x, y)uxuy + c(x, y)u2

y

]
dxdy

− 1
2

∫∫

D

(axx + 2bxy + cyy − a1x − b1y + 2c1)u2dxdy = 0, (2.8)

Hence, by conditions of Theorem 2.1, we conclude u(x, y) ≡ 0 in D. �

Remark 1. Uniqueness of the solution of the Problem Akαβ for the cases b) and c)
can be proved analogously.

3. Existence of the solution for the Problem Ak
αβ

In this section, we prove existence of a classic solution for the problem Akαβ stated
in the previous section. For a solution of the Problem Akαβ , it is valid the following

Theorem 3.1. Let all conditions of Theorem 2.1 hold and

2b(x, y) =
β

α
a(x, y) +

α

β
c(x, y), a1(x, y) =

α

β
b1(x, y).

If functions ϕ1
′(x, y), ϕ2(x, y), τ ′(x), and ν(x) satisfy to the Hölder condition,

then a solution of the Problem Akαβ exists.

Proof. We prove Theorem 3.1 for the case a). Let k(y) ≡ 1, ∀ y ∈ D.

1◦. Denote by ω(s) unknown values of the normal derivative of the function
u(x, y) on σ1.

Set
αux + βuy = v(x, y), (3.1)

then, equation (2.1) will have the form

∆u+A(x, y)ux +B(x, y)uy + C(x, y)u = −c1(x, y)u. (3.2)

Here A(x, y), B(x, y), and C(x, y) are known function, and also

A(x, y), B(x, y), C(x, y) ∈ C1(D)

and, furthermore, C(x, y) ≤ 0, ∀(x, y) ∈ D.
Taking (2.3)–(2.4) into account for the function v(x, y), we obtain the follow-

ing boundary conditions

v(x, y)
∣∣
σ

= µ(s), v(x, y)
∣∣
AB

= λ(x), (3.3)
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where

µ(s) =

{
ω(s)(αxn + βyn) + ϕ′

1(s)(αx
′(s) + βy′(s)), s ∈ σ1,

ϕ2(s)(αxn + βyn) + ϕ′
1(s)(αx

′(s) + βy′(s)), s ∈ σ2,

λ(x) = ατ ′(x) + βν(x), 0 ≤ x ≤ 1.
The regular solution of equation (3.2), satisfying to conditions (3.3), is rep-

resented in the form of [6]

v(x, y) =
∫

σ

[
∂G

∂n
(x, y; s) +K0(x, y; s) +K00(x, y; s)

]
µ(s)ds (3.4)

−
∫∫

D

[
G(x, y; ξ, η) + P (x, y; ξ, η)

]
c1(ξ, η)u(ξ, η)dξdη + Φ(x, y).

Where
G(x, y; ξ, η) =

1
2π

ln |(x− ξ)2 + (y − η)2|+ g(x, y; ξ, η)

is the Green function of the Dirichlet problem for the Laplace equation, g(x, y; ξ, η)
is a regular part of the Green function;

K0(x, y; s) =
∫∫

D

G(x, y; ξ, η)
[
K(ξ, η; s) +

∫∫

D

K(ξ, η; ξ′, η′)K(ξ′, η′; s)dξ′dη′
]
dξdη;

K00(x, y; s) = 2π
∫∫

D

∫∫

D

G(x, y; ξ, η)Γ2(ξ, η; ξ′, η′)

×
[
K(ξ′, η′; s) +

∫∫

D

K(ξ1, η1; ξ′, η′)K(ξ1, η1; s)dξ1dη1

]
dξ′dη′dξdη;

P (x, y; ξ, η) =
∫∫

D

G(x, y; ξ, η)
[
K(ξ, η; ξ′, η′) + Γ2(xi, η; ξ′, η′)

+
∫∫

D

Γ2(ξ, η; ξ1, η1)K(ξ′, η′; ξ1, η1)dξ1dη1

]
dξdη;

K(x, y; s) = A(x, y)
∂G∗

∂x
+B(x, y)

∂G∗

∂y
+ C(x, y)G∗;

K(x, y; ξ, η) = A(x, y)
∂G(x, y; ξ, η)

∂x
+B(x, y)

∂G(x, y; ξ, η)
∂y

+ C(x, y)G(x, y; ξ, η); G∗ =
∂G(x, y; s)

∂n
;

Γ2(x, y; ξ, η) is the resolvent of the kernel

K2(x, y; ξ, η) =
∫∫

D

K(x, y; ξ, η)K(ξ, η; ξ′, η′)dξ′dη′;

Φ(x, y) is the known function.
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By virtue of the condition u(x, y) = ϕ11(x, y), (x, y) ∈ σ1, from (3.2) we find

u(x, y) =
1
β

y∫

f(βx−αy)

v

(
x− α

β
y +

α

β
t, t

)
dt+ ϕ11(x, y), (3.5)

here

ϕ1(x, y) =

{
ϕ11(x, y), (x, y) ∈ σ1,

ϕ12(x, y), (x, y) ∈ σ2,

f(βx− αy) =
1

2(α2 + β2)

[
αβ − 2α(βx− αy)

+ β
√
α2 − 4(βx− αy)2 + 4(βx− αy)

]
.

Substituting (3.4) into (3.5), after some transformations we obtain the inte-
gral equation of the second kind with respect to the function u(x, y):

u(x, y) +
1
π

∫∫

D

K(x, y; ξ, η)c1(ξ, η)u(ξ, η)u(ξ, η)dξdη = F (x, y). (3.6)

Here

K(x, y; ξ, η) = − 1
2π

[
α

β
(x− ξ) + (y − η)

]
ln |(x− ξ)2 + (y − η)2|+ r(x, y; ξ, η);

F (x, y) =
1
2π

∫

σ

{
α2

2(α2 + β2)
[αη′(s)− βξ′(s)]

× ln |(x − ξ)2 + (y − η)2|+ r(x, y; s)
}
µ(s)ds+ Ψ1(x, y);

r(x, y; ξ, η) =
1
β

y∫

f(βx−αy)

∂g

∂n

(
x− α

β
y +

α

β
t, t; ξ, η

)
dt,

Ψ1(x, y) is a known continuous function, depending on the Green’s function and
coefficients of equation (2.1) and the functions ϕ1(x, y), ϕ2(x, y), τ(x) and ν(x).

Conditions of Theorem 3.1 imposed on given functions allow to assert that
F (x, y) ∈ C1(D), and the kernel of the integral equation (3.6) are continuous,
moreover first derivatives have singularities not more than logarithmic ones.

Since the solution of the problem A1
αβ is unique and by virtue of the Fredholm

alternative, can conclude that equation (3.6) has the unique solution in the class
C1(D).
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Let Γ(x, y; ξ, η) be the resolvent of the kernel K(x, y; ξ, η). Then a solution of
equation (3.6) can be represented in the form of

u(x, y) =
1
2π

∫

σ

{
α2

2(α2 + β2)
[αη′(s)− βξ′(s)] (3.7)

× ln |(x− ξ)2 + (y − η)2|+R(x, y; s)
}
µ(s)ds + Ψ2(x, y),

where

R(x, y; s) = r(x, y; s) +
∫∫

D

Γ(x, y; ξ1, η1)
{

α2

2(α2 + β2)
[αη′(s)− βξ′(s)]

× ln |(ξ1 − ξ)2 + (η1 − η)2|+ r(ξ1, η1; s)
}
dξ1dη1;

Ψ2(x, y) = Ψ1(x, y) +
1
2π

∫∫

D

Γ(x, y; ξ, η)Ψ1(ξ, η)dξdη.

Formula (3.7) contains as the function µ(s) the function ω(s), which is un-
known. To define it, it is necessary to pass to the limit turning points (x, y) to
the point lying on the arc σ1. Then we obtain for the unknown function ω(s) the
integral equation of the first kind with the logarithmic singularity in the kernel

1
2π

α2

α2 + β2

∫

σ1

[
ln |s− s0|+R(s, s0)

]
ω∗(s)ds = g(s0), (3.8)

where

ω∗(s) = [αη′(s)− βξ′(s)]ω(s);

g(s0) = ϕ1(s0) −
1
2π

∫

σ

[ln |s− s0|+R(s, s0)]ϕ1
′(s)[αξ′(s) + βη′(s)]ds

− 1
2π

∫

σ2

[ln |s− s0|+R(s, s0)]ϕ2(s)[αξ′(s) + βη′(s)]ds −Ψ2(s0).

By virtue or properties of the Green function, one can easily to be sure that
the function R(s, s0) and its first derivatives are continuous. The right side g(s0)
is continuously differentiable function, and g′(s0) satisfies to the Hölder condition.

2◦. Here we give the proof of theorem on existence of the solution of an
integral equation of the first kind with the logarithmic singularity in the kernel

l∫

0

ln |s− s0|ω∗(s)ds = g(s0), s0 ∈ σ, (3.9)

where l is arc length of the curve σ.
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The following statement is valid for equation (3.9).

Theorem 3.2. If g(s0) ∈ C(1,λ)(σ), then the solution of the integral equation (3.9)
exists in the class ω∗(s) ∈ C(0,λ)(σ), 0 < λ < 1, and it is given by the formula

ω∗(s0) = − 1
π2
√
s0(l − s0)

l∫

0

√
s(l − s)
s− s0

g′(s)ds

− 1
π2
√
s0(l − s0) (ln l − 2 ln 2)

l∫

0

g(s)ds√
s(l1 − s)

, (3.10)

here C(1,λ)(σ) and C(0,λ)(σ) are spaces of functions given on σ and satisfying to
the Hölder condition.

Proof. Differentiating (3.9), we obtain the singular integral equation
l∫

0

ω∗(s)ds
s− s0

ds = g1
′(s0), (3.11)

the general solution of which has the form (see, for example, [8])

ω∗(s0) = − 1
π2

1√
s0(l − s0)

l∫

0

√
s(l − s)
s− s0

g1
′(s)ds± C√

s0(l − s0)
. (3.12)

Choose the particular solution of equation (3.11) which is also a solution for
equation (3.9), (i.e., we choose C).

Equation (3.9) has the solution up to a constant [9], and to select the unique
solution, one need to know the value of the integral from the function ω∗(s) on
the segment [0, l].

Multiplying for this (3.9) by [s0(l − s0)]−1/2 and integrating on the segment
[0, l], we obtain

l∫

0

ds0√
s0(l − s0)

l∫

0

ln |s− s0|ω∗(s)ds =

l∫

0

g(s0)ds0√
s0(l − s0)

.

Then, changing the order of integration in the left side of the last equality (see,
for example, [12]), we obtain the equality

l∫

0

ω∗(s)ds

l∫

0

ln |s− s0|√
s0(l − s0)

ds0 =

l∫

0

g(s)ds√
s(l − s)

. (3.13)

By virtue of the known relation [9], we have
l∫

0

ln |s− s0|√
s0(l − s0)

ds0 = π(ln l − 2 ln 2).
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Then (3.13) takes the form
l∫

0

ω∗(s)ds =
1

π(ln l − 2 ln 2)

l∫

0

g(s)ds√
s(l − s)

. (3.14)

Following to [10], [11], one can easily to see, the function ω∗(s0), defining by
equality (3.10), belongs to the class C(0,λ)(σ1), 0 < λ < 1. �

Consider now equation (3.8). Rewrite it, dividing the kernel of the equation
on the singular and regular parts, in the form of

l1∫

0

ln |s− s0|ω∗(s)ds = g1(s0), s0 ∈ σ1, (3.15)

where

g1(s0) =
2π(α2 + β2)

α2
g(s0)−

l1∫

0

R(s, s0)ω∗(s)ds, (3.16)

and l1 is arc length of the curve σ1.
By condition of Theorem 3.2 and condition (3.14), converting the principal

part of integral equation (3.8), we obtain the integral equation of the second kind
in the form of

ω∗∗(s0) +

l1∫

0

M(s, s0)√
s(l1 − s)

ω∗∗(s)ds = g2(s0), (3.17)

where

ω∗∗(s) =
√
s(l1 − s)w∗(s);

M(s, s0) =
1
π2

l1∫

0

√
ξ(l1 − ξ)
ξ − s0

∂R(ξ, s)
∂s

dξ − 1
ln l1 − 2 ln 2

l1∫

0

R(ξ, s)√
ξ(l1 − ξ)

dξ;

g2(s0) = −2(α2 + β2)
πα2

l1∫

0

[√
s(l1 − s)
s− s0

g′(s1) +
1

ln l1 − 2 ln 2
g(s)√
s(l1 − s)

]
ds.

As it was shown in [9], [12], one can apply to integral equation (3.17) with

the kernel
M(s, s0)√
s(l1 − s)

the Fredholm alternative on solvability.

Since integral equation (3.17) is equivalent to the problem A1
αβ , a solution of

(3.17) exists by virtue of Theorem 3.1. �
Hence, existence of a solution for the problem A1

αβ for equation (2.1) is proved
for the case of k(y) ≡ 1.

Remark 2. For cases b) and c) Theorem 3.2 is proved without requirement of the
condition (3.10).



Boundary-value Problems for Composite Type Equations 341

Remark 3. Solvability of the problem Akαβ in a general case and the cases such as
k(y) = ym and k(y) = sign(y)|y|m, m ≥ 0 require an independent investigation.
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Shape-morphic Metric, Geodesic Stability
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Communicated by F. Bucci and I. Lasiecka

Abstract. We extend the Courant metric in shape analysis to the non smooth
family of measurable sets with some Sobolev regularity (this class contains
the bounded perimeter sets). The one-to-one flow transformations are replaced
by the tube connection concept and the compactness leading to existence for
shortest path relays on some BV like perimeter boundedness. This Sobolev
perimeter turns to be shape differentiable (in the classical sense, see [4]) so it
leads to Sobolev curvature. We derive some stability property for the shortest
path achieving the metric. In order to be optimally connected, two such sets
can have completely different topologies. We define for each ε > 0 a complete
pseudo metric in the sense that the triangle axiom is reached up to a multi-
plicative factor 2ε. With ε = 0 we get a metric but we loose some stability
properties.

Mathematics Subject Classification (2000). 49Kxx; 51Kxx.

Keywords. Moving domain, topological change, shape metric, Euler equation.

1. Introduction

1.1. Shape and set metrics

The Courant metric developed by A.M. Micheletti [19] for smooth domains and
extended in [11] to more general setting is obtained as an infimum on all trans-
formations T which are decomposable in T = (I + h1) ◦ (I + h2) ◦ · · · ◦ (I + hk),
the infimum being taken on all hk and all k. This metric extends for families of
submanifolds and geodesic theory can be done using the Eulerian approach devel-
oped in [11], [31]. In doing so it appears that the Courant metric can be directly
formulated in Eulerian framework. As far as we consider only families of measur-
able subsets in D ⊂ RN (1), the transformation T is then relaxed by the convection

1The analysis could be done without any change in a smooth manifold M ⊂ RN by considering
Vector fields tangent to M
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problem (1.1). Then as we escape to any flow mapping we are able to enlarge the
study to families of sets with possible different topologies. We replace the notion
of transformation by connecting tubes and the geodesic will be an optimal tube,
solution to a variational problem whose vector field V is a solution to the Euler
equation. In doing so we also have a non stochastic variational approach for the
solution of the Euler equation with some surface tension like term at the boundary
of the tube connected to the initial-final condition.

1.2. Tube analysis

We consider a bounded smooth domain D ⊂ RN . We designate by χΩ (or ζΩ, or
simply ζ) the characteristic function of a measurable subset Ω ⊂ D ⊂ RN . We
consider an admissible family Bp

r(Ω) of measurable subsets with given measure a
(see 2.2). For any pair (Ω0,Ω1) in this family we consider the set of connecting
tubes ζ(t, x) = ζ(t, x)2 ∈ C0([0, 1], L1(D)) such that ζ(i, x) = ζΩi(x), i = 0, 1,
and verifying ∀t ∈ I,

∫
D ζ(t, x)dx = a, where I = [0, 1] will designate the time

interval (the final time could be any τ > 0, then we choose τ = 1). The Eulerian
approach consists in considering the connecting tubes ζ as solutions to the weak
convection (1.1) associated to a free divergence speed vector field V (2): being given
Ωi, i = 0, 1 subsets in D ⊂ RN with meas(Ωi) = a > 0,

ζ2 = ζ,
∂

∂t
ζ + ∇ζ.V = 0, ζ(i) = χΩi, i = 1, 2 . (1.1)

For any such V the problem (1.1) may have no solution or several solutions, so
the product space tool (see [24]) is to consider the closed non convex non empty
connecting set:

T(Ω0,Ω1) = {(ζ, V ) ∈ C0(Ī , L2(D))× L2
div, verifying (1.1) }, (1.2)

where

L2
div = {V ∈ L2(I, L2(D,RN )), div V = 0, V.n = 0 on ∂D }

1.3. Group like structure

As we have no flow mapping associated with the vector field V (nor a.e. flow, as we
don’t assume any BV property on V ), we nevertheless obtain obvious transitions
and inverse elements as follows:

1.3.1. Transition: let (ζ1, V 1) ∈ Tr(Ω0,Ω1), (ζ2, V 2) ∈ Tr(Ω1,Ω2), then the
piecewise defined element

(ζ(t), V (t)) = (ζ1(2t), 2V 1(2t)), 0 < t < 1/2,

= (ζ2(2t− 1), 2V 2(2t− 1)), 1/2 < t < 1 (1.3)
is an element of Tp

r(Ω0,Ω2).

1.3.2. Inverse: The “backward” element

(ζ−(t), 2V −(t)) := (ζ1(1− t),−V 1(1 − t)) ∈ Tp
r(Ω1,Ω0) (1.4)

2It obviously extends to div V ∈ L2(I × D).
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1.3.3. “Algebra”: Being given a connecting tube and a smooth vector field
Z(s, t, x), where s is interpreted as a small perturbation parameter, using its
flow mapping we construct a “s-perturbed connecting tube”. More precisely let
Z(s, t, x) be a smooth free divergence vector field, Z ∈ C0(Ī × Ī , C∞

comp(D,RN )),
verifying

Z(s, 0, x) = Z(s, 1, x) = 0 in D.

Then for all tubes (ζ, V ) ∈ T(Ω0,Ω1) we get a “s−Z perturbed connecting tube”
(see Theorem 5.4 bellow)

(ζs, V s) ∈ T(Ω0,Ω1), (1.5)
where

ζs = ζ ◦ Ts(Z)−1,

and

V s = [ D(Ts(Z)).V (t) + D(Ts(Z))−1.
∂

∂t
(Ts(Z)) ] ◦ Ts(Z)−1.

Remark: the reverse perturbation analysis works for smooth tubes and is not
obviously compatible with the connecting concept. We used it for control issues
involving moving boundaries in [28], [32], [33]. . . Let

V ∈ E := W 1,∞(D,RN ) ∩ L2
div(D).

Let (ζ , V ) ∈ Tr(Ω0,Ω1) and let V s be a perturbation of the vector field V , V s ∈ E,
for example V s = V + sW . Then there exists a smooth “transverse” vector field
Z(s, t, x) such that, denoting Zt(s, x) = Z(s, t, x),

∀t, s ∈ I, Ts(Zt) ◦ Tt(V ) = Tt(V s).

Moreover the field Z(t, x) := Z(0, t, x) is solution to the following evolution prob-
lem

Z(0) = 0,
∂

∂t
Z + [Z, V ] = W

where the Lie bracket is [Z, V ] = DZ.V − DV.Z

1.4. The shape morphic metric

We shall consider several energy functionals E(V, ζ) associated with several pa-
rameters p, ε, h, r. The basic idea to derive a metric is to consider p = 1, ε = 0.
Two main difficulties arose: for existence of geodesics (i.e., compactness results)
we need p > 1 so we shall deal with pseudo-metric with complete pseudo metric
space or simply metric space (with or without existence of geodesic). Also the
perimeter term must be replaced by a time capacity term θh,r in order to obtain
the first metric axiom as any perimeter term never vanishes (for a given volume
of the set). The candidate for the morphic metric is then in the form

d(Ω0,Ω1) = INF(ζ,V )∈T(Ω0,Ω1) F(ζ, V ),

where F includes an additive regularizing term which is a surface tension like term
classically needed in order to make use of the parabolic compactness of tubes:

F(ζ, V ) = Eε,p(ζ, V ) + σ θh,r(ζ).
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And, with ε ≥ 0, p ≥ 1, α ≥ 0, β > 0,

Eε,p(ζ, V ) =
∫ 1

0

(∫

D

(α ζ(t, x) + β) |V (t, x)|pdx
)(1+ε)/p

dt.

In order to derive existence results we shall minimize with respect to (ζ, V ) in some
subset Tr(Ω0,Ω1) of T(Ω0,Ω1). From necessary condition, the extrema solve the
Euler incompressible flow (at ε = 0, p = 2):

α ≥ 0, β > 0,
∂

∂t
( (αζ + β)V ) + D( (αζ + β)V ).V +∇P = σ �Hh,r. (1.6)

Where P is a pressure term associated with the free divergence of the vector field
V , σ ∈ R is a surface tension-like coefficient while �Hh,r is a new curvature concept:
we introduce the Sobolev perimeter Ph,r(Ωt) associated with the Hr(D)) norm of
ζ(t, .); its shape gradient will furnish the Sobolev curvature �Hh,r. The advantage
of this Sobolev perimeter is that it turns to be shape differentiable under smooth
transverse fields perturbations ζs and enables us to define the Sobolev curvature for
any domain in this new class of Sobolev sets, so that �Hh,r is the Sobolev curvature
of the interface associated with the Sobolev perimeter Ph,r(ζ(t). These elements
are introduced bellow. Notice that with the choice of the parameters α = 0, β = 1,
equation (1.6) is the classical Euler equation for incompressible fluids but with non
initial (or final) conditions but with the only condition that the solution V will
convect ζΩ0 onto ζΩ1 at final time.

The tube approach was introduced in [23], [24] for connecting two given do-
mains whose characteristic functions has some “Sobolev smoothness”: ζi ∈ Hr(D),
for given r such that 0 < r < 1/2 (this includes the usual finite perimeter sets).

2. Tube variational principle

For measurable subset Q ⊂ I×D ⊂ RN+1, we shall write ζQ for the characteristic
function and denote by Ωt, a.e.t ∈ I, the measurable subset in D (defined up to
a subset with zero measure) such that ζQ(t, .) = χΩt . We say that Q is a tube
when we have some continuity, ζ ∈ C0(Ī , L1(D)), more precisely we will consider
Eulerian description for the tube and introduce a minimal regularity on the speed
vector field V , V ∈ Lpdiv in order to insure this continuity. This continuity enables
us to consider connecting tubes: being given two measurable subsets inD, a tube Q
connects Ω0 and Ω1 if we have ζ(i) = χΩi , i = 0, 1. We shall consider a framework
such that the set T(Ω0,Ω1) is non empty. For functional F the optimal solution
(ζ, V ) will solve a classical Euler equation for incompressible fluid which will not
simplify to a Hamilton-Jacobi equation: the field V will not derive from a potential
as its curl will not be zero. Indeed the new curvature term that we shall introduce
will lead to a generalized curvature term on the boundary of the connecting tube
which, in dimension N = 3, generates a curl term in the equation.

We adopt the convention that for r = 0 the space Hr(D)) stands for the Ba-
nach space BV (D), so that for 0 ≤ r < 1/2, Hr(D) ⊂ L1(D,RN ), with continuous
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and compact inclusion mapping. Notice that from the Luigi Ambrosio’s results (see
for example [9]), the convection problem is uniquely solved under L1(I,BV (D))
like assumption on the field V . This extra regularity on the vector field V would
make the set T(V,Ω0,Ω1) = {ζ s.t. (ζ, V ) ∈ T(Ω0,Ω1) } reduced to a single ele-
ment but would imply some viscosity modelling (e.g., some Navier-Stokes like flow
in Eulerian view point). Here we escape to any renormalization benefit, so the
solution ζ may be non unique but the regularity ζ = ζ2 ∈ L1(0, 1,Hr(D)) will be
derived from the variational principle itself (see also [29], [24], [23]).

2.1. Speed vector fields

With 1 ≤ p <∞, we introduce

Lpdiv = {V ∈ Lp(I ×D,RN ) s.t. div V = 0, V.nD = 0 }.

Proposition 2.1. Let V ∈ Lpdiv and ζ = ζ2 ∈ L∞(I ×D) be solution to

∂

∂t
ζ +∇ζ.V = 0,

then ζ ∈ C0(I, L1(D)).

Proof. The convection equation implies that: ζt = div( −ζ V ) ∈ W−1,1(D)), then

ζ ∈ C0(I,W−1,1(D)).

And as ζ = ζ2, the L1(D) continuity derives from the following

Lemma 2.2. Let ζ = ζ2 ∈ L1(I ×D) ∩C0(I,D′(D)), then ζ ∈ C0(I, L1(D)).

Proof of the lemma. As

||ζ(t+ s)− ζ(t)||L1(D) = ||ζ(t+ s)− ζ(t)||2L2(D) ,

then it is enough to show that ζ ∈ C0(I, L2(D)). We begin by establishing the
weak L2(D) continuity: for any element f ∈ L2(D), consider
∫

D

(ζ(t + s)(x)− ζ(t)(x)) f(x)dx =
∫

D

(ζ(t+ s, x)− ζ(t, x)φ(x)dx

+
∫

D

(ζ(t + s, x)− ζ(t, x)) (f(x) − φ(x))dx.

Let be given r > 0, by the choice of φ ∈ D(D) (using here the density of D(D) in
L2(D)), we have

∣∣∣∣
∫

D

(ζ(t + s, x)− ζ(t, x)) (f(x) − φ(x))dx
∣∣∣∣ ≤ 2

∫

D

|f(x)− φ(x)|dx ≤ r.

So we derive the continuity for the weak L2(D) topology. To reach the strong
topology it sufficient now to consider the continuity of the mapping

t→
∫

D

|ζ(t, x)|2dx =
∫

D

ζ(t, x)dx = ((ζ(t), 1))L2(D).
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This continuity property enables us to define the connecting concept. Being
given two measurable subsets (defined up to a zero measure subset)

Ωi ⊂ D,meas(Ωi) = a, i = 0, 1 ,

we consider the family of connecting tubes

Tp
r(Ω0,Ω1) = {(ζ, V ) ∈ L1(I,Hr(D)) × Lpdiv,

verifying (1.1), ζ(i) = χΩi , i = 0, 1 }.

2.2. Non empty family of connecting tubes

In order to handle non empty tubes, we consider a given measurable subset Ω ⊂
D,meas(Ω) = a, and its connected family

Bp
r(Ω) = {ω ⊂ D s.t. ∃(ζ, V ) ∈ C0(Ī , L1(D)) ∩L1(I,Hr(D))×Lpdiv, s.t. ζ = ζ2,

ζt +∇ζ.V = 0, ζ(0) = χΩ , and χω = ζ(1) }. (2.1)

It is important to notice that if Ω ∈ Cr defined below at (3.1), the continuously
moving domain Ωt such that χΩt = ζ(t, .) is in Cr for almost every t, but not
necessary for t = 1, so that the family Br(Ω) is not a subfamily of Cr. Moreover
as V ∈ Lpdiv, the moving connecting domain verifies meas(Ωt) =

∫
D ζ(t, x)dx =

a > 0 a.e.t, so it is not empty at a.e. time.

By construction we have:

Theorem 2.3. For any pair of sets Ωi ∈ Br(Ω), i = 0, 1, the connecting tube
Tr(Ω0,Ω1) is non empty.

Proof. Let (ζi, V i) ∈ Tr(Ω,Ωi), then the piecewise defined element

(ζ(t), V (t)) = (ζ0(1− 2t),−2V 0(1− 2t)), 0 < t < 1/2,

= (ζ1(2t− 1), 2V 1(2t− 1)), 1/2 < t < 1 (2.2)

is an element of Tp
r(Ω0,Ω1).

3. Subsets in D with bounded Sobolev perimeter

We consider families of measurable subsets in D with perimeter-like properties: let
r ∈ [0, 1/2[ and denote by Cr the family of measurable subsets in D with given
measure a, 0 < a < meas(D), defined as follows:

i) for r = 0, C0 = {Ω ⊂ D s.t. χΩ ∈ BV (D), meas(Ω) = a }
ii) for 0 < r < 1/2, as we know from [11] that {ζ = ζ2 ∈ BV (D) } ⊂ Hr(D), we

can relax the space BV (D) by Hr(D), then we set:

Cr =
{
ζ = ζ2 ∈ Hr(D),

∫

D

ζ(x)dx = a

}
. (3.1)
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Theorem 3.1. For 0 < r < 1/2, Cr is weakly closed in Hr(D) and any bounded
part is relatively compact in Cr′ for any r′, 0 < r′ < r < 1/2.

For r = 0, C0 is weakly closed in BV (D) and any bounded part is relatively
compact in L1(D).

For given h > 0 we introduce

|Ω|loc(h,r) =
∫ ∫

D×D∩{|x−y|<h}

(
1− |x− y|

2

h2

)
|ζΩ(x) − ζΩ(y)|
|x− y|N+2r

dxdy

≤ ||ζΩ||2Hr(D). (3.2)

With Ωc = D \ Ω we get:

|Ω|loc(h,r) = 2
∫ ∫

Ω×Ωc∩{|x−y|<h}

(
1− |x− y|

2

h2

)
1

|x− y|N+2r
dxdy.

3.1. Sobolev perimeter

In order to define the Sobolev perimeter we first consider the smooth domain
situation: if the boundary Γ = ∂Ω is a C2 manifold then with j3z (x) = 1+zH+z2K
(where H and K are the mean and Gauss curvature of the surface Γ, we assume
N = 3), we get

|Ω|loc(h,r) = 2
∫

Γ

(∫ 0

−h

(
jNz (x)

{∫

Bh(x+Tz(x) )∩Ωc

× (1− (|Tz(x)− y|2/h2)+

|Tz(x)− y|N+2r
dy

})
dz

)
dΓ(x).

Assuming now that h is small enough compare to the curvatures we locally ap-
proximate in the ball Bh(x) the piece of boundary Γ ∩ B(x + Tz(x)) by a linear
space. The term

m(h, x, z) =
∫

Bh(x+Tz(x) )∩Ωc

[ 1− |Tz(x)− y|2/h2 ]+

|Tz(x)− y|N+2r
dy

is no more depending on the point x ∈ Γ so that we set

m(h, z) :=
∫

Bh(0+Tz(0) )∩Ωc

[ 1− ((z + y2)2 + y2
1)/h

2 ]+

((z + y2)2 + y2
1)N/2+r

dy.

We set

M(h) = 2
∫ 0

−h
m(h, z)dz.

Then we get

|Ω|loc(h,r) = M(h)
∫

Γ

dΓ(x) + o(h), h→ 0.

Necessarily, as ||ζΩ||Hr(D) <∞, this term as a finite limit but this limit is zero:

Proposition 3.2. |Ω|loc(h,r) → 0, h→ 0.
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Proof. With Eh = {|x− y| ≤ h},meas(Eh)→ 0 and ζEh
F ≤ F with

F =
|ζΩ(x) − ζΩ(y)|
|x− y|N+2r

∈ L1(D ×D).

3.2. Asymptotic analysis when h → 0

Proposition 3.3. For any r, 0 < r < 1/2, there exists a constant a(r) such that

M(h)/h1−2r = a(r) + o(1), h→ 0 (3.3)

Proof for N = 2. We get:

m(h, z) = 2
∫ √

h2−z2

0

du

(∫ √
h2−u2

0

× [1− ((z + v)2 + u2)/h2]+ ((z + v)2 + u2)−(N/2+r) dv

)

M(h) = 2
∫ 0

−h
dz

{∫ √
h2−z2

0

du

(∫ √
h2−u2

0

× [1− ((z + v)2 + u2)/h2]+ ((z + v)2 + u2)−(1+r)dv

)}
,

with Z = 1/h z, we get

M(h) = 2h
∫ 0

−1

dZ

{∫ h
√

1−Z2

0

du

(∫ √
h2−u2

0

× [1− ((hZ + v)2 + u2)/h2]+ ((hZ + v)2 + u2)−(1+r)dv

)}
.

With U = 1/h u we get

M(h) = 2h2

∫ 0

−1

dZ

{∫ √
1−Z2

0

dU

(∫ h
√

1−U2

0

× [1− ((hZ + v)2 + h2U2)/h2]+ ((hZ + v)2 + h2 U2)−(1+r)dv

)}
.

With V = 1/h v we get

M(h) = 2h1−2r

∫ 0

−1

dZ

{∫ √
1−Z2

0

dU

(∫ √
1−U2

0

× [1− ((Z + V )2 + U2)]+((Z + V )2 + U2)−(1+r)dV

)}
.

Notice that as 0 < r < 1/2 we have µ = 1− 2r > 0 and we consider

M(h)/h1−2r = a(r) + o(1), (3.4)
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where the main part a(r) is independent on h, h→ 0, is given by:

a(r) =
∫ 0

−1

dZ

{∫ √
1−Z2

0

dU

(∫ √
1−U2

0

× [1− ((Z + V )2 + U2)]+ ((Z + V )2 + U2)−(1+r)dV

)}
.

3.2.1. Perimeter. We set

Ph,r(Ω) =
1

2a(r) h1−2r
|Ω|loc(h,r). (3.5)

And ζ being the characteristic function of Ω we shall also denote this perimeter
as being Ph,r(ζ).

Proposition 3.4. For all r, 0 < r < 1/2, and any open set Ω ⊂ D with C2 boundary
Γ, Γ ⊂ D̄ the following asymptotic holds:

Ph,r(Ω)→
∫

Γ∩D
dΓ, h→ 0.

3.3. Perimeter estimate

For r = 0 we have

|ζΩ|BV (D) = |Ω|+ |∇ζΩ|M1(D,RN ) ≤ |D|+ PD(Ω).

Let 0 < r < 1/2, h > 0, consider ρh(r) = (1− r2/h2)+, so that

Ph,r(ζ(t)) =
1

a(r)h1−2r

∫ ∫

Ωt×Ωc
t

ρh(|x − y|)
|x− y|N+2r

dxdy (3.6)

we have

Proposition 3.5. ∀(r, p), 0 < r < 1/2,

||ζΩ||2Hr(D) ≤ |D| + (
√

2/h)N+2r|D|2 + a(r)h1−2r Ph,r(Ω). (3.7)

Proof. Notice that

Ph,r(ζ) =
1

a(r)h1−2r

∫ ∫

D×D
ρh(|x− y|)

|ζ(x) − ζ(y)|
|x− y|N+2r

dxdy.

Moreover

||ζ(t)||2Hr (D) = |Ω|2 +
∫ ∫

D×D

|ζ(x) − ζ(y)|
|x− y|N+2r

dxdy

≤ |D|p +
∫ ∫

{|x−y|>h/√2}

|ζ(x) − ζ(y)|
|x− y|N+2r

dxdy

�Hh,r +
∫ ∫

{|x−y|≤h/√2}

|ζ(x) − ζ(y)|
|x− y|N+Zr

dxdy.
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As ρh(r) > 1/2 for r < h/
√

2 we get

≤ (
√

2/h)N+r|D|2 +
∫

Ω

∫

Ωc

ρh(|x− y|)
|x− y|N+2r

dxdy.

That is
||ζ(t)||2Hr (D) ≤ (

√
2/h)N+r|D|2 + |Ω|loc(h,r).

3.4. Sobolev mean curvature �Hh,r(ζ)
When ζ ∈ BV (D) the perimeter in D is given by

PD(Ω) = ||∇ζ||M1(D,RN ).

For a given smooth vector field Z the perimeter P (Ωs) of the perturbed domain
Ωs = Ts(Z)(Ω) is not differentiable with respect to s. When the boundary Γ is a
smooth manifold then it is differentiable and we have:

∂

∂s
PD(Ωs){s=0} =

∫

Γ

∆bΩ < Z(0), n > dΓ.

Where H = ∆bΩ is the mean curvature of Γ, so that H�n appears as the shape
gradient of the perimeter (for smooth domains). In the general situation (for non
smooth domains), the BV perimeter being not shape differentiable, we introduced
the h-Sobolev perimeter which is shape differentiable, its shape gradient will be
the h-Sobolev curvature. We first analyse the h-Sobolev-perimeter shape deriv-
ative; this term turns to be always differentiable with respect to the transverse
perturbations as follows: let us consider some “small” parameter s (perturbation
parameter) and any smooth vector field, Z(s, x), Z ∈ C0([0, s0[,D(D,RN )) such
that divxZ(s, .) = 0. As usual we designate by Ts(Z) its flow mapping and con-
sider the Sobolev perimeter of the s-perturbed set:

Ph,r(ζΩ o Ts(Z)−1)

= 2
1

a(r)h1−2r

∫

Ω×Ωc

[1− |Ts(Z)(x) − Ts(Z)(y)|2/h2]+

||Ts(Z)(x) − Ts(Z)(y)||N+2r
dxdy.

So that, with ζs = ζΩ o Ts(Z)−1 = ζTs(Z)(Ω), we have:

∂

∂s
Ph,r(ζs)s=0 = −2

1
a(r)h1−2r

(3.8)

×
[
(N + 2r)

∫

Ω×Ωc

[1− ||x− y||2/h2]+

||x− y||N+2r

〈
x− y
||x− y|| ,

Z(x)− Z(y)
||x− y||

〉
dxdy

−
∫

Ω×Ωc∩{|x−y|<h}

1
||x− y||N+2r

〈
x− y
h2

, Z(x)− Z(y)
〉
dxdy

]
.

As ||x− y|| ≤ h in the previous integrals we have:

||Z(x)− Z(y)|| ≤ h ||DZ||L∞(D,RN2).
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Then there exists a measure �Hh,r(ζ) such that

〈�Hh,r(ζ), Z〉 =
∂

∂s
Ph,r(ζs)s=0.

3.4.1. Smooth domains. If ζ = ζΩ the set Ω being a smooth domain with boundary
Γ then the measure �Hh,r(ζ) is supported by the tubular neighbourhood of the
boundary:

Uh(∂Ω) = ∪x∈∂ΩB(x, h).
Moreover,

Lemma 3.6. for all r < 1/2 and smooth “transverse field” Z, we have the following
convergence∫ s

0

〈�Hh,r(ζσ), Z〉dσ →
∫ s

0

∫

Γσ

Hσ�nσ.Z dΓσ dσ, as h→ 0.

Indeed ∫

Γs

dΓs =
∫

Γ

dΓ +
∫ s

0

∫

Γσ

Hσ�nσ.Z dΓσ dσ.

Also
Ph,r(ζs) = Ph,r(ζ ) +

∫ s

0

〈�Hh,r(ζσ), Z〉dσ.

And
Ph,r(ζs)→

∫

Γs

dΓs, as h→ 0

and also
Ph,r(ζ)→

∫

Γ

dΓ, as h→ 0.

3.5. Time capacity term

An evident candidate for the surface tension like term θh,r would be
∫ 1

0
Ph,r(ζ(t))dt.

This term would perfectly be transversely shape differentiable and will lead as well
to existence result for the minimization then to existence of solution to the Euler
equation (4.4) but will not furnish a metric as it is never zero. Then the idea
is to replace it by some term in the form

∫ 1

0
∂
∂tPh,r(ζ(t))dt but as V is a non

smooth vector field (conversely to the transverse fields Z) the time derivative of
the Sobolev perimeter does not exists. For any tube

ζ ∈ Lp(I,Hr(D))

form (3.2) we have

Ph,r(ζ(t)) ≤ a(r)h1−r ||ζ(t)||Hr (D). (3.9)

So that Ph,r(ζ(.)) ∈ Lp(I). We consider the closed convex set,

Kp
h,r(ζ) =

{
ν ∈ W 1,p(I), ν(i) ≥ 0, i = 0, 1, (3.10)

∫ 1

0

Ph,r(ζ(t)) dt ≤
∫ 1

0

ν(t) dt ν(0) = Ph,r(ζ(0)), ν(1) = Ph,r(ζ(1)) )
}
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θph,r(ζ) = INF{ν∈Kp
h,r(ζ)}

∫ 1

0

|ν′(t)|p dt. (3.11)

Obviously the convex set Kp
h,r(ζ) is never empty as the constraint is only on the

mean value. As
∫ 1

0

ν(t)dt = ν(0) +
∫ 1

0

(1 − t)ν′(t)dt ≤ ν(0) +
(∫ 1

0

|ν′(t)|pdt
)1/p

then
∫ 1

0

Ph,r(ζ(t)) dt ≤
∫ 1

0

ν(t) dt ≤ ν(0) +
(∫ 1

0

|ν′(t)|pdt
)1/p

.

From (3.7) we have:

Proposition 3.7. ∀ν ∈ Kp
h,r(ζ),

∫ 1

0

||ζΩt ||2Hr(D) dt ≤ |D| + (
√

2/h)N+2r|D|2 (3.12)

+ a(r)h1−2r

[
Ph,r(ζ(0)) + Ph,r(ζ(1)) +

(∫ 1

0

|ν′(t)|pdt
)1/p

]

4. Shape-morphing pseudo-metric on Bp
r(Ω)

The scaling parameter h > 0 and the Sobolev weight r, 0 < r < 1/2 being fixed in
this analysis, the metric associated to p ≥ 1 and ε > 0 is

dε,ph,r(Ω0,Ω1) (4.1)

:= INF{(ζ,V )∈Tp
r(Ω0,Ω1)}

∫ 1

0

(∫

D

(α+ βζ)||V (t, x)||pdx
)(1+ε)/p

dt.+ θph,r(ζ)

Theorem 4.1. For p ≥ 1, ε > 0, 0 < r < 1/2, , dp,εh,r is a ε-quasi metric on Bp
r(Ω):

∀(Ω0,Ω1,Ω1) ∈ Bpr (Ω)3,

dp,εh,r(Ω0,Ω1) = 0 iff Ω0 = Ω1, dp,εh,r(Ω0,Ω1) = dp,εh,r(Ω1,Ω0)

dp,εh,r(Ω0,Ω2) ≤ 2ε ( dp,εh,r(Ω0,Ω1) + dp,εh,r(Ω1,Ω2) ).

Notice that with p ≥ 1, dp,0h,r is a metric on B(Ω).

Theorem 4.2. Let p > 1, ε > 0, , 0 < r < 1/2, equipped with dp,εh,r the family Bp
r(Ω)

is a complete quasi-metric space. Moreover the geodesic (ζ, V ) between to elements
Ωi, i = 0, 1 solves the following Euler problem: there exist some “pressure” term
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P ∈ D′(D) and some surface tension σ ∈ R such that, the Sobolev curvature
measure �Hh,r = �Hh,r(ζ) being defined previously,

∂

∂t
ζ + ∇ζ.V = 0, ζ(0) = χΩ0 , ζ(1) = χΩ1 (4.2)

div V = 0, ζ = ζ2 (4.3)
∂

∂t
( (αζ + β)||V ||p−2 V ) + D((αζ + β)||V ||p−2V ).V +∇P = σ �Hh,r. (4.4)

4.1. This Euler equation does not reduce to Hamilton-Jacobi equation
(for some scalar potential)

It is an important point that the right-hand sides in the previous euler flow equa-
tion is not curl free, so it does not derives from a potential and the geodesic field
V does not reduces to a gradient term as in a incompressible perfect fluid. Indeed
the support of curlV is included in the boundary of the moving set Ωt In the very
simple situation of B(D) = BV (D) and Γt is a smooth surface we would get

〈curl(�Hh,r), Z〉 = 〈�Hh,r, curlZ〉 =
∫ 1

0

∫

Γt

Htnt. curlZ(t) dΓt(x)dt

=
∫ 1

0

∫

Γt

Ht divΓt(nt × Z(t) ) dΓt(x)dt = −
∫ 1

0

∫

Γt

(∇ΓtHt × nt).Z(t) dΓt(x)dt.

And γt being the trace operator on the manifold Γt:

curlµ(t) = γ∗Γt
.(∇ΓtHt × nt).

Which is zero if and only if the surface Γt has a constant mean curvature. Still
assuming the interface Γt to be a smooth manifold we would get the restrictions
of V to the open domains Ωt and Ωct as gradients so that would be in the following
form: V = χΩt∇φ1(t)+ (1−χΩt)∇φ2(t). This morphic metric can be handled nu-
merically. In this direction we developed several Galerkin approach based on level
set parametrization for the moving domain, see [20], [23]. In several experiment
the geodesic turns to be numerically stable [12], [13].

In Theorem 4.2 the real parameter σ can be a priori chose, σ > 0 by simply
choosing θp,εh,r =

∫ 1

0
Ph,r(ζ(t))dt. The minimum is reached and any minimizer ζ

solves the Euler equation with,the chosen term σ but it fails to be a metric (or a
quasi metric), see [22].

5. Proofs

The proof of Theorem 4.1 is similar the ones in [20], [23]. We concentrate on the
proof of Theorem 4.2.

5.1. Existence for minimizer

We shall make use of the following compactness result, see [30], [14], [24].
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5.1.1. Compactness result.

Theorem 5.1. Let p > 1 and 0 ≤ r < 1/2. Consider a sequence ζn ∈ Cr, bounded
in L1(I,Hr(D)) together with ∂

∂tζn bounded in Lp(I, W−1,1(D)). Then there exists
a subsequence and an element ζ ∈ Cr ∩ L1(I,Br(D)) ∩ W 1,1(I, W−1,1(D)) ⊂
C0(I, L1(D)) such that ζn strongly converges to ζ in L1(I, L1(D)) with ∂

∂tζ ∈
Lp(I,M1(D,R)) verifying

||ζ||L1(I,Hr(D)) ≤ lim inf ||ζn||L1(I,Hr(D))

and

|| ∂
∂t
ζ||Lp(I,W−1,1(D)) ≤ lim inf || ∂

∂t
ζn||Lp(I,W−1,1(D)).

Moreover we defined the r-perimeters as being:

P0(ζ(t)) := ||∇xζ(t)||M1(D,RN ),

r > 0, Ph,r(ζ(t)) =
∫ ∫

D×D
ρh(|x− y|)|ζ(x) − ζ(y))|/|x − y|(N+2r) dxdy

then:
ζ(t, x) = ζ2(t, x), a.e.(t, x) ∈ I × D and ζ ∈ C0(I, L1(D)) imply that the

mapping:
t ∈ Ī → Ph,r(ζ(t)) is l.s.c. (5.1)

5.1.2. Existence of minimizing tube.

Proposition 5.2. Let ζn ∈ Cr be strongly convergent to ζ in L1(I ×D) and weakly
convergent in L2(I,Hr(D)). Then

∫ 1

0

Ph,r(ζ(t))dt ≤ lim inf
∫ 1

0

Ph,r(ζn(t))dt.

We have∫ 1

0

Ph,r(ζ(t))dt =
∫ 1

0

||ζ(t)||2Hr (D)dt

−
∫ 1

0

∫ ∫

{(x,y)∈D×D, |x−y|>h}
F (x, y)dxdydt.

The second term, correcting term, is continuous while the first one, being the
square of a Hilbert norm, is l.s.c.

Proposition 5.3. The mapping ζ → θph,r(ζ) from Lp(I,Hr(D)) in R is weakly lower
semicontinuous.

Let ζn be a weakly convergent sequence to ζ, for each n let νn be a minimizing
element in the closed convex set K(ζn), it remains bounded in W 1,p(I) and we still
denote by νn a weakly subsequence converging to ν in this linear space. From (3.12)
the sequence ζn remain bounded in L2(I,Hr(D)) and ∂

∂tζn remains bounded in
Lp(I,W−1,1(D)) and then, from Theorem 5.1, is strongly converges in L1(I ×D)
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to some element ζ = ζ2 ∈ C([0, 1], L1(D)) and is also weakly converging to that
element in L2(I,Hr(D)) then, from Proposition 5.2, in the limit we get ν ∈ K(ζ).

We consider a minimizing sequence (ζn, Vn) ∈ T(Ω0,Ω1).there exists subse-
quences such that Vn ⇀ V , weakly in Lp(I×D) and ζn → ζ strongly in L1(I×D).
Effectively as (ζn)t = div( −ζn Vn ), we have p > 1 and from previous estimate,
with the notation Br(D) = Hr(D) for 0 < r < 1/2 or = BV (D) for r = 0, we get

||ζn||L1(I,Br(D)) ≤ M1, ||(ζn)t||Lp(I,W−1,1(D)) ≤ M2.

The conclusion derives from the compactness result. From this strong L1 conver-
gence we derive that ζ2 = ζ. We consider the weak formulation for the convection
problem (1.1):

∀ψ ∈ C1(I × D̄, RN ), ψ(0, .) = 0,
∫ 1

0

∫

D

ζn ( −ψt −∇ψ.Vn ) dxdt = −
∫

Ω1

ψ(0, x)dx,

in which we can pass to the limit and we conclude that (ζ, V ) ∈ T(Ω0,Ω1). More-
over the element (ζ, V ) is classically a minimizer as the two terms are weakly lower
semi continuous respectively for each weak topologies, as we have

∫ 1

0

∫

D

ζ(t, x) |V (t, x)|pdxdt =
∫ 1

0

∫

D

|ζ(t, x)V (t, x)|pdxdt.

And
ζn Vn weakly converges in Lp(I ×D) to ζ V

Indeed, for any φ ∈ Lp∗(I×D) we have |φ (ζn−ζ)|p
∗ ≤ 2p

∗ |φ|p∗ ∈ L1(I×D) while
φ (ζn(t, x) − ζ(t, x)) → 0, a.e.(t, x), so that φ ζn → φ ζ strongly in Lp

∗
(I × D).

Now as Vn weakly converges to V we get
∫ 1

0

∫

D

φ Vn ζn dxdt →
∫ 1

0

∫

D

φ V ζ dxdt;

so that Vn ζn weakly converges in Lp(I ×D) to V ζ.

5.2. Convergence of Cauchy sequence

Consider a sequence of domains Ωn ∈ B(Ω) such that dp,εh,r(Ωp,Ωq)→ 0 as p, q →
∞. We consider dp,εh,r(Ω,Ωn) ≤ dp,εh,r(Ω,Ωn0) + dp,εh,r(Ωn0 ,Ωn) ≤ M = 2dp,εh,r(Ω,Ωn0)
(For any n0 large enough and n ≥ n0.) To begin with we obtain the existence of
a minimizing elements (ζ̄n, V̄n) in Tr(Ω,Ωn) and νn ∈ K(ζn) which are uniformly
bounded by M .

As νn(0) = Ph,r(ζΩ), we have νn bounded in W 1,p(0, 1) ⊂ C0([0, 1]), then
θ(ζn) ≤M1 and then from (3.7), (3.12) we get ||ζn||Lp(I,W r,p(D)) ≤M.

Then we have converging subsequences, still denoted ζn, Vn, νn to some el-
ement ζ, V, ν as n → ∞. And as ζ = ζ2 ∈ C([0, 1], L1(D)) ∩ L2(0, 1, Hr(D)) we
set ζ(1) = ζΩ∞ where the measurable subset Ω∞ ∈ B(Ω) is defined up to a zero
measure subset in D and verify meas(Ω∞) = a.
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5.3. Stability of geodesics

We consider now the perturbed set Ωs = Ts(Ω) and, for all s, 0 ≤ s < s∗, the
minimizing elements ζs, V s, νs associated with the distance dp,εh,r(Ω

s,Ω1). We have
dp,εh,r(Ω

s,Ω1) ≤ dp,εh,r(Ω
s,Ω) + dp,εh,r(Ω,Ω1); the first term is uniformly bounded as

s → 0 from the smoothness of the vector field Z (and the possible use of its
flow mapping Ts(Z) for estimating this term). Then as previously we derive the
convergence of ζs, V s, νs to respective elements ζ, V, ν. As previously we get ν ∈
K(ζ) and (ζ, V ) ∈ Tr(Ω,Ω1) being a minimizer for the distance dp,εh,r(Ω,Ω1).

5.4. The Euler equation

5.4.1. Transverse field. Transverse field action preserving tubes and transverse
tube analysis has been developed in [28], [29], [30], [32], [33], [14], in connection
with optimization and optimal control in non cylindrical evolution problem (time-
depending domain and geometry).

Let us consider a perturbation parameter s ≥ 0 and any smooth horizontal
non autonomous vector field over RN+1 (s being the evolution parameter for a
dynamic in RN+1)

Z(s, t, x) = (0, z(s, t, x)) ∈ Rt × RN , divx z(s, t, .) = 0.

Such that
Z(s, 0, x) = Z(s, 1, x) = 0 (5.2)

5.5. Transverse perturbed tube

For any element (ζ, V ) ∈ T(Ω0,Ω1), we consider the perturbed tube (ζs, V s)
where

ζs(t, x) := ζoTs(Z)(x))−1,

and

V s(t, x) = (D[Ts(Z)−1])−1.

(
V (t)oTs(Z)−1 − ∂

∂t
(Ts(Z)−1)

)
. (5.3)

Notice that (D[Ts(Z)−1])−1 = D(Ts(Z))oTs(Z)−1, so that

V s(t, x)oTs(Z) = D(Ts(Z)).V (t) + D(Ts(Z))−1.
∂

∂t
(Ts(Z)).

From classical calculus, see [4], [21], [10], [11], [5], using the strong flow map-
ping Ts(Z) we get the following stability result for the connecting family:

Theorem 5.4. Let be given z ∈ C0([0, s1] × [0, 1], C1(D̄, RN )), z(s, t).n = 0, on
∂D and Ω a measurable subset in D. Consider any pair Ωi, i = 0, 1 in B(Ω),
then, with Z = (0, z), we have:

∀(ζ, V ) ∈ T(Ω0,Ω1), the elements (ζs, V s) defined at (5.3) verifies: (ζs, V s) ∈
T(Ω0,Ω1)
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Remarks

1) this stability property does not require the function ζ to be a characteristic
function. This property still hold true for example for probability measures.

2) As V ∈ Hp
0 , the moving domain verifies meas(Ωt) =

∫
D
ζ(t, x)dx = a and

the s-perturbed moving domain Ωst such that χΩs
t

= ζ(t)oTs(Z(t))−1 (or
equivalently Ωst = Ts(Z(t))(Ωt) ), verifies meas(Ωst ) = a > 0 if divx z(s, t, .) =
0 in D.

5.6. Euler equation solved by the minimizer

In order to analyse the necessary conditions associated with any minimizer of
Ep over the set T(Ω0,Ω1) we introduce transverse transformations of the tube.
Without any loss of generality and in order to simplify the calculus we consider
here the specific quadratic situation:

5.6.1. Transverse derivative, quadratic case (p = 2). Assume that divx Zt = 0,
then
∫

D

(αζs(t, x) + β) |V s(t, x)|2 dx =
∫

D

(αζ(t, x) + β) |V s(t)oTs(Zt)(x)|2 dx.

So that the optimality of the element (ζ, V ) writes:

1/s ( E(ζs, V soTs)− E(ζ, V ) ) ≥ 0.

Now the following quotient has a strong limit in L2(I ×D):

V soTs − V
s

=
d

ds
[V soTs(Zt) ]s=0

=
d

ds

[
(D(Ts(Zt)−1)−1.

(
V (t) − ∂

∂t
(Ts(Zt)−1 )oTs(Zt)

)]

s=0

=
d

ds

[
(D(Ts(Zt)oTs(Zt)−1.

(
V (t) − ∂

∂t
(Ts(Zt)−1 )oTs(Zt)

)]

s=0

=
∂

∂t
Z(t) + DZ(t).V (t) ∈ L2(I ×D,RN).

Where we always denote Z(t)(x) = Z(t, x) := Zt(0, x) (that is at s = 0). Indeed
we know that if V was smoother, say V ∈ L2(H1(Ω)) we would have:

∂

∂s
[V s ]s=0 = Zt + [Z(t), V (t)] := HV .Z.

Where the Lie bracket is [Z, V ] = DZ.V − DV.Z, so we would get the previous
expression for the derivative of V soTs(Zt), as (V soTs)s = (V s)s+DV s.DZ(t). This
analysis in strong form is used in the non cylindrical shape analysis (or dynamical
domains analysis) in several previous works, see for example [3], [6], [33], [7], [8].
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5.6.2. Quadratic term E2 (p = 2). As
∫ 1

0

∫

D

( (αζs + β) |V s|2 − (αζ + β)|V |2)/s dxdt

=
∫ 1

0

∫

D

( (αζ + β) ( |V soTs|2 − |V |2)/s dxdt

=
∫ 1

0

∫

D

( (αζ + β) (V soTs + V ) (V soTs − V )/s dxdt

→ 2
∫ 1

0

∫

D

( (αζ + β)V.
(
∂

∂t
Z(t) + DZ(t).V (t)

)
dxdt

= −2 <
∂

∂t
((αζ + β)V ) + �div( (αζ + β)V ).V ) , Z >D′×D

where, as div V = 0,
�div( (αζ + β)V ).V )i = “D( (αζ + β)V ).V ”i

= ∂j( (αζ + β) Vi Vj ) ∈ W−1,1(D) = ∂j( (αζ + β) Vi ) Vj .

5.6.3. Transverse field preserving time mean value of the perimeter.

Proposition 5.5.

∀Z(0, t, x) ∈ C([0, 1],W 1,∞
0 (D)), s.t. ,

∫ 1

0

〈�Hh,r(∂Ωt)), Z(0, t)〉M(D,RN )×Cc(D,RN ) dt = 0

∃s∗ > 0, ∃Z(s, t, x) ∈ C([0, s∗[, C([0, 1],W 1,∞
0 (D)))

such that, with Ωts = Ts(Z(t))(Ωt),

∀s, 0 ≤ s < s∗,
∫ 1

0

〈�Hh,r(∂Ωts), Z(s)〉M(D,RN )×Cc(D,RN ) dt = 0.

Where we denote by Z(t) the mapping (s, x) → Z(s, t, x) whose flow mapping
builds the perturbed tube ζs;

Then for any such Z we have

∀s, Kp
h,r(ζ

s) = Kp
h,r(ζ),

then we get
∂

∂s
θph,r(ζ

s) = 0.

5.6.4. Transverse derivative for θp
h,r. As the convex constraint K in the definition

of θph,r is so simple we can easily verify that this term is itself differentiable in the
direction of any smooth transverse vector field Z. Let us consider the function

ν0(t) = 6 t(1− t), verifying
∫ 1

0

ν0(t)dt = 1, ν0(0) = ν0(1) = 0.
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With a(s) =
∫ 1

0
Ph,r(ζs(t)) dt we have

θph,r(ζ
s) = Inf

{∫ 1

0

|ν′(t)|p dt |
∫ 1

0

ν(t)dt ≥ a(s)
}
.

Then

θph,r(ζ
s) = Inf

{∫ 1

0

|ν′(t)|p dt |
∫ 1

0

(ν(t) − a(s)ν0(t))dt ≥ 0
}
.

Setting w(s, t) = ν(t)− a(s)ν0(t), we get

θph,r(ζ
s) = Inf

{∫ 1

0

∣∣∣∣
∂

∂t
w(s, t) + a(s)ν′0(t)|p dt

∣∣∣∣
∫ 1

0

w(t)dt ≥ 0
}

the convex constraint is not depending on the parameter s then it is classical that
this minimum (uniquely achieved on the convex set) is differentiable with respect
to the parameter s, and at s = 0, for example with p = 2, we get

∂

∂s
θ2h,r(ζ

s)|s=0 =
∫ 1

0

(
∂

∂t
w∗(0, t) + a(0)ν′0(t)

)
ȧ(0)ν′0(t) dt.

Where w∗ = ν∗ − a(0)ν0 is the optimal solution while

ȧ(0) =
∂

∂s

∫ 1

0

Ph,r(ζs)|s=0 =
∫ 1

0

〈�Hh,r(Γt), Z(0, t)〉dt.

So that
∂

∂s
θ2h,r(ζ

s)|s=0 = σ

∫ 1

0

〈�Hh,r(Γt), Z(0, t)rangledt,

where

σ2 =
∫ 1

0

∂

∂t
ν∗(t) ν′0(t) dt

= 5Ph,r(ζ(1)) − 6Ph,r(ζ(0)) + 12
∫ 1

0

ν∗(t)dt.

And similarly we would get the expression for σp.

5.6.5. Variational solution to incompressible Euler-convection problem. We have

Theorem 5.6. Let Ω be any given element in B. Then any minimizer (ζ, V ) to the
functional E2 over the family of tubes T(Ω0,Ω1) solves the following problem:

∂

∂t
ζ + ∇ζ.V = 0, ζ(0) = χΩ0 , ζ(1) = χΩ1 (5.4)

div V = 0, ζ = ζ2 (5.5)

∃P s.t.
∂

∂t
( (αζ + β)V ) + D( (αζ + β)V ).V +∇P = �Hh,r. (5.6)



362 J.-P. Zolésio

Remark, see [25], equation (5.6) writes

(αζ + β)
(
∂

∂t
V + DV.V

)
+ ∇P = 1/2 �Hh,r. (5.7)

More generally we have:

Theorem 5.7. Let Ω be any given element in B. Then any minimizer (ζ, V ) to the
functional Ep over the family of tubes T(Ω0,Ω1) solves the following problem:

∂

∂t
ζ + ∇ζ.V = 0, ζ(0) = χΩ0 , ζ(1) = χΩ1 (5.8)

div V = 0, ζ = ζ2 (5.9)

∃P s.t.
∂

∂t
( (αζ + β)||V ||p−2 V ) + D( (αζ + β)||V ||p−2 V ).V +∇P = 1/p �Hh,r.

(5.10)

5.6.6. h-perimeter in E. In the interesting case where Hr(D) = Hr(D) we con-
sider, for any given “small” h > 0 the L1(I) norm of the perimeter:

ph,r(ζ) :=
∫ 1

0

(∫

D×D
ρh(||x− y||)

| ζ(x)− ζ(y) |
||x− y||N+2r

dxdy

)
dt. (5.11)

So that it is enough to chose the surface tension term in the form σ ph(ζ). This
term turns to be always differentiable with respect to the transverse perturbations
as follows:

ph,r(ζoTs(Z)−1)

=
∫ 1

0

∫

D×D
ρh(||Ts(Z)(x) − Ts(Z)(y)||) |ζ(x) − ζ(y)|

||Ts(Z)(x) − Ts(Z)(y)||N+2r
dxdydt.

So that a.e. t in I we have
∂

∂s
ph,r(ζs(t))s=0 (5.12)

=
∫

D×D
ρh(||x − y||)

|ζ(x) − ζ(y)|
||x− y||N+2r

〈 x− y||x− y|| ,
Z(t, x)− Z(t, y)
||x− y|| 〉dxdy

+
∫

D×D
ρ′h(||x− y||)

|ζ(x) − ζ(y)|
||x− y||N+2r

〈x− y, Z(t, x)− Z(t, y)〉dxdy.

As ||x− y|| ≤ h in the previous integrals we have:

Z(t, x)− Z(t, y) = DZ(t, x) + δ(t)(y − x)).(y − x)
there exists a measure �Hh,r(Γ(t)) supported by

∆h(Σ) = ∪0<t<1 {t} × (∪x∈∂ΩtB(x, h) )

such that
〈�Hh,r, Z〉 =

∂

∂s
Ph,r(ζs(t))s=0.

In some sense, when h → 0, the measure converges to the mean curvature of the
moving boundary Γt.
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5.7. s-transverse derivative

ζ being a tube and Z(s, t, x) being a smooth horizontal vector field (i.e., Z(s, t, x) =
(0, Z(s, t, x)) ∈ RN+1), we consider the derivative of the capacity term θph,r(ζ

s)
where ζs(t) = ζ(t)oTs(Z(t))−1 is the transversely s-perturbed tube. The important
point is that the (h, r)-perimeter of this tube ζs is not differentiable with respect
to t as the vector field V is not smooth but it will be differentiable with respect to
the perturbation parameter s as the vector field Z, as a “test” function, is smooth.

An important point is that Z(s, 0, x) = 0 and Z(s, 1, x) = 0 are independent
on s so that the inequalities in the convex definition are not perturbed by the
parameter s (as Ph,r(ζ(i)) = Ph,r(Ωi), i = 0, 1). We consider

as(t) = |Ωst |loc(h,r),

as(t) =
∫ ∫

D×D

ρh(|Ts(Z(s, t))(x) − Ts(Z(s, t))(y)|
|Ts(Z(s, t))(x) − Ts(Z(s, t))(y)|N+r

|ζ(t, x) − ζ(t, y)| dxdy.

And then as(i) is independent on s; i = 1, 2, as(i) = Ph,r(Ωi).
At s = 0 we have:
∂

∂s
(||Ts(Z(s, t))(x) − Ts(Z(s, t))(y)||)s=0 = 〈 x− y||x− y|| , Z(x)− Z(y)〉.

So that we get

∂

∂s

[∫ 1

0

asdt

]

s=0

=
∫ 1

0

[∫ ∫

D×D

{
∇ρh(|x − y|)

〈
x− y
|x− y| , Z(x)− Z(y)

〉

−αρh(|x − y|)
〈
x− y
|x− y| ,

Z(x)− Z(y)
|x− y|

〉}

× |ζ(t, x) − ζ(t, y)||x− y|N+α
dxdy

]
dt

=
∫ 1

0

〈�Hh,r(∂Ωt), Z(0, t)〉 dt.

6. Asymptotic analysis

An important issue is the asymptotic analysis when α+β → 0, see [20]. For p = 1
the vector field just appears through the speed boundary element:

v(t) = 〈V (t), nt〉 on ∂Ωt, so that
∥∥∥∥
∂

∂t
ζ

∥∥∥∥
L1(I,M1(D))

=
∫ 1

0

∫

Ωt

|v(t, x)| dΓt(x)dt.

So that the metric takes the following intrinsic form: the Eulerian vector field is
no more necessary (in the limit it would solve, formally, some eikonal equation).
We simply consider the set of characteristic functions

C = { ζ = ζ2 ∈ L1(I ×D) }, C0 = C ∩ C0(I, L1(D)) (6.1)
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the family of connecting tubes

T0(Ω0,Ω1) = {ζ ∈ C0 s.t. ζ(i) = χΩi , i = 0, 1 }. (6.2)

Considering the Banach space of bounded measure M1(D) we set

p ≥ 1, Cp =
{
ζ ∈ C s.t.

∂

∂t
ζ ∈ Lp(I,M1(D))

}
, (6.3)

that is

Cp = C ∩ Lp(I,BV (D)) ⊂ C0(I, L1(D)) (6.4)

p ≥ 1, Cp =
{
ζ ∈ C0 s.t.

∂

∂t
ζ ∈ Lp(I,M1(D))

}
. (6.5)

Corollary 6.1. Let p ≥ 1, then

dp(Ω0,Ω1) = Inf{ζ∈Cp, ζ(i)=χΩi
}

∫ 1

0

∥∥∥∥
∂

∂t
ζ(t)

∥∥∥∥
p

M1(D)

dt (6.6)

is a quasi metric. When p = 1, d1 is a metric.

In level set representation, let Ωi = {x ∈ D, φi(x) > 0 } then the moving
domain Ωt is search in the form Ωt = {x ∈ D, φ(t, x) > 0 } for some smooth
function φ verifying the connection property: φ(i, x) = φi(x), i = 1, 2 and it turns
that ∥∥∥∥

∂

∂t
ζ(t)

∥∥∥∥
M1(D)

=
∫

{x∈D, φ(t,x)=t}

∂

∂t
φ(t, x)| ||∇φ(t, x)||−1dΓt(x).

Using an “ad hoc” Galerkin approximation we obtain geodesic connecting domains
with different topologies.

6.1. Conclusion: the morphic metric extends to images

We derived several complete quasi metrics associated with small parameters, ε > 0
associated to the triangle inequality verified up to the factor 2ε, and (h, r) associ-
ated to the local scaling when describing the curvature of the moving boundary in
the geodesics. With ε = 0 and the Soblev analysis replaced by the usual BV space
we got a metric but not a complete metric space.

An extension of that morphic metric is for monochromatic images. This topic
is developed in a forthcoming paper and we describe it formally. The basic idea
is to consider the previous morphic metric on each level set of the image u. More
precisely

Let u ∈ L1(D) we consider the monotone rearrangement

u#(t) = meas({y ∈ D s.t. u(y) < t } )

and

β[u] ∈ L∞(D), β[u](x) = u#(u(x) ) = meas({y ∈ D s.t. u(y) < u(x) } )

That is:
β[u] = u# ◦ u.
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There exists a monotone function u∗ : [0, |D|] −→ R, such that

u = u∗ ◦ β[u].

The morphic image distance consists in considering separately the two functions
and set

d(u1, u2) := Inf(β,V )∈T (β1,β2)

∫ 1

0

||V (t)||p dt )
1+ε

p +
∫ 1

0

||β(t)||BV (D)dt

+ ||(u1)∗ − (u2)∗||L2(R).

The main property is that
β[β[u]] = β[u].

We shall always denote by β a function defined on D, verifying β = β[β], so that
0 ≤ β ≤ |D| = meas(D). And we denote by Θ(D) the non convex set of such
functions:

Θ(D) = {β ∈ L∞(D), 0 ≤ β ≤ |D|, β = β[β] }
The set Θ(D) has the following stability property: if β ∈ Θ(D) then β ◦ Tt ∈

Θ(D) for any flow mapping Tt of any free divergence vector field V on D, more
precisely:

Lemma 6.2. Let div V (t) = 0 then

β(u ◦ Tt(V )) = β(u) ◦ Tt(V ), β(u ◦ Tt(V )−1) = β(u) ◦ Tt(V )−1.

6.1.1. β-tube analysis. We designate by β[u] (or βu, or simply β) the function
associated with u ∈ L1(D).

The Eulerian approach consists in considering the connecting β-tubes
(β(t), V (t)) as solutions to the weak convection (6.7) associated to a free diver-
gence speed vector field V . Then we can repeat the previous analysis with couples
(β, V ) verifying

β[β] = β,
∂

∂t
β + ∇β.V = 0, β(i) = β[ui] i = 1, 2 . (6.7)

Such a solution β(t) is continuous from I in L2(D) equipped with its weak topology.
The analysis of the steps of β(t) is an important issue. They are enumerable

and we show that if β[ui] have no step (a function f ∈ L1(D) has a step r if
meas({x ∈ D s.t. f(x) = t }) = 0), then for all t ∈ I, β(t) has none too. The mor-
phic part of the image analysis relies on the morphic metric on the elements β[ui].
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