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Preface

Nowadays mathematical analysis progresses very rapidly and in many different
directions. This development is carried by a lot of research groups worldwide that
then constantly leads to a great number of new results and achievements. For the
individual, active researcher it is difficult to keep track of this development in its
full breadth. Thus it has become an imperative to review this rapid development
from time to time.

The present volume contributes in this direction. It collects six articles on
selected topics in the interface between partial differential equations and spectral
theory, written by leading specialists in their respective fields. Apart from the main
bodies on attractive fields of current research, with original contributions from the
authors, the articles are written in an expository style that makes them accessible
to a broader audience. They contain a detailed introduction along with surveys
on recent developments, motivations, and necessary tools. Moreover, the authors
share their views on future developments, hypotheses, and unsolved problems.

These six articles reflect to some extend the thematic diversity of current
research in the area of mathematical analysis:

The first article, by Chen and Dreher, discusses macroscopic models of quan-
tum semiconductor theory, in particular, quantum drift diffusion models and quan-
tum hydrodynamic models. The authors present both the modeling and an rigor-
ous analytic treatment of these models. They formulate the models as nonlinear
mixed-order parameter-elliptic systems which then makes semigroup techniques
applicable.

The following article, by BelHadjAli, Ben Amor, and Brasche, treats various
asymptotic problems related to large coupling convergence of non-negative qua-
dratic forms. This treatment is accompanied by a collection of well-chosen, also
higher-dimensional, model problems which are carefully analyzed, where the au-
thors place much emphasis on the interplay between abstract results and concrete
applications.

Ben-Artzi presents in his contribution a smooth spectral calculus for a self-
adjoint operator in an abstract Hilbert space setting. The author derives a limiting
absorption principle under the assumption that the density of states is Hölder con-
tinuous and provides as an application a general eigenfunction expansion theorem
as well as global space-time estimates for associated inhomogeneous wave equa-
tions.



x Preface

The article by Bauer, Furutani, and Iwasaki studies subelliptic operators in
the framework of sub-Riemannian geometry. It gives explicit representations for
sub-Riemannian geodesics, heat kernels, and sub-Riemannian structures. Specifi-
cally, the authors determine geodesics of the Grushin plane and Grushin sphere
and provide the heat kernel for the sub-Laplacian on the six-dimensional free nilpo-
tent Lie group, among others. They also analyze the spectra on certain compact
nilmanifolds.

Mendoza discusses in his contribution the singularities of the zeta function for
elliptic cone differential operators. The author first recalls the framework of cone-
differential calculus and discusses the existence of rays of minimal growth, before
he deals with the short-term asymptotics of the heat trace. The constructions rely
on a symbolic handling of the resolvent.

The final article, by McKeag and Safarov, is concerned with a coordinate-
free approach to pseudodifferential operators. The introduction of the class of
pseudodifferential operators is facilitated by choosing a linear connection on the
base manifold. The authors discuss elements of a calculus under such an approach
and describe an application to approximate spectral projections of the Laplace
operator.

The volume addresses people generally interested in an overview of current
developments in partial differential equations and spectral theory. It is mainly
intended for specialists in partial differential equations, spectral theory, stochastic
analysis, and mathematical physics, but it is also suitable for doctoral students
who wish to gather first-hand information from leading scientists on these topics.

The idea for this volume originated from an “International Conference on
Partial Differential Equations and Spectral Theory” held in Goslar, Germany,
August 31 to September, 2008, which was jointly co-organized by the three editors.
We would like to express our thanks to the authors for their contributions, to the
participants in the conference who made it a very successful event, and to the
Birkhäuser publisher for the constant support.

The editors M. Demuth
B.-W. Schulze
I. Witt



Quantum Semiconductor Models

Li Chen and Michael Dreher

Abstract. We give an overview of analytic investigations of quantum semi-
conductor models, where we focus our attention on two classes of models:
quantum drift diffusion models, and quantum hydrodynamic models. The key
feature of those models is a quantum interaction term which introduces a per-
turbation term with higher-order derivatives into a system which otherwise
might be seen as a fluid dynamic system. After a discussion of the modeling,
we present the quantum drift diffusion model in detail, discuss various versions
of this model, list typical questions and the tools how to answer them, and
we give an account of the state-of-the-art of concerning this model. Then we
discuss the quantum hydrodynamic model, which figures as an application of
the theory of mixed-order parameter-elliptic systems in the sense of Douglis,
Nirenberg, and Volevich. For various versions of this model, we give a unified
proof of the local existence of classical solutions. Furthermore, we present new
results on the existence as well as the exponential stability of steady states,
with explicit description of the decay rate.

Mathematics Subject Classification (2000). Primary: 35J45, 35K35; Secondary:
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Keywords. quantum drift diffusion model; quantum hydrodynamic model; en-
tropy based methods; parameter-elliptic systems; Douglis–Nirenberg systems;
analytic semigroups; stationary states; exponential stability; decay rates.

1. Introduction

1.1. A first example

We start with a simple Schrödinger equation, describing one single particle (with-

⎧⎨⎩ i�∂tψ(t, x) = −
�2

2m
� ψ(t, x)− qV (x)ψ(t, x), d

ψ(0, x) = ψ0(x).

1

out spin) of mass m and charge q, in a potential V :

M. Demuth et al. (eds.), Partial Differential Equations and Spectral Theory, Operator Theory:

(t, x) ∈ R× R ,

Advances and Applications 211, DOI 10.1007/978-3-0348-0024-2_1, © Springer Basel AG 2011 
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We take the freedom to change the units of time and space variables (t, x) as well
as of the potential V , ending up with the scaled equation

iε∂tψ(t, x) = −
ε2

2
� ψ(t, x) − V (x)ψ(t, x). (1.1)

The positive constant ε describes the quantum effects and is typically small.

The squared modulus of the complex-valued function ψ(t, ·) is the probability
density to find the particle at a certain location, and therefore∫

Rd

|ψ(t, x)|2 dx = 1.

We may introduce polar coordinates for ψ ∈ C:

ψ(t, x) =
√

n(t, x) exp

(
i

ε
S(t, x)

)
, ψ0(x) =

√
n0(x) exp

(
i

ε
S0(x)

)
,

where n and S are real-valued functions, and n ≥ 0. Define the probability current
density J ,

J(t, x) = −ε�
(
ψ(t, x)∇ψ(t, x)

)
= −n(t, x)∇S(t, x), ∇ = ∇x.

Keeping in mind that the potential V is real-valued, we can then derive the
Madelung equations [93]:⎧⎨⎩

∂tn− div J = 0,

∂tJ − div

(
J ⊗ J

n

)
+ n∇V +

ε2

2
n∇
(
�
√

n√
n

)
= 0,

(1.2)

with the natural initial conditions

(n, J)(0, x) = (n0, J0)(x).

Here J ⊗ J is a d × d symmetric matrix with entries JkJl, and the divergence
operator is to be applied to each row separately.

This system is also called the quantum hydrodynamic system at zero temper-
ature. This relates to the fact that temperature is a statistical effect which will
only be observable when we consider an ensemble of a large number of particles.

Looking back, we find that we started our considerations with the linear prob-
lem (1.1), for which the global in time existence of weak solutions ψ ∈ C(R;L2(Rd))
is a well-established fact; we refer to [103] or any text book on mathematical
physics. Then we have transformed (1.1) into the coupled system (1.2), which is
nonlinear, contains third-order derivatives, and whose meaning is at least unspec-
ified for those points where n = 0. So the question arises of the advantage of (1.2)
in comparison to (1.1).
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The answer is: from (1.2) we learn that quantum mechanical systems may be
amenable to a hydrodynamical description. Indeed, putting J = −nu we find⎧⎪⎨⎪⎩

∂tn + div(nu) = 0,

∂t(nu) + div(nu⊗ u) = n∇
(

V +
ε2

2
B(n)

)
, B(n) =

�
√

n√
n

,
(1.3)

which are the Euler equations for a fluid without pressure and viscous stress. The
scalar function n can be understood as density of the fluid, and the vector-valued
function u as velocity. Then the first equation corresponds to the conservation of
mass, and the second to the conservation of momentum. On the right-hand side of

the second equation, we can see a force term which has a potential V + ε2

2 B. The
quantum correction term B is also called Bohm potential term, and it can also be
written as a non-diagonal pressure tensor like this:

P =
ε2

2
n(∇⊗∇) lnn, divP =

ε2

2
n∇B(n).

These observations nourish the hope that the analytical methods of fluid dynamics
might prove useful when investigating semiconductor systems. Indeed, the quan-
tum hydrodynamic model (2.13) describing the flow of a particle ensemble through
an electronic device will look very similar to (1.2), although the functions n and
J will later have a quite different meaning.

1.2. Structure of the paper

First we sketch how to derive several macroscopic semiconductor models from
basic principles of physics, and we will concentrate our attention on two classes
of models: quantum drift diffusion models, and quantum hydrodynamic models. In
both cases, the quantum influence will be visible in terms with third-order spatial
derivatives, similar to the Bohm potential term B(n) in (1.2) and (1.3). These
higher-order terms make standard methods like maximum principles unavailable,
and many analytical questions are still open.

In Section 3, we discuss the quantum drift diffusion model in detail and give
an overview on analytical results of the last 10 years, where we concentrate on the
transient case. Results will be presented in Sections 3.2 till 3.4, and Section 3.5 will
give an outline of the methods. Then the quantum hydrodynamic model will be
discussed in Section 4. We will concentrate on a special kind of this model, namely
the viscous version. The viscosity effect comes into the system via a description
of collisions between the electrons and thermic oscillations of the crystal, so-called
phonons. In the time-independent case, we then end up with a nonlinear mixed-
order parameter-elliptic system in the sense of Douglis–Nirenberg–Volevich. We
will prove new results on analyticity of the associated semigroup and asymptotic
behaviour of the solutions.

Our notations are standard: the Lp based Sobolev spaces over the domain Ω
are denoted by W k

p (Ω), and Hk(Ω) = W k
2 (Ω). The constant C is allowed to change
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its value from one occurrence to the next, but is independent of the solutions we
are looking for.

2. Derivation of the models

2.1. Quantum Vlasov and quantum Boltzmann equations

We consider the Schrödinger equation for a large number of identical particles in
a potential V :⎧⎪⎪⎨⎪⎪⎩

i�∂tψ(t, x) = −
�2

2m

M∑
j=1

�xjψ(t, x)− qV (t, x)ψ(t, x),

ψ(0, x) = ψ0(x),

(2.1)

where (t, x) ∈ R × RdM or (t, x) ∈ R × ΩM with Ω ⊂ Rd being a domain. This
equation is not usable for numerical simulations, for several reasons: first, the
number of particles M is in general quite large (M > 104); and second, we do not
know physically reasonable boundary conditions for the wave function ψ.

To overcome these obstacles, so-called macroscopic equations for physical
quantities like particle density or current density can be derived. For details of
these macroscopic models, we refer the reader to [67] or [96].

Suppose that ψ is a solution to (2.1) of sufficiently high regularity. First, we
scale the variables as for (1.1), i.e., replace � → ε, m → 1, q → 1, and introduce
the density matrix

�(t, r, s) = ψ(t, r)ψ(t, s), (r, s) ∈ RdM , (2.2)

which then has the initial values �0(r, s) = ψ0(r)ψ0(s), and � is a solution to the
Heisenberg equation

iε∂t�(t, r, s) = (Hs −Hr)�(t, r, s),

with H being the Hamiltonian,

Hx = −ε2

2

M∑
j=1

�xj − V (t, x).

Next, we define the Wigner function as a kind of inverse Fourier transform of the
density matrix:

w(t, x, v) =
1

(2π)dM

∫
RdM

η

eiηv�
(
t, x+

ε

2
η, x− ε

2
η
)
dη, (2.3)

with initial values w(0, x, v) = w0(x, v) for t = 0. This function was introduced by
Wigner [121] in 1932. We will come back to the Wigner transform in Section 2.2.
Then it is easy to check that this function w solves, at least formally, the so-called
quantum Liouville equation:

∂tw + v · ∇xw + θ[V ]w = 0, (t, x, v) ∈ R+ × RdM × RdM , (2.4)
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where θ[V ] is a pseudodifferential operator acting on the v-variables with symbol

δV (t, x, η) =
i

ε

(
V
(
t, x +

ε

2
η
)
− V
(
t, x− ε

2
η
))

,

and the action of θ[V ] on w is defined as

(θ[V ]w)(t, x, v) =
1

(2π)dM

∫
RdM

η

∫
RdM

v′
eiη(v−v

′)δV (t, x, η)w(t, x, v′) dv′ dη. (2.5)

To reduce the dimension of the variables (x, v) in the Liouville equation (2.4), we
derive an equation of Boltzmann type for a function W defined on R+×Rdx ×Rdv,
after having made some physical symmetry assumptions:

• the potential V can be split into an external potential Vext and a sum of
potentials describing the interaction of particle pairs,

V (t, x1, . . . , xM ) =
M∑
j=1

Vext(t, xj) +
1

2

M∑
i,j=1

Vinter(xi, xj);

• each contribution Vinter is symmetric and of order O(1/M);
• the electrons are indistinguishable, and they are Fermions (which means that
the probability of finding two electrons in the same state is zero),

ψ(t, x1, . . . , xM ) = sign(π)ψ(t, xπ(1), . . . , xπ(M)),

for all permutations π;
• the density matrix �(m) of a sub-ensemble of m electrons, defined as

�(m)(t, r1, . . . , rm, s1, . . . , sm)

=

∫
Rd(M−m)

�(t, r(m), zm+1, . . . , zM , s(m), zm+1, . . . , zM ) d(zm+1 . . . zM ),

where r(m) = (r1, . . . , rm) and s(m) = (s1, . . . , sm) for brevity, can be factor-
ized at t = 0:

�(m)(0, r1, . . . , rm, s1, . . . , sm) =
m∏
j=1

R0(rj , sj), m = 1, . . . ,M − 1.

The last assumption is known as the so-called Hartree ansatz. It turns out that,
for fixed m and choosing M very large, the Hartree ansatz can be justified for
t > 0 as well,

�(m)(t, r1, . . . , rm, s1, . . . , sm) =
m∏
j=1

R(t, rj , sj),

where the function R solves a certain differential equation. Put, similar to (2.3),

W (t, x, v) =
M

(2π)d

∫
Rd

η

eiηvR
(
t, x +

ε

2
η, x− ε

2
η
)
dη, (t, x, v) ∈ R+×Rd×Rd.

Then it can be shown that W solves the equation

∂tW + v · ∇xW + θ[Veff ]W = 0, (t, x, v) ∈ R+ × Rd × Rd, (2.6)
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where the pseudodifferential operator θ is specified as in (2.5) (with obvious re-
placements dM → d), and the effective potential Veff is defined as

Veff(t, x) = Vext(x) +

∫
Rd

z

n(t, z)Vinter(x, z) dz, (t, x) ∈ R+ × Rd,

and where the quantum electron density n = n(t, x) is given by

n(t, x) =

∫
Rd

v

W (t, x, v) dv = MR(t, x, x). (2.7)

In general, the interaction potential Vinter is related to the Coulomb potential,

VCoul(x, y) = − 1

4πεs

1

|x− y| , x, y ∈ R3,

with εs being the electric permittivity of the semiconductor material, and we have
scaled the charge q to one, as always. Then the effective potential solves the Poisson
equation

εs � Veff(t, x) = n(t, x)− C(x), (2.8)

where C(x) = −εs�Vext(x) is known as the doping profile if the external potential
is generated by ions with positive charge.

The system (2.6)–(2.8) is called the quantum Vlasov–Poisson system. Details
of the derivation of this system can be found in [96].

The system derived so far gives a macroscopic description of the flow of
electrons in a semiconductor (under several simplifying assumptions which we
have not mentioned), incorporating quantum effects and long range electrostatic
interactions as given by the Coulomb potential. However, a realistic model should
include also short range interactions like collisions, or scattering events between
particles. A heuristic approach is to add an interaction term to the right-hand side
of (2.6), giving us the quantum Boltzmann equation

∂tW + v · ∇xW + θ[Veff ]W = Q(W ), (t, x, v) ∈ R+ × Rd × Rd. (2.9)

In numerical studies, the following collision operators Q are traditionally used:

• the relaxation time model or BGK model [104], [15]

Q(W ) =
1

τ

(
n

n0
W0 −W

)
,

where τ is the relaxation time, W0 is the Wigner function to the quantum
mechanical thermal equilibrium, and the particles densities n and n0 are
related to W and W0 via

n(t, x) =

∫
Rd

W (t, x, v) dv, n0(t, x) =

∫
Rd

W0(t, x, v) dv.

• the Caldeira–Leggett operator [18]

Q(W ) =
1

τ0
divv (c1∇vW + vW ) ,

where c1 is a certain physical constant, and τ0 figures as relaxation time.
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• the Fokker–Planck operator [21]

Q(W ) =
1

τ0
divv (c1∇vW + vW ) +

1

τ0
divx (c2∇vW + c3∇xW ) , (2.10)

where c1 has the same value as in the case of the Caldeira–Leggett operator,
and c2, c3 are certain other positive constants.

The quantum Boltzmann equation (2.9), with a suitably chosen collision op-
erator, will be the starting point for deriving the quantum drift diffusion equations
as well as the quantum hydrodynamic equations.

2.2. Quantum drift diffusion equations

The quantum drift diffusion model (also called the density gradient model) can be
obtained from the quantum Boltzmann equation⎧⎪⎪⎪⎨⎪⎪⎪⎩

∂tw + v · ∇xw + θ[V ]w = Q(w), (t, x, v) ∈ R+ × Rd × Rd,

λ2 � V (t, x) = n(t, x)− C(x), (t, x) ∈ R+ × Rd,

n(t, x) =

∫
Rd

w(t, x, v) dv, (t, x) ∈ R+ × Rd,

in a way we will sketch soon, after having chosen a special collision operator Q.
This operator Q has the form

Q(w) = M [w]− w,

where M is the quantum Maxwellian, for whose definition we need some prepara-
tions.

We begin with recalling the Wigner transform of a function �, evaluated at
a point (x, v) ∈ Rd × Rd:

(W(�))(x, v) =
1

(2π)d

∫
Rd

η

eiηv�
(
x +

ε

2
η, x− ε

2
η
)
dη,

whose inverse map is

(W−1(w))(x, y) =

∫
Rd

v

eiv(x−y)/εw
(

x + y

2
, v

)
dv,

which is related to the Weyl quantization OpW (w) of a pseudodifferential symbol
w via the Schwartz kernel theorem and

(OpW (w)ϕ)(x) =

∫
Rd

y

(
W−1(w)

)
(x, y)ϕ(y) dy, ϕ ∈ S(Rd).

Write OpSchw for the isomorphism which maps a Schwartz kernel to the associated
operator. We take a function w = w(x, v), for which OpSchw(W−1(w)) is a self-
adjoint positive definite operator. The physical idea behind this restriction on w
is that the function ψ (if it exists) which is connected to � := W−1(w) via (2.2)
shall describe a quantum mechanical system in which, for each quantum state, the
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probability of being occupied is non-zero. For such a function w, we then define a
quantum logarithm and a quantum exponential as

Lnw :=W(Op−1
Schw lnOpSchwW−1(w)),

Expw :=W(Op−1
Schw expOpSchwW−1(w)),

with ln and exp to be understood via the spectral theorem. These mappings are
inverses to each other, and their Fréchet derivatives behave as expected. To simplify
the notation, it is common practice to identify each operator with its kernel.

Next we define the quantum entropy of the Wigner function w,

H(w) :=

∫∫
Rd×Rd

w

(
Lnw − 1 +

1

2
|v|2 − V (x)

)
dxdv.

For a given function n = n(x), we consider the constrained minimization problem

H(w∗) = min

{
H(w) :

∫
Rd

w(x, v) dv = n(x), ∀x ∈ Rd
}

.

It can be shown that the solution w∗ (if it exists) has the form

w∗(x, v) = Exp

(
A(x)− 1

2
|v|2
)

,

and the function A is selected by the condition
∫
Rd w∗(x, v) dv = n(x). We suppose

that this condition determines A uniquely, and, finally, we define the quantum
Maxwellian as

M [w] := Exp

(
A(x) − 1

2
|v|2
)

,

∫
Rd

M [w](x, v) dv =

∫
Rd

w(x, v) dv.

In this sense, the quantum Maxwellian minimizes the quantum entropy functional
under the constraint of given particle density.

Now a physical assumption comes in: we suppose that the collisions have
dominating influence and that the relevant time interval is long. Therefore we
replace t by t/δ and Q(w) by Q(w)/δ, and we consider small values of δ:⎧⎨⎩ δ∂tw

(δ) + v · ∇xw(δ) + θ[V ]w(δ) =
1

δ
(M [w(δ)]− w(δ)),

w(δ)(0, x, v) = w0(x, v).

On a formal level, we have a limit w(0) = limδ→0 w(δ) of the form w(0)(t, x, v) =
Exp(A(t, x) − |v|2/2), and it holds⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

∂tn− div J = 0,

J = divP − n∇V,

n(t, x) =

∫
Rd

w(0)(t, x, v) dv,

P (t, x) =

∫
Rd

v ⊗ vw(0)(t, x, v) dv.

(2.11)
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To get rid of the functional Exp (which is numerically hard to evaluate), one then
shows the asymptotic expansions

Exp

(
A− 1

2
|v|2
)

= exp

(
A− 1

2
|v|2
)(

1 +
ε2

8

(
ΔA +

1

3
|∇A|2 − 1

3
v�D2Av

))
+ O(ε4),

for ε→ 0, and a proof can be found in [37]. Then it follows that

n = (2π)d/2eA + O(ε2),

divP = ∇n− ε2

12
n∇
(
�A +

1

2
|∇A|2

)
+ O(ε4),

∇A =
∇n

n
+ O(ε2),

and our final step then is: if (n, J) is a solution to (2.11), then J = J0 + O(ε4),
where the pair (n, J0) solves⎧⎪⎪⎪⎨⎪⎪⎪⎩

∂tn− div J0 = 0,

J0 = ∇n− n∇V − ε2

6
n∇
(
�
√

n√
n

)
,

λ2 � V = n− C(x),

(2.12)

at least in a formal sense. In the remainder of the paper, we will write again J
instead of J0.

Compared to other macroscopic quantum models, the main advantage of the
quantum drift diffusion model comes from its parabolic structure, which gives us
boundary conditions in a natural way and makes numerical simulation relatively
easier. However, quantum drift diffusion systems only give us information about
the electron density. To study more phenomena in semiconductor devices such as
heat conduction, one should use more elaborate models like the full hydrodynamic
model or the energy transport model.

2.3. Viscous quantum hydrodynamics

In this part, we start from the quantum Boltzmann equation (2.9) with the Fokker–
Planck collision operator (2.10) and sketch how to derive then a system of equations
for macroscopic quantities like the particle density n = n(t, x), the current density
J = J(t, x) or the energy density ne = (ne)(t, x). There are several ways of
deriving such systems; and detailed representations can be found in, for instance,
[53] or [96].
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Here, we use a moment method, following an approach of Gardner [51]. First
we define for (t, x) ∈ R+ × Rd the functions

n(t, x) =

∫
Rd

w(t, x, v) dv,

J(t, x) = −
∫
Rd

vw(t, x, v) dv,

(ne)(t, x) =
1

2

∫
Rd

|v|2w(t, x, v) dv,

and the motivation for the minus sign in the definition of J is the negative charge
of the electron. We also introduce the notation

〈f(v)〉 =
∫
Rd

v

f(v)w(t, x, v) dv

for a general function f = f(v).
Integrating (2.9) (with W ≡ w) over Rdv and assuming tacitly that the func-

tion w and all its relevant derivatives have fast decay for v →∞, we then obtain

∂tn(t, x)− divx J(t, x) +

∫
Rd

v

(θ[V ]w)(t, x, v) dv = ν0�x n(t, x),

with ν0 = c3
τ0
, compare (2.10). To compute the integral on the left-hand side, we

note that the pseudodifferential operator θ[V ] acts on the “velocity” variables v,
and it has a pseudodifferential symbol δV = δV (t, x, η), where η is the cotangent
variable associated to v. Therefore, this operator behaves like a Fourier multiplier,
and we have (writing F for the Fourier transform)∫

Rd
v

(θ[V ]w)(t, x, v) dv = (2π)d/2 (Fv→ηθ[V ]w) (t, x, η)∣∣η=0

= (2π)d/2 ((δV )(t, x, η)ŵ(t, x, η))∣∣η=0
= 0.

This gives us the first equation of the viscous model of quantum hydrodynamics:

∂tn− div J = ν0 � n.

In a similar fashion, we multiply the quantum Boltzmann equation (2.9) with v
and integrate over Rdv:

− ∂tJ + divx〈v ⊗ v〉 − n∇xV = −ν0 �x J − ν2∇xn +
1

τ0
J,

with ν2 = c2
τ0
. Likewise, we multiply (2.9) with |v|2/2, integrate over Rdv and find

∂t(ne) + divx

〈
1

2
v|v|2

〉
+∇V · J = − 2

τ0
ne +

dc1
τ0

n +
c2
τ0

div J + ν0 � (ne),

with d being the spatial dimension. We wish to express the terms 〈v ⊗ v〉 and
〈v|v|2/2〉 on the left-hand sides in terms of n, J , and e, but this seems impossible.
To overcome this difficulty, we bring assumptions from physics into play, so-called
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closure conditions, of which there are several to be found in the literature. One
such approach exploits the entropy minimization principle [38], see also [87].

Here, we suppose that w is in a neighborhood of the thermal equilibrium
density (up to some shift u in the velocity variables),

w(t, x, v) = weq(t, x, v − u(t, x)),

where u is some unknown group velocity of the electrons, and weq is given by

weq(t, x, v) = A(t, x) exp

(
−|v|

2

2T
+

V

T

)

×

⎛⎝1 + ε2

8T
�x V +

ε2

24T 3
|∇xV |2 −

ε2

24T 3

d∑
i,j=1

vivj
∂2V

∂xi∂xj

+ O(ε4)

⎞⎠,

where T = T (t, x) is the scalar temperature of the electrons. We suppose that T
is always positive and that the function A varies only slowly. Then one can show,
after quite long calculations, that

n = A(t, x)(2πT )d/2eV/T
(
1 +

ε2

12T 2
� V +

ε2

24T 3
|∇V |2

)
+ O(ε4),

J = −nu,

〈v ⊗ v〉 = nu⊗ u + nT1d −
ε2

12T
n(∇⊗∇)V + O(ε4),

〈v|v|2〉 = nu|u|2 +
(

dT − ε2

12T
� V

)
+ 2

(
T1d −

ε2

12T
(∇⊗∇)V

)
nu+ O(ε4),

with 1d being the d × d identity matrix. In the last two formulas, we prefer to
eliminate the derivatives of V (a discussion of this preference can be found in [51]).
To this end, we note that (at least formally)

lnn = ln
(
A(2πT )d/2

)
+

V

T
+ O(ε2),

∂j∂k lnn = ∂j∂k

(
AT d/2 +

V

T

)
+ O(ε2).

Now the physical assumption is that A and T vary much slower than V , and then
it follows that

∂j∂k lnn =
1

T
∂j∂kV + O(ε2).

This way we can express second-order derivatives of V by means of n.

Combining the equations obtained so far and taking the freedom to scale the
dependent and independent variables once more, we can arrive at the full viscous
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quantum hydrodynamic system⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂tn− div J = ν � n,

∂tJ − div

(
J ⊗ J

n

)
−∇(Tn)

+ n∇V +
ε2

6
n∇
(
�
√

n√
n

)
= ν � J − 1

τ
J + μ∇n,

∂t(ne)− div

(
J

n
(ne + P )

)
+ J · ∇V = −2

τ

(
ne− d

2
n

)
+ ν � (ne)

+ μ div J,

λ2 � V = n− C(x),

(2.13)

where the scalar temperature T = T (t, x) and the pressure tensor P = P (t, x) are
related to the other unknown functions by

P = Tn1d −
ε2

12
n(∇⊗∇) lnn,

ne =
|J |2
2n

+
d

2
Tn− ε2

24
n� lnn.

For details on this scaling, we refer to [75].

Remark 2.1. If the temperature T is constant, then the first two differential equa-
tions in (2.13) are decoupled from the third, which then can be omitted. If we
furthermore assume ν = 0 and neglect the acceleration term ∂tJ − div(J ⊗ J/n),
the constant temperature (also called isothermal) quantum hydrodynamic model
turns into the quantum drift diffusion model.

More precisely, the following can be shown in the isothermal case T ≡ const.:
choose a new time variable s = tτ , and set n(τ)(s, x) = n(s/τ, x), J (τ)(s, x) =
J(s/τ, x)/τ , V (τ)(s, x) = V (s, τ, x). Then as τ → 0, the functions (n(τ), J (τ), V (τ))
converge (if ν = 0) to a limit (n∗, J∗, V ∗) which solves the quantum drift diffusion
model (2.12), but with time variable s instead of t. We refer to [71], and [94], [5],
and also [123] for a bipolar model.

Another choice is to assume T = cnγ−1 for some constants c and γ ≥ 1. This
is the isentropic case, and again the differential equation for ne can be omitted.

2.4. Historical background and further models

The drift diffusion equations (without quantum terms) were first developed by
van Roosbroeck 1950 [116]. The underlying physical assumptions are valid for
certain devices with diameters down to 10−6m, and for smaller devices, numerical
simulations fail because the quantum effects are no longer negligible.

Then the quantum drift diffusion (or density gradient) model was first intro-
duced in 1987 by M.G. Ancona [11, 7] in order to find a macroscopic description
of the behavior of smaller devices, where the classical description gives the wrong
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predictions. Further physical results are to be found in, e.g., [12, 8, 9, 10]. Con-
cerning fast numerical schemes for the quantum drift diffusion model, we refer to
[20, 35, 118, 97, 99]. By using simulations of single barriers (MOS diodes, MOS-
FETs) and double barriers (resonant tunnel diodes), Höher et al. in [59] showed
the limitations of the quantum drift diffusion model, see also [119]. Suggestions
for new models were given in [36] and [37].

In the 1990s, macroscopic quantum models have been formally obtained from
the Schrödinger–Poisson or Wigner–Poisson systems by asymptotic analysis, see
the books [96, 51, 52]. The family of fluid dynamic models contains also quantum
energy transport models, additionally to the quantum drift diffusion and quantum
hydrodynamic models. All these models can be arranged into the form of a model
hierarchy, and for details we refer the reader to [96] and [67], [69]. Compare also
the review article [100].

Two of the first analytical results on the quantum drift diffusion model were
the steady state solution and its semiclassical limit by Ben Abdallah and Unter-
reiter in 1998 [13], and a positivity preserving scheme and the existence of a weak
solution in the one-dimensional transient case by Jüngel and Pinnau [77, 78].

Then the quantum drift diffusion model was extensively studied analytically
and numerically. By numerical simulation, it was shown that this model, relatively
simple compared to other quantummodels, works quite well in describing tunneling
effect for several devices, while the approach via mathematical analysis helps in
understanding this model more clearly. We will give a review of those results in
Section 3.

Concerning the quantum hydrodynamic model (2.13), let us first recall some
basic facts from fluid dynamics. If we assume the positive temperature T as con-
stant and write Tn = p(n) as pressure, and J = −nu, neglect the collision terms
(ν = 0, τ = ∞), the quantum effects (ε = 0) as well as the electrostatic potential
(V ≡ 0), then we end up with the classical Euler equations{

∂tn + div(nu) = 0,

∂t(nu) + div(nu⊗ u) +∇p(n) = 0.
(2.14)

By thermodynamical reasons, we may assume p′(n) > 0 for all n > 0, which makes
this system symmetrizably hyperbolic, and the local in time existence of classical
solutions is a well-established result, and it is known that jump-type discontinuities
(shocks) typically appear after finite time. Solutions which are global in time can
only exist as weak solutions. For details, we recommend the text books [34], [112]

and the overview article [86]. The number c =
√

p′(n) is called sound speed, and
the flow is called subsonic wherever |u| < c, otherwise supersonic. If a Bohm
potential term (ε2/2)n∇B(n) (compare (1.3)) is added to (2.14), solutions still
become irregular in finite time, see [50].

If we put the electrostatic potential V back into the Euler equations, we
obtain the Euler–Poisson system, for which the global existence of weak solutions
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was shown in [102] and [33] by an approach similar to the celebrated Glimm
scheme [55], for the isothermal case. We mention also [95], [122], [65].

Incorporating the electrostatic potential V as well as the quantum Bohm
potential B into (2.14) leads to the inviscid quantum hydrodynamic model, which
was first studied by Gardner [51]. A quantum derivation of this model from physical
principles, in particular the entropy minimization principle, was given by Degond
and Ringhofer [38]. For a nice review, see [62]. The full viscous model (2.13) was
established in [21], and it was treated as a parameter-elliptic system of Douglis–
Nirenberg type for the first time in [23].

3. The quantum drift diffusion model

3.1. Introduction

3.1.1. Full models and simplified models. If we refine a bit the calculations which
have led us to (2.12), the following scaled transient quantum drift diffusion model
can be derived:⎧⎪⎨⎪⎩ nt = div

(
−ε2n∇

(
�
√

n√
n

)
+∇P (n)− n∇V

)
,

λ2 � V = n− C(x).

(3.1)

Here P = P (n) is the pressure, a known function of n. Typically we have either
P (n) = θn, the so-called isothermal case with θ being a (positive) constant tem-
perature, or P (n) = T0n

γ , the isentropic case with T0 as the (positive) lattice
temperature and γ > 1. The scaled Planck constant ε and the scaled Debye length
λ are positive, as always.

An equivalent way of writing (3.1) is⎧⎪⎪⎪⎨⎪⎪⎪⎩
nt = div(n∇F ),

F = −ε2
�
√

n√
n

+ h(n)− V,

λ2 � V = n− C(x),

(3.2)

with F being the quasi Fermi potential and h = h(n) the enthalpy defined by
h′(n) = P ′(n)/n.

Greater generality is obtained when we consider the bipolar quantum drift
diffusion system. In this model, also the holes ’s contribution to the electric current
in the device is included. Holes are artificially introduced particles of positive
charge describing the vacations in the valence band, and they follow the same
physical principles as the electrons, except their positive charge and a (possibly)
different effective mass.
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Then the bipolar quantum drift diffusion system reads⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
nt = div

(
−ε2n∇

(
�
√

n√
n

)
+∇(Pn(n))− n∇V

)
,

pt = div

(
−ξε2p∇

(�√p
√

p

)
+∇(Pp(p)) + p∇V

)
,

λ2 � V = n− p− C(x),

(3.3)

with n being the electron density, p the hole density, Pn(n) = nα and Pp(p) = pβ

are pressures with α, β ≥ 1, and ξ is the (positive) ratio of the effective masses of
electrons and holes.

We impose the initial conditions{
n(0, x) = n0(x) ≥ 0,

n(0, x) = n0(x) ≥ 0, p(0, x) = p0(x) ≥ 0,
(3.4)

in the unipolar and the bipolar cases, respectively.
Sometimes we require the crystal at initial time to be electrically neutral:∫

Ω

n0(x)− C(x) dx = 0. (3.5)

It is reasonable to pose the problem in a bounded domain Ω ⊂ Rd and let
∂Ω be comprised of two disjoint parts: ΓD (the Ohmic contacts, also called source
and drain in semiconductor devices), and ΓN (the insulating part).

Physical considerations make the following assumptions natural:

• at the Ohmic contacts, the charge should be locally neutral,
• the potential is a superposition of its equilibrium value Veq and the applied

voltage U at the Ohmic contacts,
• the normal components of the current and quantum current are vanishing
along the insulating part of the boundary;
• no quantum effects occur at the contacts.

These motivations correspond to the following Dirichlet-Neumann conditions:

n = C(x),

V = Veq + U,

�
√

n = 0,

⎫⎪⎬⎪⎭ on ΓD

∇V · ν = 0,

n∇F · ν = 0,

∇
(
�
√

n√
n

)
· ν = 0.

⎫⎪⎪⎪⎬⎪⎪⎪⎭ on ΓN

(3.6)

As far as we know, a mathematical theory on this full multi-dimensional
problem (3.2) or (3.3) with initial data (3.4) and boundary conditions (3.6) has
not been given in the literature so far.
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However, the following simplifications of this problem are custom:

A special fourth-order parabolic equation. Neglecting certain terms in (3.2), we
obtain a problem for only one unknown function. This model corresponds
to the zero temperature and zero electronic potential case in the quantum
drift diffusion model. This sounds on the one hand like a severe restriction,
but on the other hand this system also appears in the studies of interface
fluctuations in a two-dimensional spin system. It is also called the Derrida–
Lebowitz–Speer–Spohn equation, which was first derived by Derrida et al.
in [40]. In the one-dimensional case, it is also related to the so-called Fisher
information. Results obtained for this model will be reported in Section 3.2.

One space dimension. In the one space dimension case, the fourth-order term can
be recast as

div

(
n∇
(
�
√

n√
n

))
=

1

2
(n(lnx)xx)xx ,

which makes getting a priori estimates much easier. A series of results has
been obtained including the existence of weak solutions, their long time be-
havior, quasineutral limit and semiclassical limit with many kinds of bound-
ary conditions. We will show them in Section 3.3.

Simplified boundary conditions. In Section 3.4, two-dimensional and three-dimen-
sional results are shown, with a focus on the periodic case.

3.1.2. Questions and problems. The Bohm potential terms appearing in (3.1)
and (3.3) can be split into a linear third-order part and a lower-order nonlinear
part, or rewritten in various other ways,

n∇
(
�
√

n√
n

)
=

1

2
∇� n− 1

2
div

(
∇n⊗∇n

n

)
, (3.7)

div

(
n∇
(
�√n√

n

))
=

1

2

d∑
i,j=1

∂i∂j

(
n∂i∂j lnn

)
,

and hence the unipolar and bipolar quantum drift diffusion models are nonlinear
parabolic systems, to which the methods of the theory of analytic semigroups (as
presented in [6] or [92], for instance) can be applied, giving us the uniqueness and
the local in time existence of strong solutions.

As usual, a blow-up of the solution in finite time or the occurrence of vacuum
(n(t∗, x∗) = 0 for some (t∗, x∗)), which make global in time smooth solutions
impossible, are hard to exclude using semigroup arguments alone.

Typical questions and problems to be solved are:

Global in time existence of weak solutions. We wish to solve (3.1) or (3.3) on any
time interval (0, T ), independent of the size of the initial data. The solutions
n shall be nonnegative everywhere.

Long time asymptotics of solutions. In particular, the exponential stability of sta-
tionary states is of interest.
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The semiclassical limit ε → 0. Then the fourth-order parabolic problems (3.1) and
(3.3) formally turn into second-order parabolic problems, and the question is
whether the sequence (nε)ε→0 has the expected limit for ε→ 0, and in which
topologies this limit is valid. Physically, this limit means that quantum effects
are getting neglected.

The quasineutral limit λ → 0. This limit is relevant mainly in the case of the
bipolar model (3.3). The physical meaning of this limit is that the crystal is
locally of neutral charge.

Each of these questions will be answered in this paper.

3.1.3. Methods. The key to proving global existence of solutions and studying
their behavior is finding appropriate quantities for which powerful a priori esti-
mates can be derived. Such quantities are called entropies (in other schools the ex-
pression Lyapunov functional is common), and the following entropies have proved
useful in the past:

E1(n) =

∫
Ω

(n(lnn− 1) + 3) dx,

E2(n) =

∫
Ω

(n− lnn) dx,

E3(n) =

∫
Ω

|∇
√

n|2 dx,

Ẽ1(n) =

∫
Ω

n ln
(n

n̄

)
dx, with n̄ =

1

|Ω|

∫
Ω

n dx,

Ẽγ(n) =
1

γ(γ − 1)

∫
Ω

(nγ − n̄γ) dx.

These terms are adapted to the nonlinearities appearing in the differential equa-
tions; and which entropy is available in a concrete situation depends also on the
boundary condition, since estimating entropies requires certain partial integra-
tions. Examples of the obtained identities are (3.13), (3.14), and (3.15); see also
(3.19), (3.20), (3.33).

In deriving a priori estimates, one often finds an inequality which contains
such an entropy, and additionally a positive term which “produces” this (or an-
other) entropy. Such inequalities will be called entropy entropy-production inequali-
ties. The connection between this positive term and the above entropies is typically
provided by logarithmic Sobolev inequalities, see the discussion around (3.16).

If enough a priori estimates are derived which are independent of ε, then
the semiclassical limit ε→ 0 can be performed, by weak compactness of bounded
subsets in reflexive spaces and related arguments. Similarly for the quasineutral
limit λ→ 0.

In case the global existence of weak solutions has not been established yet,
Rothe’s method [83] may be employed. In this method, the time interval is dis-
cretized, the time derivatives are replaced by the difference quotients, leading to a
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nonlinear elliptic problem at each time step. This is solved using fixed point the-
orems of Schauder type, and an exponential transform of the unknown function
makes sure that the solution to the elliptic problem takes only positive values. Then
the limit of vanishing time step size has to be performed. A detailed presentation
of Rothe’s method will be given in Section 3.5.

This approach has the key advantage that the existence of a weak solution
can be shown on any time interval (0, T ), without any restrictions on the size of
the physical constants or the size of the initial data (except positivity of n(0, ·),
of course). As one can expect from fixed point theorems of Schauder type, the
uniqueness of such solutions is unknown in many situations. And also the regu-
larity of the solutions obtained by this approach is lower in comparison to the
method of analytic semigroups combined with the concept of maximal regularity
([6], [39], [92]), but our approach can handle the vacuum effect, making global in
time solutions possible.

3.2. A special fourth-order parabolic equation

As it was mentioned in the introduction, there are at least two motivations to
study the fourth-order parabolic equation⎧⎨⎩ nt = − div

(
n∇
(
�
√

n√
n

))
,
(
nt + (n(lnn)xx)xx = 0 if d = 1

)
,

n(0, x) = n0(x).

(3.8)

One motivation is that it shows the main structure of quantum drift diffusion. A
good understanding of this fourth-order term might help a lot to study the full
system (3.1). The other motivation is that (3.8) itself is a complete model which
arises in the context of fluctuations of a stationary nonequilibrium interface in a
two-dimensional spin system.

The following boundary conditions are common in the literature:

periodic boundary conditions, (3.9)

∇n · γ = 0, n∇
(
�√n√

n

)
· γ = 0 on ∂Ω, (3.10)

n = 1, nx = 0 on ∂Ω if Ω = (0, 1) ⊂ R1, (3.11){
n(0, t) = n0, n(1, t) = n1,

nx(0, t) = w0, nx(1, t) = w1,
if Ω = (0, 1). (3.12)

Here γ denotes the outer unit normal on ∂Ω.

The first analytical result was given by Bleher et al. in [16], where the local
existence of positive solutions with periodic boundary conditions was proved. Later
on, within the last ten years, it was observed that this model has the following
entropies:
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• the physical entropy
∫
Ω n ln

(
n∫
n dx

)
dx;

• the Lyapunov functional
∫
Ω(n− lnn) dx if Ω ⊂ R1;

• the Fisher information
∫
Ω ((
√

n)x)
2
dx if Ω ⊂ R1;

and subsequently this nonlinear fourth-order equation has been extensively stud-
ied. The equation (3.8) with periodic boundary conditions or the boundary con-
ditions (3.10) or (3.11) with Ω ⊂ R1 has been investigated in [17, 19, 41, 80],
including the global existence of a nonnegative weak solution and its exponential
decay to a steady state. Similar results can be found in [58]. First-order entropies
of this fourth-order equation have been studied in [81]. Due to the importance of
the entropy in higher-order PDEs, Jüngel and Matthes derived a new approach to
the construction of entropies and entropy productions for a large class of nonlinear
evolutionary PDEs of even order in the case of one spatial dimension in [73], by
means of a reformulation as a decision problem from real algebraic geometry.

Concerning the existence of a global weak solution and the long time be-
havior in the multi-dimensional case, we are aware of only two works: Gianazza
et al. [54] and Jüngel et al. [74]. The results in [54] are more general. With the
boundary condition (3.10), by using the special structure of the equation, i.e., the
equation is the gradient flow of the Fisher information function 1

2

∫
|∇ lnn|2n dx

with respect to the Kantorovich–Rubinstein–Wasserstein distance between prob-
ability measures, the nonnegative weak solution was obtained as the limit of a
variational approximation scheme. The existence results in [74] concern bounded
domains in two and three dimensions, and the method used there is more direct.
A better convergence rate on the long time behavior of the weak solution is also
given.

Now we come to a presentation of recent results on global existence and
exponential decay, with various boundary conditions and in one or more spatial
dimensions.

3.2.1. The one-dimensional case.
Periodic or homogeneous Dirichlet-Neumann boundary conditions (3.11)

In the one-dimensional case, there are some nice entropy equations with periodic
boundary conditions or homogeneous Neumann boundary conditions (3.10):

d

dt
E1(n) +

∫
Ω

n|(lnn)xx|2 dx = 0, (3.13)

d

dt
E2(n) +

∫
Ω

|(lnn)xx|2 dx = 0, (3.14)

d

dt
E3(n) + 2

∫
Ω

∣∣∣∣√n

(
(
√

n)xx√
n

)
x

∣∣∣∣2 dx = 0, (3.15)

valid for positive-valued functions n of sufficient regularity. It seems that the en-
tropy E3(n) has been used for the first time in [24], in order to show the semi-
classical limit ε → 0. We will introduce this result in Section 3.3.2. The first two
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entropies E1(n) and E2(n) were extensively used in the study of (3.8), and we
quote some of the results in the following.

In [41], the following logarithmic Sobolev inequality for functions of period
length L has been derived (see also [120])∫

Ω

u2 ln

(
u2∫

u2 dx/L

)
dx ≤ 2

(
L

2π

)j ∫
Ω

∣∣∂jxu∣∣2 dx, (3.16)

where Ω = (0, L) and j ∈ N+. This inequality with u =
√

n and j = 2, together
with the identity∫

Ω

n |(lnn)xx|2 dx = 4

∫
Ω

∣∣(√n)xx
∣∣2 dx +

1

12

∫
Ω

(nx)
4

n3
dx

enables us to connect the entropy production term in (3.13) back to E1, which
then turns out to decay exponentially.

The precise results are as follows:

Theorem 3.1 ([76] and [41]). Let E2(n0) be finite. Then the following results hold:

Global weak solution. There exists a global weak solution n ≥ 0 of (3.8), (3.9)
(or (3.11)) satisfying

n ∈ L
5/2
loc ((0,∞);W 1

1 (0, L)) ∩W 1
1,loc((0,∞);H−2(0, L)),

lnn ∈ L2
loc((0,∞);H2(0, L)),

and for all positive T and all smooth test functions φ,∫ T

0

〈∂tn, φ〉H−2,H2 dt +

∫ T

0

∫ L

0

n(lnn)xxφxx dxdt = 0.

Uniqueness. Let n1, n2 be two weak solutions of (3.8) with periodic boundary con-
ditions and with the regularity n1, n2 ∈ C0([0, T ];L1(0, L)), and suppose that√

n1/n2,
√

n2/n1 ∈ L2((0, T );H2((0, L)2)) for some T > 0. Then n1 = n2

in (0, T )× (0, L).
Decay. If E1(n0) <∞, then

E1(n) ≤ e−MtE1(n0), M =
32π4

L4
,

and the weak solution has higher regularity: n ∈ L
16/15
loc ((0,∞);H2(0, L)).

Nonhomogeneous Dirichlet Neumann boundary condition (3.12)
Gualdani et al. considered the problem (3.8) with the boundary condition (3.12),
where n0, n1 are positive, and w0, w1 ∈ R. Then (see [58]) there is a positive
constant m depending only on the boundary data, and a unique classical solution
n∞ to

(n(lnn)xx)xx = 0, in (0, 1),

with n∞ ≥ m everywhere. Using the entropy

E1/2(n) =

∫ 1

0

(√
n−√n∞

)2
dx,
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the entropy identity

d

dt
E1/2(n) + 2

∫ 1

0

(
4

√
n∞
n

(
√

n)xx − 4

√
n

n∞
(
√

n∞)xx

)2
dx = 0

was derived in [58]. Further, it was shown that a nonnegative weak global in time
solution n to (3.8), (3.4), (3.12) exists with regularity as described in Theorem 3.1
provided that E2(n0) < ∞. And if additionally E1(n0) is finite and lnn∞ is a
concave function, then n(t, ·) approaches n∞ exponentially:

‖n(t, ·)− n∞‖L1(0,1) ≤ ce−λt, 0 < t <∞.

3.2.2. The two- and three-dimensional cases. The differential equation (3.8) can
now be rewritten as

∂tn +
1

2

d∑
i,j=1

∂i∂j(n∂i∂j lnn) = 0, (3.17)

∂tn +

d∑
i,j=1

∂i∂j

(√
n∂i∂j

√
n− (∂i

√
n)(∂j

√
n)
)
= 0. (3.18)

We may write ρ =
√

n, multiply (3.17) and (3.18) by ln ρ2 and ρ2(γ−1)/(γ − 1),
integrate over Ω = Td = (R/Z)d and find formally

d

dt
Ẽ1 +

1

2

∫
Td

n
∑
i,j

(
∂i∂j lnn

)2
dx = 0, (3.19)

d

dt
Ẽγ +

1

γ − 1

∫
Td

ρ2
∑
i,j

(∂i∂j ln ρ)
(
∂i∂jρ

2(γ−1)
)
dx = 0, γ �= 1. (3.20)

Note that the number n appearing in the definition of Ẽ1 and Ẽγ is a conserved
quantity, by the periodic boundary conditions. And the above two integrals over
Td can be connected to Ẽ1 and Ẽγ via the inequalities

1

4

∫
Td

n
∑
i,j

(
∂i∂j lnn

)2
dx ≥ κ1

∫
Td

∑
i,j

(
∂i∂j
√

n
)2

dx, (3.21)∫
Td

ρ2
∑
i,j

(∂i∂j ln ρ)
(
∂i∂jρ

2(γ−1)
)
dx ≥ 2(γ − 1)κγ

∫
Td

(�ργ)2 dx, (3.22)

with κ1 = (4d− 1)/(d(d+2)), and with a certain constant κγ (depending only on
γ and d) explicitly given in [74], see also [54]. This constant κγ is positive if and

only if (
√

d − 1)2/(d + 2) < γ < (
√

d + 1)2/(d + 2). Proving (3.22) is equivalent
to solving a decision problem from real algebraic geometry, compare the methods
of [73]. Then the following result can be obtained:

Theorem 3.2 ([74]). If d ≤ 3 and E1(n0) < ∞, then (3.8), (3.9), (3.4) has a
nonnegative weak solution of the regularity

n ∈ W 1
1 ((0, T );H−2(Td)),

√
n ∈ L2((0, T );H2(Td)),
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and n is a weak solution to (3.18) in the sense that for all z ∈ L∞((0, T );H2(Td)),
we have∫ T

0

〈∂tn, z〉H−2,H2 dt +

∫∫
QT

d∑
i,j=1

(√
n∂i∂j

√
n− (∂i

√
n)(∂j

√
n)
)
∂i∂jz dxdt = 0.

The entropies decay exponentially fast,

Ẽγ(n(t, ·)) ≤ Ẽγ(n0) exp
(
−16π4γ2κγt

)
, for 1 ≤ γ <

(
√

d + 1)2

d + 2
,

and the solution itself decays exponentially in the L1 norm,∥∥∥∥n(t, ·)−
∫
Td n0 dx

|Td|

∥∥∥∥
L1(Td)

≤
√
2Ẽ2(n0) exp

(
−8π4κ1t

)
.

3.3. Quantum drift diffusion equations in one dimension

In the one-dimensional case, the quantum drift diffusion model is written in the
following form (compare (3.2))⎧⎪⎪⎪⎨⎪⎪⎪⎩

nt = Jx, J = nFx,

F = −ε2
(
√

n)xx√
n

+ h(n)− V,

λ2Vxx = n− C(x),

(3.23)

where (t, x) ∈ (0, T )× (0, 1) and the enthalpy h(n) is a function of n with h′(n) =
P ′(n)/n.

The system is complemented with the usual initial data condition (3.4). The
boundary conditions studied so far are

periodic boundary conditions, (3.24)

nx = 0, nxxx = 0, Vx = 0, (3.25)

n = nD, V = VD, F = FD, (3.26)

n = nD, nx = 0, V = VD. (3.27)

Here the subscript D recalls that these values refer to Dirichlet data. In fact, the
following non-homogenous conditions look more physical, but solving system (3.23)
with this condition seems an open problem:

n(t, 0) = n0, n(t, 1) = n1, nx(t, 0) = w0, nx(t, 1) = w1, V = VΩ. (3.28)

3.3.1. Global weak solution.
Isothermal case P (n) = θn
Jüngel and Pinnau [77, 78] gave a positivity preserving numerical scheme for (3.2)
with boundary conditions (3.26) and (3.27), where they used a certain exponen-
tial transformation and a backward Euler scheme. We will sketch this method in
Section 3.5. They showed that in each time step, the problem admits a strictly
positive solution. But due to the lack of enough a priori estimates, only the con-
vergence of the scheme in the one-dimensional case could be proved, or in the
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multi-dimensional case with temperature θ large enough, and certain other restric-
tions on the solution. Furthermore, also a numerical simulation on the switching
behavior of a resonant tunnel diode was given.

In these two papers, the function F was used as test function, and the fol-
lowing entropy was obtained there:

E(n) = ε2
∫
Ω

∣∣∇√n
∣∣2 dx + θ

∫
Ω

(n(lnn− 1) + 3) dx +
λ2

2

∫
Ω

|∇V |2 dx, (3.29)

which is formally nonincreasing in time as long as the Dirichlet data FD are non-
positive.

For completeness, recall that the enthalpy is h(n) = θ lnn in case of P (n) =
θn, and we mention also that it is custom to write ρ =

√
n as unknown variable.

Theorem 3.3 ([77]). Let the Dirichlet data nD be positive, and let FD be negative,
and suppose C(x) ∈ C0,γ(Ω) with 0 < γ < 1, and also ln ρ0 ∈ L1(Ω), ρ0 ∈
H2(Ω). Then there exist functions ρ ∈ L2((0, T );H2(Ω))∩C0([0, T ];C0,γ(Ω)) and
J ∈ L2((0, T );L2(Ω)) as well as V ∈ C0([0, T ];C2,γ(Ω)), such that for all φ ∈
C∞

0 ((0, T )× Ω) the following identities hold:∫ T

0

∫
Ω

ρ2∂tφdxdt−
∫ T

0

∫
Ω

Jφx dxdt = 0,∫ T

0

∫
Ω

[ε2ρxx(2ρxφ + ρφx)− θρ2φx + V (ρ2φ)x] dxdt =

∫ T

0

∫
Ω

Jφdxdt,

−λ2

∫ T

0

∫
Ω

Vxφx dxdt =

∫ T

0

∫
Ω

(ρ2 − C)φdxdt.

These equations are to be understood in the sense that (ρ, V ) is a distribu-
tional solution to⎧⎪⎨⎪⎩ ∂t(ρ

2) =

(
−ε2ρ2

(
ρxx
ρ

)
x

+ θ(ρ2)x − ρ2Vx

)
x

,

λ2Vxx = ρ2 − C,

with boundary conditions ρ = ρD, ρx = 0, V = VD.
For related results on time global existence of weak solutions, we refer to [30]

and also [32]. The boundary conditions (3.25) and (3.24) are comparably easier
to handle than (3.26) because of the boundary values being zero. In contrast to
this, the boundary condition (3.27) makes it harder to find an estimate for the
quantum entropy E3(n). For details, see [32].

Isentropic pressure P (n) = T0n
γ

In comparison to the isothermal case where P (n) = θn, the isentropic term brings
additional difficulties in getting the a priori estimates due to its nonlinearity. By
careful use of Sobolev’s embedding theorem and Aubin’s lemma ([111]), the global
existence of weak solution with various boundary conditions can be obtained. We
list here a result from [31] on boundary conditions (3.24) and (3.25). Here we have
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set E = −Vx as new unknown function, and the function G mentioned below will

become equal to ρ2
(
ρxx

ρ

)
x
if ρ has the necessary regularity.

Theorem 3.4 ([31]). Let C(x) ∈ L∞(Ω) and suppose 0 ≤ ρ0 ∈ H1(Ω), ln ρ0 ∈ L1(Ω)
and (3.5) with n0 = ρ20. Put H = {u ∈ H2(Ω): ux ∈ H1

0 (Ω)}.
Then for any fixed positive ε, there exists (ρ,E) with ρ being nonnegative

such that

ρ ∈ L∞((0, T );H1(Ω)) ∩ L2((0, T );H) ∩ L6/5((0, T );W 3
6/5(Ω)),

E ∈ L∞((0, T );L2(Ω)),

ρ2 ∈ C([0, T ];C0,α(Ω)) ∩ L2((0, T );C1,α(Ω)) ∩ L6/5((0, T );C2,β(Ω)),

∂tρ
2 ∈ L2((0, T ); (H1(Ω))′),

where 0 < α < 1/2, 0 < β < 1/6. And for all ϕ ∈ L6((0, T );H),∫ T

0

〈
∂tρ

2, ϕ
〉
(H1)′×H1 dt = ε2

∫ T

0

∫
Ω

(2ρρxxxϕx + ρρxxϕxx) dxdt (3.30)

−
∫ T

0

∫
Ω

[P ′(ρ2)(ρ2)x + ρ2E]ϕx dxdt,

and for a.e. t ∈ (0, T ), we have the following identity for all η ∈ H1(Ω):

λ2

∫
Ω

E(t, x)ηx(x) dx =

∫
Ω

[ρ2(t, x)− C(x)]η(x) dx. (3.31)

Moreover, there exists G ∈ L2(QT ) such that for all ψ ∈ L2((0, T );H1(Ω)),∫ T

0

〈
∂tρ

2, ψ
〉
(H1)′×H1 dt (3.32)

= ε2
∫ T

0

∫
Ω

Gψx dxdt−
∫ T

0

∫
Ω

[P ′(ρ2)(ρ2)x + ρ2E]ψx dxdt.

In particular, if 1 < γ ≤ 3/2, we have the following estimate uniformly in ε

‖ρ‖L∞((0,T );H1(Ω)) + ‖E‖L∞((0,T );L2(Ω)) +
∥∥(ρ2)x∥∥L2(QT )

+ ‖εG‖L2(QT ) ≤ C,

where C is a constant independent of ε.

The last uniform in ε estimates will be used in the discussion of the semiclas-
sical limit ε→ 0 in the next section.

3.3.2. Semiclassical limit ε → 0. The main difference between the quantum and

classical drift diffusion models is the quantum correction term ε2n∇
(

�√
n√
n

)
. To

discuss the relation between these two models, i.e., to send ε to zero, is interesting
both mathematically and physically. Mathematically, it is the process of going
from a fourth-order PDE to a second-order PDE, which is usually quite hard.
Physically, this relation describes the connection between classical models and
quantum models, i.e., one attempts to treat a classical model as the classical limit
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of its corresponding quantum model. For the stationary quantum drift diffusion
model, Ben Abdallah and Unterreiter [13] proved the semiclassical limit. For the
transient case, the first result was by Chen and Ju in [24] with periodic boundary
conditions (3.24) or homogeneous Neumann boundary condition (3.25) in the one-
dimensional case. Later on, a series of works has appeared with other boundary
conditions, and also the isentropic case has been studied. The key point to get the
semiclassical limit is to have uniform in ε estimates, which is harder with mixed
boundary conditions and in the isentropic case. We will present them step by step
in this section.

Homogeneous Neumann boundary conditions (3.25)

The entropy inequality introduced by [77] reads

d

dt

(
ε2E3(ρ

2) + θE1(ρ
2) +

λ2

2

∫
Ω

|Vx|2 dx
)
+

∫
Ω

ρ2|Fx|2 dx ≤ C, (3.33)

and can be formally obtained by using F = −ε2 ρxx

ρ + θ ln ρ2 − V as test function.

Unfortunately, the entropy production term
∫
Ω

ρ2|Fx|2 dx does not give us more
detailed information on the solution ρ, and then it seems hard to find the semiclas-
sical limit using only this inequality. The key point in [24] is to separate the quasi
Fermi level F = −ε2 ρxx

ρ + θ ln ρ2 − V into the classical part θ ln ρ2 − V and the

quantum part −ε2 ρxx

ρ . Formally by using θ ln ρ2 − V and −ρxx/ρ as test function

separately, the following inequalities can be obtained:

d

dt

(
θE1(ρ

2) +
λ2

2

∫
Ω

|Vx|2 dx
)
+

θε2

4

∫
Ω

ρ2|(ln ρ2)xx|2 dx (3.34)

+
ε2

λ2

∫
Ω

|(ρ2)x|2 dx +

∫
Ω

|θ(ρ2)x − ρ2Vx|2
ρ2

dx ≤ C

∫
Ω

�2 dx,

and

d

dt
E3(ρ

2) + ε2
∫
Ω

∣∣∣∣ρ(ρxx
ρ

)
x

∣∣∣∣2 dx + θ

∫
Ω

|ρxx|2 dx +
32

3
θ

∫
Ω

|(√ρ)x|4 dx (3.35)

+
1

λ2

∫
Ω

|(ρ2)x|2 dx ≤ C

∫
Ω

(
|ρx|2 + ρ2

)
dx.

This estimate will enable us to justify the semiclassical limit. One can even show
the existence of a global nonnegative solution with regularity ρxxx ∈ L6/5(QT ),
see [24].

Moreover, following (3.14) we may use 1 − 1/ρ2 as test function and then
derive the useful inequality

d

dt
E2(ρ

2) + 2ε2
∫
Ω

|(ln ρ)xx|2 dx + 4θ

∫
Ω

|(ln ρ)x|2 dx ≤ C

∫
Ω

| ln ρ2| dx. (3.36)

Then the following result can be shown, where we study the problem (3.23) with
boundary conditions (3.24) or (3.25):
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Theorem 3.5 ([24]). Assume that E1(ρ
2
0), E2(ρ

2
0), E3(ρ

2
0) are finite, C(x) ∈ L∞(Ω),

and the initial state is electrically neutral in the sense of (3.5). Then there exists
a pair of functions (ρε, Eε) with

ρ2ε ∈ L∞((0, T );LΨ(Ω)) ∩ L2((0, T );H1(Ω)),

ρε ∈ L∞((0, T );H1(Ω)) ∩ L2((0, T );H2(Ω)),

(ρ2ε)t ∈ L2((0, T ); (H1(Ω))′),

Eε ∈ L∞((0, T );L2(Ω)),

where LΨ(Ω) is the Orlicz space with the Young function Ψ(s) = s(ln s−1)+1, such
that for all ϕ ∈ L6((0, T );H2(Ω)) with ϕx ∈ L6((0, T );H1

0 (Ω)), we have (3.30)
(with the canonical replacements of ρ and E by ρε and Eε). And for all η ∈ H1(Ω),

the variational identity (3.31) holds. Additionally, there is a function G̃ε ∈ L2(QT )

such that for all test functions ψ ∈ L2((0, T );H1(Ω)), (3.32) holds with G = ρεG̃ε.
Furthermore, as ε→ 0, we have the convergences

ρ2ε ⇀ n weakly-* in L∞(Ω);

Eε ⇀ E weakly in L2(Ω),

for a.e. t ∈ (0, T ), and also

ρ2ε → n strongly in L2(QT );

(ρ2ε)t ⇀ nt weakly in L2((0, T ); (H1(Ω))′);

ε2ρεG̃ε → 0 strongly in L2(QT );

(ρ2ε)x − ρ2εEε ⇀ nx − nE weakly-* in L∞((0, T );L2(Ω)).

where (n,E) is a weak solution of the classical drift diffusion model.

Here ε2ρεG̃ε equals the quantum term ε2n
(

(
√
n)xx√
n

)
x
for positive regular n.

Mixed Dirichlet-Neumann boundary condition (3.27)
If we exchange the boundary conditions (3.24) or (3.25) against the mixed
Dirichlet–Neumann boundary condition (3.27), the entropy inequality (3.35) does
not hold anymore, and other independent of ε estimates are to be found. In [32] it
has been shown how inequalities similar to (3.34) and (3.36) provide enough infor-
mation to send ε to zero. In particular, it was shown that

∥∥ε1/4ρ∥∥
L8((0,T );L∞(Ω))

can be bounded uniformly in ε, and then also ε5/4ρ2(ln ρ)xx has a uniform esti-
mate in the space L8/5((0, T );L2(Ω)). A sketch of this approach will be given in
Section 3.5.

Isentropic case
In the semiclassical limit problem ε → 0, we wish the fourth-order term
−ε2div(n∇(n−1/2�n1/2)) to disappear, and therefore any estimates coming from
this term alone are not enough in passing to the limit. The main estimates should
come from the next lower-order term in the equation, which is the second-order
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diffusion term div(∇P (n)). In the isothermal case, when P (n) = θn, this dif-
fusion term gives automatically an estimate on ∇n, but in the isentropic case,
P (n) = T0n

γ being nonlinear, only an estimate on ∇(nγ/2) can be obtained.
Due to some technical reasons, the first semiclassical limit for isentropic case
was found only for 1 < γ ≤ 3/2 with homogeneous Neumann boundary con-
dition (3.25) in [31]. It was shown there that for ε → 0, a subsequence of the
solutions (ρ�, Eε, ε

2Gε) constructed in Theorem 3.4 converges in several weak and
strong topologies to (

√
n,B, 0), and n, B solve in a suitable weak sense the system{

nt = (P (n))xx + (nB)x,

−λ2Bx = n− C.

Later on, this result was extended to the case of 1 < γ ≤ 3 utilizing some tools
from the theory of Navier–Stokes equations, see [25]. For the bipolar case and
mixed Dirichlet–Neumann boundary conditions (3.27), see [66, 29, 28].

The semiclassical limit of the isentropic quantum drift diffusion model seems
to be an open problem for γ > 3.

3.3.3. Quasineutral limit λ → 0. Quasineutrality is widely used in charged par-
ticle transport as a means for finding simpler models, with many applications in
semiconductor theory and plasma physics. Quasineutrality says that the densities
of negative charges (electrons) and of positive charges (holes) are approximately
equal over large volumes. Such quasineutral models are obtained in the limit of
the (scaled) Debye length λ in (3.3) going to zero, see [63] for an example.

Consider as in [82] the bipolar model with mixed Dirichlet Neumann bound-
ary conditions:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

nt − Jn,x = 0, Jn = −ε2

2
(n(lnn)xx)x + (Pn(n))x − nVx,

pt + Jp,x = 0, Jp =
ε2

2
(p(ln p)xx)x − (Pp(p))x − pVx,

λ2Vxx = n− p,

(3.37)

for (t, x) ∈ (0, T )× (0, 1), with initial conditions (3.4) and boundary conditions

n = p = 1, nx = px = 0, V = VΩ = xU, U ∈ R. (3.38)

Formally, sending λ to zero in (3.37), we get n = p (assuming the compatibility
condition n0 = p0 for the initial data) and

nt +
ε2

2
(n(lnn)xx)xx =

1

2
(Pn(n) + Pp(n))xx, (3.39)

n = 1, nx = 0 for x ∈ {0, 1}, n(0, x) = n0(x). (3.40)
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Assuming that n and p are positive, sufficiently regular solutions, we can show the
identities

d

dt
(E1(n) + E1(p)) +

ε2

2

∫
Ω

n ((lnn)xx)
2
+ p ((ln p)xx)

2
dx (3.41)

+

∫
Ω

P ′
n(n)

(nx)
2

n
+ P ′

p(p)
(px)

2

p
dx +

1

λ2

∫
Ω

(n− p)2 dx = 0,

d

dt
(E2(n) + E2(p)) +

ε2

2

∫
Ω

((lnn)xx)
2
+ ((ln p)xx)

2
dx (3.42)

+

∫
Ω

P ′
n(n)((lnn)x)

2 + P ′
p(p)((ln p)x)

2 dx

+
1

λ2

∫
Ω

(n− p)(lnn− ln p) dx = 0.

Then using several sophisticated estimates related to λ (compare Section 3.5), the
quasineutral limit was shown in [82], and the result is the following:

Theorem 3.6. Let n0, p0 be nonnegative initial data with finite entropies E1(n0),
E2(n0), E1(p0), E2(p0). If the temperature terms are nondecreasing and satisfy
the growth conditions |Pn(s), Pp(s)| ≤ C(1 + |s|q) with 0 < q < 7/2, then it holds:

1. There exists a pair of nonnegative weak solutions n(λ), p(λ) ∈ L7/2(QT ),
V (λ) ∈ L∞((0, T );H1(0, 1)) to (3.37) and (3.4) such that

lnn(λ), ln p(λ) ∈ L2((0, T );H2
0 (Ω)), n

(λ)
t , p

(λ)
t ∈ L1((0, T );H−3(Ω)).

2. If in addition, n0 = p0, q ≤ 7/3, then a subsequence of (n(λ), p(λ), V (λ))
exists, which is not relabeled, such that, as λ→ 0,

(n(λ), p(λ))→ (n, n) strongly in L3(QT );

(n
(λ)
t , p

(λ)
t ) ⇀ (nt, nt) weakly in L42/41((0, T );H−3(Ω));

(lnn(λ), ln p(λ)) ⇀ (lnn, lnn) weakly in L2((0, T );H2(Ω));

and the limit function n solves (3.39), (3.40).

Additionally, an idea is sketched in [82] how the critical exponent q = 7/3
up to which the quasineutral limit can be shown may be raised to q = 5/2. There
seems to be no result on the quasineutral limit for q > 5/2.

3.3.4. Long time behavior. For the periodic or insulating (homogeneous Neu-
mann) boundary conditions (3.10), the quantum drift diffusion model has a con-
served form, and we can expect to have similar long time behavior as in the case
of the initial value problem (3.8), compare the results presented in Theorems 3.1
and 3.2. By the logarithmic Sobolev type inequality (3.16) derived in [41], the expo-
nential decay then quickly follows from the entropy inequalities. For the isentropic
case with periodic boundary conditions, we quote the following result:
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Theorem 3.7 ([31]). Let C(x) ≡ C be a constant, Ω = T, ρ̄20 :=
∫
T
ρ20 dx/|T| and

suppose 0 ≤ ρ0 ∈ H1(T), ln ρ0 ∈ L1(T) and (3.5) with n0 = ρ20.
Then the weak solution ρ to (3.23) obtained in Theorem 3.4 satisfies∥∥∥∥ρ(t, ·)−√ρ̄20

∥∥∥∥2
L2(T)

≤ C0e
−Mt, ∀ t ∈ (0, T ],

where M = 16π4ε2/|T|4 and C2
0 =
∫
T
ρ20 ln(ρ

2
0/ρ̄

2
0) dx.

For a decay result (with explicit description of decay rates) on an isentropic
bipolar system with mixed Dirichlet–Neumann boundary conditions (3.27), we
refer to [28].

3.4. Quantum drift diffusion equations in two and three dimensions

In the higher-dimensional case, the number of analytical results is considerably
smaller. We mention some results of [26] on the system⎧⎪⎨⎪⎩ ∂tρ

2 = div

(
−ε2ρ2∇

(
�ρ

ρ

)
+ θ∇ρ2 − ρ2∇V

)
λ2 � V = ρ2 − C(x),

(3.43)

where x ∈ Ω = Td, with the nonnegative initial data ρ0 and the usual condi-
tion (3.5) on the initial charge neutrality.

For such a periodic setting, an inequality for the entropy E1(n) can be ob-
tained, and other boundary conditions are much harder to get under control. How-
ever, the inequality (3.21) brings us into a position to show enough a priori esti-
mates only with information on E1(n). In [26], by careful use of interpolation and
Sobolev inequalities, the global existence of weak solutions (ρε, Vε) was shown, pro-
vided that d = 2, 3, C ∈ L∞(Td) and E1(ρ0) < ∞. Furthermore, if

∫
Td Vε dx = 0,

then as ε→ 0, there is a subsequence which enjoys weak and strong convergences
in several topologies to a limit (

√
n, V ) which is a weak solution to the classical

drift diffusion equation.
The limit of vanishing scaled Debye length in the bipolar isentropic case was

studied in [27] in two and three dimensions, with 1 ≤ α, β < 9/2 for d = 2 and
1 ≤ α, β < 16/5 in for d = 3, with α, β being the exponents of n and p in the
pressures Pn and Pp.

3.5. Entropy based methods

In this section, we will give an outline on the entropy based methods to prove
global existence, semiclassical limit and the long time behavior. Entropy based
methods consist of several steps:

• Build an approximate problem, under the constraint that the entropy in-
equalities hold also for this problem. Prove that the approximate problem
has a solution.
• Find a uniform estimate for the approximate solution, using entropy inequal-
ities adapted to the problem, and Sobolev type inequalities.
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• The global existence of the solution will follow from compactness arguments
based on the a priori estimates obtained so far; and the semiclassical limit
and the quasineutral limit can also be shown from a priori estimates uniform
in the relevant parameters.
• The exponential decay of the solution will be a by-product of the entropy
inequalities and special logarithmic Sobolev inequalities.

3.5.1. Approximate problems. As an example, we consider the unipolar case in
conservative form, where Ω = (0, 1) ⊂ R1,⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

(ρ2)t = Jx,

J = ρ2Fx,

F = −ε2
ρxx
ρ

+ h(ρ2)− V, h(ρ2) =
γ

γ − 1
ρ2(γ−1),

Vxx = ρ2 − C(x),

(3.44)

with one of the following boundary conditions,

Periodic boundary condition (3.45)

ρx = 0, ρxxx = 0, Vx = 0, (3.46)

ρ = 1, V = VD, F = FD, (3.47)

ρ = 1, ρx = 0, V = VD, (3.48)

and the usual nonnegative initial values ρ0 for t = 0. For simplicity of notation,
we have put T0 = 1 and λ = 1.

We will build the approximate problem by semidiscretization in time (Rothe’s
method) and use the implicit scheme, to solve a series of elliptic problems by
suitable fixed point arguments.

Split the time interval (0, T ) into N parts of equal length τ , with τ = T/N .
For any k = 1, 2, . . . , N , given ρk−1, we will solve the following problem⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

ρ2k − ρ2k−1

τ
= [ρ2k(Fk)x]x in Ω,

−ε2
(ρk)xx

ρk
+ h(ρ2k)− Vk = Fk in Ω,

(Vk)xx = ρ2k − C(x) in Ω,

(3.49)

where (ρk, Fk, Vk) shall satisfy the selected boundary conditions.

We introduce the exponential transform ρ = eu, rewrite (3.49) as elliptic
problem for (uk, Fk, Vk) and derive a first (rough) a priori estimate of uk in H1(Ω).
By the embedding H1(Ω) ↪→ L∞(Ω) we then find a positive constant ck with
ρk(x) ≥ ck for all x ∈ Ω, and it can be shown that (ρk, Fk, Vk) is a classical
solution. The problem (3.49) can be solved for all k up to k = N , and the positive
lower bounds ck are allowed to become smaller and smaller with growing k and
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with decreasing time step size τ . Details of this positivity preserving scheme can be
found in [77], and also [78], [29], [31]. Numerical results on semidiscretized schemes
are in [48].

For completeness, we remark that in the higher-dimensional case, an addi-
tional term δ[�2(ln ρ2k) + ln ρ2k] is typically introduced to regularize the problem
and ensure the existence of the approximate solutions, see [74], [26], [27].

3.5.2. Entropy inequalities. For the proof of the existence of (ρk, Fk, Vk), some
a priori estimates coming from entropy inequalities have already been used, and
now we list some of the ideas to get these entropy inequalities. A first estimate is
immediately given as the conservation of the particle number,∫

Ω

ρ2k(x) dx =

∫
Ω

ρ20(x) dx, (3.50)

valid for periodic boundary conditions or whenever Fx = 0 on the boundary,
see (3.46). In the case of the other boundary conditions, we need to invest more
effort to get an estimate of ‖ρk‖L2(Ω).

Formally, by using Fk as test function in the first equation of (3.49), we derive
the inequality

ε2
∫
Ω

|(ρk)x|2 dx +

∫
Ω

ρ2γk
γ − 1

dx +
1

2

∫
Ω

|(Vk)x|2 dx + τ

∫
Ω

ρ2k|(Fk)x|2 dx

≤ ε2
∫
Ω

|(ρk−1)x|2 dx +

∫
Ω

ρ2γk−1

γ − 1
dx +

1

2

∫
Ω

|(Vk−1)x|2 dx, (3.51)

assuming (3.45) or (3.46). This inequality is a discretized isentropic version of the
similar estimate (3.33). The fourth member on the left-hand side is called entropy
production term. Note that it has no corresponding term on the right-hand side.
Unfortunately, this entropy production terms gives us only a limited amount of
information.

An idea is to separate the whole entropy into a classical part 1
γ−1

∫
Ω

ρ2γk dx+
1
2

∫
Ω
|(Vk)x|2 dx, and a quantum part ε2

∫
Ω
|(ρk)x|2 dx. Using ln ρ2k and − (ρk)xx

ρk
as

test functions separately, we find∫
Ω

[
ρ2k(ln ρ2k − 1) + 3

]
dx + 2ε2τ

∫
Ω

|(ρk)xx|2 dx +
32

3
ε2τ

∫
Ω

|(√ρk)x|4 dx

+ 4γτ

∫
Ω

ρ
2(γ−1)
k |(ρk)x|2 dx + τ

∫
Ω

ρ4k dx

≤
∫
Ω

[
ρ2k−1(ln ρ2k−1 − 1) + 3

]
dx + Cτ

∫
Ω

ρ2k dx (3.52)
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and also∫
Ω

|(ρk)x|2 dx +
1

2
ε2τ

∫
Ω

ρ2k

∣∣∣∣( (ρk)xxρk

)
x

∣∣∣∣2 dx + τ

∫
Ω

|(ρ2k)x|2 dx

≤
∫
Ω

|(ρk−1)x|2 dx + C(ε)τ

∫
Ω

ρ
4(γ−1)
k |(ρk)x|2 dx + Cτ

∫
Ω

|(ρk)xx|2 dx (3.53)

+ Cτ

∫
Ω

|(ρk)x|2 dx + Cτ

∫
Ω

ρ2k dx.

In the case of 1 < γ ≤ 3/2, this inequality can be refined, and in particular, the
delicate second and third items of the right-hand side can be replaced by more
harmless expressions, see [31].

By using 1− 1/ρ2k as test function, we next deduce that∫
Ω

(ρ2k − ln ρ2k) dx + 2ε2τ

∫
Ω

|(ln ρk)xx|2 dx + 4γτ

∫
Ω

ρ
2(γ−1)
k |(ln ρk)x|2 dx

≤
∫
Ω

(ρ2k−1 − ln ρ2k−1) dx + Cτ

∫
Ω

| ln ρ2k| dx + Cτ, (3.54)

which corresponds to (3.36).

Remark 3.8. For other boundary conditions, partial integrations in the attempts
to prove (3.51), (3.52), (3.53), (3.54) may produce additional terms. The precise
situation is as follows:

• In case of the boundary conditions (3.45) and (3.46), the entropy estimates
(3.51), (3.52), (3.53), (3.54) can be shown, [24, 31];
• In case of the boundary conditions (3.48), inequalities like (3.52) and (3.54)
can be derived, [32];
• In case of (3.47), inequalities like (3.51) and (3.53) are valid, see [30].

Now we are in a position to build the approximate solution:

ρτ (t, x)
�
=

{
ρk(x) : x ∈ Ω, t ∈ ((k − 1)τ, kτ ]

ρ0(x) : x ∈ Ω, t = 0

Vτ (t, x)
�
=

{
Vk(x) : x ∈ Ω, t ∈ ((k − 1)τ, kτ ]

V0(x) : x ∈ Ω, t = 0,

Fτ (t, x)
�
= Fk(x), for x ∈ Ω, t ∈ ((k − 1)τ, kτ ].

The a priori estimates obtained so far can be expressed in terms of these approx-
imate solutions. If (3.51) holds, then we have

ε ‖(ρτ )x‖L∞((0,T );L2(Ω)) + ‖ρτ‖L∞((0,T );L2γ(Ω)) (3.55)

+ ‖(Vτ )x‖L∞((0,T );L2(Ω)) + ‖ρτ (Fτ )x‖L2(QT ) ≤ C.
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Now assume that only (3.52) and (3.54) are available. From | ln s| ≤ s − ln s for
s ∈ R+, (3.54) and Gronwall’s Lemma, we find

‖ρτ‖L∞((0,T );L2(Ω)) + ε ‖(ln ρτ )xx‖L2(QT ) +
∥∥ργ−2

τ (ρτ )x
∥∥
L2(QT )

≤ C. (3.56)

Then (3.52) brings us

sup
[0,T ]

E1(ρ
2
τ (t)) + ε2 ‖ρτ‖2L2((0,T );H2(Ω)) + ε2

∥∥∥∥ ((ρτ )x)2ρτ

∥∥∥∥2
L2(QT )

(3.57)

+
∥∥ργ−1

τ (ρτ )x
∥∥
L2(QT )

+ ‖ρτ‖L4(QT ) ≤ C.

3.5.3. Compactness argument. Let (ρτ , Vτ , Fτ ) be the approximate solution, ob-
tained as above by piecewise constant interpolation. In general, to each entropy
inequality for a smooth function, there is a corresponding discretized version for
the approximate solution (ρτ , Vτ , Fτ ).

The compactness argument will be used in getting both the existence of a
global weak solution and the semiclassical limit. Since the problem is nonlinear
in ρτ , we need strong convergence properties of the approximate solution ρτ , to
prove a limit of the nonlinear terms, at least in a weak sense. Aubin’s lemma ([111],
see also the Appendix) will be used to get strong convergence. To apply Aubin’s
lemma, we need on the one hand some uniform bound for (ρ2τ )x, on the other hand
some uniform bound for the discretized time derivative ∂τt ρ

2
τ (any Banach space

containing functions of very weak regularity will do), which can be obtained from
the differential equation if one can control each term of the right-hand side of that
equation, including the quantum term. So in the compactness argument, the key
steps are to show that

• (ρ2τ )x is bounded in some sense (this is harder in the isentropic case in com-
parison to the isothermal case, which brings the restriction 1 < γ ≤ 3);

• ε2ρ2τ

(
(ρτ )xx

ρτ

)
x
is bounded in some sense;

• in the discussion of the semiclassical limit, we show that ε2ρ2τ

(
(ρτ )xx

ρτ

)
x
goes

to zero in some sense.

Further convergences in weak topologies of reflexive spaces follow from the a priori
estimates (3.55)–(3.57) in a standard way.

Global weak solution

In case of the homogeneous Neumann boundary condition (3.46) and the Dirichlet
boundary condition (3.47), the estimate (3.55) holds, and then we find∥∥ρ2τ (Fτ )x∥∥L2(QT )

≤ ‖ρτ‖L∞(QT ) ‖ρτ (Fτ )x‖L2(QT ) ≤ C.

Since H1(Ω) is an algebra, we also have ρ2τ ∈ L∞((0, T );H1(Ω)) with uniform in τ

bound. The boundedness of the quantum term ε2ρτ

(
(ρτ )xx

ρτ

)
x
comes from related
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entropy production terms, cf. [24, 30]. Then we can use the differential equation
and obtain ∥∥∂τt ρ2τ∥∥L2((0,T );(H1(Ω))′) ≤ Cε,

and Aubin’s Lemma can be applied, giving us the uniform convergence of a sub-
sequence (ρτ )τ→0 on the domain QT .

Next suppose that only the estimates (3.56) and (3.57) are available, but

not (3.55). To obtain an estimate of the quantum interaction term ε2ρ2τ

(
(ρτ )xx

ρτ

)
x
=

(ε2/2)(ρ2τ (ln ρτ )xx)x, we split ερτ (ln ρτ )xx into ε(ρτ )xx and −ε((ρτ )x)
2/ρτ , which

are both present in (3.57), and then it follows that

‖ερτ (ln ρτ )xx‖L2(QT ) ≤ C.

Next we interpolate in Gagliardo–Nirenberg style (see [1], but also [14]),

ε1/4 ‖ρτ‖L8((0,T );L∞(Ω)) ≤ Cε1/4 ‖ρτ‖1/4L2((0,T );H2(Ω)) ‖ρτ‖
3/4
L∞((0,T );L2(Ω)) ≤ C,

and therefore we can write∥∥ε2ρ2τ (ln ρτ )xx
∥∥
L8/5((0,T );L2(Ω))

(3.58)

≤ ε3/4
∥∥∥ε1/4ρτ∥∥∥

L8((0,T );L∞(Ω))
‖ερτ (ln ρτ )xx‖L2(QT )

≤ Cε3/4,

hence we can give an estimate of ∂τt ρ
2
τ in the space L8/5((0, T );H−2(Ω)), and

Aubin’s Lemma is applicable also here. The details can be found in [32].

Semiclassical limit

Now we wish to send ε to zero and consequently we need estimates independent
of ε. Consider first the homogeneous Neumann boundary conditions (3.46). Then
we can exploit a refined version of (3.53), and combining the estimates of the first
two members of the left-hand side of (3.53) then implies∥∥∥∥ε2ρ2τ ( (ρτ )xxρτ

)
x

∥∥∥∥
L2(QT )

≤ ε ‖ρτ‖L∞(QT )

∥∥∥∥ερτ ( (ρτ )xxρτ

)
x

∥∥∥∥
L2(QT )

≤ Cε,

which vanishes for ε→ 0.

And in case of the mixed Dirichlet boundary condition (3.48), we have (3.56)
and (3.57), and then (3.58) shows that the quantum interaction term vanishes
weakly for ε→ 0.

Then it can be shown that a weak limit of (ρ2ε)ε→0 exists in L2(QT ) (at least
for a subsequence), and this limit ρ2 is a distributional solution to the classical
drift diffusion equation. If we want to have ρ2 as a weak solution however (and not
just a distributional solution), we need an estimate of (ρε)x or (ρ2ε)x uniform with
respect to ε. This can be achieved as follows. If 1 ≤ γ ≤ 2, then (3.56) and (3.57)
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give

‖(ρτ )x‖2L2(QT )

=

∫∫
QT ∩{ρτ<1}

|(ρτ )x|2 dxdt +

∫∫
QT ∩{ρτ≥1}

|(ρτ )x|2 dxdt

≤
∫∫

QT ∩{ρτ<1}
ρ2(γ−2)
τ |(ρτ )x|2 dxdt +

∫∫
QT∩{ρτ≥1}

ρ2(γ−1)
τ |(ρτ )x|2 dxdt

≤
∥∥ργ−2

τ (ρτ )x
∥∥2
L2(QT )

+
∥∥ργ−1

τ (ρτ )x
∥∥2
L2(QT )

≤ C.

And for 2 ≤ γ ≤ 3 we similarly have∥∥(ρ2τ )x∥∥2L2(QT )

= 4

∫∫
QT ∩{ρτ<1}

ρ2τ |(ρτ )x|2 dxdt + 4

∫∫
QT∩{ρτ≥1}

ρ2τ |(ρτ )x|2 dxdt

≤ 4

∫∫
QT ∩{ρτ<1}

ρ2(γ−2)
τ |(ρτ )x|2 dxdt + 4

∫∫
QT∩{ρτ≥1}

ρ2(γ−1)
τ |(ρτ )x|2 dxdt

≤ 4
∥∥ργ−2

τ (ρτ )x
∥∥2
L2(QT )

+ 4
∥∥ργ−1

τ (ρτ )x
∥∥2
L2(QT )

≤ C.

Then we can send first τ to zero and second ε to zero, and the limit ρ2 will have
the regularity

ρ2 ∈ L4((0, T );L2(Ω)) ∩ L4/3((0, T );H1(Ω)),

∂tρ
2 ∈ Lmin(6/(3+γ),4/3)((0, T );H−2(Ω))

in case of 1 ≤ γ ≤ 2, and

ρ2 ∈ L6((0, T );L2(Ω)) ∩ L2((0, T );H1(Ω)),

∂tρ
2 ∈ L8/(4+γ)((0, T );H−2(Ω))

in case of 2 ≤ γ ≤ 3, compare [28].

Quasineutral Limit

Obtaining the quasineutral limit, which is most meaningful in the bipolar case, is
quite a challenge, so we sketch the philosophy of the approach first. From (3.41)
and (3.42) we find

‖(lnn, ln p)‖L2((0,T );H2(Ω)) ≤ C,

‖n− p‖L2(QT ) ≤ Cλ,

and the elementary estimate (x− y)(lnx− ln y) ≥ 2(
√

x−√y)2 implies then∥∥√n−√p
∥∥
L2(QT )

≤ Cλ.
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Multiplying (3.37) with a smooth test function φ and integrating over QT , an
integral

∫
QT

(n − p)Vxφx dxdt appears which we would like to vanish for λ → 0.

However, our estimates obtained so far imply only ‖Vx‖L2(QT ) ≤ Cλ−1, which is

not enough for performing the quasineutral limit.

In [82], a function W was constructed which has the same Dirichlet and
Neumann boundary values as V , and then V − W was taken as test function
in (3.37), leading to an estimate∥∥(√n +

√
p)Vx
∥∥
L2(QT )

≤ Cλ−8/9,

via several Nirenberg–Gagliardo interpolation steps. Then we quickly deduce the
useful estimate

‖(n− p)Vx‖L1(QT ) ≤ Cλ1/9,

which makes the quasineutral limit possible.

However, some care is necessary here. First, the Neumann boundary values
of V explode for λ → 0, making the construction of W delicate. Second, the
calculations which have led us to the identities (3.41) and (3.42) require a regularity
of n and p which is however not available for the solutions n(λ) and p(λ) as provided
by Theorem 3.6. Therefore all the calculations sketched above have been performed
on the level of the more regular time-discretized solutions in [82].

3.5.4. Long time asymptotics. The key idea here is to combine an entropy inequal-
ity which contains a positive term producing that entropy (the so-called entropy
production term) with a second inequality which connects this entropy production
term back to the entropy under consideration.

A typical example is: in the case of constant doping C(x), we have the entropy
inequalities

d

dt

∫
Ω

[
ρ2(ln ρ2 − 1) + 1

]
dx +

ε2

2

∫
Ω

ρ2|(ln ρ2)xx|2 dx ≤ 0,

d

dt

∫
Ω

(ρ2 − ln ρ2) dx +
ε2

2

∫
Ω

|(ln ρ2)xx|2 dx ≤ 0.

With the help of one type of Logarithmic Sobolev inequality [41],∫
Ω

[
ρ2(ln ρ2 − 1) + 1

]
dx ≤

∥∥ρ20 − ln ρ20
∥∥
L1(Ω)

+ 1

4

∫
Ω

ρ2|(ln ρ2)xx|2 dx,

it is then easy to prove the exponential decay

‖ρ− 1‖2L2(Ω) ≤
∫
Ω

[
ρ2(ln ρ2 − 1) + 1

]
dx ≤

∥∥ρ20(ln ρ20 − 1) + 1
∥∥
L1(Ω)

e−2M0t,

where M0 = ε2(
∥∥ρ20 − ln ρ20

∥∥
L1(Ω)

+ 1)−1.
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3.6. Open problems

Multi-dimensional case with physical boundary conditions. As mentioned befo-
re, most analytical results in the higher-dimensional case consider periodic
boundary conditions only. It would be very interesting to study the whole
problem (3.1) with the physically motivated boundary condition (3.6) in the
general case.

Large time behavior for nonconstant doping. Here already the one-dimensional
case is an open problem. From the view of applications, the stability of steady
state solutions is of particular interest.

Internal layer problem (asymptotic analysis). In the generic case, the quantum
effect plays its dominant role only in a very thin region. By formal asymptotic
expansions, Uno et.al. [115] constructed so-called analytical solutions to the
quantum drift diffusion model, with applications to MOS structures, and it
was claimed that these analytical solutions reproduce major characteristics
of a MOS structure. A rigorous approach could be to first study the limiting
profile inside of the layer, then match it with the outer solution, and prove
that the solution converges to the classical model. Of course, with different
devices, the asymptotics of the layer could be quite complicated. Numerical
investigations on boundary layers can be found in [101] and [106].

4. The viscous quantum hydrodynamic model

4.1. Known results

The systems we are studying in this section are first the isothermal viscous quan-
tum hydrodynamic model,⎧⎪⎪⎪⎨⎪⎪⎪⎩

∂tn− ν0 � n− div J = 0,

∂tJ +
ε2

2
n∇�

√
n√

n
− ν0 � J − T∇n+

1

τ
J = div

(
J ⊗ J

n

)
− n∇V,

λ2
D � V = n− C(x),

(4.1)

where the temperature T is a positive constant, and second the full viscous quan-
tum hydrodynamic model, where T is an unknown function of (t, x), and an ad-
ditional differential equation for the energy density ne is needed. Here e = e(t, x)
describes the energy density per mass of electrons, and ne then is the energy
density per crystal volume, given by

ne =
|J |2
2n

+
d

2
Tn− ε2

8
n� lnn =

|J |2 + ε2

4 |∇n|2
2n

+
d

2
Tn− ε2

8
� n, (4.2)

with d being the spatial dimension. The energy density comprises expressions re-
lated to the density of the kinetic energy of the moving particles, the thermic
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energy, and a quantum correction term. Then the full viscous quantum hydrody-
namic system reads⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂tn− ν0� n− div J = 0,

∂tJ +
ε2

2
n∇�

√
n√

n
−∇(Tn)− ν0� J +

1

τ
J = div

(
J ⊗ J

n

)
+ μ∇n− n∇V,

∂t(ne)− div

(
J

n
(ne + P )

)
− ν0 � (ne) +

2

τ
ne = μ div J

− J · ∇V +
d

τ
n,

λ2
D � V = n− C(x),

(4.3)

where P = Tn1d − ε2

4 n(∇⊗∇) lnn is the pressure tensor, 1d the identity matrix.
The subscript at λD shall remember us that this parameter is related to the Debye
length, in distinction to spectral parameters λ ∈ C as they appear in Section 4.3.

And the third system we are investigating here has been introduced in [49],⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

∂tn− ν0 � n− div J = 0,

∂tJ +
ε2

2
n∇�

√
n√

n
− ν0 � J − δ �

(
J

n

)
−∇p(n) +

1

τ
J = div

(
J ⊗ J

n

)
− n∇V,

λ2
DV = n− C(x),

(4.4)

with an additional term δ� (J/n) for which also a physical motivation was given
in [49]. The function p is a pressure term, typically of the form p(n) = Tnγ for
some γ ≥ 1.

Our boundary conditions are either insulating boundary conditions,

∂νn = 0, J = 0, ∂ν(ne) = 0, ∂νV = 0 (4.5)

with ∂ν being the derivative in direction of the outward unit normal, or

n = nD, div J = 0, J‖ = 0, ∂ν(ne) = 0, V = VD, (4.6)

where J‖ denotes the tangential component of J at the boundary. This condition
means that, at the contacts of the device, the current flows only perpendicular at
the boundary, without resistance at the interface. Of course, the condition on ne
has to be omitted in case of (4.1) or (4.4).

Or, following [49], we take periodic boundary conditions:

Ω = Td. (4.7)

Finally, we prescribe the usual initial conditions:

n(0, x) = n0(x), J(0, x) = J0(x), (ne)(0, x) = (ne)0(x). (4.8)
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If we study systems with boundary conditions (4.5) or (4.7), we have to assume
the initial charge neutrality: ∫

Ω

n0(x)− C(x) dx = 0, (4.9)

because solving the Poisson equation for V would be impossible otherwise.

In presenting known results for quantum hydrodynamic systems, we start
with an inviscid version (ν0 = 0) of (4.1), in the one-dimensional case. The ex-
istence of local in time solutions was shown in [72], and the stationary problem
possesses solutions if we assume small currents [70], [89]. One of the key difficulties
is to ensure that the particle density n remains nonnegative, and also the term
(J2/n)x is hard to get under control. If additionally the current is subsonic, then
this stationary solution is exponentially stable. For small applied voltages, station-
ary solutions have been demonstrated also in [98]. Note that, by the discussion in

Section 2.4, the subsonic condition becomes here |J/n| <
√

T .

There is a series of results concerning the Cauchy problem of an inviscid sys-
tem (4.1), with the condition that the unknown functions approach constant values
for |x| → ∞. We mention the existence of a stationary state and its exponential
stability in [64], and also results on semiclassical limits (ε→ 0) or relaxation time
limits (τ → 0) of a bipolar quantum hydrodynamic system (for particles of two
types) in [123]. Surprisingly, the stationary state to a bipolar system has been
found to be stable, but only with algebraic decay like (1 + t)−k, and this is a
sharp result [90]. Under some conditions, solutions approach a self-similar profile
algebraically, as shown in [91]. The limit λ→ 0 for a unipolar system was studied
in [88]. A further review can be found in [62].

Concerning the viscous version (ν0 > 0) of (4.1), the existence of classical
solutions to the stationary one-dimensional problem for small currents was shown
in [57], and this solution is unique in case of small values of ε, ν0, |J |. Note
that uniqueness for large current solutions can not be expected because there are
electronic devices whose working principle relies on multiple solutions. The inviscid
limit ν0 → 0, the semiclassical limit ε → 0, and the hybrid limit ν2

0 + ε2/4 → 0
were studied in [57], too. Later the existence of stationary solutions was shown for
arbitrarily large values of |J | in [75].

The exponential decay to zero of the physical energy (for C(x) ≡ C0)

E(t) =

∫
Ω

ε2

2
(∂x
√

n)2 + T

(
n

(
ln

n

C0
− 1

)
+ C0

)
+

λ2

2
(∂xV )2 +

J2

2n
dx

(compare also (3.29)) was proved in [56] for a one-dimensional system with a
variant of insulating boundary conditions. This decay result was then extended
to the higher-dimensional case in [22], where also the exponential stability (for
d = 1) of a stationary state was shown. Results on the local existence of solutions
to (4.1) with d > 1 are to be found in [43], as well as a proof of the inviscid limit
ν0 → 0. Semigroup properties and more stability results (even for the supersonic
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case, and with explicit description of decay rates) are in [23]. Extensions to general
Douglis–Nirenberg systems were presented in [44].

Numerical simulations of the isothermal model (4.1) and the full model (4.3)
can be found in [75] and [79]. The full model brings us the additional difficulty of
how to ensure that also the temperature T = T (t, x) stays positive everywhere.
Combined with the quasilinear terms with third-order derivatives, this makes an-
alytical results hard to reach.

It seems that (4.4) is the first system in quantum hydrodynamics for which
the global existence of weak solutions could be shown, even for large initial data,
see [49]. Then the global existence of weak solutions in the periodic case up to
three spatial dimensions was shown in [68].

4.2. Main results

Theorem 4.1 (Local existence). Let Ω be a bounded domain in Rd with boundary
Γ of regularity C2;1. For p > 2d and d ≥ 2, assume that

n0 ∈ W 3
p (Ω), J0 ∈W 2

p (Ω;R
d), (ne)0 ∈ W 2

p (Ω),

and suppose that these initial data satisfy the chosen boundary condition (4.5) or
(4.6). Moreover assume that �n0 has vanishing Dirichlet boundary values when
we study (4.6), and otherwise suppose (4.9). Finally, let

inf
x∈Ω

n0(x) > 0, C ∈ Lp(Ω),

nD ∈W 3−1/p
p (Γ), VD ∈ W 2−1/p

p (Γ) (if applicable).

Then the problem (4.3), (4.8) has a unique local in time solution satisfying the
selected boundary condition, and it has the regularity⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

n ∈ C([0, t0];W
3
p (Ω)) ∩ C1([0, t0];W

1
p (Ω)),

J ∈ C([0, t0];W
2
p (Ω)) ∩ C1([0, t0];L

p(Ω)),

ne ∈ C([0, t0];W
2
p (Ω)) ∩ C1([0, t0];L

p(Ω)),

V ∈ C([0, t0];W
2
p (Ω)) ∩ C1([0, t0];L

p(Ω)).

The solution exists as long as n stays positive and n, J remain bounded in C0;1(Ω)
and L∞(Ω), respectively.

We remark that omitting all references to ne in this theorem gives local
existence results for (4.1) and (4.4). For (4.1), p > d is sufficient because the
principal part of the system then is no longer quasilinear. And also the case d = 1
can be handled, after replacing the theory of elliptic systems presented in the next
section by a theory of ordinary differential equations.

The proof of Theorem 4.1 will span the whole Section 4.3.
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Our next result concerns stationary states of (4.1), which solve⎧⎪⎪⎪⎨⎪⎪⎪⎩
ν0� n + div J = 0,

−ε2

2
n∇�

√
n√

n
+ ν0 � J + T∇n− 1

τ
J = n∇V − div

(
1

n
J ⊗ J

)
,

λ2
D � V = n− C(x),

(4.10)

with boundary conditions (4.6).

Theorem 4.2 (Stationary states with small currents). Let Ω be a convex bounded
domain in Rd with boundary Γ of regularity C2;1. Define a function V by

λ2
D � V = 0, γ0V = VD,

and suppose that, for some p > d, the data have the regularity

C ∈W 1
p (Ω), nD ∈W 3−1/p

p (Γ), VD ∈ W 2−1/p
p (Γ),

and that ∥∥∇V
∥∥
Lp(Ω)

≤ δ, ‖∇C‖Lp(Ω) ≤ δ,

n :=
1

meas(Ω)

∫
Ω

C(x) dx > 0,

λ−2
D n >

1

2τ2
. (4.11)

Then, if δ is sufficiently small, the problem (4.10), (4.6) possesses a solution
(n, J, V ) ∈W 3

p (Ω)×W 2
p (Ω;R

d)×W 2
p (Ω) with infΩ n > 0.

Note that the condition (4.11) is fulfilled in realistic situations: if we follow
the scaling from [75], then n ≈ 1, τ ≈ 1 and λ2

D ≈ 10−4.

Theorem 4.3 (Stability and decay rate). Let Ω be as in Theorem 4.2, and write
(n∗, J∗, V ∗) for the stationary solution as constructed there, and suppose that

‖n∗ − n‖W 2
p (Ω) ≤ β, ‖J∗‖W 1

p (Ω) ≤ β,

for a sufficiently small number β. Let (n0, J0) be initial data satisfying the condi-
tions of Theorem 4.1 with p > d, and

‖n0 − n∗‖W 2
p (Ω) ≤ β0, ‖J∗ − J0‖W 1

p (Ω) ≤ β0.

Then if β0 is sufficiently small, the solution (n, J, V ) provided by Theorem 4.1
exists globally in time and approaches (n∗, J∗, V ∗) exponentially:

‖n(t, ·)− n∗(·)‖W 2
p (Ω) + ‖J(t, ·)− J∗(·)‖W 1

p (Ω) ≤ C exp

(
− t

2τ ′

)
, 0 < t <∞,

for any τ ′ > τ , with C = C(τ ′).

Theorems 4.2 and 4.3 will be proved in Section 4.4.
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Finally, we study the system (4.1) on a rectangular domain Ω = (0, L1) ×
(0, L2) ⊂ R2, and we restrict our attention to the case d = 2, for notational
simplicity. The boundary Γ = ∂Ω is split into an insulating part ΓN and a contacts
part ΓD,

ΓN = ∂Ω ∩ (0, L1)× {0, L2},
ΓD = ∂Ω ∩ {0, L1} × (0, L2)

and the boundary conditions are either{
n = nD, ∂νJ1 = 0, J2 = 0, V = VD, on ΓD,

∂νn = 0, ∂νJ1 = 0, J2 = 0, ∂νV = 0, on ΓN ,
(4.12)

with the natural compatibility conditions ∂2nD = ∂2VD = 0 in the four corners of
Ω, or a variation of periodic boundary conditions{

(n, ∂νn, J, ∂νJ, ∂νV )(0, x2) = (n, ∂νn, J, ∂νJ, ∂νV )(L1, x2), x2 ∈ (0, L2),

∂νn = 0, ∂νJ1 = 0, J2 = 0, ∂νV = 0, on ΓN .

(4.13)
Note that V is allowed to jump when going from the right contact back to the left.

Theorem 4.4. For p > 2, assume that the initial data have the regularity

n0 ∈W 3
p (Ω), J0 ∈W 2

p (Ω), inf
x∈Ω

n0(x) > 0,

and satisfy the boundary conditions (4.12) or (4.13), respectively. In case of the
latter we suppose (4.9).

Then the problem (4.1), (4.12) possesses a unique local in time solution with
the regularity ⎧⎪⎨⎪⎩

n ∈ C([0, t0];W
3
p (Ω)) ∩C1([0, t0];W

1
p (Ω)),

J ∈ C([0, t0];W
2
p (Ω)) ∩C1([0, t0];L

p(Ω)),

V ∈ C([0, t0];W
2
p (Ω)) ∩C1([0, t0];L

p(Ω)),

and so does the problem (4.1), (4.13).

Variants of the Theorems 4.2 and 4.3 also hold for the case of a rectangular Ω.

4.3. Elliptic systems of mixed order

In a first part, we recall known results about mixed-order elliptic systems, and in
a second part, we apply these results to the quasilinear systems (4.1), (4.3), (4.4).

4.3.1. General results. Following the presentation in [3], we recall that a matrix
differential operator of order m,

A(x,Dx) =
∑

|α|≤m
aα(x)D

α
x , aα ∈ C∞

b (Rn;CN×N ), Dx :=
1

i
∇x, (4.14)
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is called elliptic if there are positive constants c0 and C such that the pseudodif-
ferential symbol σ(A) of A,

σ(A)(x, ξ) :=
∑

|α|≤m
aα(x)ξ

α, (x, ξ) ∈ Rn × Rn,

is an invertible matrix for |ξ| ≥ C and all x ∈ Rn, with the estimate for the inverse
matrix∣∣(σ(A)(x, ξ))−1

∣∣ ≤ c−1
0 〈ξ〉−m, ∀ (x, ξ) ∈ Rn × {|ξ| ≥ C}, 〈ξ〉 := (1 + |ξ|2)1/2.

This is equivalent to the condition on the principal symbol σpr(A),

σpr(A)(x, ξ) :=
∑

|α|=m
aα(x)ξ

α, (x, ξ) ∈ Rn × Rn,

to be uniformly invertible for |ξ| = 1 (with possibly new constant c0):

|det(σpr(A)(x, ξ))| ≥ c0, ∀ (x, ξ) ∈ Rn × {|ξ| = 1}.
Then the next result is classical ([107], [60], and also [84]):

Theorem 4.5. The following conditions are equivalent:

• the operator A from (4.14) is elliptic,
• there is a pseudodifferential operator A� ∈ Ψ−m(Rn × Rn) (called a para-
metrix) such that the operators A ◦ A� − id and A� ◦ A− id are regularizing
operators from L(Ht(Rn;CN );Hr(Rn;CN )) for any t, r ∈ R.

Here L(X ;Y ) denotes the space of linear and continuous maps from the
topological vector space X to the topological vector space Y .

An operator B ∈ L(C∞
0 (Rn);C∞(Rn)) is called a pseudodifferential operator

from the class Ψμ(Rnx × Rnξ ) if it has a representation

(Bu)(x) =

∫
Rn

ξ

eixξb(x, ξ)û(ξ) d̄ξ, u ∈ C∞
0 (Rn), d̄ξ :=

dξ

(2π)n
,

where û(ξ) = {Fx→ξu}(ξ) is the Fourier transform of u, and the pseudodifferential
symbol b = σ(B) satisfies the estimates∣∣∣∂αx ∂βξ b(x, ξ)

∣∣∣ ≤ Cαβ〈ξ〉μ−|β|, (x, ξ) ∈ Rn × Rn.

For the theory of pseudodifferential operators, we refer to [46], [61, Vol.III], [85],
or [113], [114]. Here we only mention that any operator from Ψμ(Rn×Rn) can be
extended to a continuous map from Hs+μ(Rn) to Hs(Rn), for all s ∈ R.

The concept of elliptic matrix differential operators of order m has been
generalized by Douglis, Nirenberg [42], and Volevich [117] to matrix operators of
mixed order as follows: consider the pseudodifferential symbol σ(A) of A, where
each entry of this matrix is a polynomial in the variable ξ. Define L(x, ξ) :=
detσ(A)(x, ξ), and this determinant comprises N ! summands. Call r := degL(x, ξ)
the degree of this determinant as a polynomial in ξ, and let R be the maximal
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degree of all the N ! summands. Clearly, r ≤ R. Then the (uniform) ellipticity in
the sense of Douglis–Nirenberg and Volevich is defined as follows:

It holds r = R, and there are positive constants c0 and C with the property
that |L(x, ξ)| ≥ c0〈ξ〉r for all (x, ξ) with x ∈ Rn and |ξ| ≥ C.

Volevich [117] has shown that then integers s1, . . . , sN and m1, . . . ,mN exist

such that deg ajk ≤ sj + mk for all (j, k), and with
∑N

j=1(sj + mj) = r. Here we

follow the convention ajk ≡ 0 for those (j, k) with sj + mk < 0. We write a0
jk for

that part of ajk that has order exactly equal to sj + mk (assuming that such a
part of ajk exists, otherwise a0

jk := 0, of course). All those a0
jk form the principal

part A0 of A, by definition. Write

ajk =
∑

|β|≤sj+mk

ajkβ(x)D
β
x , 1 ≤ j, k ≤ N. (4.15)

We suppose proper ellipticity: the degree r of detσ(A0) as a polynomial of
ξ is even (say 2q), and for all x ∈ Ω and any pair ξ, η of linearly independent
vectors from Rn, the polynomial z �→ detσ(A0)(x, ξ + zη) has exactly q roots
z = z(x, ξ, η) in the upper half-plane of C. If the spatial dimension n is at least
3, then proper ellipticity follows from ellipticity; and for n = 2 it is an additional
condition (compare the Cauchy–Riemann operator).

We need this number q to be an integer, because it is related to the number of
boundary conditions if we wish to solve a system like Au = f in an open bounded
domain Ω ⊂ Rn, with smooth boundary Γ = ∂Ω, as we do now.

Consider a matrix B = (bjk) of differential operators at the boundary with
entries

bjk = γ0
∑

|β|≤deg bjk

bjkβ(x)D
β
x , 1 ≤ j ≤ q, 1 ≤ k ≤ N, (4.16)

where γ0 is the usual trace operator at ∂Ω, and we assume that there are integers
r1, . . . , rq such that deg bjk ≤ rj + mk, following again the convention bjk ≡ 0 for
those (j, k) with rj + mk < 0.

To formulate a condition which boundary differential operators B can lead
to a well-posed boundary value problem to the interior differential operator A, we
first construct the matrix B0 of the principal parts b0jk of the scalar differential
operators bjk. Second, for any point x∗ ∈ ∂Ω, we shift and rotate the coordinate
system in such a way that x∗ becomes the origin, and the interior normal vector at
x∗ corresponds to the xn-axis. In this new coordinate frame, the cotangent variable
shall be written ξ = (ξ1, . . . , ξn) = (ξ′, ξn).

Condition 4.1 (Shapiro–Lopatinskii condition). For each ξ′ ∈ Rn−1 \ {0}, the
system of ordinary differential equations on the half-line {0 < xn <∞}

A0(0, ξ′, Dxn)v(xn) = 0, 0 < xn <∞
with the initial condition

(B0(0, ξ′, Dxn)v(xn))|xn=0 = h
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has exactly one solution in the space of functions v ∈ C∞(R+;C
N ) that decay for

xn →∞, for each vector h ∈ Cq.

Then the boundary value problem{
Au = f, x ∈ Ω,

Bu = g, x ∈ ∂Ω,
(4.17)

is called elliptic if A is a mixed-order elliptic operator of Douglis–Nirenberg type
and Condition 4.1 is valid at each point x∗ ∈ ∂Ω.

To the fixed parameter sets (s1, . . . , sN ), (m1, . . . ,mN ) and (r1, . . . , rq), we
define Sobolev spaces,

W {σ+mk}
p (Ω) = W σ+m1

p (Ω)× · · · ×W σ+mN
p (Ω),

W {σ−sj}
p (Ω) = W σ−s1

p (Ω)× · · · ×W σ−sN
p (Ω),

W σ
p (Ω,Γ) = W {σ−sj}

p (Ω)×W {σ−rj−1/p}
p (Γ),

where the Sobolev spaces on the boundary Γ are defined in a similar way as the
Sobolev spaces in Ω.

A key result then is:

Theorem 4.6 ([3]). Suppose that Ω is bounded and

σ ≥ −min
k

mk, σ ≥ max
j

sj , σ ≥ max
j

rj + 1/2.

Then the following conditions are equivalent:

• the problem (4.17) is elliptic,
• solutions u to (4.17) satisfy the a priori estimate

N∑
k=1

‖uk‖Wσ+mk
2 (Ω)

≤ C

⎛⎝ N∑
j=1

‖fj‖Wσ−sj
2 (Ω)

+

q∑
j=1

‖gj‖
W

σ−rj−1/2

2 (Γ)
+

N∑
k=1

‖uk‖L2(Ω)

⎞⎠ ,

• the operator

AB := (A,B) : W
{σ+mk}
2 (Ω)→W σ

2 (Ω,Γ)

is a Fredholm operator.

Remember that for Banach spaces X , Y , an operator A ∈ L(X ;Y ) is called
a Fredholm operator if the kernel of A is a finite-dimensional subspace of X , and
the algebraically defined quotient space Y/ imgA is also finite-dimensional. Then
([109]) the range space imgA is a closed subspace of Y , and the quotient space
Y/ imgA turns into a topological space in the usual way, called the co-kernel of A.
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Remark 4.7. The differing values of the order parameters may have surprising con-

sequences. Suppose sj +mk ≥ 0 for all (j, k). Then W
{σ+mk}
2 (Ω) ↪→W

{σ−sj}
2 (Ω),

and we can study the operator A in the ground space W
{σ−sj}
2 (Ω) with domain

D(A) :=
{
u ∈W

{σ+mk}
2 (Ω): Bu = 0

}
,

which is a closed operator by the a priori estimate from Theorem 4.6. But it is
not densely defined if one of the boundary conditions expressed by the operator B

is meaningful in the ground space W
{σ−sj}
2 (Ω). As a consequence, it is impossible

to define the adjoint operator, at least without choosing another ground space.
And also the formally adjoint operator to (A,B) may not be elliptic because

the number of boundary conditions differs from q. As an example, we choose a
slightly modified principal part from (4.1),

A =

(
α� div

−∇ divA′∇ α� 1d

)
, B = γ01d+1, x ∈ Ω ⊂ Rd,

with α > 0 and A′ ∈ Rd×d being a symmetric positive definite matrix. By
the methods from the proof of Proposition 4.11 one can show that (A,B) is
an elliptic boundary value problem. For a function U ∈ L2(Ω;Cd+1) we write
U = (u1, . . . , ud+1)

� =
(
u1

u′
)
, and set (ϕ, ψ)M :=

∫
M ϕψ dx for scalar-valued or

vector-valued ϕ, ψ and a manifold M . If BU = 0 and ν denotes the outer unit
normal vector field, then we formally have

(AU, V )Ω =

(
U,

(
α� ∇A′∇ div
−∇ α� 1d

)
V

)
Ω

+ (ν∇u1, αv1)∂Ω + (νA′∇u1, div v′)∂Ω
+ (ν∇u′, αv′)∂Ω − (divA′∇u1, νv′)∂Ω ,

giving us q + 1 boundary conditions in the adjoint operator B′, namely γ0v1 = 0,
γ0v

′ = 0 and γ0 div v′ = 0, assuming that A′ is not a multiple of the identity
matrix.

Now our goal shall be deriving estimates for the resolvent (A− λ)−1 in suit-
ably chosen function spaces. To this end, we need the concept of ellipticity with
parameter for the system {

(A− λ)u = f, x ∈ Ω,

Bu = g, x ∈ ∂Ω,
(4.18)

where λ is from a closed sector L of C with vertex at the origin. Here we restrict
ourselves to the special case of

mj + sj = m, for all j = 1, . . . , N,

rj < m, for all j = 1, . . . ,mN/2 = q.
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Definition 4.8. The boundary value problem (4.18) is called elliptic with parameter
in the sector L if the following conditions hold:

Interior ellipticity. det(A0(x, ξ) − λ1N ) �= 0 for all (x, ξ, λ) ∈ Ω × Rn × L with
|ξ|+ |λ| > 0.

Shapiro–Lopatinskii condition. Let x0 ∈ ∂Ω and the system (4.18) be rewritten
in local coordinates near x0 (using a translation and a rotation), in such
a way that x0 corresponds to x = 0, and the interior normal vector at x0

corresponds to the coordinate half-axis with xn > 0. Then the boundary
value problem on the half-line⎧⎪⎪⎨⎪⎪⎩

A0(0, ξ′, Dxn)v(t) − λv(t) = 0, 0 < t = xn <∞,

B0
j (0, ξ

′, Dxn)v(t) = 0, t = 0, j = 1, . . . ,mN/2,

lim
t→+∞ v(t) = 0

(4.19)

always has only the trivial solution v ≡ 0, for all (ξ′, λ) ∈ Rn−1 × L with
|ξ′|+ |λ| > 0.

For a parameter-elliptic system, it is no longer necessary to assume proper
ellipticity, because in [4] it has been shown that the interior ellipticity condition
has the consequence mN ∈ 2N.

To prepare resolvent estimates, we define parameter-dependent norms,

‖v‖σ,p,Ω;λ = ‖v‖Wσ
p (Ω) + |λ|σ/m ‖v‖Lp(Ω) , σ ∈ N0,

‖w‖σ−1/p,p,Γ;λ = ‖w‖
W

σ−1/p
p (Ω)

+ |λ|(σ−1/p)/m ‖w‖Lp(Γ) , σ ∈ N+,

where 1 < p <∞ and λ ∈ C \ {0}.

Condition 4.2 (Regularity of Ω and the coefficients). We assume that Γ has the
regularity Cmaxj mj+m−1;1, and the coefficients ajkβ from (4.15) satisfy

ajkβ ∈

⎧⎪⎨⎪⎩
Cmj−1;1(Ω) : |β| ≤ sj + mk, mj > 0,

C(Ω) : |β| = sj + mk, mj = 0,

L∞(Ω) : |β| < sj + mk, mj = 0,

and furthermore bjkβ ∈ Cm−rj−1;1(Γ) for all j, k, β, cp. (4.16).

Then we have the following result on existence, uniqueness and estimates for
solutions to (4.18) from [105], [47]. (See also [3, Theorem 6.4.1] for an L2 based
result for systems of much more general structure.)

Theorem 4.9. Suppose that the boundary value problem (4.18) is parameter-elliptic
in a sector L0, and assume Condition 4.2.

Then there exists a λ0 = λ0(p) such that for λ ∈ L0 with |λ| ≥ λ0, prob-

lem (4.18) has a unique solution u ∈ W
{m+mk}
p (Ω) for any f ∈ W

{m−sj}
p (Ω) and
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boundary data g ∈W
{m−rj−1/p}
p (Γ), and the a priori estimate

N∑
j=1

‖uj‖mj+m,p,Ω;λ ≤ C

⎛⎝ N∑
j=1

‖fj‖mj ,p,Ω;λ +

mN/2∑
j=1

‖gj‖m−rj−1/p,p,Γ;λ

⎞⎠
holds, where the constant C does not depend upon f, g and λ.

From this inequality in parameter-dependent norms, a resolvent estimate
can be derived in a certain Lp based ground space which we construct now. By
re-arranging, we may assume that the parameters mk are ordered,

m1 = · · · = mp1 > mp1+1 = · · · = mp2 > mp2+1 = · · · > · · · = mpQ = 0,

0 = p0 < p1 < · · · < pQ = N.

It is then natural to split the unknown functions,

u = (U1, . . . , UQ), Uk = (upk−1+1, . . . , upk), k = 1, . . . , Q,

and the right-hand side f is split in the same way.
By physical arguments, it seems reasonable to assume that components of u

belonging to differing values of mk do not appear in the same boundary condition,
which leads us to the following two assumptions, which are valid for our boundary
conditions (4.5) and (4.6).

Condition 4.3. The collection of boundary conditions Bju = gj for j = 1, . . . , q =
mN/2 can be expressed as

B(k)Uk = Gk, k = 1, . . . , Q,

where B(k) is a matrix differential operator of size m(pk − pk−1)/2× (pk − pk−1),
of order less than m, and m(pk − pk−1) ∈ 2N+.

Condition 4.4. For 1 ≤ k ≤ Q − 1, there is a (pk − pk−1) × (pk − pk−1) matrix
partial differential operator Ak on Ω of order m, such that

Ak := (Ak, B
(k))

is a parameter-elliptic boundary value problem in a sector L1 of C.

Then by elliptic regularity, we have

D(Ak) =
{
v ∈Wm

p (Ω;Cpk−pk−1) : B(k)v = 0
}

.

Next we set, with �x� as the largest integer not greater than x,

tk = �mpk

m
�, k = 1, . . . , Q,

and using the complex interpolation method (see [108]), we define

Xk =

{[
D(Atkk ), D(Atk+1

k )
]
(mpk

−tkm)/m
: 1 ≤ k ≤ Q− 1,

Lp(Ω;CpQ−pQ−1) : k = Q,

X = X1 × · · · ×XQ,
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which shall be the base space for the operator A. For related results on this idea
of incorporating certain boundary conditions into the base space X , see [2].

Then the following key result was shown in [44]:

Theorem 4.10. Suppose that (4.18) is a parameter-elliptic system in a sector L0,
and assume the Conditions 4.2, 4.3, 4.4. Then the operator

A :=
(
A,B1, . . . , BmN/2

)
,

D(A) := {(U1, . . . , UQ) ∈ X : AkUk ∈ Xk, (k = 1, . . . , Q− 1)

UQ ∈ Wm
p (Ω;CpQ−pQ−1), B(Q)UQ = 0

}
enjoys the following resolvent estimate in the sector L0 ∩ L1 for large |λ|:

|λ| ·
∥∥(A− λ)−1

∥∥
L(X;X)

+
∥∥(A− λ)−1

∥∥
L(X;D(A))

≤ C.

And if L0 ∩ L1 is a sector of C that strictly contains the right half-plane, then A
generates an analytic semigroup on the space X.

A remark on the domain D(A) is in order. First, the auxiliary operator Ak
is not uniquely defined; for you can always modify its lower-order terms, at least.
This will not affect D(Ak), but all the D(Atk) for t ≥ 2 will be influenced by this
choice, leading to variations in the definition of X and D(A). The regularity of the
elements of X and D(A) will always be independent of the choice of Ak, only the
asymptotic expansion at the boundary will change. One could use this variability
in the definition of X and D(A) for an additional fine-tuning. Note however that
the variability of X will not become visible if all sj are non-negative, because then
mpk is at most m.

4.3.2. Mixed-order systems in quantum hydrodynamics. Now we discuss the el-
lipticity of the systems (4.1), (4.3) and (4.4) together with the boundary condi-
tions (4.5) and (4.6). Concerning the periodic boundary condition (4.7), it only
remains to mention that the general results from Section 4.3.1 can be directly
transferred from Rn to the case of a closed smooth manifold.

Concerning (4.1), we have N = d + 1, U = (n, J)�, (s1, s2, . . . , sd+1) =
(1, 2, . . . , 2) and (m1,m2, . . . ,md+1) = (1, 0, . . . , 0), and the system transfers into

∂tU −AU =

(
0

div
(
J⊗J
n + ε2

4
(∇n)⊗(∇n)

n

)
− n∇V

)
,

A =

(
ν0� div

− ε24 ∇�+T∇ ν0 � 1d − 1
τ 1d

)
, A0 =

(
ν0� div

− ε24 ∇� ν0 � 1d

)
, (4.20)

compare (3.7).
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With regard to the system (4.3), we note that, by (4.2),

d

2
∇(Tn) =

ε2

8
∇� n +∇(ne)− 1

2
∇
(
|J |2
n

+
ε2

4

|∇n|2
n

)
,

div

(
J

n
P

)
= −ε2

4

d− 1

d

J

n
∇� n− ε2

4
tr

(
(∇⊗∇n) · ∇J

n

)
+

ε2

4d
� n · div J

n

+
ε2

4
div

(
(∇n)⊗ (∇n)

n
· J
n

)
− 1

d
div

((
|J |2
n

+
ε2

4

|∇n|2
n

)
J

n

)
+

2

d
div

(
ne · J

n

)
,

with tr being the trace of a matrix. Then the unknowns are U = (n, J, ne)�, the
parameters are (s1, . . . , sd+2) = (1, 2, . . . , 2) and (m1, . . . ,md+2) = (1, 0, . . . , 0),
and the system becomes

∂tU −AfullU = F
(
{Dα

xn}|α|≤2, {Dα
xJ}|α|≤1, {Dα

x (ne)}|α|≤1,∇V
)
,

now with a nonlinear matrix differential operator

Afull =

⎛⎝ ν0� div 0

− ε24
d−1
d ∇�+μ∇ ν0 � 1d − 1

τ 1d
2
d∇

− ε24
d−1
d

J
n∇�+ d

τ μ div ν0�

⎞⎠ . (4.21)

And (4.4) can be written as

∂tU −AδU =

(
0

div
(
J⊗J
n + ε2

4
(∇n)⊗(∇n)

n

)
− n∇V + 2δ(∇J)∇n−1 + δJ� n−1

)
,

again with a nonlinear matrix differential operator

Aδ =

(
ν0� div

− ε24 ∇�+p′(n)∇
(
ν0 +

δ
n

)
� 1d − 1

τ 1d

)
. (4.22)

The insulating boundary conditions (4.5) are getting represented by the (d+2)×
(d + 2) matrix

B =

⎛⎝∂ν 0 0
0 1d 0
0 0 ∂ν

⎞⎠ , (r1, . . . , rd+2) = (0, 0, . . . , 0, 1),

and, concerning the boundary condition (4.6), we have in local coordinates the
principal part

B0 =

⎛⎜⎜⎝
1 0 0 0
0 1d−1 0 0
0 0 ∂ν 0
0 0 0 ∂ν

⎞⎟⎟⎠ , (r1, . . . , rd+2) = (0, 0, . . . , 0, 1, 1),

and we observe that Condition 4.3 holds in all cases. We follow the convention
that the last row and column of B (taking care of ne) is tacitly omitted when we
study A from (4.20) or Aδ from (4.22).
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Proposition 4.11. For frozen functions J and n, the latter taking only positive
values, the linear matrix differential operators A, Afull, Aδ from (4.20), (4.21),
(4.22) together with the boundary conditions (4.5) and (4.6), form boundary value
problems which are elliptic with parameter in a sector L0 which is larger than the
right half-plane of C.

Proof. The pseudodifferential symbol of A0 from (4.20) is

σ(A0)(x, ξ) =

(−ν0|ξ|2 i(ξ1, . . . , ξd)
ε2

4 iξ|ξ|2 −ν0|ξ|21d

)
,

with eigenvalues in the left half-plane:

λ1,...,d−1(x, ξ) = −ν0|ξ|2, λd,d+1(x, ξ) = −
(

ν0 ±
iε

2

)
|ξ|2.

Similarly for A0
full:

σ(A0
full)(x, ξ) =

⎛⎜⎝ −ν0|ξ|2 i(ξ1, . . . , ξd) 0
ε2

4
d−1
d iξ|ξ|2 −ν0|ξ|21d 0

ε2

4
d−1
d iJ(x)n(x)ξ|ξ|2 0 −ν0|ξ|2

⎞⎟⎠ ,

λ1,...,d(x, ξ) = −ν0|ξ|2, λd+1,d+2(x, ξ) = −
(

ν0 ±
iε

2

√
d− 1

d

)
|ξ|2,

and for A0
δ:

σ(A0
δ)(x, ξ) =

(
−ν0|ξ|2 i(ξ1, . . . , ξd)
ε2

4 iξ|ξ|2 −
(
ν0 +

δ
n(x)

)
|ξ|21d

)
,

λ1,...,d−1(x, ξ) = −ν0|ξ|2,

λd,d+1(x, ξ) = −1

2

⎛⎝2ν0 +
δ

n(x)
±

√(
δ

n(x)

)2
− ε2

⎞⎠ |ξ|2,
all these roots having real part at most equal to −ν0|ξ|2, for positive n(x).

Concerning the Shapiro–Lopatinskii condition, we focus our attention to the
combination of Afull with (4.6), the other combinations being easier. We let the
boundary be located at xd = 0, consider ∂Ω � x0 = 0, observe that the concept of
parameter-ellipticity can be generalized in a canonical way to the case of sections
through vector bundles, and then (4.19) with v =: (m,K, g)� turns into

−ν0(|ξ′|2 + D2
xd
)m + iξ1K1 + · · ·+ iξd−1Kd−1 + iDxd

Kd = λm,
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ε2

4

d− 1

d
iξk(|ξ′|2 + D2

xd
)m− ν0(|ξ′|2 + D2

xd
)Kk = λKk, 1 ≤ k ≤ d− 1,

ε2

4

d− 1

d
iDxd

(|ξ′|2 + D2
xd
)m− ν0(|ξ′|2 + D2

xd
)Kd = λKd,

ε2

4

d− 1

d
i
Jd(0)

n(0)
Dxd

(|ξ′|2 + D2
xd
)m− ν0(|ξ′|2 + D2

xd
)g = λg,

m(0) = K1(0) = · · · = Kd−1(0) = (Dxd
Kd)(0) = (Dxd

g)(0) = 0,

which is a system of ordinary differential equations with constant coefficients.
Every solution which decays at infinity must decay exponentially, together with
all its derivatives. Then we may plug each term of this system into the usual
scalar product 〈·, ·〉 and the associated norm ‖·‖ on L2(R+;C). First we note that
(D2

xd
m)(0) = 0, from the first equation. We select the equation for Kj, take the

scalar product with Kj, and integrate by parts to obtain

−ε2

4

d− 1

d

〈
(|ξ′|2 + D2

xd
)m, iξkKk

〉
− ν0|ξ′|2 ‖Kk‖2 − ν0 ‖Dxd

Kk‖2 = λ ‖Kk‖2 ,

−ε2

4

d− 1

d

〈
(|ξ′|2 + D2

xd
)m, iDxd

Kd

〉
− ν0|ξ′|2 ‖Kd‖2 − ν0 ‖Dxd

Kd‖2 = λ ‖Kd‖2 .

We sum up and insert the first differential equation, and it follows that

− ε2

4

d− 1

d
ν0
∥∥(|ξ′|2 + Dxd

)2m
∥∥2 − ν0

d∑
j=1

(
|ξ′|2 ‖Kj‖2 + ‖Dxd

Kd‖2
)

= λ

d∑
j=1

‖Kj‖2 + λ
ε2

4

d− 1

d

(
|ξ′|2 ‖m‖2 + ‖Dxd

m‖2
)

.

The left-hand side is always nonpositive, and if �λ ≥ 0, then the right-hand side
has a nonnegative real part, which enforces K ≡ 0 and m ≡ 0, and from the
differential equation for g, in this case also g ≡ 0 follows. Then the sector L0 in
which the system is parameter-elliptic contains at least the right half-plane. And
since the set of λ for which the Shapiro–Lopatinskii criterion is violated is a closed
set of C, the sector L0 is even strictly larger than the right half-plane of C. �

In the sequel, we set N = d+ 1 in case of (4.20) or (4.22), but N = d+ 2 in
case of (4.21).

Proposition 4.12. Assume that the functions J = J(x) and n = n(x) have regu-
larity C0;1(Ω), and n ≥ const. > 0. For 1 < p <∞, define a function space

X =
{
U ∈ W 1

p (Ω)× Lp(Ω;CN−1) : BnU1 = 0
}

(4.23)

with Bn being the differential operator acting on n in the boundary conditions (4.5)
or (4.6). Define A as A or Afull or Aδ from (4.20) and (4.21) and (4.22), together
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with boundary operators B1, . . . , BN as expressed in (4.5) or (4.6), and domain

D(A) =
{
(m,K, g) ∈ W 3

p (Ω)×W 2
p (Ω;C

d+1) : Bn �m = 0, (4.24)

Bnm = 0, BJK = 0, Bneg = 0} ,
D(A) =

{
(m,K) ∈ W 3

p (Ω)×W 2
p (Ω;C

d) : Bn �m = 0, (4.25)

Bnm = 0, BJK = 0} ,
(depending on the height of U), where BJ and Bne are the differential operators
on J and ne in the chosen boundary condition.

Then the operator A generates an analytic semigroup on the space X.

Proof. By our assumption on the regularity of n and J , Condition 4.2 holds, and
also Condition 4.3 with Q = 2 and p1 = 1. Finally, also Condition 4.4 is valid with
Ak = � and L1 = Σθ := {z ∈ C : | arg z| ≤ θ + π/2} ∪ {0} for θ < π/2. It remains
to apply Theorem 4.10. �

Next we wish to solve the linear problem{
∂tU −AU = F (t), t ∈ (0, t0],

U(0) = U0,
(4.26)

with U = (m,K, g) or U = (m,K), for either A = (Afull, Bn, BJ , Bne) or A =
(Aδ, Bn, BJ). Note that the case of A = (A,Bn, BJ ) with A from (4.20) can be
treated in a much easier way, because of the constant coefficients of the principal
part. Concerning the functions n and J appearing in the coefficients of Afull and
Aδ, we assume, for some ρ ∈ (0, 1), that

n, J ∈ C([0, t0];C
0;1(Ω)) ∩Cρ([0, t0];C(Ω)),

n(t, x) ≥ const. > 0, (t, x) ∈ [0, t0]× Ω.

Put E1 = D(A) and E0 = X , Then (E0, E1) is a densely injected Banach space
couple. For θ ∈ (0, 1), set Eθ := [E0, E1]θ, via the complex interpolation method.
We write H(E1;E0) for the set of allM ∈ L(E1;E0) such thatM, considered as a
linear operator in E0 with domain E1, is the infinitesimal generator of a strongly
continuous analytic semigroup in E0 (compare [6], Section II.1.2). Then we have
A ∈ Cρ([0, t0];H(E1;E0)).

Theorem 4.13. Suppose U0 ∈ E0 and assume

F ∈ Cε([0, t0];Eγ) + C([0, t0], Eγ+ε),

where γ and ε are numbers with 0 < γ < ρ < 1 and 0 < ε < 1− γ. Then the initial
value problem (4.26) has a unique solution

U ∈ C([0, t0];E0) ∩C((0, t0];E1) ∩ C1((0, t0];Eγ).

Write Aγ for the Eγ realization of A. Then U also solves ∂tU −AγU = F in the
interval (0, t0]. If U0 ∈ Eγ , then U ∈ C([0, t0];Eγ), and if U0 ∈ D(Aγ(0)), then
U ∈ C1([0, t0], Eγ).
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On the other hand, if F ∈ Cρ([0, t0];E0) and U0 ∈ E1, then

U ∈ Cρ((0, t0];E1) ∩ C1+ρ((0, t0];E0) ∩C1([0, t0];E0).

Proof. This is Theorem 1.2.2 and Theorem 1.2.1 in [6], Chapter II. �

In [6], Chapter II, it has been shown that the solution U can be expressed as

U(t) = UA(t, 0)U0 +

∫ t

τ=0

UA(t, τ)F (τ) dτ,

with UA being a parabolic evolution operator having E1 as regularity subspace,
which implies the following. Set J = [0, t0] and

JΔ := {(t, s) ∈ J × J : s ≤ t},
J ∗
Δ := {(t, s) ∈ JΔ : s < t}.

Then UA has the properties

UA ∈ C(JΔ;Ls(E0;E0)) ∩ C(J ∗
Δ;L(E0;E1)),

UA(t, t) = 1, t ∈ J ,

UA(t, s) = UA(t, τ)UA(τ, s), s ≤ τ ≤ t, (t, s) ∈ JΔ,

where Ls(E0;E0) is the space of linear maps from E0 to E0 equipped with the
simple convergence topology (see [6] for details).

For Banach spaces E, F , and α ∈ R, call K(E;F, α) the Fréchet space of all
k ∈ C(J ∗

Δ;L(E;F )) with the following finite seminorms:

sup
0≤s<t≤T

(t− s)α ‖k(t, s)‖L(E;F ) <∞, 0 < T ≤ t0.

Next, we consider not only one operator A (with coefficients depending on t),
but a whole family A ⊂ Cρ(J ;H(E1;E0)). We assume that there are constants
M, η ∈ R+ and θ ∈ (0, π/2) such that Σθ is contained in the resolvent set �(A(s))
for all A ∈ A and all s ∈ J , and the inequalities

sup
t,s∈J ,t�=s

‖A(t)−A(s)‖L(E1;E0)

|t− s|� ≤ η,

‖A(s)‖L(E1;E0)
+ (1 + |λ|)1−j

∥∥(A(s) − λ)−1
∥∥
L(E0;Ej)

≤M

hold for all (s, λ,A) ∈ J × Σθ × A and j = 0, 1.

Then each operator A from this set A possesses a unique parabolic evolution
operator UA, and this UA enjoys estimates as follows:

Theorem 4.14 ([6], Theorem II.4.4.1). Suppose that the class A is given as above.
Then for each A ∈ A, there is a unique parabolic evolution operator UA having E1

as regularity subspace, such that

UA ∈ C(JΔ;Ls(E1;E1)) ∩ K(E0;E0, 0) ∩ K(E1;E1, 0) ∩ K(E0;E1, 1).
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Further, there is a constant C = C(ρ), independent of η, such that, with μ :=
C(ρ)η1/ρ, the estimates

‖UA(t, s)‖L(Ej ;Ej)
+ (t− s) ‖UA(t, s)‖L(E0;E1)

≤ C(ε) exp((μ + ε)(t− s))

hold for all positive ε, (t, s) ∈ J ∗
Δ, A ∈ A and j = 0, 1.

In order to be able to apply this result to our situation, we only have to
make sure that the functions (n, J) appearing in the coefficients of A are from the
admissible class Zad, defined by the inequalities

n(t, x) ≥ c0 > 0, (t, x) ∈ [0, t0]× Ω,

‖n‖C([0,t0];C0;1(Ω)) + ‖J‖C([0,t0];C0;1(Ω)) ≤ C0,

‖n(t)− n(s)‖C(Ω)

|t− s|ρ +
‖J(t)− J(s)‖C(Ω)

|t− s|ρ ≤ C1, 0 ≤ t �= s ≤ t0,

with constants c0 and C0, C1 fixed.

Interpolating between the estimates from Theorem 4.14, we then can conclude
that

‖UA(t, s)‖L(Eα;Eβ)
≤ C(t− s)−(β−α) exp((μ + ε)(t− s)), 0 ≤ α ≤ β ≤ 1,

‖A(t)UA(t, s)‖L(Eα;E0)
≤ C(t− s)−(1−α) exp((μ + ε)(t− s)), 0 ≤ α ≤ 1.

Recall that for a closed linear operatorM in a Banach space E, the spectral bound
s(M) is defined as

s(M) := sup {�λ : λ ∈ σ(M)} ,

with σ(M) being the spectrum of M. Note that the number λ0(p) appearing in
Theorem 4.9 depends continuously on the coefficients of the operator, and therefore
we can assume that there is a uniform number ν ∈ R with the property that
ν > s(A(t)), for all t ∈ J = [0, t0] and all A ∈ A.

Having secured this number ν, we now can compare the mild solutions U (1)

and U (2) to the problems{
∂tU

(1) −A(1)U (1) = F (1),

U (1)(0) = U
(1)
0 ,

{
∂tU

(2) −A(2)U (2) = F (2),

U (2)(0) = U
(2)
0 ,

(4.27)

and their difference is estimated in the next theorem:

Theorem 4.15 ([6], Theorem II.5.2.1). Suppose that 0 ≤ β ≤ α ≤ 1 with α > 0

and β < 1, and 0 < γ ≤ 1. For (U
(j)
0 ,A(j), F (j)) ∈ Eα×A×L∞

loc(J ;Eγ), j = 0, 1,
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the mild solutions U (1) and U (2) to (4.27) exist, and the following estimate holds:∥∥∥U (1)(t)− U (2)(t)
∥∥∥
Eβ

≤ Ceνt
(

tα−β
∥∥∥A(1) −A(2)

∥∥∥
C([0,t];L(E1;E0))

∥∥∥U (1)
0

∥∥∥
Eα

+ t1+γ−β
∥∥∥A(1) −A(2)

∥∥∥
C([0,t];L(E1;E0))

∥∥∥F (1)
∥∥∥
L∞((0,t);Eγ)

+
∥∥∥U (1)

0 − U
(2)
0

∥∥∥
Eβ

+ t1−β
∥∥∥F (1) − F (2)

∥∥∥
L∞((0,t);E0)

)
.

This will help us in solving the quasilinear problems (4.1), (4.3), (4.4) on a
short time interval by a Picard style iteration procedure.

Our final tool is a Hölder type estimate for mild solutions.

Theorem 4.16 ([6], Theorem II.5.3.1). Assume 0 ≤ β ≤ α < 1 and U0 ∈ Eα,
F ∈ L∞

loc(J ;E0). Then the estimate

‖U(t)− U(s)‖Eβ
≤ C(t− s)α−βeνt

(
‖U0‖Eα

+ ‖F‖L∞((0,t);E0)

)
holds, uniformly in (t, s) ∈ JΔ and (U0,A, F ) ∈ Eα × A× L∞

loc(J ;E0).

Proof of Theorem 4.1. Without loss of generality, we discuss only the boundary
condition (4.6). For functions (n, J, ne) satisfying the initial and the boundary
conditions, we set W := (n − n0, J, ne) which has homogeneous boundary values,
and we consider then the problem{

∂tU −A[W ]U = F [W ], U = (m− n0,K, g),

U(0) = U0,

with the intention to find a fixed point of the mapping W �→ U , locally in time.
The numbers c0, C0, C1 in the definition of Zad shall be defined as

c0 :=
1

2
inf
x∈Ω

n0(x), C0 := 2
(
‖n0‖C0;1(Ω) + ‖J0‖C0;1(Ω)

)
, C1 := 1.

We suppose that (n, J) ∈ Zad, as a condition on W . Then we can apply Theo-
rem 4.16 with β = 3/4, α = 7/8 and 0 ≤ t ≤ t0,

‖U(t)− U0‖E3/4
≤ Ct1/8eνt

(
‖U0‖E7/8

+ ‖F [W ]‖L∞((0,t);X)

)
. (4.28)

Note that F [W ] has the form

F [W ] =

(
ν0� n0

B(∇J,∇2n)Φ + (∇2n)Ψ1 + (∇J)Ψ2 + (∇(ne))Ψ3 +Ψ4 − n∇V

)
,

with B(·, ·) being a certain bilinear form, Φ a smooth function of n, and Ψj being
functions depending smoothly on n, ∇n, J , ne. By the definition of Zad, we have

‖(Φ,Ψ1,Ψ2,Ψ3,Ψ4,Ψ5,∇V,∇J)‖L∞(Ω) ≤ C(c0, C0).
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Then we can conclude that

‖F [W ]‖L∞((0,t);X) ≤ C
(∥∥B(∇J,∇2n)

∥∥
L∞((0,t);Lp(Ω))

+ ‖n‖L∞((0,t);W 2
p (Ω)) + 1

)
≤ C
(
‖W‖L∞((0,t);E1/2)

+ 1
)

.

Now we define a set

Y :=
{
U = (m− n0,K, g) ∈ L∞((0, t0);E3/4) :

‖U(t)− U(s)‖E3/4
≤ δ0(t− s)1/16, 0 ≤ s ≤ t ≤ t0

}
.

Since E3/4 is a closed subspace of W
5/2
p (Ω)×W

3/2
p (Ω;Cd+1) which embeds continu-

ously into C2(Ω)×C1(Ω;Cd+1) because of p > 2d, the elements U = (m−n0,K, g)
of Y satisfy

m(t, x) ≥ c0, ‖(m,K)‖C([0,t0];C0,1(Ω)) ≤ C0,

‖(m,K)(t)− (m,K)(s)‖C(Ω)

|t− s|1/16 ≤ C1,

for 0 ≤ s, t ≤ t0, if δ0 and t0 are chosen sufficiently small. Then the inequality
‖W − U0‖L∞((0,t0);E1/2)

≤ δ0 implies ‖U − U0‖L∞((0,t0);E3/4)
≤ δ0, by (4.28) and a

small choice of t0.

Again by using Theorem 4.16, we deduce that

‖U(t)− U(s)‖E3/4

|t− s|1/16 ≤ C(t− s)1/16eνt
(
‖U0‖E7/8

+ ‖F [W ]‖L∞((0,t);X)

)
,

for 0 ≤ s < t ≤ t0. Then the map W �→ U sends the set Y into itself, for small t0,
so that we only have to show the contraction, which follows from Theorem 4.15
with α = 1, β = 3/4, 0 < γ � 1 and Moser type inequalities for the term∥∥F (1)

∥∥
L∞((0,t);Eγ)

. Then this map W �→ U induces a sequence (U (1), U (2), . . . ) in

Y with a limit U∗ which is a mild solution to

∂tU
∗ −A[U∗]U∗ = F [U∗], U∗(0) = U0.

Note that U0 ∈ E1 = D(A[U∗]) and F [U∗] ∈ C1/16([0, t0];E0), and then U∗ ∈
C1([0, t0];E0) by Theorem 4.13. Then Theorem 4.9 implies U∗ ∈ C([0, t0];D(A)),
which completes the proof of Theorem 4.1. �

4.4. Stationary states and their stability

In this part, we consider the isothermal system (4.1) and ask for the exponential
stability of stationary states. The boundary condition will always be (4.6). We
start with some geometric conclusions from the boundary condition (4.6), before
we apply these results to the viscous quantum hydrodynamic system (4.1).



58 L. Chen and M. Dreher

4.4.1. Geometric results. First we recall the orthogonal Helmholtz decomposition
of second kind for an arbitrary bounded or unbounded domain Ω ⊂ Rd:

L2(Ω;Cd) = L2
div(Ω;C

d)⊕G2
0(Ω),

with L2
div(Ω;C

d) being the space of vector fields v from L2(Ω;Cd) with div v = 0
in the distributional sense, and G2

0(Ω) = ∇W 1
2,0(Ω). To each u ∈ L2(Ω;Cd), the

components udiv and ∇ϕ in u = udiv +∇ϕ can be found as follows: ∇ϕ ∈ G2
0(Ω)

is the unique solution to the variational problem

〈∇ϕ,∇ψ〉L2(Ω;Cd) = 〈u,∇ψ〉L2(Ω;Cd) , ∀∇ψ ∈ G2
0(Ω),

which can be solved using the Lax–Milgram theorem, and then udiv = u − ∇ϕ.
The function ϕ also solves the elliptic boundary value problem

�ϕ = div u, γ0ϕ = 0,

in the distributional sense.
The Helmholtz decomposition also holds for Lp spaces with p �= 2, under

slightly stronger assumptions on the domain Ω:

Lemma 4.17. Let 1 < p <∞, Ω be a bounded open set in Rd with ∂Ω ∈ C1. Then
each function u ∈ Lp(Ω;Cd) can be uniquely decomposed as

u = udiv +∇ϕ,

udiv ∈ Lp(Ω;Cd), div udiv = 0,

ϕ ∈ W 1
p,0(Ω),

and ∇ϕ is the unique solution to the weak Dirichlet problem

〈∇ϕ,∇ψ〉Lp(Ω;Cd)×Lp′(Ω;Cd) = 〈u,∇ψ〉Lp(Ω;Cd)×Lp′(Ω;Cd) , ∀ψ ∈W 1
p′,0(Ω),

with 1
p + 1

p′ = 1. The projections u �→ udiv and u �→ ∇ϕ are continuous in

Lp(Ω;Cd).

Proof. This is Theorem 10.7 in [110]. �

From now on, we write Pp for the projection map u �→ udiv, defined on
Lp(Ω;Cd).

If a vector field u ∈W 2
p (Ω;C

d) satisfies the boundary conditions

γ0 div u = 0, γ0u‖ = 0,

with u‖ being the tangential component of u, then we express this boundary con-
dition as BJu = 0.

Lemma 4.18. If 1 < p <∞, Ω is a bounded domain with ∂Ω ∈ C2;1, then

Pp ∈ L(W 2
p (Ω;C

d);W 2
p (Ω;C

d)),
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and Pp also maps

W 2
p;B(Ω;C

d) :=
{
u ∈W 2

p (Ω;C
d) : BJu = 0

}
continuously into itself.

Proof. If u ∈ W 2
p,B(Ω;C

d), then ϕ, defined via �ϕ = div u and γ0ϕ = 0, belongs

to W 3
p (Ω). Then also γ0(∇ϕ)‖ = 0 and γ0(div∇ϕ) = γ0(div u) = 0. �

Starting from now (except the proof of Theorem 4.4), Ω is always a bounded
domain in Rd with ∂Ω ∈ C2;1.

Lemma 4.19. If 1 < p <∞, then

Pp� = �Pp on W 2
p;B(Ω;C

d).

Proof. If u ∈ W 2
p;B(Ω;C

d), then (id−Pp)u = ∇ϕ with BJ∇ϕ = 0, in particular

γ0 � ϕ = 0, hence �ϕ ∈W 1
p,0(Ω). Then

Pp � (id−Pp)u = Pp∇� ϕ = 0,

since ∇� ϕ ∈ ∇W 1
p,0(Ω), and therefore

Pp � u = Pp � Ppu, ∀u ∈ W 2
p;B(Ω;C

d).

Similarly,

(id−Pp)� Ppu = 0, ∀u ∈W 2
p;B(Ω;C

d),

because div�Ppu = 0 in distributional sense. Then we find, for such u, that

Pp � u = Pp � Ppu = �Ppu.

�

Lemma 4.20. Let N be a smooth real vector field defined in a tubular neighborhood
of ∂Ω with ‖N(x)‖ = 1 for all x there, and N equals the unit outward normal
vector field on ∂Ω. Then it holds∫

Ω

(�u)v dx = −
d∑
j=1

∫
Ω

(∇uj)(∇vj) dx (4.29)

−
∫
∂Ω

〈u,N〉
Rd×Rd 〈v,N〉Rd×Rd divN dσ,

=

∫
Ω

u� v dx,

for all u ∈W 2
p,B(Ω;C

d) and all v ∈W 2
p′,B(Ω;C

d), with 1
p + 1

p′ = 1.

Moreover, if Ω is convex, then

−
∫
Ω

(�u)u dx ≥
d∑
j=1

∫
Ω

|∇uj |2 dx, (4.30)

for all u ∈W 2
2,B(Ω;C

d).
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Proof. From the Gauß Integral theorem and computing in local coordinates near
the boundary, we obtain (4.29). And concerning (4.30), note that divN equals
the mean curvature of the boundary ∂Ω, which is nonnegative in case of Ω being
convex. It remains to apply (4.29) with v = u. �

4.4.2. Application to the viscous quantum hydrodynamic system. To investigate
stationary states, we first consider a variation of the operator A from (4.20)

A :=

(
ν0� div

− ε24 ∇�+T∇− nλ−2
D ∇�

−1
D ν0 � 1d − 1

τ 1d

)
(4.31)

in the ground space X from (4.23), with domain D(A) as in (4.25). Later we
will see how the term nλ−2

D ∇�
−1
D with n as a fixed positive constant and �D as

Dirichlet Laplacian on Ω originates from the item n∇V .
By the choice of D(A), we have γ0 � U1 = 0. With P2 being the Helmholtz

projector as given after Lemma 4.17, we introduce the notation

U =

(
U1

Ũ

)
=

(
0 0
0 P2

)
U +

(
id 0
0 id−P2

)
U

=

(
0

Ũdiv

)
+

(
U1

∇ϕU

)
,

with γ0ϕU = 0. This induces an orthogonal decomposition of the Hilbert space

H := W 1
2,0(Ω)× L2(Ω;Cd),

whose scalar product shall be defined as

〈U,W 〉H :=

〈
−�−1

D

(
1

2τ
U1 +�ϕU

)
,
1

2τ
W1 +�ϕW

〉
L2(Ω)

+
〈(
−C1 �+T − C2�−1

D

)
U1,W1

〉
L2(Ω)

+
〈
Ũdiv, W̃div

〉
L2(Ω)

,

with positive constants

C1 =
ε2

4
, C2 = λ−2

D n− 1

4τ2
.

Lemma 4.21. Under the condition

C2 >
1

4τ2
(4.32)

the above bilinear form 〈·, ·〉H is an admissible scalar product on H.

Proof. We have

〈U,W 〉H = C1 〈∇U1,∇W1〉L2(Ω) −
(

C2 +
1

4τ2

)〈
�−1
D U1,W1

〉
L2(Ω)

+ T 〈U1,W1〉L2(Ω) −
1

2τ
〈U1, ϕW 〉L2(Ω) −

1

2τ
〈ϕU ,W1〉L2(Ω) +

〈
Ũ , W̃

〉
L2(Ω)

,
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and in particular

〈U,U〉H ≥ C1 ‖∇U1‖2L2(Ω) +

(
C2 +

1

4τ2

)∥∥∇�−1
D U1

∥∥2
L2(Ω)

+ T ‖U1‖2L2(Ω) −
1

τ
�
〈
��−1

D U1, ϕU
〉
L2(Ω)

+ ‖∇ϕU‖2L2(Ω) +
∥∥∥Ũdiv

∥∥∥2
L2(Ω)

,

and now it suffices to exploit Young’s inequality via

− 1

τ
�
〈
��−1

D U1, ϕU
〉
L2(Ω)

=
1

τ
�
〈
∇�−1

D U1,∇ϕU
〉
L2(Ω)

≥ − 1

2τ2

∥∥∇�−1
D U1

∥∥2
L2(Ω)

− 1

2
‖∇ϕU‖2L2(Ω) . �

Lemma 4.22. The spectral bound of the operator A from (4.31) acting on the space
X = W 1

p,0(Ω)×Lp(Ω;Cd) with 2 ≤ p <∞, is at most −1/(2τ) if we assume (4.32)
and Ω is convex.

Proof. Since Ω is bounded, A extends canonically to an operator AH in H. We
wish to demonstrate that

� 〈(AH + 1/2τ)U,U〉H < 0

for all U �= 0 from the set U ∈ W 3
2,0(Ω)×W 2

2;B(Ω;C
d) which is a superset of D(A).

Remembering that

γ0 �−1
D U1 = γ0U1 = γ0 � U1 = γ0ϕU = γ0 � ϕU = 0,

we first get(
AH +

1

2τ

)
U =

(
0

ν0 � Ũdiv − 1
2τ Ũdiv

)
+

(
ν0� U1 +�ϕU + 1

2τ U1

∇
(
− ε24 � U1 + TU1 − λ−2

D n�−1
D U1 + ν0 � ϕU − 1

2τ ϕU

))
,

and consequently,〈(
AH +

1

2τ

)
U,U

〉
H

=

〈
−�−1

D

(
1

2τ

(
ν0 � U1 +�ϕU +

1

2τ
U1

))
,
1

2τ
U1 +�ϕU

〉
L2(Ω)

+

〈
ε2

4
� U1 − TU1 + λ−2

D n�−1
D U1 − ν0 � ϕU +

1

2τ
ϕU ,

1

2τ
U1 +�ϕU

〉
L2(Ω)

+

〈
(−C1 �+T − C2�−1

D )

(
ν0 � U1 +�ϕU +

1

2τ
U1

)
, U1

〉
L2(Ω)

+

〈
ν0 � Ũdiv −

1

2τ
Ũdiv, Ũdiv

〉
L2(Ω)
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=

〈
−ν0

(
1

2τ
U1 +�ϕU

)
+ C1 � U1 − TU1 + C2 �−1

D U1,
1

2τ
U1 +�ϕU

〉
L2(Ω)

− C1

〈
1

2τ
U1 +�ϕU + ν0� U1,�U1

〉
L2(Ω)

+ T

〈
1

2τ
U1 +�ϕU , U1

〉
L2(Ω)

− C2

〈
1

2τ
�−1
D U1 + ϕU + ν0U1, U1

〉
L2(Ω)

+ Tν0 〈�U1, U1〉L2(Ω)

+ ν0

〈
�Ũdiv, Ũdiv

〉
L2(Ω)

− 1

2τ

∥∥∥Ũdiv

∥∥∥2
L2(Ω)

= −ν0

∥∥∥∥ 1

2τ
U1 +�ϕU

∥∥∥∥2
L2(Ω)

− C1ν0 ‖�U1‖2L2(Ω) − C2ν0 ‖U1‖2L2(Ω)

+ 2i�
(〈

C1 � U1 + C2 �−1
D U1,

1

2τ
U1 +�ϕU

〉
L2(Ω)

+ 〈T � ϕU , U1〉L2(Ω)

)

+ Tν0 〈�U1, U1〉L2(Ω) + ν0

〈
�Ũdiv, Ũdiv

〉
L2(Ω)

− 1

2τ

∥∥∥Ũdiv

∥∥∥2
L2(Ω)

.

An application of (4.30) concludes the proof. �
After these preparations, we are now ready to show the existence of stationary

states in the case of small currents.

Proof of Theorem 4.2. Write V = V + W with W solving λ2
D � W = n − C,

γ0W = 0. Put n = n + m, and then we have

n∇V = n∇
(
V + λ−2

D �
−1
D (n− C)

)
+ nλ−2

D ∇�
−1
D m

+ m∇V + mλ−2
D ∇�

−1
D (m + n− C).

With A from (4.31) and U =
(
m
J

)
, we then have

AU =

(
0

− div
(

1
n+m

(
J ⊗ J + ε2

4 (∇m)⊗ (∇m)
)))

+

(
0

n∇
(
V + λ−2

D �
−1
D (n− C)

)
+ m∇V + mλ−2

D ∇�
−1
D (m + n− C)

)
=: R(U).

In the Banach space

Y =
(
W 2
p (Ω) ∩W 1

p,0(Ω)
)
×W 1

p,B(Ω;R
d), p > d,

we choose a closed set M ,

M =

{
(m,J) : ‖m‖L∞(Ω) ≤

1

2
n, ‖m‖W 2

p (Ω) ≤ βn, ‖J‖W 1
p (Ω) ≤ βJ

}
,

for some small constants βn, βJ . Note that the embedding W 1
p (Ω) ↪→ L∞(Ω) yields

‖R(U)‖X ≤ CR

(
(1 + βn)

(
‖J‖2W 1

p (Ω) + ‖m‖
2
W 2

p (Ω)

)
+ δ
)
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if U ∈M . By Lemma 4.22, there is a constant CA,p such that∥∥A−1
∥∥
L(X,Y )

≤ CA,p,

and now it remains to define a sequence

U (0) = 0, U (k+1) = A−1R(U (k)),

which can be quickly verified to stay in M and to converge if βn, βJ and δ are
sufficiently small. �

Proof of Theorem 4.3. We connect with the notation and methods of the proof of

Theorem 4.2, and write U∗ =
(
n∗−n
J∗
)
, U =

(
n−n
J

)
, which gives us

AU∗ = R(U∗), ∂tU −AU = −R(U).

Now we apply Theorem 4.15 and Lemma 4.22, and the proof is complete. �

Proof of Theorem 4.4. We append a copy of Ω to it, obtaining Ω̃ = (0, L1) ×
(−L2, L2), and define a reflection operator

ρ : Ω→ Ω̃, ρ(x1, x2) = (x1,−x2).

To a function triple (n, J, V ) satisfying (4.12), we define an extension (ñ, J̃ , Ṽ ) to

Ω̃ by

(ñ, J̃1, J̃2, Ṽ )(ρ(x)) := (n, J1,−J2, V )(x), x ∈ Ω,

and similarly C̃(ρ(x)) := C(x). Then if (n, J, V ) solves (4.1) in Ω, then so does

(ñ, J̃ , Ṽ ) on Ω̃, and Ω̃ can be construed as the lateral surface Ωcyl of a cylinder
after identification of (0, L1)×{−L2} with (0, L2)×{L2}. Compare [45] for related
results on treating fluid equations with the tools of global analysis. The boundary
conditions on ΓD of (4.12) turn into the boundary condition (4.6) on the manifold
Ωcyl, and then a generalization of Theorem 4.1 to the case of Ω being a manifold
gives the first claim. The second claim is proved after identifying {0} × (−L2, L2)

with {L1}×(−L2, L2). The uniqueness of the solution (ñ, J̃ , Ṽ ) and the invariance
of the system (4.1) under the reflection ρ guarantee that (n, J, V ) satisfies the
selected boundary condition. �

Appendix: A variant of Aubin’s lemma

In [111, Theorem 5 and Corollary 4], we find the following result:

Lemma A.1 (Aubin’s Lemma). Let X, B, Y be Banach spaces with continuous
embeddings X ↪→ B ↪→ Y , the left embedding being compact. Suppose that F

is a bounded subset of Lp((0, T );X) for a certain p ∈ [1,∞], and let ∂F/∂t =
{f ′ : f ∈ F} be the set of distributional derivatives of elements of F. For f ∈ F

and 0 < h < T , define a shifted copy σhf of f as (σhf)(t) := f(t + h), for
0 ≤ t ≤ T − h.
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Then the following three criteria are valid:

• If 1 ≤ p ≤ ∞ and limh→0 ‖σhf − f‖Lp((0,T−h);Y ) = 0 uniformly for f ∈ F,

then F is relatively compact in Lp((0, T );B).
• If 1 ≤ p < ∞ and ∂F/∂t is bounded in L1((0, T );Y ), then F is relatively

compact in Lp((0, T );B).
• If p = ∞ and ∂F/∂t is bounded in Lr((0, T );Y ) for some r > 1, then F is
relatively compact in C([0, T ];B).

In the following, we wish to know when a family of piecewise constant func-
tions forms a relatively compact subset of an evolution space. To this end, we
split the time interval (0, T ) into N parts of equal length τ := T/N , and for
k = 0, 1, . . . , N , let us be given elements ρ0, . . . , ρN of B. Then we define a
piecewise constant interpolation ρτ = ρτ (t) as

ρτ (t) :=

{
ρk : (k − 1)τ < t ≤ kτ,

ρ0 : t = 0,

and a piecewise linear interpolation1 ρ̂τ = ρ̂τ (t) via

ρ̂τ (t) :=
kτ − t

τ
ρk−1 +

t− (k − 1)τ

τ
ρk, (k − 1)τ ≤ t ≤ kτ.

For the piecewise constant function, we define a discretized derivative ∂τt ρτ (t) :=
∂tρ̂τ (t), for t �∈ {kτ : 0 ≤ k ≤ N}.

Now let T be a sequence of positive numbers τ approaching zero, and let us
be given a set F := {ρτ : τ ∈ T } of piecewise constant functions ρτ . We define a
discretized Lp norm:

‖ρτ‖Lpτ ((0,T );X) :=

⎧⎨⎩
(∑N

k=0 τ ‖ρk‖pB
)1/p

: 1 ≤ p <∞,

maxk=0,...,N ‖ρk‖B : p =∞,

which is not the usual Lp((0, T );B) norm of ρτ , since ρ0 contributes to the sum.
By the special choice of this norm, we can compare the linear against the constant
interpolation function:

‖ρ̂τ‖Lp((0,T );X) ≤ 21/p ‖ρτ‖Lpτ((0,T );X) , 1 ≤ p ≤ ∞.

Put ∂F/∂t := {∂τt ρτ : τ ∈ T }. Then we have the following result:

Lemma A.2. Suppose that the above constructed set F is bounded in Lpτ((0, T );X),
and assume that ∂F/∂t is bounded in Lr((0, T );Y ) with r = 1 for 1 ≤ p <∞, and
r > 1 for p =∞. Then the following holds:

• if 1 ≤ p <∞, then F is relatively compact in Lp((0, T );B);
• if p =∞, then F is relatively compact in C([0, T ];B).

1Since ρτ and ρ̂τ are functions of t, but ρ0, . . . , ρN are not, we do not consider this an abuse of
notation.
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Proof. The first part follows directly from Lemma A.1. However, for p =∞, none

of the three criteria is applicable. But we see that the set F̂ of the piecewise
linear interpolation functions ρ̂τ is relatively compact in C([0, T ];B), by the third

criterion. Then there is a limit ρ ∈ C([0, T ];B) and a subsequence in F̂ such that

lim
τ→0
‖ρ− ρ̂τ‖C([0,T ];B) = lim

τ→0
sup

0≤t≤T
‖ρ(t)− ρ̂τ (t)‖B = 0.

Moreover, ρ is uniformly continuous, since [0, T ] is a compact interval. Then for any
ε > 0 there is a δ = δ(ε, ρ) such that ‖ρ(t)− ρ(t′)‖B < ε whenever |t−t′| < δ. Now
choose τ0 so small that ‖ρ− ρ̂τ‖C([0,T ];B) < ε/2 for all τ ≤ τ0, and additionally

τ0 ≤ δ(ε/2, ρ). For fixed τ and t ∈ ((k − 1)τ, kτ ] with 0 ≤ t ≤ T and 0 ≤ k ≤ N ,
write R(t, τ) := kτ for the right end-point of the sub-interval. Then we conclude
as follows, if τ ≤ τ0:

‖ρ(t)− ρτ (t)‖B = ‖ρ(t)− ρτ (R(t, τ))‖B = ‖ρ(t)− ρ̂τ (R(t, τ))‖B
≤ ‖ρ(t)− ρ(R(t, τ))‖B + ‖ρ(R(t, τ)) − ρ̂τ (R(t, τ))‖B
< ε,

because of |t−R(t, τ)| ≤ τ ≤ δ(ε/2, �) and the uniform continuity. �
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and improved convergence rates for nonlinear parabolic equations. Discrete Contin.
Dyn. Syst., Ser. B, 6(5):1027–1050, 2006.

[20] G. Cassano, C. de Falco, C. Giulianetti, and R. Sacco. Numerical simulation
of tunneling effects in nanoscale semiconductor devices using quantum corrected
drift-diffusion models. Comput. Methods Appl. Mech. Engrg., 195(19-22):2193–2208,
2006.
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[70] A. Jüngel and H.-L. Li. Quantum Euler-Poisson systems: existence of stationary
states. Arch. Math., Brno, 40(4):435–456, 2004.
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[75] A. Jüngel and J. Milisić. Physical and numerical viscosity for quantum hydrody-
namics. Commun. Math. Sci., 5(2):447–471, 2007.
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drift-diffusion model of semiconductors. J. Math. Phys., 48(2):023501, 15, 2007.

[107] R.T. Seeley. Integro-differential operators on vector bundles. Trans. Am. Math.
Soc., 117:167–204, 1965.

[108] R.T. Seeley. Interpolation in Lp with boundary conditions. Stud. Math., 44:47–60,
1972.

[109] M. Shubin. Pseudodifferential operators and spectral theory. Berlin: Springer, 2001.

[110] C.G. Simader. On Dirichlet’s boundary value problem. An Lp-theory based on a
generalization of Garding’s inequality. Lecture Notes in Mathematics. 268. Berlin:
Springer, 1972.

[111] J. Simon. Compact sets in the space Lp(0, T ;B). Ann. Mat. Pura Appl., IV. Ser.,
146:65–96, 1987.

[112] J. Smoller. Shock waves and reaction-diffusion equations. 2nd ed. Grundlehren der
Mathematischen Wissenschaften. 258. New York: Springer, 1994.

[113] M.E. Taylor. Pseudodifferential operators. Princeton Mathematical Series, 34, 1981.
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Large Coupling Convergence:
Overview and New Results

Hichem BelHadjAli, Ali Ben Amor and Johannes F. Brasche

Abstract. In this paper we present a couple of old and new results related to
the problem of large coupling convergence. Several aspects of convergence are
discussed, namely norm resolvent convergence as well as convergence within
Schatten-von Neumann classes. We also discuss the rate of convergence with
a special emphasis on the optimal rate of convergence, for which we give
necessary and sufficient conditions. The collected results are then used for the
case of Dirichlet operators. Our method is purely analytical and is supported
by a wide variety of examples.
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1. Introduction

For non-negative potentials V , convergence of Schrödinger operators −Δ+ bV as
the coupling constant b goes to infinity has been studied for a long time, cf. [9],
[11], [12], and the references therein. Motivated by the fact that there has been
created a rich theory of point interactions described in detail in the monograph
[1], one has recently made an attempt to include singular, measure-valued po-
tentials in these investigations. In addition, it turned out that perturbations by
differential operators of the same order are important in a variety of applications
in engineering, cf. [14], [15].

All the mentioned families (Hb)b>0 of operators are of the following form:
One is given a non-negative self-adjoint operator H in a Hilbert space H. Set

D(E) := D(
√

H),

E(u, v) := (
√

Hu,
√

Hv) ∀u, v ∈ D(E).

M. Demuth et al. (eds.), Partial Differential Equations and Spectral Theory, Operator Theory: 73
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E is a form in H, i.e., a semi-scalar product on a linear subspace of H. Hence

E1(u, v) := E(u, v) + (u, v) ∀u, v ∈ D(E)

defines a scalar product on D(E). The form E is closed, i.e., (D(E), E1) is a Hilbert
space. Moreover, it is densely defined, i.e., D(E) is dense in H. In addition, one is
given a form P in H such that for every b > 0 the form E + bP , defined by

D(E + bP) := D(E) ∩D(P),
(E + bP)(u, v) := E(u, v) + bP(u, v) ∀u, v ∈ D(E + bP),

is densely defined and closed. Then, by Kato’s representation theorem, for every
b > 0 there exists a unique non-negative self-adjoint operator Hb in H such that

D(
√

Hb) = D(E + bP),∥∥√Hbu
∥∥2 = (E + bP)(u, u) ∀u ∈ D(E + bP).

Hb is called the self-adjoint operator associated with E + bP . By Kato’s monotone
convergence theorem, the operators (Hb + 1)−1 converge strongly as b goes to
infinity. In a wide variety of applications it turns out that it is more easy to
analyze the limit than the approximants (Hb + 1)−1. For this reason one might
use the following strategy for the investigation of the operator Hb for large b: One
studies the limit of the operators (Hb+1)−1 and estimates the error one produces
by replacing (Hb + 1)−1 by the limit. This leads to the question about how fast
the operators (Hb + 1)−1 converge. It is also important to find out which kind of
convergence takes place. For instance, convergence with respect to the operator
norm admits much stronger conclusions about the spectral properties than strong
convergence, cf., e.g., the discussion of this point in [22, Chap. VIII.7].

One has achieved a variety of results within the general framework described
above. One has discovered that there exists a universal upper bound for the rate
of convergence (Corollary 2.8), and one has derived a criterion for convergence
with maximal rate (Theorem 2.7). In general, only strong convergence takes place.
However, one has found a variety of conditions which are sufficient for locally uni-
form convergence (Theorem 2.6, Theorem 2.7, and Proposition 2.9), and in certain
cases one has even arrived at estimates for the rate of convergence (Theorem 2.7
and Proposition 2.9).

One has even found conditions which are sufficient for convergence within
a Schatten (-von Neumann) class of finite order, cf. Sections 2.5 and 2.6.2. This
admits strong conclusions about the spectral properties. For instance, if H and
H0 are non-negative self-adjoint operators and (H +1)−1− (H0 +1)−1 belongs to
the trace class, then, by the Birman-Kuroda theorem, the absolutely continuous
spectral parts of H and H0 are unitarily equivalent and, in particular, H and H0

have the same absolutely continuous spectrum. Often, (H+1)−1−(H0+1)−1 does
not belong to the trace class, but (H+1)−k−(H0+1)−k for some sufficiently large
k does and, again the Birman-Kuroda Theorem, this implies that the absolutely
continuous parts of H and H0 are unitarily equivalent. This note also contains some
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new results on the convergence of powers of resolvents, cf. Section 2.8. These results
are based on a generalization of the celebrated Dynkin’s formula in Section 2.7.

One has introduced the concept of the trace of a Dirichlet form in order to
study time changed Markov processes. The generator of the time changed process
plays also an important role in the investigation of large coupling convergence for
the Dirichlet operators, cf. Section 3.2. If one perturbs a Dirichlet operator by an
equilibrium measure times a coupling constant b and let b go to infinity, then one
gets, at least in the conservative case, large coupling convergence with maximal
rate, cf. Theorem 3.16. A simple domination principle described in Section 3.3
makes it possible to use results on the perturbation by one measure in order to
derive results on perturbations by other measures.

In this note we concentrate on non-negative perturbations. If one studies large
coupling convergence of magnetic Schrödinger operators, then one needs different
techniques. We refer to [17] and the references therein for results in this direction.

In addition to new results we have collected material which can be found
at the following places (we do not claim that these are the original sources in all
cases):

[3]: Lemma 3.7
[4]: Lemmas 2.2 and 2.4, Theorems 2.6 and 2.7, Corollary 2.8,

Proposition 2.9 a), Sections 2.5 and 3.4
[6]: Lemma 2.3, Lemma 2.15
[7]: Section 2.6.1, Examples 2.1 and 3.19, and Eqs. (3.20) and (3.22)
[8]: Section 2.7
[13]: Section 2.4 up to Lemma 2.15 and the examples,

Section 3.1, and Theorem 3.5, cf. also [20]
[16]: Eq. (3.21)
[23]: Eq. (2.10)
[25]: Lemma 2.5

2. Non-negative form perturbations

2.1. Notation and general hypotheses

Let E denote a densely defined closed form in the Hilbert space (H, ( ·, · )) and H
be the self-adjoint operator associated with E . Let P denote a form in H such that
E+P is a densely defined and closed form in H. Note that we do not require P be
closable, i.e., we do not only admit regular, but also singular form perturbations
of H .

Example 2.1. Let J be a closed operator from the Hilbert space (D(E), E1) to an
auxiliary Hilbert space Haux. Let

D(P) := D(J),

P(u, v) := (Ju, Jv)aux ∀u, v ∈ D(J).
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Then E + bP is a closed form in H for every b > 0. If D(J) is dense in (D(E), E1)
and, in addition, ran(J) is dense in Haux, then JJ∗ is an invertible non-negative
self-adjoint operator in Haux.

Proof. Let (un) be a sequence in D(E + bP) = D(J) such that

(E + bP) (un − um, un − um) + ‖un − um‖2

= E1(un − um, un − um) + b‖Jun − Jum‖2aux → 0 as n,m→∞. (2.1)

In order to prove that E + bP is closed we only have to show that there exists a
u ∈ D(J) such that

(E + bP)(un − u, un − u) + ‖un − u‖2

= E1(un − u, un − u) + b ‖Jun − Ju‖2aux → 0 as n→∞.

Since E1 is non-negative and b > 0, it follows from (2.1) that

E1(un − um, un − um)→ 0 as n,m→∞.

Since E is closed, this implies that there exists a u ∈ D(E) such that

E1(un − u, un − u)→ 0 as n→∞. (2.2)

Since E1 is non-negative and b > 0, it also follows from (2.1) that

‖Jun − Jum‖2aux → 0 as n,m→∞

and hence the sequence (Jun) in Haux is convergent. Since J is a closed operator
from the Hilbert space (D(E), E1) to the Hilbert space Haux and (Jun) is conver-
gent in Haux, (2.2) implies that u ∈ D(J) and ‖Jun − Ju‖aux → 0. Thus E + bP
is closed.

Suppose now, in addition, that D(J) is dense in (D(E), E1) and ran(J) is
dense in Haux. Since J is closed, the domain D(J∗) of the adjoint J∗ of J is dense
in Haux and J = J∗∗. Hence JJ∗ is a non-negative self-adjoint operator in Haux.
If JJ∗u = 0, then E1(J∗u, J∗u) = (u, JJ∗u)aux = 0 and hence u ∈ ker(J∗) =
ran(J)⊥. ran(J)⊥ = {0}, since ran(J) is dense in Haux. Thus all assertions in the
example are proven. �

Indeed, Example 2.1 covers the most general non-negative form perturbation of H :

Lemma 2.2. There exist an auxiliary Hilbert space Haux and a closed operator J
from the Hilbert space (D(E), E1) to Haux such that

D(J) = D(E + P),
(Ju, Jv)aux = P(u, v) ∀u, v ∈ D(J),

and ran(J) is dense in Haux. Thus, in particular, E+ bP is closed for every b > 0.
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Proof. We define an equivalence relation ∼ on D(E)∩D(P) as follows: f ∼ g if and
only if P(f − g, f − g) = 0. For every f ∈ D(E) ∩D(P) let [f ] be the equivalence
class with respect to this equivalence relation and denote by Haux the completion
of the quotient space (D(E) ∩D(P),P)/ ∼, with respect to the norm

‖|[f ]‖| = P(f, f), ∀ [f ] ∈
(
D(E) ∩D(P)

)
/ ∼ .

Then it easily follows from the hypothesis that E + P is closed that

D(J) := D(E) ∩D(P),
Jf := [f ] ∀ f ∈ D(J),

defines a closed operator from (D(E), E1) toHaux with the required properties. �

In the following, we choose an auxiliary Hilbert space Haux and a closed
operator J from (D(E), E1) to Haux as in the previous lemma, i.e., such that

D(J) = D(E) ∩D(P),
(Ju, Jv)aux = P(u, v) ∀u, v ∈ D(J), (2.3)

and set

EJ := E + P . (2.4)

For every b > 0, we denote by HJ
b (or simply by Hb if J is clear from the context)

the self-adjoint operator in H associated with E + bP .
If not stated otherwise, we assume, in addition, that

D(J) ⊃ D(H). (2.5)

This hypothesis is less restrictive than it might seem at a first glance. In fact,
J may also be regarded as an operator from

(
D(EJ ), EJ1

)
to Haux and then J

is a bounded, everywhere defined operator and, in particular, it is closed. Thus,
if necessary, we may replace E and H by EJ and H1, respectively, and then the
hypothesis (2.5) is satisfied (with H1 in place of H). Moreover, we have

Hb+1 = (H1)b ∀ b > 0,

lim
b→∞

(Hb + 1)−1 = lim
b→∞

((H1)b + 1)−1. (2.6)

Under the hypothesis (2.5), D(J) is dense in (D(E), E1), and we set

Ȟ := (JJ∗)−1. (2.7)

Note that Ȟ is an invertible non-negative self-adjoint operator in Haux.
Let

D(EJ∞) := {u ∈ D(E + P) : P(u, u) = 0},
EJ∞(u, v) := E(u, v) ∀u, v ∈ D(E∞), (2.8)

where J and P are related via (2.3) (often we shall omit J in the notation). Let

HJ∞ := {u ∈ D(E + P) : P(u, u) = 0}, (2.9)
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i.e., let HJ∞ be the closure of the kernel of J in the Hilbert space H. By Kato’s
monotone convergence theorem, EJ∞ is a densely defined closed form in the Hilbert
space HJ∞ and

(Hb + 1)−1 → (H∞ + 1)−1 ⊕ 0 strongly as b→∞, (2.10)

where H∞ denotes the self-adjoint operator in HJ∞ associated to EJ∞. We shall
abuse notation and write (H∞ + 1)−1 instead of (H∞ + 1)−1 ⊕ 0.

We set

L(H,P ) := lim inf
b→∞

b ‖(Hb + 1)−1 − (H∞ + 1)−1‖.

We shall also use the following abbreviations:

Db := (H + 1)−1 − (Hb + 1)−1, D∞ := (H + 1)−1 − (H∞ + 1)−1,

G := (H + 1)−1. (2.11)

2.2. A resolvent formula

We have an explicit expression for the resolvents of the self-adjoint operators Hb.
This fact will play a key role throughout this note.

Lemma 2.3. Let J be a closed operator from (D(E), E1) to an auxiliary Hilbert
space Haux such that

D(J) ⊃ D(H).

Let b > 0 and let Hb be the self-adjoint operator in H associated with the closed
form EbJ in H defined as follows:

D(EbJ ) := D(J),

EbJ (u, v) := E(u, v) + b(Ju, Jv)aux ∀u, v ∈ D(J).

Then, with G := (H + 1)−1, the following resolvent formula holds:

(H + 1)−1 − (Hb + 1)−1 = (JG)∗
(
1

b
+ JJ∗

)−1

JG. (2.12)

Proof. Replacing J by
√

bJ , if necessary, we may assume that b = 1. On the other
hand the following identity holds true: for all u ∈ H and v ∈ D(J∗)

(J∗v, u) = E1(J∗v,Gu) = (v, JGu)aux = ((JG)∗v, u). (2.13)

Let u ∈ H. Since JJ∗ is a non-negative self-adjoint operator in Haux, the
operator 1 + JJ∗ in Haux is bounded, self-adjoint, and invertible, and

D((1 + JJ∗)−1) = Haux.

Since ran(1 + JJ∗)−1 = D(JJ∗), we obtain that u ∈ D(J∗(1 + JJ∗)−1JG) and
J∗(1 + JJ∗)−1JGu ∈ D(J) = D(EJ ).

By Kato’s representation theorem,

EJ1 ((H1 + 1)−1u, v) = (u, v) ∀u ∈ H, v ∈ D(EJ ).
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On the other hand,

EJ1 (Gu− J∗(1 + JJ∗)−1JGu, v)

= E1(Gu, v) + (JGu, Jv)aux

− ((1 + JJ∗)−1JGu, Jv)aux − (JJ∗(1 + JJ∗)−1JGu, Jv)aux

= (u, v) ∀u ∈ H, v ∈ D(EJ ).

Thus

(H1 + 1)−1u = Gu− J∗(1 + JJ∗)−1JGu ∀u ∈ H,

and it only remains to show that

J∗v = (JG)∗v ∀ v ∈ D(J∗). (2.14)

This is true by identity (2.13). �

2.3. Convergence with respect to the operator norm

If not otherwise stated, J is a closed operator from the Hilbert space (D(E), E1)
to an auxiliary Hilbert space Haux and, in addition, D(J) ⊃ D(H). Let

D(P) := D(J),

P(u, v) := (Ju, Jv)aux ∀u, v ∈ D(J),

and Hb be the self-adjoint operator in H associated to E + bP .
By Lemma 2.1, JJ∗ is a non-negative invertible self-adjoint operator in Haux.

For every h ∈ Haux we denote by μh the spectral measure of h with respect to the
self-adjoint operator Ȟ := (JJ∗)−1 in Haux, i.e., the unique finite positive Radon
measure on R such that, with (EȞ(λ))λ∈R being the spectral family of Ȟ ,

μh((−∞, λ]) = ‖EȞ(λ)h‖2aux ∀λ ∈ R. (2.15)

Since Ȟ is invertible and non-negative,

μh((−∞, 0]) = 0 ∀h ∈ Haux. (2.16)

By (2.12), for every b > 0

Db := (H + 1)−1 − (Hb + 1)−1 = (JG)∗(
1

b
+ JJ∗)−1JG. (2.17)

Hence Db is a bounded non-negative self-adjoint operator in H and the spectral
calculus yields that

(Dbf, f) = ((JG)∗(
1

b
+ JJ∗)−1JGf, f)

= ((
1

b
+ JJ∗)−1JGf, JGf)aux

=

∫
1

1
b +

1
λ

dμh(λ) ∀ f ∈ H, (2.18)
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where h := JGf . Thus D∞ := limb→∞ Db = (H + 1)−1 − (H∞ + 1)−1 is also
a bounded non-negative self-adjoint operator in H and it follows from (2.18) in
conjunction with (2.16) and the monotone convergence theorem that

(D∞f, f) =

∫
λdμh(λ) ∀ f ∈ H, (2.19)

where h := JGf . By (2.18) and (2.19),

((D∞ −Db)f, f) =

∫
λ2

b + λ
dμh(λ) ∀ f ∈ H, (2.20)

where h := JGf . Thus D∞ − Db = (Hb + 1)−1 − (H∞ + 1)−1 is a bounded
non-negative self-adjoint operator in H, too.
Lemma 2.4.

a) We have

ran(JG) ⊂ D(Ȟ1/2) and D∞ = (Ȟ1/2JG)∗Ȟ1/2JG. (2.21)

In particular, D∞ is compact if and only if Ȟ1/2JG is compact.
b) If ran(JG) ⊂ D(Ȟ), then

D∞ = (JG)∗ȞJG. (2.22)

Proof. a) Let f ∈ H and h := JGf . By (2.19),

(D∞f, f) =

∫
λdμh(λ) <∞,

and hence, by the spectral calculus, it follows that h = JGf ∈ D(Ȟ1/2) and
‖Ȟ1/2JGf‖2aux = (D∞f, f). Since D∞ is a bounded non-negative self-adjoint op-
erator, we have

‖D∞‖ = sup
‖f‖=1

(D∞f, f).

Thus

‖Ȟ1/2JG‖2 = ‖D∞‖. (2.23)

Since JGf ∈ D(Ȟ1/2) for every f ∈ H, the spectral calculus yields[
1

b
+ Ȟ−1

]−1/2

JG→ Ȟ1/2JG strongly as b→∞,

and hence([
1

b
+ Ȟ−1

]−1/2

JG

)∗ [
1

b
+ Ȟ−1

]−1/2

JG→ (Ȟ1/2JG)∗Ȟ1/2JG (2.24)

weakly as b goes to infinity. The operators on the left-hand side equal

(JG)∗(
1

b
+ JJ∗)−1JG = (H + 1)−1 − (Hb + 1)−1 = Db

and converge even strongly to D∞ as b→∞. Thus (2.21) is proved.
b) (2.22) follows from (2.21) and the fact that (JG)∗Ȟ1/2 ⊂ (Ȟ1/2JG)∗. �
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By the preceding lemma, Ȟ1/2JG is a bounded everywhere defined operator
from H to Haux. That does not guarantee that the resolvents (H + b)−1 converge
locally uniformly, cf. the examples 2.17 and 2.18. By Theorem 2.6 below, the
stronger requirement that Ȟ1/2JG is compact implies convergence of the operators
(Hb + 1)−1 with respect to the operator norm. We shall use the following result
for the proof of Theorem 2.6.

Lemma 2.5. Let (An) be a sequence of non-negative bounded self-adjoint operators
converging strongly to the compact self-adjoint operator
C : H → H. Suppose that An is dominated by C, i.e.,

(Anf, f) ≤ (Cf, f) ∀ f ∈ H,

for every n ∈ N. Then the operators An converge locally uniformly to C.

Proof. The operator C −An is non-negative, bounded and self-adjoint and hence

‖C −An‖ = sup
‖f‖=1

((C −An)f, f)

for every n.
Let ε > 0. Since C is a non-negative compact self-adjoint operator and the

An converge to C strongly, we can choose an orthonormal family (ej)
N
j=1 and an

n0 such that

(Ch, h) ≤ ε

2
‖h‖2 ∀h ∈ span(e1, . . . , eN)

⊥

and

‖(An − C)g‖ ≤ ε

6
‖g‖ ∀ g ∈ span(e1, . . . , eN )∀n ≥ n0,

respectively. Let f ∈ H and ‖f‖ = 1. Choose g ∈ span(e1, . . . , eN) and h ∈
span(e1, . . . , eN )⊥ such that f = g + h. For all n ≥ n0

((C −An)f, f) = ((C −An)g, g) + 2Re(((C −An)g, h)) + ((C −An)h, h)

≤ ‖(C −An)g‖(‖g‖+ 2‖h‖) + (Ch, h) ≤ ε. �

Theorem 2.6. Suppose that D(H) ⊂ D(J) and the operator Ȟ1/2JG from H to
Haux is compact. Then

‖(Hb + 1)−1 − (H∞ + 1)−1‖ → 0, b→∞.

Proof. We only need to show that D∞−Db = (Hb+1)−1− (H∞ +1)−1 converge
to zero with respect to the operator norm as b goes to infinity. By (2.17), Db is
a non-negative bounded self-adjoint operator in H for every b > 0. By (2.16) in
conjunction with (2.20), D∞−Db is a non-negative bounded self-adjoint operator
in H, too. By definition, D∞ −Db converge to zero strongly as b goes to infinity.
By (2.21), along with Ȟ1/2JG also D∞ is a compact operator.

The remaining part of the proof follows now from the preceding lemma: The
operators Db are non-negative self-adjoint operators and, by (2.16) in conjunction
with (2.20), are dominated by the compact self-adjoint operator D∞, and they
converge to D∞ strongly as b goes to infinity. Hence limb→∞ ‖D∞−Db‖ = 0. �
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Of course, one is not only interested in the question whether norm conver-
gence takes place but one also wants to derive estimates for the rate of convergence.
We shall show that convergence faster than O(1/b) is not possible for the opera-
tors (Hb+1)−1, cf. Corollary 2.8 below. Under the additional assumption that the
domain D(H) of H is contained in the domain D(J) of J we can even provide a
criterion for convergence with maximal rate O(1/b):

Theorem 2.7. Suppose that

D(H) ⊂ D(J)

and Ju �= 0 for at least one u ∈ D(J). Then the following holds:

a) The mapping b �→ b ‖(Hb + 1)−1 − (H∞ + 1)−1‖ is nondecreasing and

L(H,P ) := lim inf
b→∞

b ‖(Hb + 1)−1 − (H∞ + 1)−1‖

= lim sup
b→∞

b ‖(Hb + 1)−1 − (H∞ + 1)−1‖ > 0

b) L(H,P ) <∞⇐⇒ J(D(H)) ⊂ D(Ȟ).

c) If J(D(H)) ⊂ D(Ȟ), then

L(H,P ) = ‖ȞJG‖2 <∞. (2.25)

Proof. Let f ∈ H, h = JGf , and μh be the spectral measure of h with respect to
Ȟ . By (2.20),

b((D∞ −Db)f, f) =

∫
bλ2

b + λ
dμh(λ).

This implies in conjunction with (2.16) and the monotone convergence theorem
(from measure theory), that the mapping b �→ b((D∞ −Db)f, f) is nondecreasing
and

lim
b→∞

b((D∞ −Db)f, f) =

∫
λ2 dμh(λ).

Since μh is the spectral measure of h with respect to the self-adjoint operator Ȟ ,
it follows that

lim
b→∞

b((D∞ −Db)f, f) = ‖ȞJGf‖2aux if JGf ∈ D(Ȟ), (2.26)

lim
b→∞

b((D∞ −Db)f, f) =∞ if JGf �∈ D(Ȟ). (2.27)

By (2.27),

lim inf
b→∞

b‖D∞ −Db‖ =∞, (2.28)

if there exists an f ∈ H such that JGf �∈ D(Ȟ).

Suppose now that ran(JG) ⊂ D(Ȟ) = ran(JJ∗). JG is closed, since J is
closed and G is bounded and closed. Since D(JG) = H, it follows from the closed
graph theorem that JG is bounded. Since Ȟ is closed, this implies that ȞJG is
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closed. Since D(ȞJG) = H, it follows from the closed graph theorem that ȞJG
is bounded. Moreover, by (2.26),

lim inf
b→∞

b‖D∞ −Db‖ ≥ ‖ȞJGf‖2aux,

if ‖f‖ = 1, and hence

lim inf
b→∞

b‖D∞ −Db‖ ≥ ‖ȞJG‖2. (2.29)

By (2.20) in conjunction with (2.16), D∞ −Db is a non-negative self-adjoint
operator in H. Thus

‖D∞ −Db‖ = sup
‖f‖=1

((D∞ −Db)f, f). (2.30)

(2.20) in conjunction with (2.16) also implies that for every normalized f ∈ H and
h = JGf

b((D∞ −Db)f, f) ≤
∫

λ2 dμh(λ) ≤ ‖ȞJG‖2.

In conjunction with (2.30), this implies that

b‖D∞ −Db‖ ≤ ‖ȞJG‖2 ∀b > 0. (2.31)

By (2.28), (2.29), (2.31), part b) and c) of the theorem are proved. In addition,
we have shown that the mapping

b �→ b ‖Db −D∞‖ = b ‖(Hb + 1)−1 − (H∞ + 1)−1‖
is nondecreasing and hence

L(H,P ) := lim inf
b→∞

b ‖(Hb + 1)−1 − (H∞ + 1)−1‖

= lim sup
b→∞

b ‖(Hb + 1)−1 − (H∞ + 1)−1‖. (2.32)

It remains to prove that L(H,P ) > 0. We conduct the proof by contradiction. If
L(H,P ) were equal to zero, then, by c), we would have JG = 0. Thus the kernel
of J would contain ran(G) = D(H) and hence it would be dense in (D(E), E1).
Since the kernel of a closed operator is closed it would follow that J = 0, which
contradicts the fact that the range of J is dense in Haux. Thus L(H,P ) > 0. �

Part a) of the preceding theorem in conjunction with formula (2.6) yields the
following corollary where we do not require that D(J) ⊃ D(H).

Corollary 2.8. Let P be a form in H such that E + P is a densely defined closed
form in H. Let P(u, u) �= 0 for at least one u ∈ D(E + P). For every b > 0 let Hb

be the self-adjoint operator in H associated to E + bP. Then
L(H,P ) := lim inf

b→∞
b ‖(Hb + 1)−1 − (H∞ + 1)−1‖

= lim sup
b→∞

b ‖(Hb + 1)−1 − (H∞ + 1)−1‖ > 0.
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Trivially, we get large coupling convergence with maximal rate, i.e., as fast
as O(1/b), if the auxiliary Hilbert space Haux is finite-dimensional. We shall also
give a variety of nontrivial examples. On the other hand, there are other examples,
where ‖(Hb+1)−1−(H∞+1)−1‖ converge to zero as c/br for some strictly positive
finite constant c and some r ∈ (0, 1). Let 0 < r < 1. It is an open problem to find
a criterion for convergence with rate O(1/br) to take place. In part a) of the
following proposition we give a sufficient condition and in part b) we show that
this condition is “almost necessary”.

Proposition 2.9. Let 0 < r < 1 and s0 =
1

2
+

r

2
. Suppose that D(H) ⊂ D(J).

a) If J(D(H)) ⊂ D(Ȟs0), then

‖(Hb + 1)−1 − (H∞ + 1)−1‖ ≤ (1− r)1−rrr‖Ȟ1/2+r/2JG‖2 1

br
∀ b > 0.

b) Let u ∈ H. If

‖(Hb + 1)−1u− (H∞ + 1)−1u‖ ≤ c

br
∀ b > 0,

for some finite constant c, then JGu ∈ D(Ȟs) for every s < s0.

Proof. a) By (2.16) in conjunction with (2.20), (Hb + 1)−1 − (H∞ + 1)−1 is a
non-negative bounded self-adjoint operator in H and hence

‖(Hb + 1)−1 − (H∞ + 1)−1‖ = sup
‖f‖=1

((D∞ −Db)f, f).

By (2.20), this implies that

‖(Hb + 1)−1 − (H∞ + 1)−1‖ = sup
‖f‖=1

∫
λ2

λ+ b
dμh(λ),

where f and h are related via h = JGf and μh denotes the spectral measure of h
with respect to Ȟ . Moreover,∫

λ2

λ + b
dμh(λ) ≤ max

λ∈(0,∞)

λ1−r

λ + b

∫
|λ1/2+r/2|2 dμh(λ).

By elementary calculus,

max
λ∈(0,∞)

λ1−r

λ + b
=

(1− r)1−r rr

br
.

By the spectral calculus,∫
|λ1/2+r/2|2 dμh(λ) = ‖Ȟ1/2+r/2h‖2aux.

If h = JGf and ‖f‖ = 1, then

‖Ȟ1/2+r/2h‖aux ≤ ‖Ȟ1/2+r/2JG‖,
and part a) of the Proposition is proved.
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b) Conversely let f ∈ H and assume that

‖(Hb + 1)−1 − (H∞ + 1)−1‖ ≤ c

br
∀ b > 0,

for some finite constant c. Let h = JGf . We may assume that ‖f‖ = 1. Let
1/2 < s < s1 < s0 := r/2 + 1/2. Then

c ≥ br ‖D∞f −Dbf‖ ≥ br (D∞f −Dbf, f)

= br
∫

λ2

λ + b
μh(dλ) =

∫
λ2s1

br λ2−2s1

λ+ b
dμh(λ) ∀ b > 0. (2.33)

In the second step we have used (2.20). Since 2s0 − 1 = r, we have

t :=
r

2s1 − 1
>

r

2s0 − 1
= 1.

For all b ≥ 1 and λ ∈ [b, bt], we have

br λ2−2s1

λ + b
≥ 1

2
λ1−2s1br ≥ 1

2
(bt)1−2s1br =

1

2
.

By (2.33), this implies ∫
[b,bt]

λ2s1
1

2
dμh(λ) ≤ c ∀ b ≥ 1.

Thus ∫
[2,∞)

λ2s dμh(λ) ≤
∞∑
n=0

∫
[2tn ,2tn+1 )

λ2s1
1

(2tn)2s1−2s
dμh(λ)

≤ 2c
∞∑
n=0

(
1

22s1−2s

)tn
<∞

and hence h = JGf ∈ D(Ȟs). Thus the assertion b) of Proposition 2.9 is also
proved. �

2.4. Schrödinger operators

In this section we illustrate above general definitions and results with the aid of
Schrödinger operators with regular and singular potentials.

We denote by D the classical Dirichlet form, i.e., the form in L2(Rd) :=
L2(Rd, dx) defined as follows:

D(D) := H1(Rd),

D(u, v) :=

∫
∇ū · ∇vdx ∀u, v ∈ H1(Rd). (2.34)

Here dx denotes the Lebesgue measure and H1(Rd) the Sobolev space of order
one. D is a densely defined closed form in L2(Rd). We shall denote by −Δ the
self-adjoint operator in L2(Rd) associated to D.
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The capacity of a compact subset K of Rd and an arbitrary subset B of Rd

is defined as follows:

cap(K) := inf{D1(u, u) : u ∈ C∞
0 (Rd), u ≥ 1 on K},

cap(B) := sup{cap(K) : K ⊂ B, K is compact}, (2.35)

respectively. A function u : Rd → C is quasi-continuous if and only if for every
ε > 0 there exists an open set Gε such that

cap(Gε) < ε (2.36)

and the restriction u � Rd \ Gε of u to Rd \ Gε is continuous. We shall use the
following elementary results:

Lemma 2.10.

a) Every u ∈ H1(Rd) has a quasi-continuous representative.

b) If ũ and u◦ are quasi-continuous and ũ = u◦ dx-a.e., then ũ = u◦ q.e. (quasi-
everywhere), i.e.,

cap({x ∈ Rd : ũ(x) �= u◦(x)}) = 0. (2.37)

c) If (un) is a sequence in H1(Rd), u ∈ H1(Rd) and D1(un − u, un− u)→ 0 as
n→∞, then there exists a subsequence (unj ) of (un) such that

ũnj → ũ q.e., (2.38)

i.e., cap({x ∈ Rd : ũnj (x) �→ ũ(x)}) = 0. Here ũnj and ũ denote any quasi-
continuous representative of unj and u, respectively.

The proof of the latter lemma can be found in [13].

In the following we shall denote by u both an element of H1(Rd) and any
quasi-continuous representative of u. It will not matter which quasi-continuous
representative is chosen and it will always be clear from the context what is meant.

Remark 2.11. In the one-dimensional case cap({a}) = 2 for every a ∈ R and hence
a function is quasi-continuous if and only if it is continuous. Thus, in the one-
dimensional case, it makes sense to write u(a) if u ∈ H1(R) and a ∈ R. Here u(a)
is just the value of the unique continuous representative of u at the point a.

Definition 2.12. Let μ be a positive Radon measure on Rd charging no set with
capacity zero.

a) We define the form Pμ in L2(Rd) as follows:

D(Pμ) := {u ∈ H1(Rd) :

∫
|u|2 dμ <∞},

Pμ(u, v) :=

∫
ū v dμ ∀u, v ∈ D(Pμ). (2.39)
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b) We define the operator Jμ from H1(Rd) to L2(Rd, μ) as follows:

D(Jμ) := {u ∈ H1(Rd) :

∫
|u|2 dμ <∞},

Jμu := u μ-a.e. ∀u ∈ D(Jμ). (2.40)

Lemma 2.13. Let μ be a positive Radon measure on Rd charging no set with ca-
pacity zero. Then the operator Jμ is closed and D+ bPμ is a non-negative densely
defined closed form in L2(Rd) for any b > 0.

Proof. Let (un) be a sequence in D(Jμ), u ∈ H1(Rd) and v ∈ L2(Rd, μ) satisfying
D1(un − u, un − u)→ 0 as n→∞, and Jμun → v as n→∞. By Lemma 2.10 c),
a suitably chosen subsequence of (un) converges to u q.e. and hence μ-a.e. Thus
u = v μ-a.e. and hence u ∈ D(Jμ) and Jμun → u as n → ∞. Thus the operator
Jμ is closed, and, by Lemma 2.1, it follows that D+ bPμ is also closed. �

Definition 2.14. Let μ be a positive Radon measure on Rd charging no set with
capacity zero. We denote by −Δ + μ the non-negative self-adjoint operator in
L2(Rd) associated to D+ Pμ and put

(−Δ+∞μ + 1)−1 := lim
b→∞

(−Δ+ bμ + 1)−1.

In the absolutely continuous case, i.e., if dμ = V dx for some function V , we also
write V instead of V dx.

In a wide variety of applications one is interested in the question whether the
operator Jμ is compact. There exists a rich literature on this topic. Here we shall
only need the following result.

Lemma 2.15. Suppose that D(Jμ) = H1(R) and

μ({y ∈ R : |x− y| < 1})→ 0, |x| → ∞. (2.41)

Then the operator Jμ from H1(R) to L2(R, μ) is compact.

The proof of this lemma can be found in [6].

Example 2.16. Let (xn)∈Z and (an)∈Z be families of real numbers satisfying

d := inf
n∈Z

(xn+1 − xn) > 0 and an > 0 ∀n ∈ Z. (2.42)

Let Γ := {xn : n ∈ Z} and −ΔΓ
D the Laplacian in L2(R) with Dirichlet bound-

ary conditions at every point of Γ, i.e., let −ΔΓ
D be the non-negative self-adjoint

operator in L2(R) associated to the form D∞ in L2(R) defined as follows:

D(D∞) := {u ∈ H1(R) : u = 0 on Γ},
D∞(u, v) := D(u, v) ∀u, v ∈ D(D∞). (2.43)

Then the operators −Δ+ b
∑
n∈Z

anδxn converge in the strong resolvent sense to

−ΔΓ
D. Here δx denotes the Dirac measure with unit mass at x.
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Proof. −Δ+ b
∑
n∈Z

anδxn is the self-adjoint operator associated to D+ bPμ with
μ :=

∑
n∈Z

anδxn and we may replace in formula (2.8) E and P by D and Pμ, re-
spectively. Then the assertion on strong resolvent convergence follows from Kato’s
monotone convergence theorem, cf. (2.10). �

Different choices of the weights an in the last example lead to extremely
different convergence results. If the an go to zero as n→ ±∞, then the operators
−Δ + b

∑
n∈Z

anδxn do not converge in the norm resolvent sense, cf. the next
example. On the other hand, if infn∈Z an > 0, then these operators converge in
the norm resolvent with maximal rate of convergence, i.e., as fast as O(1/b), cf.
Example 3.8 below.

Example 2.17 (Continuation of Example 2.16). We choose (xn)n∈Z, (an)n∈Z, d, Γ,
−ΔΓ

D, and μ as in the previous example. Assume, in addition, that

lim
|n|→∞

an = 0 and D := sup
n∈Z

(xn+1 − xn) < ∞. (2.44)

Then the operators −Δ + b
∑
n∈Z

anδxn do not converge in the norm resolvent
sense.

Proof. The hypothesis (2.44) implies that Pμ is an infinitesimal small form per-
turbation of D, cf. [5], and hence, in particular, D(Jμ) = H1(R). In conjunction
with Lemma 2.15 and the hypotheses (2.42) and (2.44) this implies that the op-
erator Jμ is compact. In Lemma 2.3 we may replace H , Hb, G and J by −Δ,
−Δ+ b

∑
n∈Z

anδxn , (−Δ+1)−1 and Jμ, respectively. Then the resolvent formula

(2.12) yields that (−Δ+ 1)−1 − (−Δ+ b
∑

n∈Z
anδxn + 1)−1 is compact, too. By

Weyl’s essential spectrum theorem, this implies that

σess

((
−Δ+ b

∑
n∈Z

anδxn + 1

)−1)
= σess((−Δ+ 1)−1) = [0, 1]. (2.45)

Moreover,

−ΔΓ
D ≥

π2

D2

and hence

supσ((−ΔΓ
D + 1)−1)) ≤ 1

1 + π2/D2
. (2.46)

If the operators −Δ+ b
∑
n∈Z

anδxn converged in the norm resolvent sense to the

Dirichlet Laplacian −ΔΓ
D, then, by (2.45), we would have σ(−ΔΓ

D +1)−1) ⊃ [0, 1],
which contradicts (2.46). Thus the operators −Δ+ b

∑
n∈Z

anδxn do not converge
in the norm resolvent sense. �

In Example 2.17 the operators (−Δ + bμ + 1)−1 do not converge locally
uniformly. In this example μ is a so-called δ-potential and, in particular, singular.
In the regular case we can also have absence of convergence with respect to the
operator norm, as it is shown by the next example. That the operators (−Δ +
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bV +1)−1 in the next example do not converge locally uniformly can be shown by
mimicking the proof in Example 2.17.

Example 2.18. Let (an)n∈Z and (bn)n∈Z be families of real numbers with the fol-
lowing properties:

an < bn < an+1 ∀n ∈ Z, D := sup
n∈Z

(an+1 − bn) <∞,

d := inf
n∈Z

(an+1 − bn) > 0, lim
|n|→∞

(bn − an) = 0. (2.47)

Let V :=
∑

n∈Z
1[an,bn]. Then the operators (−Δ + bV + 1)−1 converge strongly

as b goes to infinity, but do not converge locally uniformly.

2.5. Convergence within a Schatten-von Neumann class

Let p ∈ [1,∞). Let Hi be Hilbert spaces with scalar products (·, ·)i, i = 0, 1, 2, . . .
Let C be a compact operator from H1 to H2. Then H2 has an orthonormal basis
{ei}i∈I such that, with |C| :=

√
CC∗,

|C|ei = λiei ∀i ∈ I

for some suitably chosen family (λi)i∈I in [0,∞) which is unique up to permuta-
tions. One sets

‖C‖Sp :=

(∑
i∈I

λpi

)1/p

.

Sp(H1,H2) (short Sp) denotes the set of compact operators from H1 to H2 such
that ‖C‖Sp < ∞. It is called the Schatten-von Neumann class of order p. Sp is
a linear space and ‖ · ‖Sp a norm on it. If C : H1 → H2 belongs to the class
Sp(H1,H2) and A : H0 → H1 and B : H2 → H3 are linear and bounded, then
CA ∈ Sp(H0,H2) and BC ∈ Sp(H1,H3) and

‖CA‖Sp ≤ ‖C‖Sp ‖A‖, ‖BC‖Sp ≤ ‖C‖Sp ‖B‖. (2.48)

Moreover,

‖C‖Sp = ‖C∗‖Sp = ‖|C|‖Sp (2.49)

for every compact operator C.
Let B : H1 → H2 be linear and bounded, Q1 be an orthogonal projection

in H1, and Q2 be an orthogonal projection in H2 such that the dimension N of
the range of Q2 is finite. Then |Q2BQ1|2 = Q2BQ1B

∗Q2 and hence |Q2BQ1| is
compact and

‖|Q2BQ1|‖Sp = ‖|Q2BQ1| � ran(Q2)‖Sp . (2.50)

Since |Q2BQ1| � ran(Q2) belongs to the finite-dimensional space of all linear map-
pings from ran(Q2) into itself and all norms on a finite-dimensional space are
equivalent, there exists a finite constant c, depending only on p and N such that

‖|Q2BQ1| � ran(Q2)‖Sp ≤ c ‖|Q2BQ1| � ran(Q2)‖ ≤ c ‖B‖. (2.51)
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By (2.49) to (2.51),

‖Q2BQ1‖Sp ≤ c‖B‖ (2.52)

for some finite constant c, depending only on p and N < ∞, provided the range
of Q1 or the range of Q2 is at most N -dimensional.

If A is a non-negative bounded self-adjoint operator and dominated by the
compact self-adjoint operator B, then A and B−A are also compact and it follows
easily from the min-max principle for compact operators that

‖A‖Sp ≤ ‖B‖Sp and ‖B −A‖Sp ≤ ‖B‖Sp . (2.53)

In the proof of Theorem 2.6 we have used that strong convergence of non-
negative self-adjoint operators dominated by a compact self-adjoint operator im-
plies operator-norm convergence. Similarly, strong convergence of non-negative
self-adjoint operators dominated by a self-adjoint operator in Sp implies conver-
gence in Sp:

Lemma 2.19. Let {An}n∈N be a sequence of non-negative bounded self-adjoint op-
erators in the Hilbert space H dominated by the non-negative bounded self-adjoint
operator A. Let 1 ≤ p <∞. If A ∈ Sp and limn→∞ ‖Au−Anu‖ = 0 for all u ∈ H,
then

lim
n→∞ ‖A−An‖Sp = 0. (2.54)

Proof. By Lemma 2.5, limn→∞ ‖An −A‖ = 0.

A admits the representation

A =
∑
i∈I

λi (ei, ·) ei

for some orthonormal system (ei)i∈I and some family (λi)i∈I of non-negative real
numbers satisfying ∑

i∈I
λpi = ‖A‖

p
Sp

.

Let ε > 0. We choose a finite subset I0 of I such that∑
i∈I\I0

λpi ≤ εp

and denote by Q the orthogonal projection onto the orthogonal complement of the
finite-dimensional space spanned by {ei : i ∈ I0}. Then

QAQ =
∑
i∈I\I0

λi (ei, ·) ei

and, in particular,

‖QAQ‖pSp
=
∑
i∈I\I0

λpi ≤ εp.
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Since Q(A−An)Q is dominated by QAQ, it follows that

‖Q(A−An)Q‖Sp ≤ ε ∀n ∈ N. (2.55)

Since the range of the orthogonal projection 1−Q is finite-dimensional and
limn→∞ ‖A−An‖ = 0, it follows from (2.52), that

lim
n→∞ ‖(1−Q)(A−An)Q‖Sp = lim

n→∞ ‖(1−Q)(A−An)(1 −Q)‖Sp

= lim
n→∞ ‖Q(A−An)(1−Q)‖Sp = 0.

Since A − An = Q(A − An)Q + (1 − Q)(A − An)Q + Q(A − An)(1 − Q) + (1 −
Q)(A−An)(1 −Q), this implies in conjunction with (2.55), that

lim sup
n→∞

‖A−An‖Sp ≤ ε,

and the lemma is proved. �
Corollary 2.20. Let 1 ≤ p < ∞. Let D(J) ⊃ D(H) and suppose that the operator
(H + 1)−1 − (H∞ + 1)−1 belongs to the Schatten-von Neumann ideal of order p.
Then Db ∈ Sp(H,H) and

‖D∞ −Db‖Sp ≤ ‖D∞‖Sp and ‖Db‖Sp ≤ ‖D∞‖Sp (2.56)

for all b ∈ (0,∞). Moreover,

lim
b→∞

‖D∞ −Db‖Sp = 0. (2.57)

Proof. It holds limb→∞ ‖D∞u−Dbu‖ = 0 for all u ∈ H. Hence (2.57) follows from
Lemma 2.19.

By (2.16) in conjunction with (2.20), Db is a non-negative bounded self-
adjoint operator dominated by the self-adjoint operator D∞. Hence (2.56) follows
from (2.53). �

The following corollary gives a sufficient condition that the operator D∞ =
(H + 1)−1 − (H∞ + 1)−1 belongs to a Schatten-von Neumann ideal of finite order
and gives an upper bound for the corresponding Schatten-von Neumann norm.

Corollary 2.21. Let D(J) ⊃ D(H) and L(H,P ) <∞.

a) Let 1 ≤ p <∞. If JG ∈ Sp(H,Haux), then Db ∈ Sp(H,H) and
‖D∞‖Sp ≤

√
L(H,P ) ‖JG‖Sp . (2.58)

b) Let t ∈ (3/2,∞). If JJ∗ is bounded and JGt belongs to the Hilbert-Schmidt
class S2(H,Haux), then

‖D∞‖S4t−2 ≤
√

L(H,P )
(
‖JJ∗‖2t−2 ‖JGt‖2S2

) 1
4t−2 . (2.59)

Proof. By Theorem 2.7 and since L(H,P ) < ∞, we have that ran(JG) ⊂ D(Ȟ),

‖ȞJG‖ =
√

L(H,P ) and limb→∞ ‖D∞−Db‖ = 0. By Lemma 2.4 b), this implies
that

D∞ = (JG)∗ȞJG,

hence (2.58) follows from (2.48) in conjunction with (2.49).
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Suppose, in addition, that JJ∗ is bounded. For all h ∈ Haux and f ∈ D(E)
(f, (JG)∗h) = (JGf, h)aux = E1(Gf, J∗h) = (f, J∗h).

Thus J∗h = (JG)∗h for all h ∈ Haux. Thus JJ∗ = JG1/2(JG1/2)∗ and hence

‖JJ∗‖ = ‖JG1/2‖2.
In conjunction with the hypothesis JGt ∈ S2 this implies, by [6, Lemma 2], that

‖JG‖4t−2
S4t−2

≤ ‖JJ∗‖2t−2 ‖JGt‖2S2
,

hence (2.59) follows now from (2.58). �

2.6. Compact perturbations

2.6.1. Expansions. We get stronger assertions provided the operator J is compact.
Let us assume that J is a compact operator from (D(E), E1) into Haux, that the
domain of J equals D(E), and that the range of J is dense in Haux.

Since J : D(E) → Haux is compact and G1/2 is a unitary mapping from the
Hilbert space H onto the Hilbert space (D(E), E1), the operator JG1/2 : H → Haux

is also compact and there exist a family (λk)k∈I in (0,∞), an orthonormal system
(ek)k∈I in H, and an orthonormal system (gk)k∈I in Haux with the following
properties:

(i) I has only finitely many elements or I = N and

λk → 0, k →∞.

(ii) JG1/2f =
∑
k∈I

λk(ek, f)gk ∀ f ∈ H. (2.60)

We shall call the latter expansion the canonical expansion of the operator JG1/2

and refer the reader to [24, p. 4], for more details.
It follows that

(JG1/2)∗h =
∑
k∈I

λk(gk, h)aux ek ∀h ∈ Haux, (2.61)

and, in particular,

(JG1/2)∗gk = λkek ∀ k ∈ I. (2.62)

By (2.60) and (2.61),

JG1/2(JG1/2)∗h =
∑
k∈I

λ2
k(gk, h)auxgk ∀h ∈ Haux. (2.63)

In particular,

JG1/2(JG1/2)∗gk = λ2
kgk ∀ k ∈ N. (2.64)

Furthermore, ker((JG1/2)∗) = (ran(JG1/2))⊥ = {0}, since ran(J) is dense in
Haux. Thus the compact operator JG1/2(JG1/2)∗ in Haux is invertible. Therefore,
(2.63) implies that (λ2

k)k∈I is the family of eigenvalues of JG1/2(JG1/2)∗ counted
repeatedly according to their multiplicity, that, for any k ∈ I, the vector gk is an
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eigenvector of JG1/2(JG1/2)∗ corresponding to the eigenvalue λ2
k, and that (gk)k∈I

is an orthonormal basis of Haux. (2.63) implies now that

{1/b+ JG1/2(JG1/2)∗}−1h =
∑
k∈I

1

λ2
k + 1/b

(gk, h)aux gk ∀h ∈ Haux. (2.65)

By (2.12), (2.60), (2.61), and (2.65),

Dbf := ((H + 1)−1 − (Hb + 1)−1)f = G1/2
∑
k∈I

λ2
k

λ2
k + 1/b

(ek, G
1/2f)ek ∀ f ∈ H.

Since G1/2 is self-adjoint and bounded, it follows that

Dbf =
∑
k∈I

λ2
k

λ2
k + 1/b

(G1/2ek, f)G
1/2ek

=
∑
k∈I

λ2
k

λ2
k + 1/b

E1(G1/2ek, Gf)G1/2ek ∀ f ∈ H. (2.66)

(G1/2ek)k∈I is an orthonormal system in (D(E), E1), since (ek)k∈I is an or-
thonormal system in H and the operator G1/2 from H into (D(E), E1) is unitary.
Thus the series

∑
k∈I E1(G1/2ek, Gf)G1/2ek converges in (D(E), E1) (and, there-

fore, also in H), ∑
k∈I
|E1(G1/2ek, Gf)|2 ≤ E1(Gf,Gf) <∞,

and

E1

(∑
k∈I
E1(G1/2ek, Gf)G1/2ek −Dbf,

∑
k∈I
E1(G1/2ek, Gf)G1/2ek −Dbf

)

=
∑
k∈I

∣∣∣∣ 1

1 + bλ2
k

∣∣∣∣2 |E1(G1/2ek, Gf)|2 → 0, b→∞, (2.67)

for all f ∈ H. Since convergence in (D(E), E1) implies convergence in H and the
operators Db strongly converge in H to D∞, (2.67) implies that

D∞f =
∑
k∈I
E1(G1/2ek, Gf)G1/2ek =

∑
k∈I

(G1/2ek, f)G
1/2ek ∀ f ∈ H. (2.68)

Thus we have proved the following theorem.
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Theorem 2.22. Suppose that D(J) = D(E) and that J is compact. Then, with
(λk)k∈I and (ek)k∈I as in the canonical expansion of JG1/2,

((H + 1)−1 − (Hb + 1)−1)f =
∑
k∈I

λ2
k

λ2
k + 1/b

(G1/2ek, f)G
1/2ek ∀ f ∈ H,

(2.69)

((H + 1)−1 − (H∞ + 1)−1)f =
∑
k∈I

(G1/2ek, f)G
1/2ek ∀ f ∈ H, (2.70)

‖(Hb + 1)−1 − (H∞ + 1)−1‖ = sup
‖f‖=1

∑
k∈I

1

1 + bλ2
k

| (G1/2ek, f) |2. (2.71)

Remark 2.23. The technique of regularizing the singular problem through the use
of the canonical expansion is also typical for the theory of generalized pseudo
inverses like presented in [21]. In this context the large coupling limits are some-
times called the limits of the large penalty. They are used in numerical analysis
to regularize the ’jumping coefficients’ differential equations by penalization. A
good survey on regularization can be found in [18] and its use in the theory of
saddle-point problems can be found in [19].

In Sections 2.3 and 2.5 the operator Ȟ = (JJ∗)−1 has played an important
role, but did occur neither in the discussion of Schrödinger operators nor in this
section. Actually Ȟ is useful in these contexts, too. To begin with let us men-
tion that we can express the singular values λk with the aid of Ȟ . By (2.14),
JJ∗ = J(JG)∗ = JG1/2(JG1/2)∗. Thus the orthonormal basis (gk)k∈I of Haux is
contained in the domain of Ȟ and

Ȟgk =
1

λ2
k

gk ∀ k ∈ I. (2.72)

In addition, we have, by (2.62), that

(JG)∗gk = G1/2(JG1/2)∗gk = λkG
1/2ek ∀ k ∈ I. (2.73)

In many applications, one can use this formula in order to describe the vectors ek
with the aid of the eigenvectors gk of Ȟ . We demonstrate this in a simple case:

Let E = D be the classical Dirichlet form in L2(R) and μ be a positive Radon
measure on R such that supp(μ) = [0, 1]. The operator G := (−Δ+1)−1 : L2(R)→
L2(R) is an integral operator with kernel g(x− y), where g(x) :=

1

2
exp(−|x|) for

all x ∈ R. Since the function
∫

g(· − y)f(y)dy is continuous for all f ∈ L2(R),
the mapping JμG : L2(R) → L2(R, μ) is also an integral operator with the same
kernel g(x−y). Thus (JμG)∗ : L2(R, μ)→ L2(R) is an integral operator with kernel

g(y − x) = g(x − y). Since the function
∫

g(· − y)h(y)μ(dy) is continuous for all
h ∈ L2(R, μ), we finally obtain that also Jμ(JμG)∗ = JμJμ∗ : L2(R, μ)→ L2(R, μ)
is an integral operator with kernel g(x− y).

By Lemma 2.15, Jμ : H1(R)→ L2(R, μ) is compact. Thus we can choose an
orthonormal system (ek)k∈N in L2(R), an orthonormal basis (gk)k∈N of L2(R, μ),
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and a sequence (λk)k∈N of strictly positive real numbers such that

JμG1/2 =

∞∑
k=1

λk(ek, ·)gk.

Of course, the λk, ek and gk depend on μ, but we suppress this dependence in our
notation.

Let k ∈ N. The function uk :=
∫

g(· − y)gk(y)μ(dy) is continuous and square
integrable, and, for supp(μ) = [0, 1], satisfies the differential equation −y′′+ y = 0
on R \ [0, 1]. Thus

uk(x) =

{
uk(0)e

x, x ≤ 0,

uk(1)e
1−x, x ≥ 1.

Since uk is the continuous representative of λkG
1/2ek = (JμG)∗gk and Jμ(JμG)∗gk

= λ2
kgk it follows, for the continuous representative G1/2ek of G1/2ek, that

G1/2ek(x) = λk

⎧⎪⎨⎪⎩
gk(0)e

x, x ≤ 0,

gk(x), 0 < x < 1,

gk(1)e
1−x, x ≥ 1.

(2.74)

Set

αk(f) :=

∣∣∣∣∫ 0

−∞
gk(0)e

xf(x)dx +

∫ 1

0

gk(x)f(x)dx +

∫ ∞

1

gk(1)e
1−xf(x)dx

∣∣∣∣2 .

(2.75)
By (2.71) and (2.74), we can express the distances between the operators (−Δ+
bμ+1)−1 and their limit with the aid of the self-adjoint operator−Δ̌μ = (JμJμ∗)−1

in L2(R, μ). Let b ∈ (0,∞). Then

‖(−Δ+ bμ + 1)−1 − (−Δ+∞μ + 1)−1‖ = sup
‖f‖=1

∞∑
k=1

αk(f)

Ek + b
, (2.76)

where −Δ̌μgk = Ekgk for all k ∈ N, (gk)k∈N is an orthonormal basis of L2(R, μ).

2.6.2. Schatten-von Neumann classes. We can use Theorem 2.22 in order to derive
estimates for the rate of convergence with respect to Sp-norms.

Lemma 2.24. Suppose that D(J) = D(E) and J is compact. Let 1 ≤ p <∞. Then
with λk and ek as in the canonical expansion of JG1/2 the following holds.

a) The operator D∞ = (H + 1)−1 − (H∞ + 1)−1 belongs to the Schatten-von
Neumann class of order p if and only if∑

k∈I
‖D

p−1
2∞ G1/2ek‖2 <∞. (2.77)
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If this is the case, then

‖D∞‖pSp
=
∑
k∈I
‖D

p−1
2∞ G1/2ek‖2. (2.78)

b) Let 0 < b <∞. The operator D∞ −Db = (Hb + 1)−1 − (H∞ + 1)−1 belongs
to the Schatten-von Neumann class of order p if and only if∑

k∈I

1

1 + bλ2
k

‖(D∞ −Db)
p−1
2 G1/2ek‖2 <∞. (2.79)

If this is the case, then

‖D∞ −Db‖pSp
=
∑
k∈I

1

1 + bλ2
k

‖(D∞ −Db)
p−1
2 G1/2ek‖2. (2.80)

Proof. a) Let (fj)j∈I′ be an orthonormal basis for H. Since D∞ is a non-negative
self-adjoint operator, we obtain

‖D∞‖pSp
= tr(Dp

∞) =
∑
j∈I′

(Dp
∞fj , fj) =

∑
j∈I′

(D∞D
p−1
2∞ fj, D

p−1
2∞ fj)

=
∑

j∈I′,k∈I
|(G1/2ek, D

p−1
2∞ fj)|2 =

∑
k∈I
‖D

p−1
2∞ G1/2ek‖2. (2.81)

b) The proof of b) is quite similar, so we omit it. �

Theorem 2.25. Let p ∈ {1, 2}. Suppose that JG1/2 is compact. Then the following
two assertions are equivalent:

a) ‖(Hb + 1)− (H∞ + 1)−1‖Sp → 0 as b→∞.

b) (H + 1)−1 − (H∞ + 1)−1 belongs to Sp(H,H).
Proof. It is always true that ‖(Hb + 1)− (H∞ + 1)−1‖Sp → 0 as b→∞ if D∞ =

(H + 1)−1 − (H∞ + 1)−1 belongs to Sp(H,H), cf. Corollary 2.20.
Conversely, let first p = 2 and assume that

lim
b→∞

‖(Hb + 1)− (H∞ + 1)−1‖S2 = 0. (2.82)

Then, by Lemma 2.24,

‖D∞ −Db‖2S2
=
∑
k∈I

1

1 + bλ2
k

‖(D∞ −Db)
1/2G1/2ek‖2

=
∑
k∈I

1

1 + bλ2
k

((D∞ −Db)G
1/2ek, G

1/2ek)

=
∑
k∈I

1

1 + bλ2
k

∑
j∈I

1

1 + bλ2
j

|(G1/2ej , G
1/2ek)|2. (2.83)

Similarly, we obtain∑
k∈I
‖D

1
2∞G1/2ek‖2 =

∑
j,k∈I

|(G1/2ej, G
1/2ek)|2. (2.84)
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By (2.82) in conjunction with (2.83), we get for sufficiently large b that

1 ≥ ‖D∞ −Db‖2S2
=
∑
j,k∈I

1

1 + bλ2
k

1

1 + bλ2
j

|(G1/2ej, G
1/2ek)|2

≥ 1

1 + b2

∑
λj ,λk<1

|(G1/2ej , G
1/2ek)|2 (2.85)

and hence∑
k∈I
‖D

1
2∞G1/2ek‖2 =

∑
j,k∈I

|(G1/2ej, G
1/2ek)|2

≤ (1 + b)2 +
∑
λk≥1

∑
j∈I
|(G1/2ej , G

1/2ek)|2 +
∑
λk<1

∑
λj≥1

|(G1/2ej , G
1/2ek)|2

≤ (1 + b)2 + 2
∑
λk≥1

‖Gek‖2 <∞. (2.86)

Thus, by Lemma 2.24 a), the proof is complete for the case p = 2. The case p = 1
can be treated in a similar way. �

As in the previous subsection we can express the distances between the op-
erators (−Δ+ bμ + 1)−1 and their limit with the aid of the operator −Δ̌μ.

Lemma 2.26. Let μ be a positive Radon measure on R and suppose that supp(μ) =
[0, 1]. Let (gk) be an orthonormal basis of L2(R, μ) such that, with the operator
−Δ̌μ = (JμJμ∗)−1, the following holds:

−Δ̌μgk = Ekgk ∀ k ∈ N.

Then

‖(−Δ+ bμ + 1)−1 − (−Δ+∞μ + 1)−1‖S1 =

∞∑
k=1

βk
Ek + b

∀ b > 0, (2.87)

where

βk =
1

2
|gk(0)|2 +

1

2
|gk(1)|2 +

∫ 1

0

|gk(x)|2dx ∀ k ∈ N. (2.88)

Proof. Since Ek = 1/λ2
k for every k ∈ N, the lemma follows from (2.80) in con-

junction with (2.74). �

2.7. Dynkin’s formula

We can use (2.70) in order to derive an abstract version of the celebrated Dynkin’s
formula.

To begin with let us assume that D(J) = D(E) and J is compact. Choose
an orthonormal system (ek)k∈I in H, an orthonormal basis (gk)k∈I in Haux, and a
family (λk)k∈I of non-negative real numbers as in (2.60), i.e., such that JG1/2f =∑

k∈I λk(ek, f)gk for all f ∈ H. Then JG1/2f = 0 if and only if (ek, f) = 0 for all
k ∈ I.
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G1/2 is a unitary operator from H to (D(E), E1). Thus (G1/2ek)k∈I is an
orthonormal system in the Hilbert space (D(E), E1). Moreover, (ek, f) = 0 for all
k ∈ I if and only if E1(G1/2ek, G

1/2f) = 0 for all k ∈ I. Thus (G1/2ek)k∈I is an
orthonormal basis of ker(J)⊥; here ⊥ means orthogonal with respect to the scalar
product E1 on D(E) and “orthonormal” means “orthonormal with respect to E1”.
Thus the first equality in (2.68) yields that

D∞f = PJGf ∀ f ∈ H, (2.89)

where PJ denotes the orthogonal projection in (D(E), E1) onto ker(J)⊥.
(2.89) holds true under much weaker assumptions on the operator J . It is

easy to understand this fact: Let J1 and J2 be densely defined closed operators
from (D(E), E1) to Haux. For i = 1, 2 denote by HJi

b the self-adjoint operator in H
associated to EbJi and put

DJi∞ := (H + 1)−1 − lim
b→∞

(HJi

b + 1)−1.

By Kato’s monotone convergence theorem,

lim
b→∞

(HJ1

b + 1)−1 = lim
b→∞

(HJ2

b + 1)−1

provided ker(J1) = ker(J2), cf. (2.10). Trivially, we also have PJ1 = PJ2 in this
case and (2.89) holds true for J1 if and only if it holds true for J2. Thus in order to
prove (2.89) for a given operator J1 we only have to choose a compact operator J2

such that ker(J2) = ker(J1) and ran(J2) is dense in Haux. Hence the next theorem
follows from Lemma 2.29 below.

Theorem 2.27. Suppose that D(J) is dense in the Hilbert space (D(E), E1) and the
auxiliary Hilbert space Haux is separable. Let PJ be the orthogonal projection in
the Hilbert space (D(E), E1) onto the kernel kerJ of J . Then the following abstract
Dynkin’s formula holds true

(H + 1)−1 − (H∞ + 1)−1 = PJG. (2.90)

Remark 2.28. Since we choose Haux in such a way that ran(J) is dense in Haux,
the hypothesis that Haux be separable is, in particular, satisfied in the case when
D(J) = D(E) and J is compact.

Lemma 2.29. Let J be a densely defined closed operator from the Hilbert space
(H1, (·, ·)1) into the separable Hilbert space (H2, (·, ·)2)). Suppose that ran(J) is
dense in H2. Then there exists a compact operator J2 from H1 into H2 such that
D(J2) = H1, the range of J2 is dense in H2, and

ker(J2) = ker(J).

Proof. J∗ is a closed operator from the separable Hilbert space H2 to the Hilbert
space H1. Hence the Hilbert space (D(J∗), (·, ·)J∗) is separable, where (u, v)J∗ :=
(u, v)2 + (J∗u, J∗v)1.
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Since (D(J∗), (·, ·)J∗) is separable, we can choose a sequence (fn)n∈N such
that the set {fn : n ∈ N} is dense in (D(J∗), (·, ·)J∗). Selecting a linearly indepen-
dent subsequence (gn)n∈N of (fn)n∈N and applying Gram-Schmidt orthogonaliza-
tion, we get an orthonormal system (en)n∈N in H2 with

span{en : n ∈ N} = span{gn : n ∈ N}

and span{en : n ∈ N} is dense in (D(J∗), (·, ·)J∗).

D(J∗) is dense in H2, since J is closed. Thus span{en : n ∈ N} is also dense
in H2 and hence an orthonormal basis of H2. With this basis, we are able to define
the compact operator J2.

Set

λk := 2−k
1

1 + ‖J∗ek‖1
∀ k ∈ N.

Define an operator J0 by D(J0) = D(J) and

J0f :=

∞∑
k=1

λk (ek, Jf)2 ek ∀ f ∈ D(J0).

J0 is a bounded operator from H1 to H2 and densely defined. Hence its closure J2

is a bounded operator from H1 to H2 and D(J2) = H2.

J2 is a Hilbert-Schmidt operator. To show that take an orthonormal basis
(hj)j∈I of H1 such that hj ∈ D(J) for every j ∈ I. Then

∑
j∈I
‖J2hj‖22 =

∑
j∈I

∥∥∥∥∥∑
k∈N

λk(ek, Jhj)2ek

∥∥∥∥∥
2

2

=
∑
k∈N

λ2
k

∑
j∈I
|(J∗ek, hj)1|2 =

∑
k∈N

λ2
k‖J∗ek‖21 < ∞.

Next we show that ker(J) = ker(J2). If Jf = 0, then J0f = J2f = 0 and
we obtain ker(J) ⊂ ker(J2). On the other hand, J is densely defined and closed.
Hence ker(J) = ran(J∗)⊥. Take an f ∈ ker(J2). Then there is a sequence (fn)n∈N

in D(J0) such that f = limn→∞ fn and J2f = limn→∞ J0fn. Let (ek)k∈N be the
orthonormal basis in H2 introduced above. Then

0 = (J2f, ek)2 = lim
n→∞(J0fn, ek)2

= lim
n→∞

(∑
m∈N

λm(em, Jfn)2(em, ek)2

)
= lim

n→∞λk(ek, Jfn)2 = λk(J
∗ek, f)1.

Therefore, f is orthogonal to J∗ek for all k ∈ N. Since span{ek : k ∈ N} is dense
in (D(J∗), (·, ·)J∗), its image span{J∗ek : k ∈ N} is dense in ran(J∗). Thus f ∈
ran(J∗)⊥ = ker(J).
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It remains to prove that ran(J2) is dense in H2. Fix k0 ∈ N and ε > 0. Since,
by hypothesis, ran(J) is dense in H2, we can choose f ∈ D(J) satisfying∥∥∥∥Jf − ek0

λk0

∥∥∥∥ < ε.

Thus ‖J2f − ek0‖ < ε, because of

‖J2f − ek0‖22 =

∥∥∥∥∥∑
k∈N

λk(ek, Jf)2ek − ek0

∥∥∥∥∥
=

∑
k∈N,k �=k0

λ2
k |(ek, Jf)2|2 + λ2

k0

∣∣∣∣(ek0 , Jf)2 −
1

λk0

∣∣∣∣2

≤
∑

k∈N,k �=k0
|(ek, Jf)2|2 +

∣∣∣∣(ek0 , Jf)2 −
1

λk0

∣∣∣∣2

=

∥∥∥∥∥∑
k∈N

(ek, Jf)2ek −
ek0
λk0

∥∥∥∥∥
2

2

=

∥∥∥∥Jf − ek0
λk0

∥∥∥∥2
2

< ε.

Thus ek0 ∈ ran(J2). Since span{ek : k ∈ N} = H2, we have shown that ran(J2) is
dense in H2. �

2.8. Differences of powers of resolvents

In this section we shall use the generalized Dynkin’s formula to derive the surpris-
ing result that

(Hb + 1)−k − (H∞ + 1)−k =
(
(Hb + 1)−1 − (H∞ + 1)−1

)k ∀ k ∈ N (2.91)

for a large class of operators H and form perturbations P of H . Let us recall that

(Hb + 1)−1 → (H∞ + 1)−1 ⊕ 0, b→∞,

for a suitably chosen non-negative self-adjoint operator H∞ in a suitably chosen
closed subspace H∞ of H and that we abuse notation and write (H∞ + 1)−1 in
place of (H∞+1)−1⊕0. Here we abuse notation again and simply write (H∞+1)−k

in place of (H∞ + 1)−k ⊕ 0.

Before we derive formula (2.91), let us briefly mention some reasons why
one might be interested in this result. Let A and A0 be non-negative self-adjoint
operators. A and A0 may be differential operators so that passing to higher powers
of the resolvents improves regularity. There are also many examples where the
resolvent difference (A + 1)−1 − (A0 + 1)−1 does not belong to the trace class,
but (A + 1)−k − (A0 + 1)−k is a trace class operator for sufficiently large k. This
implies, by the Birman-Kuroda theorem, that the absolutely continuous spectral
part Aac of A is unitarily equivalent to Aac

0 and, in particular, A and A0 have the
same absolutely continuous spectrum. Estimates of the trace norm of (A+1)−k−
(A0 + 1)−k can also be used to compare the eigenvalue distributions of A and A0.
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Lemma 2.30. Suppose that D(J) ⊃ D(H) and

JGu = 0 ∀u ∈ ker(J). (2.92)

Then the following holds:

a) Db(G−D∞) = 0 for all b > 0.

b) D∞(G−D∞) = 0.

Proof. a) Let PJ be the orthogonal projection in (D(E), E1) onto the orthogonal
complement of ker(J). Then 1 − PJ is the orthogonal projection onto the bi-
orthogonal complement and hence onto the closure of ker(J). Since J is a closed
operator, its kernel is closed and hence 1 − PJ is the orthogonal projection onto
the kernel of J .

By the generalized Dynkin’s formula, cf. Theorem 2.27,

D∞ = PJG.

In conjunction with the resolvent formula (2.12) and the hypothesis (2.92), this
implies that

Db(G−D∞) = (JG)∗
(
1

b
+ JJ∗

)−1

JG(1− PJ )G = 0.

b) Due to the fact that the operators Db converge strongly to D∞, b) follows
from a). �

In the proof of the main theorem of this section we shall use the following
telescope-sum formula which holds true for arbitrary everywhere defined operators
A and B on H.

Ak −Bk =

k−1∑
j=0

Ak−1−j (A−B)Bj . (2.93)

If A and B are bounded self-adjoint operators and AB = 0, then

(BAu, v) = (u,ABv) = 0 ∀u, v ∈ H

and hence BA = 0.

Theorem 2.31. Suppose that D(J) ⊃ D(H) and ker(J) is G-invariant. Then

(Hb + 1)−k − (H∞ + 1)−k =
(
(Hb + 1)−1 − (H∞ + 1)−1

)k ∀ k ∈ N.
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Proof. Let k ∈ N. By formula (2.93) and having Lemma 2.30 in mind, we get

(Hb + 1)−k − (H∞ + 1)−k

=

k−1∑
j=0

(H∞ + 1)−k−1−j ((H∞ + 1)−1 − (Hb + 1)−1
)
(Hb + 1)−j

=

k−1∑
j=0

(G−D∞)k−1−j (D∞ −Db) ((G−D∞) + (D∞ −Db))
j

=

k−1∑
j=0

(G−D∞)k−1−j (D∞ −Db)
j+1

= (D∞ −Db)
k +

k−1∑
j=1

(G−D∞)k−j (D∞ −Db)
j .

Now observing that, by Lemma 2.30, we have, for all f ∈ H,(k−1∑
j=1

(G−D∞)k−j (D∞ −Db)
jf, f

)
= (f, (D∞ −Db)

j(G−D∞)k−jf) = 0,

we get the result. �

Corollary 2.32. Under the hypotheses of Theorem 2.31, the following holds:

‖(Hb + 1)−k − (H∞ + 1)−k‖ = ‖(Hb + 1)−1 − (H∞ + 1)−1‖k ∀ k ∈ N. (2.94)

In particular, there exists a c > 0 such that

lim inf
b→∞

bk‖(Hb + 1)−k − (H∞ + 1)−k‖

= lim sup
b→∞

bk‖(Hb + 1)−k − (H∞ + 1)−k‖ = ck > 0 ∀k ∈ N, (2.95)

and, for any k ∈ N, we have the following equivalence:

lim
b→∞

bk‖(Hb + 1)−k − (H∞ + 1)−k‖ <∞ ⇐⇒ J(D(H)) ⊂ D(Ȟ). (2.96)

Proof. By (2.16) in conjunction with (2.20), the operator D∞−Db is non-negative,
bounded, and self-adjoint. By the spectral calculus and Theorem 2.31, this implies
formula (2.94). The assertions (2.95) and (2.96), respectively, follow from (2.94)
in conjunction with Theorem 2.7. �

We conclude this section with an example which shows that the condition
(2.92) is not “artificial” at all.
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Example 2.33. Let D be the open unit disc in R2 and T the unit circle. We consider
the form in L2(T ) = L2(T, dθ) defined by

Ḟ(f, f) := 1

16π

∫ 2π

0

∫ 2π

0

|f(θ)− f(θ′)|2 sin−2

(
θ − θ′

2

)
dθdθ′,

D(Ḟ) := {f ∈ L2(T ) : F(f, f) <∞}. (2.97)

We define the form Ė in L2(D) as follows:

Ė(f, f) := 1

2

∫
D

|∇f |2dx,

D(Ė) := {f ∈ L2(D) : f is harmonic, E(f, f) <∞}. (2.98)

We take

J̇ : (D(Ė), Ė)→ (D(Ḟ), Ḟ), J̇f := f � T ∀ f ∈ D(Ė),

where f � T is the operation of taking the boundary limit of f . It is known, cf.
[13, p. 12], that J̇ is unitary and it preserves the subspace of constant functions.
We define an equivalence relation on both L2(D) and L2(T ) by f ∼ g ⇔ f − g is
a constant function. Accordingly we define the forms

F([f ], [f ]) := Ḟ(f, f), D(F) =
(
D(Ḟ)

)
/∼, (2.99)

E([f ], [f ]) = Ė(f, f), D(E) =
(
D(Ė)

)
/∼, (2.100)

and

J : (D(E), E)→ (D(F),F), J [f ] := J̇f ∀ [f ] ∈ D(E).

Then both F , E and J are well defined and it is well known that (D(E), E) is a

Hilbert space (which we take to be H). Furthermore since J̇ is unitary we conclude
that J is unitary as well. Thus ker(J) = {0} and trivially the assumption (2.92) is
satisfied. Since ker(J) = {0}, also H∞ = {0}, cf. (2.8), and hence (H∞ +1)−1 = 0
and D∞ = G. Since J0 is unitary, JJ∗ = 1 and, in particular, ran(JJ∗) = D(F).
J is not unitary as an operator from (D(E), E1) onto (D(F),F), but the norms
induced by E and E1 are equivalent and hence we still have ran(JJ∗) = D(F).
Thus, by formula (2.96), there exists a constant c ∈ (0,∞) such that

lim
b→∞

bk‖(Hb + 1)−k‖ = ck

for all k ∈ N.

It is also known that E and F in the previous example are Dirichlet forms and
the perturbation corresponding to J is a so-called jumping term and, in particular,
non-local, cf. [13, p. 12]. Moreover, obviously the operator J is not compact. In
the next section we shall concentrate on Dirichlet forms and treat certain local
perturbations, the so-called killing terms.
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3. Dirichlet forms

We can combine our general methods with tools from the theory of Dirichlet
forms in order to improve our results in the special, but very important case when
Hb = H + bμ for some Dirichlet operator H and some killing measure μ. It is
also possible to treat other kinds of perturbations, for instance, perturbations by
jumping terms, as it was demonstrated in Example 2.33.

3.1. Notation and basic results

Throughout this section, X denotes a locally compact separable metric space, m
a positive Radon measure on X such that supp(m) = X and E a (symmetric)
Dirichlet form in L2(X,m), i.e., a densely defined closed form in L2(X,m) satis-
fying

f̄ ∈ D(E) ∀ f ∈ D(E), (3.1)

(this condition is void in the real case) and possessing the contraction property

f c ∈ D(E) and E(f c, f c) ≤ E(f, f) (3.2)

for all real-valued f ∈ D(E), where f c := min(1, f+) and f+ := max(0, f). In
addition, we require the Dirichlet form be regular, i.e., the following two conditions
are satisfied:

a) The set of all f in the space C0(X) of continuous functions with compact
support such that f is a representative of an element of D(E) is dense in
(C0(X), ‖ · ‖∞). We shall denote this set by C0(X) ∩D(E).

b) The set of all f in D(E) with a continuous representative with compact
support is dense in (D(E), E1). We shall denote this set by C0(X) ∩ D(E),
too.

The capacity (with respect to E) of an open subset U of X and an arbitrary
subset B of X is defined as follows:

cap(U) := inf{E1(u, u) : u ≥ 1m-a.e. on U},
cap(B) := inf{cap(U) : U ⊃ B, U is open}, (3.3)

respectively. The classical Dirichlet form D, defined by (2.34), is a regular Dirichlet
form in L2(Rd) and the definition of capacity in Section 2.4 is equivalent to the
definition of capacity for D in (3.3). As in the classical case, a function u : X → C

is called quasi-continuous (with respect to E) if and only if for every ε > 0 there
exists an open set Uε such that u � X\Uε is continuous and cap(Uε) < ε. Moreover,
as in the classical case, every u ∈ D(E) has a quasi-continuous representative, two
quasi-continuous representatives are equal q.e., i.e., everywhere up to a set with
capacity zero, and every E1-convergent sequence has a subsequence converging q.e.
For u ∈ D(E) we denote by u also any quasi-continuous representative of u. We
shall denote by H the non-negative self-adjoint operator associated to E .
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Remark 3.1. There exists a Markov process M such that pt(·, B) is a quasi-
continuous representative of e−tH1B for every Borel set B ∈ B(X) with m(B) <∞
and all t > 0. Here pt(x,B) is the transition function of M and M is even an m-
symmetric Hunt process with state space X∪{Δ}, where Δ is added as an isolated
point if X is compact and X∪{Δ} is the one-point compactification ofX otherwise.

If E =
1

2
D, then the corresponding Markov process M is the standard Brownian

motion.

In the following, let μ be a positive Radon measure on X charging no set
with capacity zero. As in the classical case, we set

D(Pμ) := D(E) ∩ L2(X,μ), (3.4)

Pμ(u, v) :=

∫
ūv dμ ∀u, v ∈ D(E) (3.5)

and obtain that the operator Jμ from (D(E), E1) to L2(X,μ), defined by

D(Jμ) := D(Pμ), Jμu := u μ-a.e. ∀u ∈ D(Jμ), (3.6)

is closed and hence E + bPμ is closed for all b > 0. For each b > 0, we set Ebμ :=
E + bPμ and denote by H + bμ the non-negative self-adjoint operator associated
with Ebμ. Moreover,

(H +∞μ + 1)−1 := lim
b→∞

(H + bμ + 1)−1,

Dμ
b := (H + 1)−1 − (H + bμ + 1)−1 ∀ b ∈ [0,∞].

Theorem 3.2. Eμ is a regular Dirichlet form in L2(X,m).

(H + 1)−1 has a Markovian kernel G, i.e., there exists a mapping

G : X × B(X)→ [0, 1]

such that G(·, B) is measurable for every B in the Borel-algebra B(X) of X ,
G(x,X) ≤ 1 and G(x, ·) is a measure for every x ∈ X and

x �→
∫

f(y)G(x, dy)

is a quasi-continuous representative of (H + 1)−1f for every f ∈ L2(X,m). For
every non-negative Borel measurable function f on X the function Gf : X →
[0,∞], Gf(x) :=

∫
f(y)G(x, dy) for x ∈ X , is well defined. G is also m-symmetric,

i.e.,
∫

Gf hdm =
∫

f Ghdm for all non-negative Borel measurable functions f and
h. Gf ≥ 0 q.e. if f ≥ 0 m-a.e. E , H , and G will be called conservative if G1 = 1 q.e.
We shall abuse notation and denote not only the Markovian kernel of (H + 1)−1,
but also the operator (H + 1)−1 by G. Moreover, we put

Gμ := (H + μ + 1)−1

and denote by Gμ also the m-symmetric Markovian kernel of this operator.
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The Dirichlet form E is strongly local if and only if the following implication
holds for all u, v ∈ D(E):

supp(um) and supp(vm) compact and v constant in
a neighborhood of supp(um) implies that E(u, v) = 0.

(3.7)

Example 3.3. D is a regular conservative strongly local Dirichlet form in L2(Rd).

3.2. Trace of a Dirichlet form

In the remaining part of this note we shall assume that μ is a positive Radon
measure on X charging no set with capacity zero (with respect to E) that satisfies

D(H) ⊂ D(Jμ). (3.8)

Recently Chen, Fukushima, and Ying [10] have obtained deep results on the trace
of a Dirichlet form and the associated Markov process. It turns out that traces of
Dirichlet forms are also very useful for the investigation of large coupling conver-
gence.

Before we give the definition of the trace of a Dirichlet form, we need some
preparation. We put

F := supp(μ)

and identify L2(X,μ) and L2(F, μ) in the canonical way, i.e., via the unitary
transformation u �→ u � F . We further put

Pμ := PJμ ,

i.e., Pμ is the orthogonal projection in the Hilbert space (D(E), E1) onto the orthog-
onal complement of ker(Jμ) (with respect to the scalar product E1). Obviously,
the following implications hold:

Jμu = Jμw =⇒ u− w ∈ ker(Jμ) =⇒ Pμu = Pμw.

Hence, the following is correctly defined:

Definition 3.4. We define the form Ěμ1 in L2(F, μ) as follows:

D(Ěμ1 ) := ran(Jμ),

Ěμ1 (Jμu, Jμv) := E1(Pμu, Pμv) ∀u, v ∈ D(E). (3.9)

Ěμ1 is called the trace of the Dirichlet form E1 with respect to the measure μ.

Theorem 3.5. Ěμ1 is a regular Dirichlet form in L2(F, μ).

The proof of this theorem can be found in [13, Chapter 6].

Remark 3.6. In the Definition 3.4 we have essentially used that the Dirichlet form
E1 is coercive. One can define the trace Ěμ of an arbitrary regular Dirichlet form
E with respect to a measure μ in such a way that for E1 the Definition 3.5 above
is equivalent to the general one. Even in the general case Ěμ is a regular Dirichlet
form in L2(F, μ). We shall not use these extensions in this note and omit the
details, but refer the interested reader to [13, Chapter 6.2].
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The operator

Ȟμ := (JμJμ∗)−1 (3.10)

plays an important role in the discussion of large coupling convergence. It is re-
markable that Ȟμ is the self-adjoint operator associated with the Dirichlet form Ěμ1 .

Lemma 3.7. Ȟμ is the self-adjoint operator associated with Ěμ1 .

Proof. u− Pμu ∈ ker(Jμ) for every u ∈ D(E). Thus
Pμu ∈ D(Jμ) and JμPμu = Jμu ∀u ∈ D(Jμ). (3.11)

Since the operator Ȟμ is self-adjoint, we only need to prove that it is a restriction
of the self-adjoint operator associated with Ěμ1 . For this it suffices to show that

Ěμ1 (JμJμ∗f, h) = (f, h)L2(μ) ∀ f ∈ D(JμJμ∗)∀h ∈ D(Ěμ1 ).
By Theorem 3.5, it suffices to prove this equality for all f ∈ D(JμJμ∗) and all
h ∈ C0(F ) ∩D(Ěμ1 ). Let now h ∈ C0(F ) ∩D(Ěμ1 ) and choose u ∈ D(E) such that
h = Jμu. Then, by (3.11), JμPμu = Jμu = h. Let f ∈ D(JμJμ∗). Then

Ěμ1 (JμJμ∗f, h) = E1(Jμ∗f, Pμu) = (f, JμPμu)L2(μ) = (f, h)L2(μ).

Thus Ȟμ is the self-adjoint operator associated with Ěμ1 . �

The following example illustrates the strength of the previous lemma for the
investigation of large coupling convergence.

Example 3.8 (Continuation of Example 2.16). We choose (xn)n∈Z, (an)n∈Z, d, Γ,
−ΔΓ

D, and μ as in the Example 2.16. Assume, in addition, that

m0 := inf
n∈Z

an > 0. (3.12)

Then the operators −Δ+ b
∑
n∈Z

anδxn converge in the norm resolvent sense to

−ΔΓ
D with maximal rate of convergence, i.e.,

lim
b→∞

b ‖(−Δ+ b
∑
n∈Z

anδxn + 1)−1 − (−ΔΓ
D + 1)−1‖ <∞. (3.13)

Proof. Let Ďμ1 be the trace of D with respect to the measure μ. Let f ∈ L2(R, μ).
Then

∞ >

∫
|f |2 dμ =

∑
n∈Z

an|f(xn)|2 ≥ m0

∑
n∈Z

|f(xn)|2.

Choose ϕ ∈ C∞
0 (R) such that ϕ(0) = 1 and ϕ(x) = 0 if |x| ≥ d/2. Then f(xn)·

ϕ(· − xn), n ∈ Z, are pairwise orthogonal elements of H1(R) and∑
n∈Z

‖f(xn)ϕ(· − xn)‖2H1(R) =
∑
n∈Z

|f(xn)|2‖ϕ‖2H1(R) <∞.

Thus u :=
∑
n∈Z

f(xn)ϕ(· − xn) ∈ H1(R). Since f = u μ-a.e., we obtain f ∈
ran(Jμ) = D(Ďμ1 ). Thus

D(Ďμ1 ) = L2(R, μ).
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By the previous lemma, −Δ̌μ := (JμJμ∗)−1 is the self-adjoint operator asso-
ciated with the closed form Ď

μ
1 in L2(R, μ). Since the domain of the form associated

to −Δ̌μ equals the whole Hilbert space L2(R, μ), the domain of D(−Δ̌μ) equals
L2(R, μ), too. Thus, trivially,

Jμ(D(−Δ)) ⊂ D(−̌Δμ
).

By Theorem 2.7, this implies the assertion (3.13). �
We shall demonstrate how to use traces of Dirichlet forms for the investigation

of large coupling convergence by further examples. First we need some preparation.

Lemma 3.9. Let μ be a positive Radon measure on R such that supp(μ) = [0, 1].
Then

Ď
μ
1 (f, h) =

∫ 1

0

(f ′h′ + f̄h)dx + f(0)h(0) + f(1)h(1) ∀ f, h ∈ D(Ďμ1 ). (3.14)

(We recall that f denotes both an element of D(Ďμ1 ) and the unique continuous
representative of f .)

Proof. By polarization, it suffices to consider the case f = h. Choose u ∈ H1(R)
such that f = Jμu. By definition,

Ď
μ
1 (f, f) = D1(Pμu, Pμu). (3.15)

Pμ is infinitely differentiable on R \ [0, 1] and
−(Pμu)′′ + Pμu = 0 on R \ [0, 1], (3.16)

since D1(Pμu, v) = 0 for every v ∈ C∞
0 (R) with support in R \ [0, 1]. Since, by

(3.11), JμPμu = Jμu = f , this implies

Pμu(x) = Pμu(0)e
x = f(0)ex ∀x ≤ 0,

Pμu(x) = Pμu(1)e
1−x = f(1)e1−x ∀x ≥ 1. (3.17)

Thus

D1(Pμu, Pμu) =

∫
R\[0,1]

(|(Pμu)′|2 + |(Pμu)|2)dx +

∫ 1

0

(|f ′|2 + |f |2)dx

= |f(0)|2 + |f(1)|2 +
∫ 1

0

(|f ′|2 + |f |2)dx. (3.18)

�
Corollary 3.10. Let μ be a positive Radon measure on R such that supp(μ) = [0, 1]
and 1(0,1)μ = 1(0,1) dx. Then each eigenvalue of the self-adjoint operator −Δ̌μ in

L2(R, μ) associated to the trace Ď
μ
1 of D1 with respect to the measure μ is strictly

positive.
Let η > 0 and −Δ̌μf = (η2 + 1)f . Then there exist constants c ∈ C and

θ ∈ [−π/2, π/2] such that (the continuous representative of ) f satisfies

f(x) = c sin(ηx + θ) ∀x ∈ [0, 1]. (3.19)



Large Coupling Convergence 109

Proof. Each eigenvalue of −Δ̌μ is strictly positive, since −Δ̌μ is an invertible non-
negative self-adjoint operator.

Let η > 0 and −Δ̌μf = (η2 + 1)f . By (3.14),

(−Δ̌μf, h)L2(R,μ) =

∫ 1

0

(f ′h′ + f̄h) dx

for all infinitely differentiable functions with compact support in (0, 1). This implies
that f is infinitely differentiable on (0, 1) and −Δ̌μf = −f ′′(x) + f(x) for every
x ∈ (0, 1). Thus −f ′′(x) = η2f(x) for all x ∈ (0, 1) and hence there exist constants
c and θ such that f(x) = c sin(ηx+θ) for all x ∈ (0, 1) and, therefore, by continuity,
for all x ∈ [0, 1]. �

We can now apply Lemma 2.26 in order to derive results on the rate of trace
class convergence. We demonstrate how to do this through the following example.

Example 3.11. Let μ1 := 1[0,1] dx and μ2 := μ1 + δ0 + δ1. Then

lim
b→∞

√
b ‖(−Δ+ bμ1 + 1)−1 − (−Δ+∞μ1 + 1)−1‖S1 =

3

2
(3.20)

and

lim
b→∞

√
b ‖(−Δ+ bμ2 + 1)−1 − (−Δ+∞μ2 + 1)−1‖S1 =

1

2
. (3.21)

Proof. Let μ ∈ {μ1, μ2}. Let k ∈ N, ck ∈ R \ {0}, ηk > 0, θk ∈ [−π/2, π/2] and
suppose that gk with gk(x) = ck sin(ηkx + θk) for all x ∈ [0, 1] is a normalized
eigenfunction of −Δ̌μ. We have∫ 1

0

(g′kh
′ + gkh) dx + gk(1)h(1) + gk(0)h(0)

= Ď
μ
1 (gk, h) = (−Δ̌μgk, h)L2(μ) = (−g′′k + gk, h)L2(μ) ∀h ∈ D(Ďμ).

Moreover,

(−g′′k + gk, h)L2(μ1) =

∫ 1

0

(g′kh
′ + gkh) dx− g′k(1)h(1) + g′k(0)h(0),

and

(−g′′k + gk, h)L2(μ2)

= (−g′′k + gk, h)L2(μ1) + (−g′′k (1) + gk(1))h(1) + (−g′′k(0) + gk(0))h(0)

for all h ∈ D(Ďμ1) and h ∈ D(Ďμ2), respectively. It follows that

g′k(0) = gk(0) and g′k(1) = −gk(1) if μ = μ1,

and

g′′k (0) = −g′k(0) and g′′k (1) = g′k(1) if μ = μ2.



110 H. BelHadjAli, A. Ben Amor and J.F. Brasche

It follows now by elementary calculus that

lim
k→∞

θk = π/2 if μ = μ1,

lim
k→∞

θk = 0 if μ = μ2,

lim
k→∞

(ηk − kπ) = 0 and lim
k→∞

c2k = 2 in both cases.

Hence

lim
k→∞

g2k(0) = lim
k→∞

g2k(1) = 2 if μ = μ1,

lim
k→∞

g2k(0) = lim
k→∞

g2k(1) = 0 if μ = μ2.

Inserting these results into Lemma 2.26 and taking Corollary 3.10 into account,
we complete the proof by an elementary computation. �

Finally, we want to hint to an interesting fact. Again let μ1 = 1[0,1] dx.

Choose an orthonormal system (gk)k∈N in L2(R, μ1) and a sequence(ηk)k∈N of
strictly positive real numbers such that −Δ̌μgk = (1 + η2

k) gk for all k ∈ N. Then,
by (2.76),

‖(−Δ+ bμ1 + 1)−1 − (−Δ+∞μ1 + 1)−1‖ ≥
∞∑
k=1

αk(f)

1 + η2
k + b

for any normalized f ∈ L2(R), where

αk(f) := |
∫ 0

−∞
gk(0)e

xf(x) dx +

∫ 1

0

gk(x)f(x) dx +

∫ ∞

1

gk(1)e
1−xf(x) dx|2.

If we choose f(x) :=
√
2 1(−∞,0)(x)e

x for all x ∈ R, then, by the considerations of
the previous example, limk→∞ αk(f) = 1 and hence

lim
b→∞

√
b ‖(−Δ+ bμ1 + 1)−1 − (−Δ+∞μ1 + 1)−1‖ ≥ 1

2
. (3.22)

Thus the operators (−Δ+ bμ1 + 1)−1 do not converge faster than O(1/
√

b) with
respect to the operator norm. On the other hand, the rate of convergence becomes
O(1/b), if we add ε0δ0 + ε1δ1 to the measure μ1, where ε1 and ε2 are any strictly
positive real numbers, cf. Example 3.19 below. Thus arbitrarily small changes of
the measure can lead to strong changes of the rate of convergence.

Actually, if one combines (2.76), (2.75) and the results from the previous
example, then one gets via an elementary computation that

lim
b→∞

√
b ‖(−Δ+ bμ1 + 1)−1 − (−Δ+∞μ1 + 1)−1‖ = 1

2
. (3.23)
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3.3. A domination principle

For positive Radon measures μ on X charging no set with capacity zero let

Hμ∞ := ker(Jμ)

be the closure of ker(Jμ) in the Hilbert space H. We have

(H +∞μ + 1)−1 = (H +∞ν + 1)−1

for Hμ∞ = Hν∞. This can be true even if the measures μ and ν are quite different;
in particular, it is not necessary that the measures μ and ν are equivalent.

Intuitively one expects in the case (H + ∞μ + 1)−1 = (H + ∞ν + 1)−1

that the operators (H + bμ + 1)−1 converge at least as fast as (H + bν + 1)−1 if
μ ≥ ν. We shall prove that this is true. In this way we can use known results for
one measure ν in order to derive results for another measure μ. For instance, if
(H + bν +1)−1 converge with maximal rate, i.e., as fast as O(1/b), and μ ≥ ν and
(H +∞μ+1)−1 = (H +∞ν + 1)−1, then (H + bμ+ 1)−1 converge with maximal
rate, too.

Lemma 3.12. Let μ and ν be positive Radon measures on X charging no set with
capacity (with respect to E) zero. Assume, in addition, that μ ≥ ν. Then the
operator Gν − Gμ is positivity preserving, i.e., it holds (Gν − Gμ)f ≥ 0 m-a.e if
f ≥ 0 m-a.e.

Proof. Let f, g ∈ L2(X,m), f ≥ 0 m-a.e., and g ≥ 0 m-a.e. Then Gμf ≥ 0 m-a.e.
and Gνg ≥ 0 m-a.e., since Gμ and Gν are positivity preserving. By [13, Lemma
2.1.5], this implies that all quasi-continuous representatives of Gμf and of Gνg
(with respect to E) are non-negative q.e. and, therefore, also (μ− ν)-a.e.

We have, with the convention that u denotes both an element of D(E) and
any quasi-continuous representative of u, that

(f,Gνg) = Eμ1 (Gμf,Gνg)

= Eν1 (Gμf,Gνg) +

∫
Gμf Gνg d(μ− ν)

= (Gμf, g) +

∫
Gμf Gνg dμ.

Thus ∫
(Gνf −Gμf)g dm =

∫
Gμf Gνg d(μ− ν).

Since the right-hand side is non-negative for every g ∈ L2(X,m) satisfying g ≥ 0
m-a.e., it follows that Gνf −Gμf ≥ 0 m-a.e. �

It holds G = G0, where 0 denotes the measure which is identically equal to
zero and b′μ ≤ bμ if b′ ≤ b. Hence it follows from the previous lemma that

G(·, B) ≥ Gb′μ(·, B) ≥ Gbμ(·, B) ∀B ∈ B(X) q.e. if 0 < b′ < b. (3.24)
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Thus (H +∞μ + 1)−1 has also an m-symmetric Markovian kernel G∞μ and

Gbμ(·, B) ≥ G∞μ(·, B) ∀B ∈ B(X) q.e. (3.25)

For each b ∈ [0,∞], it follows that Dμ
b has an m-symmetric Markovian kernel, also

denoted by Dμ
b , and that

Dμ
b′(·, B) ≤ Dμ

b (·, B) ≤ Dμ
∞(·, B) ∀B ∈ B(X) q.e. if 0 < b′ < b. (3.26)

Corollary 3.13. Under the hypotheses of Lemma 3.12 and the additional assump-
tion that

Dμ
∞ = Dν

∞,

it holds that

0 ≤ Dμ
∞f −Dμ

b f ≤ Dν
∞f −Dν

b f m-a.e. (3.27)

for all b > 0 provided that f ≥ 0 m-a.e. Moreover,

‖Dμ
∞ −Dμ

b ‖ ≤ ‖Dν
∞ −Dν

b ‖ ∀ b > 0. (3.28)

Proof. (3.27) follows immediately from Lemma 3.12 and (3.28) follows from (3.27),
since both the operators Dμ∞−Dμ

b and the operators Dν∞−Dν
b have m-symmetric

Markovian kernels. �
3.4. Convergence with maximal rate and equilibrium measures

First let us recall some known facts from the potential theory of Dirichlet forms,
cf. [13]. A positive Radon measure is a measure with finite energy integral (with
respect to E) if and only if there exists a constant c > 0 such that∫

|u| dμ ≤ c
√
E1(u, u) ∀u ∈ C0(X) ∩D(E). (3.29)

If μ is a measure with finite energy integral, then μ does not charge any set with
capacity zero and there exists a unique element U1μ (the 1-potential of μ) of D(E)
such that

E1(U1μ, v) =

∫
v dμ ∀ v ∈ D(E). (3.30)

It holds that U1μ ≥ 0 m-a.e. Now let μ be any positive Radon measure on X
charging no set with capacity zero. Then, for all h ∈ L2(X,μ) with h ≥ 0 μ-
a.e., the following holds: hμ is a measure with finite energy integral if and only if
h ∈ D(Jμ∗). In this case Jμ∗h equals the 1-potential U1(hμ) of hμ and hence

Jμ∗h = U1(hμ) ≥ 0 m-a.e. ∀h ∈ D(Jμ∗) with h ≥ 0μ-a.e. (3.31)

Let Γ be a closed subset of X such that the 1-capacity cap(Γ) of Γ is finite.
There exists a unique eΓ ∈ D(E) satisfying

eΓ = 1 q.e. on Γ and E1(eΓ, v) ≥ 0 ∀ v ∈ D(E) with v ≥ 0 q.e. on Γ. (3.32)

Moreover, there exists a unique positive Radon measure μΓ on X such that μΓ has
finite energy integral,

μΓ(Γ) = μΓ(X) = cap(Γ) and eΓ = U1μΓ. (3.33)
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Thus 1 ∈ D(JμΓ∗) and

JμΓJμΓ∗1 = 1 q.e. on Γ. (3.34)

The 1-equilibrium potential eΓ of Γ satisfies, in addition,

0 ≤ eΓ ≤ 1 m-a.e. (3.35)

We recall that Ȟ = (JμJμ∗)−1 and set

Ǩ := JμJμ∗ and Ǩα := (Ȟ + α)−1 ∀α > 0. (3.36)

(3.34) can be used to prove that JμΓJμΓ∗ is a bounded operator with norm
one. We prepare the proof through the following lemma.

Lemma 3.14. Let G be a symmetric Markovian kernel and set

Tf(x) :=

∫
f(y)G(x, dy)

whenever the expression on the right-hand side is defined. Then

‖Tf‖ ≤ (‖T 1‖∞)1/2‖f‖ ∀f ∈ L2(X,m) ∩ L∞(X,m)

and hence T extends to a bounded operator on L2(X,m) with

‖T ‖ ≤ (‖T 1‖∞)1/2. (3.37)

Proof. Let f ∈ L2(X,m) ∩ L∞(X,m). By Hölder’s inequality,

|Tf |2 ≤ T 1

∫
X

f2(y)G(·, dy) ≤ ‖T 1‖∞
∫
X

f2(y)G(·, dy). (3.38)

This yields, by the Markov property and the symmetry of G, that ‖Tf‖2 ≤
‖T 1‖∞‖f‖2. �

Corollary 3.15. Let Γ be a closed subset of X such that 0 < cap(Γ) <∞. Then

‖JμΓJμΓ∗‖ = 1. (3.39)

Proof. By the first resolvent equality and since the operators Ǩα are positivity
preserving, the sequence (Ǩ1/nf)

∞
n=1 is pointwise non-decreasing μΓ-a.e. for all

f ∈ L2(X,μΓ) with f ≥ 0 μΓ-a.e.

By (3.36) and (3.34), 1 ∈ D(Ǩ) and Ǩ1 = 1 μΓ-a.e. and hence ‖Ǩ‖ ≥ 1. By
spectral calculus,

‖Ǩ1/nf − Ǩf‖L2(X,μΓ) → 0 as n→∞ ∀ f ∈ D(Ǩ). (3.40)

Since the sequence (Ǩ1/n1)
∞
n=1 is non-decreasing μΓ-a.e., it follows that it con-

verges to 1 μΓ-a.e. and, in particular, Ǩ1/n1 ≤ 1 μΓ-a.e. for all n ∈ N, n ≥ 1. By
Lemma 3.14, this implies that

‖Ǩ1/n‖ ≤ 1, n = 1, 2, 3, . . .

By (3.40), it follows that ‖Ǩ‖ ≤ 1. �
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It is remarkable that the important and large class of equilibrium measures
leads to large coupling convergence with maximal rate of convergence.

Theorem 3.16. Let Γ be a closed subset of X with finite capacity and μΓ the equi-
librium measure of Γ. Let F be the support of μΓ. Assume that (H + 1)−1 is
conservative. Then

‖(H + βμΓ + 1)−1 − (H +∞μΓ + 1)−1‖ ≤ 1

1 + b
∀ b > 0. (3.41)

Proof. By (3.26), DμΓ∞ −DμΓ

b possesses an m-symmetric Markovian kernel and, by
Lemma 3.14, it suffices to prove that

‖(H + bμΓ + 1)−11− (H +∞μΓ + 1)−11‖∞ ≤
1

1 + b
∀ b > 0. (3.42)

Let b > 0 and (fk) ⊂ C0(X) such that fk ↑ 1 everywhere on X . Using the
representation of G in terms of its Markovian kernel, we obtain that, by applying
the monotone convergence theorem,

JμΓGfk → 1 in L2(X,μΓ). (3.43)

Thus observing that, by (3.34),
(
1
b + Ȟ−1

)−1
1 = b

1+b , we obtain

DμΓ

b fk = (IμΓG)∗
(
1

b
+ Ȟ−1

)−1

JμΓGfk →
b

1 + b
(JμΓG)∗1. (3.44)

By monotone convergence again, we get that DμΓ

b fk ↑ DμΓ

b 1 a.e. Thus, by the
latter identity and since

b

1 + b
(JμΓG)∗1 =

b

1 + b
U1μΓ,

we arrive at DμΓ

b 1 = b
1+bU1μΓ for all 0 < b <∞. Since the operators DμΓ

b converge
to DμΓ∞ strongly, this implies that DμΓ∞ 1 = U1μΓ. Thus

‖(H + bμΓ + 1)−11− (H +∞μΓ + 1)−11‖∞ ≤
‖U1μΓ‖∞
1 + b

∀ b > 0. (3.45)

Finally, the result follows from (3.33) and (3.35). �
By the previous theorem, L(H,PμΓ) ≤ 1 provided that the regular Dirichlet

form E is conservative. For conservative strongly local regular Dirichlet forms, we
can even give the exact value of L(H,PμΓ).

Theorem 3.17. Suppose that the regular Dirichlet form E associated to the non-
negative self-adjoint operator H in L2(X,m) has the strong local property. Let Γ
be a closed subset of X with finite capacity. If the interior Γ◦ of Γ is not empty,
then

L(H,PμΓ) ≥ 1. (3.46)

If, in addition, the operator (H + 1)−1 is conservative, then

L(H,PμΓ) = 1. (3.47)
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Proof. (3.47) follows from (3.46) and Theorem 3.16. Thus we only need to prove
(3.46).

Since U1μΓ = 1 q.e. on Γ and by the strong locality of E ,∫
u dm = (U1μΓ, u) = E1(U1μΓ, u) =

∫
u dμΓ

for all u ∈ C0(Γ
◦)∩D(E). Since C0(Γ

◦)∩D(E) is dense in C0(Γ
◦) with respect to

the supremum norm, it follows that

μΓ = m on the Borel-Algebra B(Γ◦) of B. (3.48)

Choose u ∈ C0(Γ
◦) ∩D(E) such that ‖u‖ = 1. For all f ∈ D(JμΓ)

E1(f,Gu) = (f, u) = (JμΓf, u)L2(μΓ) = E1(f, JμΓ∗u)

(in the second step we have used (3.48)). Thus Gu = JμΓ∗u and hence ȞJμΓGu =
u. Thus

‖ȞJμΓH‖ ≥ ‖u‖L2(μΓ) = ‖u‖ = 1

(again, we have used (3.48) in the second step). By Theorem 2.7 (c), this implies
(3.46). �

As a consequence of Theorem 3.16 in conjunction with Corollary 3.13, we
obtain the next result.

Corollary 3.18. Let E be a conservative Dirichlet form. Let Γ be a closed subset of
X with finite capacity, 0 < c < ∞, and let μ be a positive Radon measure on X
charging no set with capacity zero and such that μ ≥ c μΓ. Assume, in addition,
that

Dμ
∞ = DμΓ∞ .

(In particular, this is true if μ is absolutely continuous with respect to the equilib-
rium measure μΓ.) Then

‖Dμ
∞ −Dμ

b ‖ ≤
1

1 + cb
∀ b > 0.

If E equals the classical Dirichlet form D in L2(R), then the equilibrium
measure of the interval [0, 1] equals 1[0,1] = dx + δ0 + δ1. Hence the result in the
next example follows from the previous corollary. If one compares this result with
(3.22), then one sees that the rate of convergence for the operators (−Δ+bμ+1)−1

can be changed strongly by an arbitrarily small change of the measure μ.

Example 3.19. Let εi > 0 for i = 0, 1. Let μ = 1[0,1] dx + ε0δ0 + ε1δ1. Let c :=
min(ε0, ε1). Then

‖(−Δ+ bμ + 1)−1 − (−Δ+∞μ + 1)−1‖ ≤ 1

1 + cb
∀ b > 0.
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[15] L. Grubisić, Relative convergence estimates for the spectral asymptotic in the large
coupling limit. Integral Equations and Operator Theory 65 (2009), no. 1, 51–81.

[16] M. Hansmann, Schrödingeroperatoren mit exakten Konvergenzraten. Diplomarbeit,
TU Clausthal, 2005.

[17] R. Hempel, Schrödinger operator with strong magnetic fields of compact support.
Recent advances in differential equations and mathematical physics. Contemp. Math.
412 (2006), 199–205.

[18] Andrew V. Knyazev and O. Widlung, Lavrentiev regularization + Ritz approxima-
tion = uniform finite element error estimates for differential equations with rough
coefficients. Math. Comp. 72 (2003), no. 241, 17–40.

[19] Andrew V. Knyazev, Observations on degenerate saddle point problems. Comput.
Methods Appl. Mech. Engrg. 196 (2007), no. 37-40, 3742–3749.
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Abstract. A smooth spectral theory is presented in an abstract Hilbert space
framework. The main assumption (of smoothness) is the Hölder continuity of
the derivative of the spectral measure (density of states). A Limiting Absorp-
tion Principle (LAP) is derived on the basis of continuity properties of Cauchy-
type integrals. This abstract theory is then extended to include short-range
perturbations and sums of tensor products. Applications to partial differen-
tial operators are presented. In the context of partial differential operators
the spectral derivative is closely related to trace operators on compact (for
elliptic operators) or non-compact manifolds. A main object of application

here is the operator H = −
n∑

j,k=1
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∂xj
aj,k(x)
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∂xk
, a formally self-adjoint oper-

ator in L2(Rn), n ≥ 2. The real coefficients aj,k(x) = ak,j(x) are assumed to
be bounded and H is assumed to be uniformly elliptic and to coincide with
−Δ outside of a ball. A suitable LAP is proved in the framework of weighted
Sobolev spaces. It is then used for (i) A general eigenfunction expansion the-
orem and (ii) Global spacetime estimates for the associated (inhomogeneous)
generalized wave equation. Finally a number of directions for further study
are discussed.
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1. Introduction

This review deals with smooth spectral theory, namely, spectral theory of self-
adjoint operators whose spectral families possess certain regularity properties, be-
yond the properties shared by all spectral families. As we shall see, this situation
is typical of broad families of (symmetric) partial differential operators.

Let H be a self-adjoint (bounded or unbounded) operator in a Hilbert space
H. The classical spectral theorem [59] gives a representation of H ,

H =

∫
R

λdE(λ),

in terms of its (uniquely determined) spectral family (of projections) {E(λ)}.
The knowledge of {E(λ)} yields valuable information on the spectral struc-

ture of H ; the location of its singular or absolutely continuous spectrum, as well
as its eigenvalues. Also, it leads naturally to a definition of functions f(H), for a
wide family of functions f .

On the other hand, there are important issues (typically related to partial
differential operators) that cannot be resolved simply on the basis of the spectral
theorem. We pick here one important topic and expound it in more detail, so as
to illustrate the point at hand.

Assuming that {E(λ)} is (strongly) continuous from the left, one might think
of E(λ+ 0)−E(λ) as a projection on the eigenspace associated with λ. However,
if λ is not an eigenvalue, this projection clearly vanishes. On the other hand,
the mathematical foundation of quantum mechanics has turned the expansion
by generalized eigenfunctions (such as the Fourier transform with respect to the
Laplacian) into a basic tool of the theory (see, e.g., [86] for an early treatment).
So the question is how (if at all possible) to incorporate such an expansion into
the abstract framework of the spectral theorem. We shall address this question
in Section 7, where we show how the basic premise of this review, namely, the
smoothness concept of the spectral family, leads to an eigenfunction expansion
theorem for the class of divergence-type operators.

Using a formal point of view we can say that the bridge between the spectral
theorem and the aforementioned eigenfunction expansion theorem is obtained by
replacing the above difference E(λ + 0)− E(λ) by its scaled version, the (formal,
at this stage) derivative d

dλE(λ). In fact, this derivative is the cornerstone of the
present review.

Certainly, this derivative is far from being a new object . In the physical lit-
erature it is known as the density of states [29, Chapter XIII].

It has appeared implicitly in many mathematical studies of quantum me-
chanics. Our purpose here is to provide a systematic study of this spectral object
and to give some applications of it.

The fact that the spectral derivative is involved explains our use of the term
smooth spectral theory. It should be distinguished from Kato’s theory of smooth
operators [60, 75]. The latter refers to operators which are smooth with respect
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to other operators, while we study here the smoothness of the basic operators.
However, the two concepts are certainly related, as Kato’s smoothness can be
stated in terms of suitable boundedness of an operator with respect to the spectral
derivative of another one. Such smoothness plays a crucial role in our treatment
of global spacetime estimates in Section 8.

After introducing our basic notational conventions and functional spaces in
Section 2, we present the basic abstract setting in Section 3. This structure was
first established in a joint work with the late A. Devinatz [15]. It relies on the fun-
damental hypothesis that the spectral derivative is Hölder continuous in a suitable
functional setting. The primary aim is to establish a Limiting Absorption Princi-
ple (LAP), namely, that the resolvents (from either side of the spectrum) remain
continuous up to the (absolutely continuous) spectrum in this setting. Once estab-
lished for an operator H , we show in Subsection 3.2 that it persists to functions
f(H), for a wide family of functions f , with interesting results for operators of
mathematical physics, such as the relativistic Schrödinger operator. It is pointed
out that without the smoothness assumption, the validity of the LAP for H does
not necessarily imply its validity even for H2.

Sections 4 and 5 are devoted to further development of the abstract calculus.
The first deals with short-range perturbations and the second with sums of tensor
products. The presentation here is based both on [15] and the lecture notes [37].
While the framework is abstract, the applications to partial differential operators
are quite concrete. The spectral derivative is closely associated with traces of func-
tions (in Sobolev spaces) on manifolds, which gives a natural explanation to the
appearance of weighted L2 spaces in this context. The classical Schrödinger opera-
tor is considered, with either short-range perturbations (the abstract Definition 4.1
leads to the same class of potentials as considered by Agmon [1]) or uniform electric
fields (the Stark Hamiltonian). The results derived from the abstract setting in-
clude not only the existence of limiting values of the resolvent, but also their Hölder
continuity (a fact that cannot be demonstrated readily by other methods), their
decay rates at high energy and other properties. Using this approach, for example,
the study of the Laplacian in Rn is fully reduced to the one-dimensional case.

The next three sections are devoted to the main application considered in

this review, namely, a detailed study of the operator H = −
n∑

j,k=1

∂

∂xj
aj,k(x)

∂

∂xk
,

which is assumed to be formally self-adjoint in L2(Rn), n ≥ 2. The real coefficients
aj,k(x) = ak,j(x) are assumed to be bounded and H is assumed to be uniformly
elliptic and to coincide with −Δ outside of a ball. In particular, the coefficients
can be discontinuous. It is well known that these assumptions imply that σ(H),
the spectrum of H , is the half-axis [0,∞), and is entirely continuous. The threshold
z = 0 plays a special role in this setting. Our treatment here follows [11].

In Section 6 we establish the LAP for this operator and, in particular, show
that the limiting values of the resolvent remain continuous across the threshold
(which is therefore not a resonance). An important corollary is that the spectrum
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is entirely absolutely continuous. While the absolute continuity of the spectrum is
known in the case of smooth coefficients (using Mourre’s method [68]), its extension
to the case at hand (where coefficients are not even assumed to be continuous)
appears to be new.

Since its appearance in the classical works of Eidus [40] and Agmon [1], the
LAP has proven to be a fundamental tool in the study of spectral and scattering
theory. The method of Eidus (for second-order elliptic operators) relied on careful
elliptic estimates while the method of Agmon used Fourier analysis (division by
symbols with simple zeros), followed by a perturbative (“bootstrap”) argument
to deal with lower-order terms. This latter method, extended to simply charac-
teristic operators of any order, is expounded in [49, Chapter 14]. The method of
Mourre (also known as the “conjugate operator method”) [68] paved the way to
the breakthrough in the study of the (quantum) N -body problem [70]. We refer
to the monographs [4, 36] for the presentation of Mourre’s method in an abstract
framework. We also refer to the recent paper [41], where the LAP is proved by
using a combination of Mourre’s method and energy estimates.

The LAP for the divergence-type operator H introduced above cannot be ob-
tained by a straightforward application of either one of these methods. Firstly, the
presence of the non-constant coefficients aj,k(x) means that H is not a relatively
compact perturbation of the Laplacian, and the perturbation method of Agmon
cannot be applied. Secondly, if one insists (as we do here) on assuming only bound-
edness (and not smoothness) of these coefficients, the method of Mourre, as used
in the semiclassical literature [76], cannot be applied (the conjugate operator is re-
lated to a generator of the corresponding flow that, in turn, relies on smoothness).
In contrast, our approach to the LAP enables us to obtain resolvent estimates for
the Laplacian beyond the L2 setting, by using H−1,s weighted Sobolev spaces (see
Subsection 6.1). In this context the operator H can be handled as a perturbation
of the Laplacian.

We note in addition that both Agmon’s and Mourre’s methods cannot be
applied across the threshold at z = 0. Here we obtain continuity of the limiting
values of the resolvent across the threshold, at the expense of using a more restric-
tive weight function. This fact is essential in the treatment of global spacetime
estimates in Section 8.

A more detailed discussion of the relevant literature is given in Section 6.

Section 7 is devoted to the eigenfunction expansion theorem (by generalized
eigenfunctions) associated with the operator H . We have already touched upon
this topic above, illustrating the differences between the general (abstract) spec-
tral theorem and the detailed Fourier-type expansion needed in applications. We
expand on this issue in the section.

A global spacetime estimate for the associated (inhomogeneous) generalized
wave equation is proved in Section 8. We chose to bring this example (instead of
the simpler Schrödinger-type equation) in order to stress the various possibilities
available with the tool of the spectral derivative. In doing so we need to restrict
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much further our class of coefficient matrices. In fact, in order to obtain good
control on the behavior of the limiting values of the spectral derivative at high
energy, we need to use geometric assumptions (non-trapping trajectories), which
are common in semiclassical theory.

Finally, in Section 9 we list a small number of important new directions that
can be pursued in order to expand the scope of this smooth spectral theory. As an
illustration, we outline there the possibility to use the theory for estimates of heat
kernels, even beyond the L2 framework.

Concerning the references cited in this review, an attempt has been made
to include items closely related to the topics discussed here – and in the same
spirit. Thus, since we do not touch here on the N -body problem, no references
are made to papers dealing with this topic, beyond those mentioned above, in
connection with the LAP. Similarly, not mentioned are works dealing with the
spectral character of Schrödinger operators with more singular potentials, works
related to spacetime estimates in the framework of the Strichartz approach, and
so on. Even so, the amount of interesting and relevant papers is large, and the
author apologizes for any undue omissions.

2. Functional spaces and notation

We collect here some basic notations and functional spaces to be used throughout
this paper.

The closure of a set Ω (either in the real line R or in the complex plane C)
is denoted by Ω.

For any two normed spaces X , Y , we denote by B(X,Y ) the space of bounded
linear operators from X to Y , equipped with the operator norm ‖ ‖B(X,Y ) topology
(to which we refer as the uniform operator topology). In the case X = Y we simplify
to B(X).

The following weighted L2 and Sobolev spaces will appear frequently. First,
for s ∈ R and m a non-negative integer, we define

L2,s(Rn) :=
{
u(x)

∣∣ ‖u‖20,s = ∫
Rn

(1 + |x|2)s|u(x)|2dx <∞
}

Hm,s(Rn) :=
{
u(x)

∣∣ Dαu ∈ L2,s, |α| ≤ m, ‖u‖2m,s =
∑
|α≤m

‖Dαu‖20,s
}

(we write L2 for L2,0 and ‖u‖0 = ‖u‖0,0). More generally, for any σ ∈ R, let
Hσ ≡ Hσ,0 be the Sobolev space of order σ, namely,

Hσ =
{
û
∣∣ u ∈ L2,σ

}
,

‖û‖σ,0 = ‖u‖0,σ, where the Fourier transform is defined as usual by

û(ξ) = (2π)−
n
2

∫
Rn

u(x) exp(−iξx)dx. (2.1)
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For negative indices, we denote by
{
H−m,s, ‖ · ‖−m,s

}
the dual space of

Hm,−s. In particular, observe that any function f ∈ H−1,s can be represented
(not uniquely) as

f = f0 +

n∑
k=1

i−1 ∂

∂xk
fk, fk ∈ L2,s, 0 ≤ k ≤ n. (2.2)

In the case n = 2 and s > 1, we define

L2,s
0 (R2) =

{
u ∈ L2,s(R2)

∣∣ û(0) = 0
}
,

and set H−1,s
0 (R2) to be the space of functions f ∈ H−1,s(R2) which have a

representation (2.2), where fk ∈ L2,s
0 , k = 0, 1, 2.

3. The basic abstract structure

Let H be a Hilbert space over C (the complex numbers), whose scalar product and
norm we denote, respectively, by ( , ) and ‖ ‖.

Let X be another Hilbert space such that X ⊆ H, where the embedding is
dense and continuous. In other words, X can be considered as a dense subspace
of H, equipped with a stronger norm. Then, of course, X ↪→ H ↪→ X ∗, where X ∗

is the anti-dual of X , i.e., the continuous additive functionals l on X , such that
l(αv) = α l(v), α ∈ C. The (linear) embedding h ∈ H ↪→ x∗ ∈ X ∗ is obtained as
usual by the scalar product (in H), x∗(x) = (h, x).

We use ‖x‖X , ‖x∗‖X ∗ for the norms in X , X ∗, respectively, and designate by
〈 , 〉 the (X ∗,X ) pairing.

Let H be a self-adjoint (in general unbounded) operator on H and let {E(λ)}
be its spectral family. Let

R(z) = (H − z)−1, z ∈ C± =
{
z
∣∣ ± Im z > 0

}
,

be the associated resolvent operator. We denote by σ(H) ⊆ R the spectrum of H .
Clearly, if λ ∈ σ(H), then R(z) cannot converge to a limit in the uniform

operator topology of B(H) as z → λ. However, a basic notion in our treatment is
the fact that such continuity up to the spectrum of the resolvent can be achieved
in a weaker topology. We begin with the following definition.

Definition 3.1. Let [κ1, κ2] ⊆ R. We say that H satisfies the Limiting Absorption
Principle (LAP) in [κ1, κ2] if R(z), z ∈ C±, can be extended continuously to
Im z = 0, Re z ∈ [κ1, κ2], in the uniform operator topology of B(X ,X ∗). In this
case we denote the limiting values by R±(λ), κ1 ≤ λ ≤ κ2.

Remark 3.2. By the well-known Stieltjes formula [59], for all x ∈ X ,

((E(δ)− E(γ))x, x) =
1

2πi

δ∫
γ

〈(
R+(λ) −R−(λ)

)
x, x
〉
dλ, [γ, δ] ⊆ [κ1, κ2],

it follows that H is absolutely continuous in [κ1, κ2].
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Remark that our assumptions readily imply that the uniform operator topol-
ogy of B(X ,X ∗) is weaker than that of B(H). Also note that the limiting values
R−(λ) are, generally speaking, different from R+(λ).

For reasons to become clear later, we introduce still another Hilbert space
X ∗
H , which is a dense subspace of X ∗, equipped with a stronger norm (so that

the embedding X ∗
H ↪→ X ∗ is continuous). However, we do not require that H

be embedded in X ∗
H . As indicated by the notation, X ∗

H may depend on H (see
Example 3.5 below). A typical case would be when H can be extended as a densely
defined operator in X ∗ and X ∗

H would be its domain there, equipped with the graph
norm. This will be the case in Theorem 3.11 below.

Let {E(λ)} be the spectral family of H . When there is no risk of confusion,
we also use E(B) to denote the spectral projection on any Borel set B (so that
E(λ) = E(−∞, λ)).

Definition 3.3. Let U ⊆ R be open and let 0 < α ≤ 1. Assume that U is of full
spectral measure, namely, E(R\U) = 0. Then H is said to be of type (X ,X ∗

H , α, U)
if the following conditions are satisfied:

1. The operator-valued function

λ→ E(λ) ∈ B(X ,X ∗), λ ∈ U,

is weakly differentiable with a locally Hölder continuous derivative in
B(X ,X ∗

H); that is, there exists an operator-valued function

λ→ A(λ) ∈ B(X ,X ∗
H), λ ∈ U,

so that (recall that ( , ) is the scalar product in H while 〈 , 〉 is the (X ∗,X )
pairing)

d

dλ
(E(λ)x, y) = 〈A(λ)x, y〉 , x, y ∈ X , λ ∈ U,

and such that for every compact interval K ⊆ U , there exists an MK > 0
satisfying

‖A(λ) −A(μ)‖B(X ,X ∗
H) ≤MK |λ− μ|α , λ, μ ∈ K.

2. For every bounded open set J ⊆ U and for every compact interval K ⊆ J ,
the operator-valued function (defined in the weak sense)

z →
∫
U\J

A(λ)

λ− z
dλ, z ∈ C, Re z ∈ K, | Im z| ≤ 1,

takes values and is Hölder continuous in the uniform operator topology of
B(X ,X ∗

H), with exponent α.

Remark 3.4. We could localize this definition and, in particular, relax the assump-
tion that E(R \U) = 0. However, this is not needed for the operators discussed in
this review, typically perturbations of operators with absolutely continuous spec-
trum (see the following example below).
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Example 3.5 (H0 = −Δ). (This example will be continued in Subsections 5.5
and 6.1.)

We take the operator H0 to be the unique self-adjoint extension of the re-
striction of −Δ to smooth compactly supported functions [59]. Let

{
E0(λ)

}
be the

spectral family associated with H0 so that, using the Fourier notation introduced
in Section 2,

(E0(λ)h, h) =

∫
|ξ|2≤λ

|ĥ|2 dξ, λ ≥ 0, h ∈ L2(Rn). (3.1)

We refer to Section 2 for definitions of the weighted L2 and Sobolev spaces involved
in the sequel. Recall that by the standard trace lemma, we have∫

|ξ|2=λ

|ĥ|2 dτ ≤ C
∥∥ĥ∥∥2

Hs , s >
1

2
, λ > 0, (3.2)

where C > 0 is independent of λ and dτ is the restriction of the Lebesgue measure
(see [15] for the argument that it can be used for the full half-axis, not just compact
intervals).

We conclude that the weak derivative A0(λ) =
d
dλE0(λ) exists in the space

B(L2,s, L2,−s) for any s > 1
2 and λ > 0 and satisfies

〈A0(λ)h, k〉 = (2
√

λ)−1

∫
|ξ|2=λ

ĥk̂ dτ, h, k ∈ L2,s, (3.3)

where 〈 , 〉 is the (L2,−s, L2,s) pairing (conjugate linear with respect to the second
term) and dτ is the Lebesgue surface measure (we write L2,s for L2,s(Rn)).

Furthermore, by taking s large in (3.2) (it suffices to take s > n
2 +2) and using

the Sobolev imbedding theorem we infer that A0(λ) is locally Lipschitz continuous
in the uniform operator topology, so that by interpolation it is locally Hölder
continuous in the uniform operator topology of B(L2,s, L2,−s) for any s > 1

2 .

Finally, since the (distributional) Fourier transform of A0(λ)h is the surface

density (2
√

λ)−1δ|ξ|2−λĥ(ξ) dτ , we conclude that actually A0(λ)h ∈ Hm,−s, s > 1
2 ,

for any m > 0, and A0(λ) is locally Hölder continuous in the uniform operator
topology of B(L2,s, Hm,−s) for any s > 1

2 .

Thus, all the requirements of Definition 3.3 are satisfied with X = L2,s(Rn),
X ∗
H0

= H2,−s(Rn), s > 1
2 .

3.1. The limiting absorption prinicple – LAP

Recall first the classical Privaloff-Korn theorem (see [31] for a proof).

Theorem. Let f : R→ C be a compactly supported Hölder continuous function so
that, for some N > 0 and 0 < α < 1,

|f(λ2)− f(λ1)| ≤ N |λ2 − λ1|α , λ2, λ1 ∈ R.
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Let

F±(z) =
∫
R

f(λ)

λ− z
dλ, z ∈ C±.

Then, for every μ ∈ R, the limits

F±(μ) = limF (z) = ±iπf(μ) + P.V.

∫
R

f(λ)

λ− μ
dλ as z → μ, ± Im z > 0,

exist and moreover, for every compact K ⊆ C+ (or K ⊆ C−), there exists a
constant MK so that

|F±(z2)− F±(z1)| ≤ NMK |z2 − z1|α , z1, z2 ∈ K.

We can now state our basic theorem, concerning the LAP in the abstract
setting. We remark that a slightly different version will appear in Subsection 5.2.

Theorem 3.6. Let H be of type (X ,X ∗
H , α, U) (where U ⊆ R is open and

0 < α ≤ 1). Then H satisfies the LAP in U . More explicitly, the limits

R±(λ) = lim
ε↓0

R(λ± iε), λ ∈ U,

exist in the uniform operator topology of B(X ,X ∗
H) and the extended operator-

valued function

R(z) =

{
R(z), z ∈ C+,

R+(z), z ∈ U,

is locally Hölder continuous in the same topology (with exponent α).
A similar statement applies when C+ is replaced by C−, but note that the

limiting values R±(λ) are in general different.

Proof. Let J ⊆ U be a bounded open set such that J ⊆ U and K ⊆ J be a
compact interval. Let ϕ ∈ C∞

0 (U) be a cutoff function with ϕ ≡ 1 on J . Taking
x, y ∈ X , we have, for Re z ∈ K, Im z �= 0,

(R(z)x, y) =

∫
U

ϕ(μ) 〈A(μ)x, y〉
μ− z

dμ +

∫
U\J

(1− ϕ(μ)) 〈A(μ)x, y〉
μ− z

dμ

= (R1(z)x, y) + (R2(z)x, y) .

By hypothesis (see Definition 3.3) the operator-valued function

R2(z) =

∫
U\J

(1 − ϕ(μ))A(μ)

μ− z
dμ,

belongs to B(X ,X ∗
H), and it is locally Hölder continuous for Re z ∈ K. Thus, we

are reduced to considering R1.

Observe that the integral

R1(z) =

∫
U\J

ϕ(μ)A(μ)

μ− z
dμ,
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is well defined as a Riemann integral, since the integrand is continuous in the
uniform norm topology of B(X ,X ∗

H). Thus R1(z) ∈ B(X ,X ∗
H). It remains to prove

the assertion concerning its Hölder continuity.
Note that the embeddings X ↪→ H ↪→ X ∗ and X ∗

H ↪→ X ∗ ↪→ X ∗∗
H are dense

and continuous. Thus, we can view X as embedded in X ∗∗
H , so that the pairing

〈A(μ)x, y〉 can be regarded as an (X ∗
H ,X ∗∗

H ) pairing.
Suppose now that Im zi > 0, Re zi ∈ K, i = 1, 2, so that the Privaloff-Korn

theorem yields, for x, y ∈ X ,

|([R1(z2)−R1(z1)]x, y)|

≤MK sup
μ1 �=μ2

|〈[ϕ(μ2)A(μ2)− ϕ(μ2)A(μ2)]x, y〉|
|μ2 − μ1|α

|z2 − z1|α,

and as observed above

|〈[ϕ(μ2)A(μ2)− ϕ(μ2)A(μ2)]x, y〉|
≤
∥∥[ϕ(μ2)A(μ2)− ϕ(μ2)A(μ2)]x

∥∥
X ∗

H

‖y‖X ∗∗
H

≤
∥∥ϕ(μ2)A(μ2)− ϕ(μ2)A(μ2)

∥∥
B(X ,X ∗

H)
‖x‖X ‖y‖X ∗∗

H
.

Thus, ∣∣([R1(z2)−R1(z1)]x, y)
∣∣ ≤ NMK |z2 − z1|α ‖x‖X ‖y‖X ∗∗

H
,

where

N = sup
μ1 �=μ2

‖ϕ(μ2)A(μ2)− ϕ(μ2)A(μ2)‖B(X ,X ∗
H)

|μ2 − μ1|α
.

Since X is dense in X ∗∗
H , the last estimate yields

‖R1(z2)−R1(z1)‖B(X ,X ∗
H) ≤ NMK |z2 − z1|α ,

and the proof is complete. �

Corollary 3.7. In view of the Stieltjes formula (see Remark 3.2 above) we have

A(λ) =
1

2πi

(
R+(λ)−R−(λ)

)
, λ ∈ U.

In particular, H is absolutely continuous in U and R+(λ)−R−(λ) cannot vanish
on a subset of σ(H) ∩ U of positive (Lebesgue) measure.

Remark 3.8. The operator A(λ), λ ∈ [0,∞), is known in the physical literature as
the density of states [29, Chapter XIII].

Also, combining the theorem with the observations in Example 3.5 we obtain
the following corollary, which is Agmon’s classical LAP theorem [1].

Corollary 3.9. Let H0 = −Δ and set R0(z) = (H0 − z)−1, Im z �= 0. Then the
limits

R±
0 (λ) = lim

ε↓0
R0(λ± iε), λ ∈ (0,∞),
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exist in the uniform operator topology of B(L2,s, H2,−s), s > 1
2 . Furthermore, these

limiting values are Hölder continuous in this topology.

Remark 3.10. The considerations of Example 3.5, based on trace estimates, can
be applied to a wide range of constant coefficient partial differential operators
(so-called simply characteristic operators, including all principal-type operators).
Hence, a suitable LAP can be established for such operators. We shall not pursue
this direction further in this review, but refer the reader to [15].

In general, it is easier to verify the conditions of Definition 3.3 for the operator
space B(X ,X ∗) than for B(X ,X ∗

H). However, in some circumstances it is enough
to establish the conditions in the latter space. This is expressed in the following
theorem.

Theorem 3.11. Let H be densely defined and closable in X ∗, with closure H. Take
X ∗
H = D(H) (its domain), equipped with the graph norm

‖x‖2X ∗
H
= ‖x‖2X ∗ + ‖Hx‖2X ∗ .

Suppose that H is of type (X ,X ∗, α, U) (see Definition 3.3). Then in fact H is of
type (X ,X ∗

H , α, U).

Proof. In view of Theorem 3.6 (where all assumptions hold in B(X ,X ∗)) we know
that the limits

R±(λ) = lim
ε↓0

R(λ± iε), λ ∈ U,

exist in the uniform operator topology, are locally Hölder continuous and, further-
more, for all x ∈ X ,

lim
ε↓0

HR(λ± iε)x = x+ λR±(λ)x, λ ∈ U.

Since H is closed in X ∗, we obtain

HR±(λ)x = x + λR±(λ)x ∈ X ∗,

so that R±(λ)x ∈ X ∗
H . From the definition of the graph norm topology we see

that R±(λ) is locally Hölder continuous in B(X ,X ∗
H). Thus, using Eq. (3.7), we

conclude that the same is true for A(λ), so that the first condition in Definition 3.3
is satisfied.

To establish the second condition, let J ⊆ U be an open set and K ⊆ J

compact. Let z ∈ C with Re z ∈ K, and let F (λ; z) =
χU\J (λ)
λ−z (as usual, χ is the

characteristic function of the indicated set). By the standard spectral calculus

HF (H ; z) =

∫
U

λF (λ; z) dE(λ) =

∫
U\J

λA(λ)

λ− z
dλ,

so that both F (H ; z) =
∫
U\J

A(λ)
λ−z dλ and HF (H ; z) are in B(X ,X ∗) and are, in

fact, locally Lipschitz continuous in the uniform operator topology. Thus z →
F (H ; z) is locally Lipschitz continuous in B(X ,X ∗

H), which concludes the proof.
�
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3.2. Persistence of smoothness under functional operations

For a wide class of functions f : R→ R the (self-adjoint) operator f(H) is defined
via the calculus associated with the spectral theorem [59], namely,

f(H) =

∫
R

f(λ) dE(λ),

where {E(λ)} is the spectral family of H .
Various spectral properties of f(H) (whose spectrum is Ran fσ(H)) can be

read off from the structure of f . (We use the notation Ran fW for the image of
W ⊆ R under f).

However, one important aspect which is missing is the fact that if H satisfies
the Limiting Absorption Principle in U , there is no guarantee that f(H) satisfies
the same principle in Ran fU or any part thereof. This remains true even if f is
very smooth, monotone, etc.

In contrast, if H is of type (X ,X ∗
H , α, U), then also f(H) is of that type (with

U replaced by Ran fU and perhaps a different Hölder exponent), for a rather broad
family of functions. This is the content of the next theorem. In particular, in view
of Theorem 3.6, also f(H) satisfies the LAP.

We do not attempt to make the most general statement, but instead refer
the reader to [20] for further details.

Theorem 3.12. Let H be of type (X ,X ∗
H , α, U) (where U ⊆ R is open and

0 < α ≤ 1). Let f : R → R be a locally Hölder continuous function. Assume,
in addition, that the restriction of f to U is continuously differentiable, and that
its derivative f ′ is positive and locally Hölder continuous on U .

Then the operator f(H) is of type (X ,X ∗
H , α′,Ran fU ), for some 0 < α′ ≤ 1.

Proof. Let {F (λ)} be the spectral family of f(H). If B ⊆ R is a Borel set, the
spectral theorem yields

F (B) = E(f−1(B)),

and since E(R \ U) = 0 (see Definition 3.3), we can further write

F (B) = E(f−1(B) ∩ U).

Since f ′ > 0 in U , an easy calculation gives for the (weak) derivative

d

dμ
F (μ) = f ′(λ)−1 d

dλ
E(λ), λ = f(μ) ∈ U.

The assertion of the theorem follows directly from this formula. �

In view of Theorem 3.6 we infer that f(H) satisfies the LAP in Ran fU .

Remark 3.13. It should be remarked that if H satisfies the LAP in the sense of
Definition 3.1 (including all the functional setting mentioned there), there is no
guarantee that H2 satisfies the LAP in

{
μ = λ2

∣∣ λ ∈ U
}
. For this to be false,

however, one needs to find an example where the limiting values of the resolvent
are not Hölder continuous.
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Continuing Corollary 3.9 and taking f(λ) =
√
|λ| + 1, we obtain a LAP for

the relativistic Schrödinger operator [20].

Corollary 3.14. Let L =
√
−Δ + I and set P (z) = (L − z)−1, Im z �= 0. The

spectrum of L is σ(L) = [1,∞) and is absolutely continuous. The limits

P±(λ) = lim
ε↓0

P (λ± iε), λ ∈ (1,∞),

exist in the uniform operator topology of B(L2,s, H2,−s), s > 1
2 . Furthermore, these

limiting values are Hölder continuous in this topology.

4. Short-range perturbations

In Subsection 3.2 we have seen that if H satisfies the LAP, then so do various
functions of H . The classical work of Agmon [1] showed that the same is true for
short-range perturbations of H (apart from the possibility of discrete eigenvalues).

Our aim in this section is to introduce the notion of a short-range perturba-
tion in the abstract framework constructed in Section 3 and to derive the LAP
for the perturbed operator. Our unperturbed operator H is assumed to be of type
(X ,X ∗

H , α, U) (Definition 3.3). Its spectral family is {E(λ)}, having (weak) deriv-

ative A(λ) = d
dλE(λ), λ ∈ U .

Definition 4.1. An operator V : X ∗
H → X will be called

1. Short-range with respect to H if it is compact.
2. Symmetric if D(H)∩X ∗

H is dense in H and the restriction of V to D(H)∩X ∗
H

is symmetric.

The following lemma shows that (with some additional assumption) the op-
erator H + V is well defined.

Lemma 4.2. Let H be of type (X ,X ∗
H , α, U) and let V be short-range and sym-

metric. Suppose that there exists z ∈ C, Im z �= 0, and a linear subspace Dz ⊆
D(H) ∩X ∗

H such that (H − z)(Dz), the image of Dz under H − z, is dense in X .
Then P = H + V , defined on D(H) ∩ X ∗

H , is essentially self-adjoint.

Proof. Clearly, P is symmetric in H. Further, x ∈ Dz implies (with R(z) being
the resolvent of H),

(P − z)x = (I + V R(z)) (H − z)x.

Let w ∈ C, Imw �= 0, and define

Dw = Range of R(w)(H − z) restricted to Dz.

Since the range of R(w) is contained in D(H) ∩ X ∗
H , we have Dw ⊆ D(H) ∩ X ∗

H .
Also, the range of H − w acting on Dw equals that of H − z acting on Dz, which
is dense in X by assumption, and we can write

(P − w) x = (I + V R(w)) (H − w)x, x ∈ Dw.
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Thus, if we prove that I + V R(w) is invertible in X , we conclude that P has zero
deficiency indices [59], which finishes the proof.

If I + V R(w) is not invertible (in X ), then by the Fredholm alternative
(V R(w) is compact) there must be φ ∈ X , φ �= 0, such that φ = −V R(w)φ. Let
ψ = R(w)φ �= 0. We have ψ ∈ D(H) ∩ X ∗

H and (P − w)ψ = 0. Thus ψ is an
eigenfunction of P , with a non-real eigenvalue w, which is a contradiction, since
P is symmetric. �

Example 4.3 (P = −Δ+V ). Continuing Example 3.5, let V : H2,−s → L2,s, s > 1
2 ,

be compact. Furthermore, let V be symmetric when restricted to H2,s. Then all
the assumptions of the lemma are satisfied and the restriction of −Δ+ V to H2,s

is essentially self-adjoint. Of course, this conclusion follows also directly from the
fact that in this case V is relatively compact [59] with respect to −Δ.

In what follows we always assume that H is of type (X ,X ∗
H , α, U) and that

V is short-range and symmetric. Thus, by the lemma, P = H+V can be extended
as a self-adjoint operator with domain D(P ) ⊇ D(H) ∩ X ∗

H , and we retain the
notation P for this extension.

Our aim is to study the spectral properties of P , particularly the LAP, in
this abstract framework.

Denote by S(z) = (P −z)−1, Im z �= 0, the resolvent of P . Our starting point
is the resolvent equation

S(z)(I + V R(z)) = R(Z), Im z �= 0.

As noted in the proof of Lemma 4.2, the inverse (I + V R(z))−1 exists on X if
Im z �= 0. This leads to

S(z) = R(z)(I + V R(z))−1, (4.1)

where the equality is certainly valid from X → X ∗
H .

Suppose now that λ ∈ U . In view of Theorem 3.6 and the assumption on V
we have

lim
ε↓0

V R(λ± iε) = V R±(λ) in B(X ,X ∗
H).

Thus, if (I + V R±(λ))−1 exists (in B(X )), then Eq. (4.1) implies the existence of
the limits

S±(λ) = lim
ε↓0

S(λ± iε) = R±(λ)(I + V R±(λ))−1, (4.2)

in the uniform operator topology of B(X ,X ∗
H).

Let λ ∈ U be a point at which, say, (I+V R+(λ))−1 does not exist (in B(X )).
Since V R+(λ) is compact in X , there exists a non-zero φ ∈ X so that

φ = −V R+(λ)φ.

Let ψ = R+(λ)φ ∈ X ∗
H . Then

〈ψ, φ〉 = − lim
ε↓0

(R(λ + iε)φ, V R(λ + iε)φ) .
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By the symmetry of V the right-hand side of this equality is real, so we conclude
that Im 〈R+(λ)φ, φ〉 = 0, and invoking Eq. (3.7) we conclude that

〈A(λ)φ, φ〉 = 0.

Now the form 〈A(λ)x, y〉 = d
dλ (E(λ)x, y) on X × X is symmetric and positive

semi-definite. Hence, for every y ∈ X ,

|〈A(λ)φ, y〉| ≤ 〈A(λ)φ, φ〉
1
2 〈A(λ)y, y〉

1
2 = 0, (4.3)

and we conclude that
A(λ)φ = 0. (4.4)

In particular, R+(λ)φ = R−(λ)φ and

φ = −V R±(λ)φ.

Remark 4.4. In the case of the operator H0 = −Δ (Example 3.5) the condi-

tion (4.4) means that the trace of φ̂ on the sphere |ξ|2 = λ vanishes. Thus (4.4)
can be viewed as a generalized (vanishing) trace condition.

Definition 4.5. We designate by ΣP the set

ΣP =
{
λ ∈ U

∣∣ There exists a non-zero φλ ∈ X such that φλ = −V R±(λ)φλ
}
.

Remark 4.6. The set ΣP is (relatively) closed in U . Indeed, if (I + V R±(λ0))
−1

exists (in B(X )), then (I + V R±(λ))−1 exists for λ close to λ0.

As a corollary to the discussion above we get

Corollary 4.7. The operator P = H+V satisfies the LAP in U \ΣP , in the uniform
operator topology of B(X ,X ∗

H), and the limiting values of its resolvent there are
given by Eq. (4.2).

In particular, the spectrum of P in U \ΣP is absolutely continuous. We single
out this fact, stated in terms of the eigenvalues, in the following corollary.

Corollary 4.8. Let σp(P ) be the point spectrum of P . Then

σp(P ) ∩ U ⊆ ΣP .

4.1. The exceptional set ΣP

Our aim is to identify the set ΣP introduced in Definition 4.5. It will turn out that
(modulo one additional assumption on the smoothness of the spectral measure of
H) we have equality of the sets in the last corollary. In other words, ΣP is the set
of eigenvalues of P embedded in U , and is necessarily discrete.

We start by recalling a variant of a well-known method [22] of constructing
a Hilbert space unitarily equivalent to H, which diagonalizes H . Thus, it can be
viewed as a generalized eigenfunction decomposition of the space H (we discuss
such decompositions in more detail in Section 7).

For λ ∈ U and x ∈ X , define
x̃(λ) = A(λ)x
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and let H′
λ ⊆ X ∗

H be the linear subspace defined by

H′
λ =
{
x̃(λ)

∣∣ x ∈ X}.
The form

(x̃(λ), ỹ(λ))λ = 〈A(λ)x, y〉 , x, y ∈ X , λ ∈ U,

is well defined on H′
λ. Indeed, if y1, y2 ∈ X are such that A(λ)y1 = A(λ)y2, then

〈A(λ)x, y1〉 =
d

dλ
(E(λ)x, y1) =

d

dλ
(x,E(λ)y1)

= 〈A(λ)y1, x〉 = 〈A(λ)y2, x〉 = 〈A(λ)x, y2〉 .
Furthermore, (x̃(λ), ỹ(λ))λ is a scalar product on H′

λ. In fact, the symmetry
(x̃(λ), ỹ(λ))λ = (ỹ(λ), x̃(λ))λ follows as in the calculation above and, taking note
of (4.3),

(x̃(λ), x̃(λ))λ = 0 =⇒ 〈A(λ)x, y〉 = 0 ∀y ∈ X =⇒ x̃(λ) = A(λ)x = 0.

We denote by ‖x̃(λ)‖λ the corresponding norm.

Example 4.9. Continuing Example 3.5, we see that in the case of H0 = −Δ the
scalar product (x̃(λ), ỹ(λ))λ is the L2 scalar product with respect to the Lebesgue

surface measure on the sphere of radius
√

λ.

We denote by Hλ the Hilbert space obtained as the completion of H′
λ, λ ∈ U .

Next consider the subset S ⊆
∏
λ∈U Hλ given by

S =
{
x̃
∣∣ x̃(λ) = A(λ)x for some fixed x ∈ X , λ ∈ U

}
.

Clearly S is a linear space over C. We use the fiberwise scalar product (x̃(λ), ỹ(λ))λ
to define a scalar product on S by

(x̃, ỹ)H⊕ =

∫
U

(x̃(λ), ỹ(λ))λ dλ =

∫
U

(dE(λ)x, y) = (x, y). (4.5)

This sets up a norm preserving map x→ x̃ from X (considered as a dense subspace
of H) and S. Let H⊕ be the completion of S under the scalar product (x̃, ỹ)H⊕ .
Then H is unitarily equivalent to H⊕ and we retain the notation x → x̃, x ∈ H,
for this unitary map.

Observe that if x̃, ỹ ∈ H⊕, then there are sequences {xn} , {yn} ⊆ X so that,
for a.e. (Lebesgue) λ ∈ U ,

x̃n(λ) = A(λ)xn → x̃(λ), ỹn(λ) = A(λ)yn → ỹ(λ),

hence (x̃(λ), ỹ(λ))λ = lim 〈A(λ)xn, yn〉 is measurable and we continue to have (4.5)
for all x, y ∈ H.

The fact that the representationH⊕ diagonalizes the operator H is expressed
by the following lemma.

Lemma 4.10. Let g be a complex-valued Borel measurable function on U . Then∫
U

|g(λ)|2 ‖x̃(λ)‖2λ dλ <∞ ⇐⇒ x ∈ D(g(H)). (4.6)
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In the event that either side of (4.6) is true,

g̃(H)x(λ) = g(λ)x̃(λ), a.e. λ ∈ U . (4.7)

Proof. Let B ⊆ U be a Borel set and x, y ∈ X . Then

(E(B)x, y) =

∫
B

〈A(λ)x, y〉 dλ =

∫
B

(x̃(λ), ỹ(λ))λ dλ.

In view of the foregoing comments, this equality can be extended to all x, y ∈ H.
We conclude that for all x ∈ H and g as in the statement∫

U

|g(λ)|2 ‖x̃(λ)‖2λ dλ =

∫
U

|g(λ)|2 (dE(λ)x, x) .

The right-hand side of this equality is finite if and only if x ∈ D(g(H)). In this
case it follows that, for every y ∈ H,

(g(H)x,E(B)y) =

∫
B

g(λ) (dE(λ)x, y) =

∫
B

g (λ)(x̃(λ), ỹ(λ))λ dλ,

and on the other hand

(g(H)x,E(B)y) =

∫
B

(g̃(H)x(λ), ỹ(λ))λ dλ,

which proves (4.7). �

Returning to the study of the set ΣP , let μ ∈ ΣP , so that by definition there
exists a non-zero φ ∈ X satisfying

φ = −V R±(μ)φ. (4.8)

In view of (4.4) we have A(μ)φ = 0, and since the form 〈A(λ)φ, φ〉 is non-negative
we infer that the zero at λ = μ is a minimum. Thus formally this minimum is
a second-order zero for the form. However, our smoothness assumption on the
spectral measure (Definition 3.3) does not go so far as a second-order derivative.
We therefore impose the following additional hypothesis on the spectral derivative
near such a minimum.

Assumption S. Let K ⊆ U be compact and φ ∈ X a solution to (4.8), where μ ∈ K.
Then there exist constants C, ε > 0, depending only on K, so that

〈A(λ)φ, φ〉 ≤ C |λ− μ|1+ε ‖φ‖2X , λ ∈ K. (4.9)

Remark 4.11. Assumption S is satisfied if the operator-valued function λ→ A(λ) ∈
B(X ,X ∗

H) has a Hölder continuous (in the uniform operator topology) Fréchet
derivative in a neighborhood of μ. Indeed, in this case we have

〈A(λ)φ, φ〉 = 〈(A(λ) −A(μ))φ, φ〉 = d

dθ
〈A(θ)φ, φ〉θ∈[μ,λ] (λ− μ) .
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Example 4.12 (H0 = −Δ). Continuing Examples 3.5 and 4.3, and applying the
preceding remark, we see that Assumption S is satisfied when φ is in a subspace
on which the trace map has a Hölder continuous Fréchet derivative. For this we
need to restrict further s > 3

2 . In terms of Eq. (4.8), it imposes a faster (than
just short-range) decay requirement on the perturbation V . We refer to [15] for a
bootstrap argument that avoids this restriction.

Subject to the additional Assumption S we can identify the set ΣP .

Theorem 4.13. Let V be symmetric and short-range, and assume that the condition
of Lemma 4.2 is satisfied, so that P = H + V is a self-adjoint operator. Assume,
in addition, that Assumption S holds. Then

ΣP = σp(P ) ∩ U.

Proof. In view of Corollary 4.8 we need only show that

ΣP ⊆ σp(P ) ∩ U.

Let μ ∈ ΣP and let φ satisfy Eq. (4.8). Let ψ = R±(μ)φ. We claim that ψ is an
eigenvector of P , with eigenvalue μ.

To see this, let K ⊆ U be a compact interval whose interior contains μ. Let
χK be the characteristic function of K and set

ψ̃(λ) = χK(λ)
A(λ)φ

λ− μ
+ (1− χK(λ))

A(λ)φ

λ − μ
. (4.10)

The function g(λ) = 1−χK(λ)
λ−μ is bounded, so by Lemma 4.6 the second term is in

H⊕. Also, using Assumption S,∫
K

〈A(λ)φ, φ〉
|λ− μ|2 dλ ≤ C

∫
K

|λ− μ|−1+ε dλ ‖φ‖2X <∞,

so that the second term is also in H⊕ and we conclude that ψ̃ ∈ H⊕.
Under the unitary map of H onto H⊕, there exists ψ0 ∈ H so that ψ0 → ψ̃.

Then we have

‖R(μ± iε)φ− ψ0‖2 =

∫
U

∥∥∥∥ A(λ)φ

λ− μ∓ iε
− A(λ)φ

λ− μ

∥∥∥∥2
λ

dλ.

(The norm in the left-hand side is that of H.) The right-hand side in the last
equality tends to zero as ε → 0, by Lebesgue’s dominated convergence theorem.
Hence R(μ ± iε)φ → ψ0 in H as ε → 0. But R(μ ± iε)φ → R±(μ)φ = ψ in X ∗

H ,
and since X ∗

H ⊆ X ∗ with a stronger norm, this convergence is also in X ∗. On the
other hand, H ↪→ X ∗ with a stronger norm, so that R(μ± iε)φ→ ψ0 in X ∗. Hence
ψ0 = ψ = R±(μ)φ.

Next, decomposing as in (4.10),

λψ̃(λ) = χK(λ)
λA(λ)φ

λ− μ
+ (1− χK(λ))

λA(λ)φ

λ− μ
,
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and using again Lemma 4.6 we obtain that
{
λψ̃(λ), λ ∈ U

}
∈ H⊕ so that ψ ∈

D(H) ⊆ H.
Now we observe that, by the convergence result above,

(H − μ)R(μ± iε)φ = φ± iεR(μ± iε)φ→ φ in H as ε→ 0,

since R(μ± iε)φ→ ψ (in H). From the fact that H is closed we get

(H − μ)ψ = φ = −V ψ,

so that (P − μ)ψ = 0, as claimed. �

We can now give a full characterization of the set of eigenvalues of P =
H + V in U .

Theorem 4.14. Assuming the conditions of Theorem 4.13, the set ΣP is discrete.
In particular, the spectrum of P in U is absolutely continuous, except possibly for a
discrete set of eigenvalues. Furthermore, every eigenvalue is of finite multiplicity.

Proof. Suppose that there is a sequence {μk}∞k=1 ⊆ ΣP of pairwise disjoint points
such that μk −−−−→

k→∞
μ ∈ U . Then there exists a sequence {φk}∞k=1 ⊆ X , ‖φk‖X =

1, so that φk = −V R±(μk)φk, k = 1, 2, . . . By taking a subsequence, without

changing notation, we can assume that φk
w−−−−→

k→∞
φ (weakly in X ). We write

φm − φn = V [R±(μn)−R±(μ)]φn − V [R±(μm)−R±(μ)]φm
+ V R±(μ)[φn − φm].

The first two terms vanish as n,m→∞, because V R±(μk) −−−−→
k→∞

V R±(μ) in the

uniform operator topology of B(X ). The last term vanishes by the compactness of
V R±(μ), so that the sequence {φk} converges strongly to φ in X . Letting k →∞
in φk = −V R±(μk)φk we get φ = −V R±(μ)φ.

Without loss of generality we may assume that {μk}∞k=1 and μ are contained
in the interior of some compact interval K ⊆ U . Let η > 0 be given; we may also
suppose that for ε > 0 as in Assumption S,∫

K

|μk − λ|−1+ε dλ < η, k = 1, 2, . . .

Let ψn = R±(μn)φn. We decompose as in (4.10),

ψ̃n(λ) = χK(λ)
A(λ)φn
λ− μn

+ (1− χK(λ))
A(λ)φn
λ− μn

= ψ̃1
n(λ) + ψ̃2

n(λ).

Note that the fact that ψ̃n ∈ H⊕ corresponds to ψn under the unitary map H →
H⊕ was established in the proof of Theorem 4.13.

Assumption S and the smallness assumption on K yield (see computation
following Eq. (4.10))

‖ψ̃1
n‖H⊕ ≤ C η, n = 1, 2, . . .



138 M. Ben-Artzi

Turning to the difference ψ̃2
n− ψ̃2

m we denote δ = dist
(
{μk}∞k=1 , U \K

)
> 0. Then

we have∥∥∥∥(1− χK(λ))

[
A(λ)φn
λ− μn

− A(λ)φm
λ− μm

]∥∥∥∥2
λ

≤ 2

∥∥∥∥(1− χK(λ))
A(λ)(φn − φm)

λ− μn

∥∥∥∥2
λ

+ 2

∥∥∥∥ (1− χK(λ))(μn − μm)

(λ − μm)(λ− μn)
A(λ)φm

∥∥∥∥2
λ

≤ 2

(
1

δ2
+

1

δ4

)[
‖A(λ)(φn − φm)‖2λ + |μn − μm|2 ‖A(λ)φm‖2λ

]
.

Integrating over U and recalling that, for every θ ∈ X ,∫
U

‖A(λ)θ‖2λ dλ = ‖θ‖2 ≤ C ‖θ‖2X ,

we see that
{
ψ̃2
k

}∞
k=1

is Cauchy in H⊕, since {φk}∞k=1 converges in X .
Thus (by the unitary equivalence) ψn = R±(μn)φn → ψ ∈ H. Since ψn

is an eigenvector for P at μn (see the proof of Theorem 4.13) it follows that
‖ψn − ψm‖2 = ‖ψn‖2 + ‖ψm‖2 → 0 as n,m → ∞ so that ψ = limk→∞ ψk =
limk→∞ R±(μk)φk = 0 in H, hence in X ∗. On the other hand, 0 = ψ = R±(μ)φ ∈
X ∗
H , so that 0 = −V ψ = −V R±(μ)φ = φ. This contradicts the fact that ‖φ‖X = 1.

Thus, ΣP cannot have a converging subsequence (of distinct elements) in U .

Next we prove that every eigenvalue is of finite multiplicity. The preceding
argument, namely, assuming that μ ∈ ΣP is of infinite multiplicity and setting
there μn ≡ μ, cannot be employed in a straightforward way, because of the follow-
ing reason: We know from the proof of Theorem 4.13 that ψ = R±(μ)φ (where φ
satisfies (4.8)) is an eigenvector of P . However, if ψ ∈ D(P ) is an eigenvector, we
do not know if there exists a φ ∈ X such that ψ = R±(μ)φ.

So we proceed as follows. First, we establish two facts:

1. If εn → 0, εn �= 0, then

εnR(μ + iεn)
w−−−−→

n→∞ 0 in H.

Indeed, for any φ ∈ X , εnR(μ±iεn)φ −−−−→
n→∞ 0 in X ∗ and is uniformly bounded

in H. By the density of H ↪→ X ∗ every weakly convergent subsequence (in
H) must converge to zero.

2. If ε �= 0 then for every φ ∈ X , we have R(μ + iε)φ ∈ D(H) ∩ X ∗
H ⊆ D(V ).

Now let ψ ∈ D(P ) be an eigenvector of P at μ, and let φ ∈ X . Let εn →
0, εn �= 0. Then

0 = ((P − μ)ψ,R(μ + iεn)φ) = (ψ, (H − μ + V )R(μ + iεn)φ)

= (ψ, (I + V R(μ + iεn))φ) + (ψ, iεnR(μ + iεn)φ)

→ (ψ, (I + V R±(μ))φ) as εn → 0.
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Viewing ψ as an element of X ∗, we infer that 0 = (I + (V R±(μ))∗)ψ ∈ X ∗. Since
V R±(μ) is compact, the Riesz theory implies that its adjoint is also compact and
that the dimension of the kernel of I+(V R±(μ))∗ is equal to the (finite) dimension
of the kernel of I + V R±(μ). We conclude that the eigenspace associated with
μ ∈ ΣP is exactly the finite-dimensional subspace{

ψ = R±(μ)φ
∣∣ (I + V R±(μ)

)
φ = 0, φ ∈ X

}
,

and the proof is complete. �

5. Sums of tensor products

An important class of (self-adjoint) operators is the class of operators which are
sums of tensor products of (self-adjoint) operators. In the case of partial differential
operators, it is associated with separation of variables . For example, the Lapla-
cian is a sum of tensor products of the one-dimensional Laplacian (second-order
derivative) with the identity operator (in the remaining coordinates).

In the framework of the present review, we shall see that the smoothness
of the spectral derivatives of operators (in the sense of Definition 3.3) leads to
similar smoothness of their tensor products, hence in particular the LAP and its
ramifications (absolute continuity of the spectrum, etc.).

For the reader’s convenience we begin by a brief review of the basic notions
concerning tensor products. A more extensive treatment can be found in [22].

Let H1 and H2 be Hilbert spaces with scalar products ( , )1 and ( , )2,
respectively. If x1 ∈ H1, x2 ∈ H2, the tensor product x1 ⊗ x2 is the bilinear
functional on H1 ×H2 given by

x1 ⊗ x2 (y1, y2) = (y1, x1)1(y2, x2)2, y1 ∈ H1, y2 ∈ H2.

We extend this to a linear space H0 over C by taking sums of such elemental tensor
products and defining, for α ∈ C,

αx1 ⊗ x2 (y1, y2) = x1 ⊗ x2 (αy1, y2) = x1 ⊗ x2 (y1, αy2) .

A scalar product on H0 is defined by( n∑
k=1

xk1 ⊗ xk2 ,

m∑
j=1

xj1 ⊗ xj2

)
H

=

n∑
k=1

m∑
j=1

(xk1 , y
j
1)1(x

k
2 , y

j
2)2.

The Hilbert space obtained by completing H0 with respect to this scalar product
is called the tensor product of the two spaces and denoted by H = H1 ⊗H2. We
retain the notation ( , )H for its scalar product.

Suppose now that A and B are densely defined linear operators in the spaces
H1, H2, respectively. If (x, y) ∈ D(A)×D(B) define

(A⊗B)(x⊗ y) = (Ax) ⊗ (By),

and then extend to finite sums by linearity. The extended operator is well defined
in the sense that it is independent of the representation of the finite sums. In this
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way A⊗B becomes a densely defined linear operator inH = H1⊗H2. Furthermore,
if A and B are closable, so is A⊗ B and we continue to use the same symbol for
its closure.

If A and B are bounded, then

‖A⊗B‖B(H) = ‖A‖B(H1)
‖B‖B(H2)

.

5.1. The operator H = H1 ⊗ I2 + I1 ⊗ H2

If H1, H2 are self-adjoint operators in H1, H2, respectively, and I1, I2, are, respec-
tively, the identity operators, then H1⊗ I2 and I1⊗H2 are commuting self-adjoint
operators in H = H1⊗H2. Further, H = H1⊗ I2 + I1⊗H2 has a closure which is
self-adjoint for which we retain the same notation. The easy proofs of these facts
can be found, e.g., in [22, Chapter IV].

We denote by R1(z), R2(z) the resolvents of H1, H2, respectively, and by
R(z) = (H − z)−1 the resolvent of H .

In this subsection, when there is no risk of confusion, we shall simply use ( , )
for the scalar product ( , )H.

Let {E1(λ)} and {E2(λ)} be the spectral families of H1, H2, respectively.
Then

{
E1(λ1) ⊗ E2(λ2) = (E1(λ1) ⊗ I2)(I1 ⊗ E2(λ2))

}
is an orthogonal spectral

family in H1 ⊗H2, defined over R2.

Consider the self-adjoint operator (in H = H1 ⊗H2)

T =

∫
R2

(λ1 + λ2) d (E1(λ1)⊗ E2(λ2)) . (5.1)

For f = f1 ⊗ f2 and g = g1 ⊗ g2, where (f1, f2) ∈ D(H1)×D(H2), we have

(Tf, g)H =

∫
R

λ1 d (E1(λ1)f1, g1)1

∫
R

d (E2(λ2)f2, g2)2

+

∫
R

d (E1(λ1)f1, g1)1

∫
R

λ2 d (E2(λ2)f2, g2)2

= (H1f1, g1)1(f2, g2)2 + (f1, g1)1(H2f2, g2)2

= ([H1 ⊗ I2 + I1 ⊗H2]f, g)H = (Hf, g)H.

This equality extends to finite sums of elements f = f1 ⊗ f2, which constitute a
dense subspace of D(H) ⊆ H. We conclude that T = H .

Going back to (5.1) and making the change of variables λ = λ1 + λ2, ν = λ2,
we get, for f = f1 ⊗ f2, g = g1 ⊗ g2, where (f1, f2) ∈ D(H1)×D(H2),

(Hf, g) =

∫
R

λdλ

∫
R

(E1(λ− ν)f1, g1)1 (dE2(ν)f2, g2)2 .

Since this formula extends to finite sums of elements f = f1⊗f2, we conclude that
the spectral family of H is given by

E(λ) =

∫
R

E1(λ− ν)⊗ dE2(ν), (5.2)
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where it suffices to interpret the integral in the weak sense as in the expression
above for (Hf, g)H.

We let as usual R(z) = (H − z)−1, Im z �= 0, be the resolvent and use the
standard formula (valid for any self-adjoint operator),

R(z) =
1

2πi

∫
R

R(λ + iη)−R(λ− iη)

λ− z ± iη
dλ, ± Im z > 0, η > 0, (5.3)

which can be easily derived from

R(λ + iη)−R(λ− iη) = 2iη

∫
R

dE(μ)

(μ− λ)2 + η2
, η > 0. (5.4)

We shall also need the formulas (again valid for any self-adjoint operator)

R(z) = ±i

∫ ∞

0

e±izte∓itHdt, ± Im z > 0,

eitH =
1

2πi
eη|t|
∫
R

eitλ[R(λ + iη)−R(λ− iη)] dλ, η > 0.

(5.5)

For our purpose it is enough to interpret these formulas in the weak sense.
For notational simplicity we use

A(λ, η) =
1

2πi
[R(λ + iη)−R(λ− iη)] , η > 0,

and Ai for the same operators relative to Hi in Hi, i = 1, 2.

Observe that in view of (5.4)

sup
η>0

∫
R

|(A(λ, η)f, g)| dλ ≤ ‖f‖ ‖g‖ .

Set H1 = H1 ⊗ I2, H2 = I1 ⊗H2. Since they commute, we have by (5.5)

R(λ+ iε) = i

∫ ∞

0

ei(λ+iε)te−itH1e−itH2 dt,

and a straightforward computation using the second equation in (5.5) yields, for
ε > η1 + η2, η1 > 0, η2 > 0,

R(λ + iε) =

∫
R2

A1(λ1, η1)⊗A2(λ2, η2)

λ1 + λ2 − λ− i(ε− η1 − η2)
dλ1dλ2. (5.6)

Changing variables to μ = λ1 + λ2, ν = λ2 we get

R(λ± iε) =

∫
R

C(μ, η)

μ− λ∓ i(ε− η)
dμ,

where C(μ, η) =
∫
R
A1(μ− ν, η1)⊗A2(ν, η2) dν, η = η1 + η2.

Comparing this equation with (5.3), we infer that

C(μ, η) = A(μ, η) =
1

2πi
[R(μ + iη)−R(μ− iη)] .
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Now using Eq. (5.4) for A2 we obtain, with η = η1 + η2,

A(μ, η) =
1

π

∫
R

A1(μ− λ, η1)⊗
∫
R

η2 dE2(ν)

(ν − λ)2 + η2
2

dλ

=

∫
R

η2
π

∫
R

A1(μ− λ, η1)

(ν − λ)2 + η2
2

dλ⊗ dE2(ν).

As η2 → 0, the convergence property of the Poisson kernel implies

A(μ, η) =

∫
R

A1(μ− λ, η)⊗ dE2(ν). (5.7)

The integral ought to be interpreted in the weak (or strong) topology of B(H) as
the Stieltjes integral of the continuous function A1(μ − λ, η) ⊗ I2 with respect to
the spectral measure I1 ⊗ dE2(ν).

Finally, using the representation (5.3) for R1(z) = (H1 − z)−1, we obtain
from (5.7)

R(λ± iε) =

∫
R

R1(λ ± iε− ν)⊗ dE2(ν), ε > 0. (5.8)

5.2. Extending the abstract framework of the LAP

In order to fit the operator H of the preceding subsection into the abstract frame-
work, we need to modify somewhat the treatment of Subsection 3.1. We use the
same setting as in that subsection. Thus, H is a Hilbert space, and we assume
that X ↪→ H, Y ↪→ H are two densely and continuously embedded subspaces. In
particular, their norms, ‖ · ‖X , ‖ · ‖Y , are stronger than ‖ · ‖ = ‖ · ‖H.

Referring to Definition 3.3, it is clear what we mean by saying that the self-
adjoint operator H is of type (X ,Y∗, α, U) for some α ∈ (0, 1) and an open set
U ⊆ R of full spectral measure.

In particular, for the (weak) spectral derivative A(λ) = d
dλE(λ) ∈ B(X ,Y∗),

where {E(λ)} is the spectral family of H .
Our next theorem is very close to Theorem 3.6. However, we need to modify

somewhat the proof of that theorem, which at various points relied on the specific
embeddings X ↪→ H ↪→ X ∗.

Theorem 5.1. Let H be of global type (X ,Y∗, α,R) for some α ∈ (0, 1). Thus,
suppose that for some constant C > 0,

sup
λ∈R

‖A(λ)‖B(X ,Y∗) < C, sup
λ1 �=λ2

‖A(λ2)−A(λ1)‖B(X ,Y∗)

|λ2 − λ1|α
< C. (5.9)

Then the limits

R±(λ) = lim
ε↓0

R(λ± iε)

exist, uniformly in λ ∈ R, in the uniform operator topology of B(X ,Y∗).
Furthermore,

sup
λ∈R

∥∥R±(λ)
∥∥
B(X ,Y∗) < C, sup

λ1 �=λ2

‖R±(λ2)−R±(λ1)‖B(X ,Y∗)

|λ2 − λ1|α
< C,
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and

R±(λ) = P.V.

∫
R

A(μ)

μ− λ
dμ± iπA(λ), λ ∈ R. (5.10)

Proof. Let φ ∈ C∞
0 (R) be a cutoff function, where φ(θ) = 1 for |θ| ≤ 1.

Denoting the (Y∗,Y) pairing by 〈 , 〉 and taking x ∈ X , y ∈ Y, we have∣∣∣∣∫
R

(1− φ(μ− λ)) 〈(A(μ)x, y〉
μ− λ

dμ

∣∣∣∣ ≤ ‖x‖ ‖y‖ ≤ C ‖x‖X ‖y‖Y .

Combined with the uniform bounds (5.9), we obtain readily that the integral∫
R

(1 − φ(μ− λ))A(μ)

μ− z
dμ, z ∈ C,

defines a family of operators in B(X ,Y∗), which is continuous in the uniform
operator topology as Im z → 0 and |Re z−λ| < 1

2 . Uniform Hölder estimates with
respect to λ ∈ R are readily obtained from (5.9).

Now the integral ∫
R

φ(μ− λ)A(μ)

μ− z
dμ, z ∈ C,

can be treated by the Privaloff-Korn theorem (see Subsection 3.1). �

5.3. The LAP for H = H1 ⊗ I2 + I1 ⊗H2

We now return to the context of Subsection 5.1 and consider the LAP for H .
We assume that Xi ↪→ Hi, Yi ↪→ Hi, i = 1, 2, are densely and continuously

embedded Hilbert spaces.

Theorem 5.2. Suppose that there exist continuous operator-valued functions R±
1 (λ)

∈ B(X1,Y∗
1 ), −∞ < λ <∞, so that

R±
1 (λ) = lim

ε↓0
R1(λ± iε),

in the uniform operator topology of B(X1,Y∗
1 ), the convergence being uniform in

λ ∈ R. Then the limits

R±(λ) = lim
ε↓0

R(λ± iε),

exist in the uniform operator topology of B(X1⊗H2,Y∗
1 ⊗H2), uniformly in λ ∈ R.

Proof. The existence of the limits follows directly from Eq. (5.8). In fact,

R±(λ) =
∫
R

R±
1 (λ− ν)⊗ dE2(ν). (5.11)

The hypothesis on the continuity of R±
1 (λ) implies that this integral can be viewed

as a Riemann-Stieltjes integral, either in the weak or strong topology of B(X1 ⊗
H2,Y∗

1 ⊗H2). In addition, clearly∥∥R±(λ)−R(λ± iε)
∥∥
B(X1⊗H2,Y∗

1⊗H2)
≤ sup

ν∈R

∥∥R±
1 (ν) −R1(ν ± iε)

∥∥
B(X1,Y∗

1 )
. �
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We note that the hypothesis imposed on H1 in this theorem follows from the
hypothesis in Theorem 5.1, with H1 replacing H . We therefore have

Corollary 5.3. Let H1 be of global type (X1,Y∗
1 , α,R) for some α ∈ (0, 1). Then it

satisfies the condition of Theorem 5.2. In particular, the limits R±(λ) exist, they
satisfy Eq. (5.11) and are uniformly Hölder continuous in R.

While for some applications (notably the Stark Hamiltonian considered in
Subsection 5.4) the above theorem and corollary are adequate, there are other
cases where the spectral derivative explodes at the edge of the spectrum, hence
the operator is not of global type (for the Laplacian see (3.3) and Subsection 5.5).
We therefore formulate the following theorem, that can be viewed as a localized
version of Theorem 5.2. The basic assumption on the operator H1 is that its
spectral derivative A1 exists in the sense of Definition 3.3, with X ∗

H (there) replaced
by Y∗

1 (here).

Theorem 5.4. Let Λ ⊆ R be compact and assume that E1(Λ) = 0 and that H1 is
of type (X1,Y∗

1 , α,R \ Λ), α ∈ (0, 1). For any δ > 0, let

Λδ =
{
μ
∣∣ dist(μ,Λ) ≤ δ

}
.

Assume that the spectral derivative A1(λ) =
d
dλE1(λ), λ ∈ R \ Λ satisfies, for any

δ > 0, with a constant Mδ depending only on δ,

(a) ‖A1(λ2)−A1(λ1)‖B(X1,Y∗
1 )
≤Mδ |λ2 − λ1|α , λ1 , λ2 ∈ R \ Λδ,

(b) sup
λ∈R\Λδ

‖A1(λ)‖B(X1,Y∗
1 )
≤Mδ.

Assume further that there is an open set U ⊆ R, so that the limits

R±
2 (λ) = lim

ε↓0
R2(λ± iε), λ ∈ U − Λ (vector sum), (5.12)

exist in the uniform operator topology of B(X2,Y∗
2 ), the convergence being uniform

in every compact subset of U − Λ.

Then the limits

R±(λ) = lim
ε↓0

R(λ± iε), λ ∈ U,

exist in the uniform operator topology of B(X1⊗X2,Y∗
1 ⊗Y∗

2 ), and the convergence
is uniform in every compact subset of U .

Finally, if the R±
2 (λ) satisfy a local Hölder condition with exponent α′ (in the

uniform operator topology), then so do the R±(λ) with exponent β = min{α, α′}.

Proof. Let K = [a, b] ⊆ U and let δ > 0 be sufficiently small, so that the limits
in (5.12) exist uniformly in K − Λ2δ. Let φ ∈ C∞(R) be a cutoff function so that

φ(t) =

{
0, t ∈ Λδ,

1, t ∈ R \ Λ2δ.
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We now rewrite Eq. (5.6) as, taking ε > 0 for simplicity,

R(λ + iε) =

∫
R2

φ(ω)
A1(ω, η1)⊗A2(ν, η2)

ω + ν − λ− i(ε− η1 − η2)
dωdν

+

∫
R2

(1− φ(ω))
A1(ω, η1)⊗A2(ν, η2)

ω + ν − λ− i(ε− η1 − η2)
dωdν, λ ∈ K.

Note that φ(ω)A1(ω) satisfies the assumptions imposed on A1 in Corollary 5.3 so
that, uniformly in ω ∈ R,

φ(ω)A1(ω, η1) −−−→
η1→0

φ(ω)A1(ω),

in the uniform operator topology of B(X1,Y∗
1 ).

Also, as in (5.7), we have (weakly in measures), A2(ν, η2) dν −−−→
η2→0

dE2(ν).

Invoking these facts in the above expression for R(λ+ iε), letting η1, η2 → 0
and also using the spectral theorem for R2 (in the second integral), we get

R(λ + iε) =

∫
R2

φ(ω)A1(ω)dω

ω + ν − λ− iε
⊗ dE2(ν)

+

∫
R

(1− φ(ω))dE1(ω)⊗R2(λ− ω + iε) = L1(λ, ε) + L2(λ, ε).

The integrals can be interpreted in the weak or strong sense of B(X1⊗H2,Y∗
1⊗H2),

B(H1 ⊗X2,H1 ⊗ Y∗
2 ), respectively.

In the first term, we are precisely in the situation of Corollary 5.3, so as in
Eq. (5.11),

L1(λ, ε) −−→
ε↓0∫

R

{
P.V.

∫
R

φ(ω)A1(ω)

ω + ν − λ
dω + iπφ(λ − ν)A1(λ− ν)

}
⊗ dE2(ν), λ ∈ K,

in the uniform operator topology of B(X1 ⊗H2,Y∗
1 ⊗H2).

In the second term, we observe that the integrand (in ω) is supported in
K − Λ2δ where the limits in (5.12) exist uniformly. We therefore obtain

L2(λ, ε) −−→
ε↓0

∫
R

(1− φ(ω)) dE1(ω)⊗R+
2 (λ− ω),

in the uniform operator topology of B(H1 ⊗X2,H1 ⊗Y∗
2 ). Thus both limits exist

in the uniform operator topology of B(X1 ⊗X2,Y∗
1 ⊗ Y∗

2 ).

To prove the last assertion of the theorem, we note that under the local
Hölder continuity of R+

2 (λ) in U − Λ the limit integral in the last equation is
Hölder continuous, with the same exponent α′. The limit integral of the first term
is Hölder continuous by virtue of the Privaloff-Korn theorem. �
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Corollary 5.5 (corollary to the proof). We note that the spectral derivative of H
is given by

A(λ) = iπ

∫
R

φ(λ− ν)A1(λ− ν)⊗ dE2(ν) +

∫
R

(1− φ(ω)) dE1(ω)⊗A2(λ− ω).

5.4. The Stark Hamiltonian

The quantum mechanical operator governing (in the Schrödinger equation) the
motion of a charged particle subject to a uniform electric field is known as the
Stark Hamiltonian. Setting various physical parameters as units, this operator is
given by

H = −Δ− x1, x = (x1, x2, . . . , xn) ∈ Rn. (5.13)

To represent it in the form of a sum of tensor products, we write it as

H = H1 ⊗ I2 + I1 ⊗H2,

where

H1 = − d2

dx2
1

− x1, (5.14)

is self-adjoint in H1 = L2(R) [15, 6] and

H2 = −Δ, with respect to x′ = (x2, . . . , xn) ∈ Rn−1, (5.15)

is self-adjoint in H2 = L2(Rn−1).
We are going to deal with the operator H1 and show that it satisfies the

assumptions of Theorem 5.2. We simplify notation by denoting S = H1 and re-
placing x1 by a single coordinate y ∈ R. We take the space X = L2,s(R), s > 1

4
(refer to Section 2 for definitions of weighted spaces).

It is easy to verify that S has a closure in X ∗ = L2,−s(R). If we take X ∗
S

to be the domain of this closure (equipped with the graph norm), then Theo-
rem 3.11 is applicable. It therefore suffices to consider the computations ahead in
the framework of B(X ,X ∗).

Lemma 5.6. Let S = − d2

dy2 − y, viewed as a self-adjoint operator in L2(R). Denote

by {ES(λ)} its spectral family. Let s > 1
4 , X = L2,s(R).

Then there exists α ∈ (0, 1) (depending on s) so that S is of global type
(X ,X ∗, α,R). In other words, its spectral derivative AS(λ) = d

dλES(λ) satis-
fies (5.9) (with Y = X ).
Proof. Let w(y) be the real non-zero function (up to a multiplicative constant)
which is a solution of

Sw(y) =

(
− d2

dy2
− y

)
w(y) = 0,

and has the following properties:

w(y) decays exponentially as y → −∞,

|w(y)| ≤ C (1 + |y|)−
1
4 , y ∈ R,

|w′(y)| ≤ C (1 + |y|)
1
4 , y ∈ R.

(5.16)
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This solution is known as the Airy function. Its existence is an easy consequence
of simple asymptotic theorems for solutions of ordinary differential equations [15].

If ŵ(ξ) is the Fourier transform of w (as a tempered distribution), it solves
the first-order equation (

i−1 d

dξ
+ ξ2
)

ŵ(ξ) = 0,

hence ŵ(ξ) = ŵ(0) exp(− 1
3 iξ

3). We normalize by setting ŵ(0) = (2π)−
1
2 .

For λ ∈ R we define wλ(y) = w(y + λ) so that

ŵλ(ξ) = (2π)−
1
2 exp

(
iλξ − 1

3
iξ3
)

.

Let f ∈ C∞
0 (R) and define the transformation

(Af)(λ) =

∫
R

f(y)wλ(y) dy, λ ∈ R.

By the Parseval equality

(Af)(λ) = (2π)−
1
2

∫
R

f̂(ξ) exp

(
1

3
iξ3
)

e−iλξ dξ.

Since
∣∣exp(13 iξ3)∣∣ = 1, the transformation A can be extended to a unitary map on

L2(R), for which we retain the same notation. Using integration by parts, we get

(ASf)(λ) =

∫
R

f(y)Swλ(y) dy = λ (Af)(λ), f ∈ C∞
0 (R). (5.17)

Thus the transformation A diagonalizes S, so that (compare Eq. (3.3)),

d

dλ
(ES(λ)f, g) = (Af)(λ) (Ag)(λ), f, g ∈ C∞

0 (R). (5.18)

We claim that for s > 1
4 there is a constant M > 0 so that

|(Af)(λ)| ≤M ‖f‖0,s . (5.19)

Indeed, using the estimates in (5.16) and the Schwartz and Hölder inequalities,

|(Af)(λ)| ≤ C

∫
R

(1 + |y + λ|)−
1
4
(
1 + y2

)− s
2
(
1 + y2

) s
2 |f(y)| dy

≤ C

{∫
R

(1 + |y + λ|)−
1
2
(
1 + y2

)−s
dy

} 1
2

‖f‖0,s

≤ C

{∫
R

(1 + |y + λ|)−
p
2 dy

} 1
2p
{∫

R

(
1 + y2

)−sq
dy

} 1
2q

‖f‖0,s ,

where 1
p + 1

q = 1.
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We can choose p > 2 so that sq > 1
2 . The integrals in the above inequal-

ity converge and are bounded uniformly in λ ∈ R, which proves (5.19). In view
of (5.18) this establishes the first inequality in (5.9). We therefore have AS(λ) =
d
dλES(λ) ∈ B(X ,X ∗) (and is uniformly bounded).

As for the Hölder condition of (5.9), we write (using 〈 , 〉 for the (X ∗,X )
pairing),

〈[AS(λ + h)−AS(λ)] f, g〉 = (Af)(λ + h) [(Ag)(λ + h)− (Ag)(λ)]

+ (Ag)(λ) [(Af)(λ + h)− (Af)(λ)] . (5.20)

For |h| < 1 we have from (5.16)

|w(y + h)− w(y)| ≤ C min
{
(1 + |y|)−

1
4 , (1 + |y|)

1
4 |h|
}
,

so that by interpolation, for any 0 ≤ γ ≤ 1,

|w(y + h)− w(y)| ≤ C (1 + |y|)−
1
4+

γ
2 |h|γ .

We now estimate as before,

|(Af)(λ + h)− (Af)(λ)|

≤ C |h|γ
∫
R

(1 + |y + λ|)−
1
4+

γ
2
(
1 + y2

)− s
2
(
1 + y2

) s
2 |f(y)| dy

≤ C |h|γ
{∫

R

(1 + |y + λ|)−
p
2+γp dy

} 1
2p
{∫

R

(
1 + y2

)−sq
dy

} 1
2q

‖f‖0,s .

We can choose p > 2 and γ > 0 sufficiently small so that p(12 − γ) > 1, while

sq > 1
2 . This yields

|(Af)(λ + h)− (Af)(λ)| ≤ C |h|γ ‖f‖0,s ,

with a similar estimate for g. Inserting these estimates in (5.20) and noting the
uniform boundedness of (Af)(λ) we obtain the second required estimate in (5.9).

�
Turning back to the Stark Hamiltonian H given in (5.13), we have the fol-

lowing theorem.

Theorem 5.7. The spectrum of H is all of R, and is entirely absolutely continuous.
The resolvent limits

(H − λ± i · 0)−1 = lim
ε↓0

(H − λ± iε)
−1

, λ ∈ R,

exist in the uniform operator topology of B
(
L2,s(R)⊗ L2(Rn−1

)
,X ∗

S⊗L2(Rn−1)),

for any s > 1
4 , where X ∗

S is the domain of the operator H1 = − d2

dx2
1
− x1 in

L2,−s(R), equipped with the graph norm. These limits are locally Hölder continuous
in this operator topology.

Furthermore, these limits are attained uniformly in λ ∈ R and are uniformly
Hölder continuous in B

(
L2,s(R)⊗ L2(Rn−1), L2,−s(R)⊗ L2(Rn−1)

)
.
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Proof. The fact that the spectrum of H1 in (5.14) is the full line follows from the
expansion (5.17). In fact, it shows that it is unitarily equivalent to multiplication
by the variable in L2(R). Thus, the spectrum of H is also R.

In view of Lemma 5.6, the operator H1 in (5.14) satisfies the conditions of
Corollary 5.3, which yields all the statements of the theorem, with X ∗

S replaced by
L2,−s(R). The statement in B(L2,s(R) ⊗ L2(Rn−1),X ∗

S ⊗ L2(Rn−1)) is obtained
by invoking Theorem 3.11. Note, however, that the uniform estimates in (5.9) are
lost in the graph norm space, due to the extra multiplication by λ in (5.19).

The absolute continuity of the spectrum is implied by the LAP. �

Remark 5.8 (transversal perturbations). Note that the specific character of the
operator H2 = −Δ in L2(Rn−1) (see (5.15)) plays no role in the theorem and it
could be replaced by any self-adjoint operator with respect to the n−1 coordinates
x′, without changing anything in the statement of this theorem. In the quantum
mechanical setting, it means that any perturbation, depending only on directions
which are transversal to the electric field, can be added to the Stark Hamiltonian,
without having any effect on the spectrum and the resolvent.

Remark 5.9 (short-range perturbations). It can be shown [15] that a short-range
symmetric perturbation in the sense of Definition 4.1 satisfies Assumption S, hence
Theorem 4.14 is applicable to such perturbations.

5.5. The operator H0 = −Δ and some wild perturbations

In Example 3.5 and Corollary 3.9 we obtained a representation of the spectral
derivative of H0, from which the LAP could be established, using the trace lemma
in Sobolev spaces.

We now investigate further these objects, with the aim of singling out two
aspects:

• Deriving the n-dimensional estimates from the one-dimensional estimates, as
a straightforward application of our general theorems about sums of tensor
products.
• Finding an optimal weight for the LAP, depending only on three coordinates.

In analogy with the Stark Hamiltonian (5.13), we have here

H0 = H1 ⊗ I2 + I1 ⊗H2, (5.21)

where

H1 = − d2

dx2
1

, (5.22)

and

H2 = −Δ, with respect to x′ = (x2, . . . , xn) ∈ Rn−1, (5.23)

are self-adjoint in H1 = L2(R) and H2 = L2(Rn−1), respectively (closures of their
restrictions to test functions, see [59]).

The following lemma is the analog to Lemma 5.6.



150 M. Ben-Artzi

Lemma 5.10. Let Q = − d2

dy2 , viewed as a self-adjoint operator in L2(R). Denote

by {EQ(λ)} its spectral family. Let s > 1
2 , X = L2,s(R). Then there exists α ∈

(0, 1) (depending on s) so that Q is of type
(
X ,X ∗

Q, α,R \ {0}
)
. In other words,

its spectral derivative AQ(λ) =
d
dλEQ(λ) satisfies the conditions of Definition 3.3,

where X ∗
Q = H2,−s(R) is the domain of (the closure of ) Q in L2,−s(R), equipped

with the graph norm.
Furthermore, instead of the estimates (5.9) we now have the following es-

timates, presented in the framework of operators from X = L2,s(R) to X ∗ =
L2,−s(R):

‖AQ(λ)‖B(X ,X ∗) ≤ Cs λ− 1
2 , λ > 0,

‖AQ(λ2)−AQ(λ1)‖B(X ,X ∗) ≤ Cs,δ

(
λ
− 1+α

2
1 + λ

− 1+α
2

2

)
|λ2 − λ1|α ,

(5.24)

where λ1, λ2 > δ > 0.

Proof. The proof is similar (but simpler) to that of Lemma 5.6 and we outline it
briefly.

For f, g ∈ C∞
0 (R) we have, in terms of their Fourier transforms (compare

Eq. (5.18)),

d

dλ
(EQ(λ)f, g) =

1

2
λ− 1

2

[
f̂(
√

λ) ĝ(
√

λ) + f̂(−
√

λ) ĝ(−
√

λ)
]
, λ > 0. (5.25)

This is indeed Eq. (3.3) in the one-dimensional case.
Since we have, for any μ ∈ R,∣∣∣f̂(μ)∣∣∣ ≤ (2π)−

1
2

{∫
R

(
1 + y2

)−s
dy

} 1
2

‖f‖0,s ,

the estimates (5.24) follow by a suitable interpolation as in the proof of Lemma 5.6.
�

Note that EQ(λ) = 0 for λ < 0. Denote by RQ(z) = (Q − z)−1 the resolvent
of Q (recall that Q = H1).

From the lemma we obtain the following corollary.

Corollary 5.11. Let U = R \ {0} and X ∗
Q = H2,−s(R) for s > 1

2 . The limits

R±
Q(λ) = lim

ε↓0
RQ(λ ± iε), λ ∈ U,

exist in the uniform operator topology of B(X ,X ∗
Q), and the extended operator-

valued function

RQ(z) =

{
RQ(z), z ∈ C+,

R+
Q(z), z ∈ U,

is locally Hölder continuous in the same topology (with exponent α). A similar
statement holds when C+ is replaced by C−.
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Finally, the following estimates hold true, for any δ > 0:∥∥∥R±
Q(λ)

∥∥∥
B(X ,X ∗)

< Cs λ− 1
2 , λ > 0,∥∥∥R±

Q(λ2)−R±
Q(λ1)

∥∥∥
B(X ,X ∗)

≤ Cs,δ

(
λ
− 1+α

2
1 + λ

− 1+α
2

2

)
|λ2 − λ1|α ,

(5.26)

where λ1, λ2 > δ > 0.

Proof. All the statements, except for the estimates (5.26), follow directly from
Theorems 3.6 and 3.11, since all the requirements in these theorems are established
in the last lemma.

The estimates (5.26) do not follow directly from the estimates (5.25) for
the spectral derivative. In fact, in the case of the Stark Hamiltonian the uniform
estimates for the spectral derivative (see Lemma 5.6) enabled similar estimates
for the limiting values of the resolvent (see Theorem 5.7). However, using the
corresponding estimates (5.24) for the spectral derivative here, the estimates for
the resolvent should follow from an inspection of the principal value integral in (a
suitably modified form of) Eq. (5.10). Indeed, this can be done, but a simpler way
would be simply to resort to the well-known resolvent kernel of Q, namely,

KQ(x, y; z) = (2i
√

z)−1 exp(i
√

z|x− y|), Im
√

z ≥ 0. �

We now assume the dimension n = 2 and take in (5.23) H2 = − d2

dx2
2
, x2 ∈ R.

We get, for the spectral derivatives A1, A2, the estimates (5.24), as well as
the resolvent estimates (5.26).

Let λ > 0. We take a function φ ∈ C∞(R), 0 ≤ φ(ω) ≤ 1 such that φ(ω) = 0
for ω ∈

(
−∞, λ3

)
and φ(ω) = 1 for ω ∈

(
2λ
3 ,∞

)
. Using this function in the proof

of Theorem 5.4 and Corollary 5.5 we obtain similar estimates for the spectral
derivative and resolvent of H0. By induction, we conclude:

Theorem 5.12. Let U = R \ {0} and X ∗
H0

= H2,−s(Rn) for s > 1
2 . The limits

R±
0 (λ) = lim

ε↓0
R0(λ± iε), λ ∈ U,

exist in the uniform operator topology of B(X ,X ∗
H0

), and the extended operator-
valued function

R0(z) =

{
R0(z), z ∈ C+,

R+
0 (z), z ∈ U,

is locally Hölder continuous in the same topology (with exponent α). A similar
statement holds when C+ is replaced by C−.

Finally, for X ∗ = L2,−s(Rn), the following estimates hold true, for any δ > 0:∥∥R±
0 (λ)

∥∥
B(X ,X ∗) < Cs λ− 1

2 , λ > 0,∥∥R±
0 (λ2)−R±

0 (λ1)
∥∥
B(X ,X ∗) ≤ Cs,δ

(
λ
− 1+α

2
1 + λ

− 1+α
2

2

)
|λ2 − λ1|α ,

(5.27)

where λ1, λ2 > δ > 0.
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The above estimates blow up as λ→ 0+. This is because we took an optimal
weight s > 1

2 . However, as is shown in Proposition 6.4 below, taking s > 1 (for di-
mension n ≥ 3) we see that the resolvent R0(z) can be extended continuously from

C± to C±, in the respective uniform operator topologies. Certainly the estimates
(5.27) continue to hold (for large λ).

It therefore follows that the operator H0 = −Δ is of global type
(
L2,s(R3),

L2,−s(R3), α,R
)
and Theorem 5.1 can be applied to yield the following theorem:

Theorem 5.13. Let n ≥ 4 and set x = (x′, x′′) where x′ = (x1, x2, x3) and
x′′ = (x4, . . . , xn) ∈ Rn−3. Let H = −Δx′ + L(x′′), where Δx′ is the Laplacian
with respect to the three coordinates x′ and L(x′′) is any (unbounded) self-adjoint
operator in L2(Rn−3). Let R(z) = (H − z)−1 be the resolvent.

The resolvent limits

R±(λ ± i · 0) = lim
ε↓0

R(λ± iε), λ ∈ R,

exist, uniformly in λ ∈ R, in the uniform operator topology of B
(
L2,s(R3)⊗

L2(Rn−3), L2,−s(R3)⊗ L2(Rn−3)
)
, for any s > 1. They are also uniformly Hölder

continuous in this topology.

Furthermore, these limits exist and are locally Hölder continuous in the uni-
form operator topology of B

(
L2,s(R)⊗ L2(Rn−3), H2,−s(R3)⊗ L2(Rn−3)

)
.

Remark 5.14 (wild perturbations). We have here the same situation as pointed
out in Remark 5.14; the specific character of the operator L(x′′) in L2(Rn−3) plays
no role in the theorem. In the title of this subsection we referred to this fact as
wild perturbations.

The special case of the Schrödinger operator for the N -body problem was
established in [43].

6. The limiting absorption principle for second-order
divergence-type operators

In the previous sections we have shown how various constructions, such as functions
of operators or short-range perturbations, fit into the general abstract framework.
In the following sections we consider divergence-type second-order operators. As
perturbations of the Laplacian they do not belong to any of the above categories;
the difference between such an operator and the Laplacian is not even compact.
However, our aim is to show that we can still deal with such operators, starting
from the smoothness properties of (the spectral derivative of) the Laplacian.

Let H = −
n∑

j,k=1

∂jaj,k(x)∂k, where aj,k(x) = ak,j(x), be a formally self-

adjoint operator in L2(Rn), n ≥ 2. The notation ∂j =
∂
∂xj

is used throughout the

following sections.
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We assume that the real measurable matrix function a(x) = {aj,k(x)}1≤j,k≤n
satisfies, with some positive constants a1 > a0 > 0, Λ0 > 0,

a0I ≤ a(x) ≤ a1I, x ∈ Rn, (6.1)

a(x) = I, |x| > Λ0. (6.2)

In what follows we shall use the notation H = −∇ · a(x)∇.
We retain the notation H for the self-adjoint (Friedrichs) extension associated

with the form (a(x)∇ϕ,∇ψ), where ( , ) is the scalar product in L2(Rn). When
a(x) ≡ I, we get H = H0 = −Δ.

We refer to Section 2 for definitions of the various functional spaces that will
appear in what follows.

Let

R0(z) = (H0 − z)−1, R(z) = (H − z)−1, z ∈ C± =
{
z
∣∣ ± Im z > 0

}
,

be the associated resolvent operators.
We note that the operator H can be extended in an obvious way (retaining the

same notation) as a bounded operator H : H1
loc → H−1

loc . In particular, H : H1,−s →
H−1,−s, for all s ≥ 0. Furthermore, the graph norm of H in H−1,−s is equivalent
to the norm of H1,−s.

Similarly, we can consider the resolvent R(z) as defined on L2,s, s ≥ 0, where
L2,s is densely and continuously embedded in H−1,s.

The fundamental result presented in this section is that H satisfies the LAP
over the whole real axis. The exact formulation is as follows:

Theorem 6.1. Suppose that a(x) satisfies (6.1), (6.2). Then the operator H satisfies
the LAP in R. More precisely, let s > 1 and consider the resolvent R(z) = (H −
z)−1, Im z �= 0, as a bounded operator from L2,s(Rn) to H1,−s(Rn).

Then:
(a) R(z) is bounded with respect to the H−1,s(Rn) norm. Using the density of L2,s

in H−1,s, we can therefore view R(z) as a bounded operator from H−1,s(Rn)
to H1,−s(Rn).

(b) The operator-valued functions, defined respectively in the lower and upper
half-planes,

z → R(z) ∈ B(H−1,s(Rn), H1,−s(Rn)), s > 1, ± Im z > 0, (6.3)

can be extended continuously from C± =
{
z
∣∣ ± Im z > 0

}
to C± = C±

⋃
R

(with respect to the uniform operator topology of B(H−1,s(Rn), H1,−s(Rn)).
In the case n = 2 replace H−1,s by H−1,s

0 .

We denote the limiting values of the resolvent on the real axis by

R±(λ) = lim
z→λ,± Im z>0

R(z). (6.4)

Remark 6.2. Since L2,s (resp. H1,−s) is densely and continuously embedded in
H−1,s (resp. L2,−s), we conclude that the resolvents R0(z), R(z) can be extended

continuously to C± in the B(L2,s(Rn), L2,−s(Rn)) uniform operator topology.
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The spectrum of H is therefore entirely absolutely continuous. In particular,
it follows that the limiting values R±(λ) are continuous at λ = 0 and H has no
resonance there.

The study of the resolvent near the threshold λ = 0 is sometimes referred
to as low energy estimates . Following the proof of the theorem, at the end of
Subsection 6.2, we review some of the existing literature concerning such estimates,
as well as some other results pertaining to the LAP in non short-range settings.

Before proceeding to the proof of the theorem, we need to obtain more infor-
mation on the resolvent of the Laplacian.

6.1. The operator H0 = −Δ – revisited

The basic properties of this operator have already been discussed in Example 3.5
and Corollary 3.9. In particular, the explicit form of

{
E0(λ)

}
, its spectral family,

is given in Eq. (3.1), and the spectral derivative A0 is given explicitly in Eq. (3.3).
See also the treatment by sums of tensor products in Subsection 5.5.

The weighted L2 estimates for A0 were obtained by using the trace esti-
mate (3.2).

However, we can refine this estimate near λ = 0 as follows.

Proposition 6.3. Let 1
2 < s < 3

2 , h ∈ L2,s. For n = 2 assume further that s > 1

and h ∈ L2,s
0 . Then ∫

|ξ|2=λ

|ĥ|2 dτ ≤ C min{λγ , 1}
∥∥ĥ∥∥2

Hs , (6.5)

where

0 < γ = s− 1

2
, n ≥ 3,

0 < γ < s− 1

2
, n = 2,

(6.6)

and C = C(s, γ, n).

Proof. If n ≥ 3, the proof follows as in [19, Appendix], when we take into account
the fact (generalized Hardy inequality) that multiplication by |ξ|−s is bounded
from Hs into L2 [45] (see also [64, Section 9.4]).

If n = 2 and 1 < s < 3
2 we have, for h ∈ L2,s

0 ,

|ĥ(ξ)| = |ĥ(ξ)− ĥ(0)| ≤ Cs,δ |ξ|δ ‖ĥ‖Hs ,

for any 0 < δ < min{1, s−1}. Using this estimate in the integral in the right-hand
side of (6.5), the claim follows also in this case. �

Combining Eqs. (3.3),(3.2) and (6.5), we conclude that

|〈A0(λ)f, g〉| ≤ 〈A0(λ)f, f〉
1
2 〈A0(λ)g, g〉

1
2

≤ C min{λ− 1
2 , λη} ‖f‖0,s ‖g‖0,σ , f ∈ L2,s, g ∈ L2,σ,

(6.7)
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where

(i) n ≥ 3,
1

2
< s, σ <

3

2
, s + σ > 2 and 0 < 2η = s + σ − 2,

or (6.8)

(ii) n = 2, 1 < s <
3

2
,

1

2
< σ <

3

2
, s + σ > 2, 0 < 2η < s + σ − 2

and f̂(0) = 0.

In both cases, A0(λ) is Hölder continuous and vanishes at 0, ∞, so we obtain as
in [15]:

Proposition 6.4. The operator-valued function

z → R0(z) ∈
{

B(L2,s, L2,−σ), n ≥ 3,

B(L2,s
0 , L2,−σ), n = 2,

(6.9)

where s, σ satisfy (6.8), can be extended continuously from C± to C±, in the re-
spective uniform operator topologies.

Remark 6.5. We note that the conditions (6.8) yield the continuity of A0(λ) across
the threshold λ = 0 and hence the continuity property of the resolvent as in
Proposition 6.4. However, for the local continuity at any λ0 > 0, it suffices to take
s, σ > 1

2 , as has been stated in Theorem 5.12, which is Agmon’s original result [1].
This remark applies equally to the statements below, where the resolvent is

considered in other functional settings.

We shall now extend this proposition to more general function spaces. Let
g ∈ H1,σ, where s, σ satisfy (6.8). Let f ∈ H−1,s have a representation of the
form (2.2). Eq. (3.3) can be extended to yield an operator (for which we retain the
same notation)

A0(λ) ∈ B(H−1,s, H−1,−σ),

defined by (where now 〈 , 〉 is used for the (H−1,s, H1,σ) pairing),〈
A0(λ)

[
f0 + i−1

n∑
k=1

∂

∂xk
fk

]
, g

〉

= (2
√

λ)−1

∫
|ξ|2=λ

[
f̂0(ξ) +

n∑
k=1

ξkf̂k(ξ)

]
ĝ(ξ) dτ, f ∈ H−1,s, g ∈ H1,σ.

(6.10)

(replace H−1,s by H−1,s
0 if n = 2).

Observe that this definition makes good sense even though the representation
(2.2) is not unique, since

f = f0 +

n∑
k=1

i−1 ∂

∂xk
fk = f̃0 +

n∑
k=1

i−1 ∂

∂xk
f̃k,
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implies

f̂0(ξ) +

n∑
k=1

ξkf̂k(ξ) =
ˆ̃
f0(ξ) +

n∑
k=1

ξk
ˆ̃
fk(ξ)

(as tempered distributions).
To estimate the operator-norm of A0(λ) in this setting we use (6.10) and

the considerations preceding Proposition 6.4, to obtain, instead of (6.7), for k =
1, 2, . . . , n,∣∣∣∣〈A0(λ)

∂

∂xk
fk, g

〉∣∣∣∣
≤ C min{λ− 1

2 , λη} ‖f‖−1,s ‖g‖1,σ , f ∈ H−1,s, g ∈ H1,σ,

(6.11)

where s, σ satisfy (6.8) (replace H−1,s by H−1,s
0 if n = 2).

We now define the extension of the resolvent operator by

R0(z) =

∞∫
0

A0(λ)

λ − z
dλ, Im z �= 0. (6.12)

The convergence of the integral (in the operator norm) follows from the esti-
mate (6.11).

The LAP in this case is given in the following proposition.

Proposition 6.6. The operator-valued function R0(z) is well defined (and analytic)
for non-real z in the following functional setting.

z → R0(z) ∈
{

B(H−1,s, H1,−σ), n ≥ 3,

B(H−1,s
0 , H1,−σ), n = 2,

(6.13)

where s, σ satisfy (6.8). Furthermore, it can be extended continuously from C± to

C±, in the respective uniform operator topologies. The limiting values are denoted
by R±

0 (λ).
The extended function satisfies

(H0 − z)R0(z)f = f, f ∈ H−1,s, z ∈ C±, (6.14)

where for z = λ ∈ R, R0(z) = R±
0 (λ).

Proof. For simplicity we assume n ≥ 3. By Definition (6.12) and estimate (6.11),
we get readily R0(z) ∈ B(H−1,s, H−1,−σ) if Im z �= 0 as well as the analyticity of
the map z → R0(z), Im z �= 0. Furthermore, the extension to Im z = 0 is carried
out as in [15].

Eq. (6.14) is obvious if Im z �= 0 and f ∈ L2,s. By the density of L2,s in
H−1,s, the continuity of R0(z) on H−1,s and the continuity of H0−z (in the sense
of distributions) we can extend it to all f ∈ H−1,s.

As z → λ ± i · 0 we have R0(z)f → R±
0 (λ)f in H−1,−σ. Applying the

(constant coefficient) operator H0 − z yields, in the sense of distributions, f =
(H0 − z)R0(z)f → (H0 − λ)R±

0 (λ)f which establishes (6.14) also for Im z = 0.
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Finally, the established continuity of z → R0(z) ∈ B(H−1,s, H−1,−σ) (up to
the real boundary) and Eq. (6.14) imply the continuity of the map z → H0 R0(z) ∈
B(H−1,s, H−1,−σ).

The stronger continuity claim (6.13) follows, since the norm of H1,−σ is equiv-
alent to the graph norm of H0 as a map of H−1,−σ to itself. �

Remark 6.7. The main point here is the fact that the limiting values can be
extended continuously to the threshold at λ = 0.

In the neighborhood of any λ > 0 this proposition follows from [79, Theorem
2.3], where a very different proof is used. In fact, using the terminology there,
the limit functions R±

0 (λ)f are the unique (on either side of the positive real axis)
radiative functions and they satisfy a suitable Sommerfeld radiation condition. We
recall it here for the sake of completeness, since we will need it in the next section.

Let z = k2 ∈ C \ {0}, Im k ≥ 0. For f ∈ H−1,s let u = R0(z)f ∈ H1,−σ be as
defined above. Then

Ru =

∫
|x|>Λ0

∣∣∣∣r− n−1
2

∂

∂r
(r

n−1
2 u)− iku

∣∣∣∣2 dx <∞, (6.15)

where r = |x|. We shall refer to Ru as the radiative norm of u.
Furthermore, we can take s, σ > 1

2 , as in Remark 6.5.

6.2. Proof of the LAP for the operator H

We start with some considerations regarding the behavior of the resolvent near
the spectrum.

Fix [α, β] ⊂ R and let

Ω =
{
z ∈ C+

∣∣ α < Re z < β, 0 < Im z < 1
}
. (6.16)

Let z = μ + iε ∈ Ω and consider the equation

(H − z)u = f ∈ H−1,s, u ∈ H1,−σ (f ∈ H−1,s
0 if n = 2). (6.17)

(Observe that in the case n = 2 also u ∈ L2,σ
0 ).

With Λ0 as in (6.2), let χ(x) ∈ C∞(Rn) be such that

χ(x) =

{
0, |x| < Λ0 + 1,

1, |x| > Λ0 + 2.
(6.18)

Eq. (6.17) can be written as

(H0 − z) (χu) = χf − 2∇χ · ∇u− uΔχ. (6.19)

Letting ψ(x) = 1−χ(x2 ) ∈ C∞
0 (Rn) and using Proposition 6.6 and standard elliptic

estimates, we obtain from (6.19)

‖u‖1,−σ ≤ C
[
‖f‖−1,s + ‖ψu‖0,−s

]
, (6.20)

where s, σ satisfy (6.8), σ′ > σ and C > 0 depends only on Λ0, σ, s, n.
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We note that, since ψ is compactly supported, the term ‖ψu‖0,−s can be

replaced by ‖ψu‖0,−s′ for any real s′.
In fact, the second term in the right-hand side can be dispensed with, as is

demonstrated in the following proposition.

Proposition 6.8. The solution to (6.17) satisfies,

‖u‖1,−σ ≤ C ‖f‖−1,s , (6.21)

where s, σ satisfy (6.8) and C > 0 depends only on σ, s, n, Λ0.

Proof. In view of (6.20) we only need to show that

‖ψu‖0,−s ≤ C ‖f‖−1,s . (6.22)

Since L2,s(Rn) is dense in H−1,s(Rn), it suffices to prove this inequality for f ∈
L2,s(Rn) ∩H−1,s(Rn) (using the norm of H−1,s).

We argue by contradiction. Let{
zk
}∞
k=1
⊆ Ω,

{
fk
}∞
k=1
⊆ L2,s(Rn) ∩H−1,s(Rn)

(with f̂k(0) = 0 if n = 2) and{
uk = R(zk)fk

}∞
k=1
⊆ H1,−σ(Rn)

be such that

‖ψuk‖0,−s = 1, ‖fk‖−1,s ≤ k−1, k = 1, 2, . . . ,

zk → z0 ∈ Ω as k →∞.
(6.23)

By (6.20),
{
uk
}∞
k=1

is bounded in H1,−σ. Replacing the sequence by a suitable sub-

sequence (without changing notation) and using the Rellich compactness theorem

we may assume that there exists a function u ∈ L2,−σ′
, σ′ > σ, such that

uk → u in L2,−σ′
as k →∞. (6.24)

Furthermore, by weak compactness we actually have (restricting again to a subse-
quence if needed)

uk
w−→ u in H1,−σ as k →∞. (6.25)

Since H maps continuously H1,−σ into H−1,−σ, we have

Huk
w−→ Hu in H−1,−σ as k →∞,

so that from (H − zk)uk = fk we infer that

(H − z0)u = 0. (6.26)

In view of (6.19) and Remark 6.7 the functions χuk are radiative functions .
Since they are uniformly bounded in H1,−σ, their radiative norms (6.15) are uni-
formly bounded.

Suppose first that z0 �= 0. In view of Remark 6.7 we can take s, σ > 1
2 . Then

the limit function u is a radiative solution to (H0 − z0)u = 0 in |x| > Λ0 + 2
and hence must vanish there (see [79]). By the unique continuation property of
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solutions to (6.26) we conclude that u ≡ 0. Thus by (6.24) we get ‖ψuk‖0,−σ′ → 0

as k →∞, which contradicts (6.23).
We are therefore left with the case z0 = 0. In this case u ∈ H1,−σ satisfies

the equation
∇ · (a(x)∇u) = 0. (6.27)

In particular, Δu = 0 in |x| > Λ0 and
∞∫

Λ0

∫
|x|=r

r−2σ

(
|u|2 + |∂u

∂r
|2
)

dτdr <∞. (6.28)

Consider first the case n ≥ 3. We may then use the representation of u by spherical
harmonics so that, with x = rω, ω ∈ Sn−1,

u(x) = r−
n−1
2

⎧⎨⎩
∞∑
j=0

bjr
μjhj(ω) +

∞∑
j=0

cjr
−νjhj(ω)

⎫⎬⎭ , r > Λ0, (6.29)

where

μj(μj − 1) = νj(νj + 1) = λj +
(n− 1)(n− 3)

4
, (6.30)

0 = λ0 < λ1 ≤ λ2 ≤ · · ·
being the eigenvalues of the Laplace-Beltrami operator on Sn−1, and hj(ω) the
corresponding spherical harmonics. Since λ1 = n− 1, it follows that

μ0 =
n− 1

2
, μ0 + 1 ≤ μ1 ≤ μ2 ≤ · · · ,

n− 3

2
= ν0 < ν1 ≤ ν2 ≤ · · · . (6.31)

We now observe that (6.28) forces

b0 = b1 = · · · = 0.

Also, by (6.29) ∫
|x|=r

∂u

∂r
dτ = − (n− 2)

∣∣Sn−1
∣∣ c0, r > Λ0, (6.32)

(
∣∣Sn−1

∣∣ is the surface measure of Sn−1), while integrating (6.27) we get∫
|x|=r

∂u

∂r
dτ = 0, r > Λ0. (6.33)

Thus c0 = 0. It now follows from (6.29) that, for r > Λ0,∫
|x|=r

(
|u|2 +

∣∣∣∣∂u

∂r

∣∣∣∣2
)

dτ ≤
(

r

Λ0

)−2ν1 ∫
|x|=Λ0

(
|u|2 +

∣∣∣∣∂u

∂r

∣∣∣∣2
)

dτ. (6.34)

Multiplying (6.27) by u and integrating by parts over the ball |x| ≤ r, we in-
fer from (6.34) that the boundary term vanishes as r → ∞. Thus ∇u ≡ 0, in
contradiction to (6.23)–(6.24).
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It remains to deal with the case n = 2. Instead of (6.29) we now have

u(x) = r−
1
2

⎧⎨⎩b̃0r
1
2 log r +

∞∑
j=0

bjr
μjhj(ω) +

∞∑
j=1

cjr
−νjhj(ω)

⎫⎬⎭ , r > Λ0, (6.35)

where μ0 = 1
2 , μ1 = 3

2 , ν1 = 1
2 . As in the derivation above, the condition (6.28)

yields b0 = b1 = · · · = 0. Also, we get b̃0 = 0 in view of (6.33). It now follows that∫
|x|=r

u
∂u

∂r
dτ = −2π

∞∑
j=1

(
νj +

1

2

)
|cj |2 r−2νj−1, r ≥ Λ0, (6.36)

from which, as in the argument following (6.34), we deduce that u ≡ 0, again in
contradiction to (6.23)–(6.24). �

Proof of Theorem 6.1. Part (a) of the theorem is actually covered by Proposi-
tion 6.8. Moreover, the proposition implies that the operator-valued function

z → R(z) ∈ B(H−1,s(Rn), H1,−σ(Rn)), s > 1, z ∈ Ω,

is uniformly bounded, where s, σ satisfy (6.8). Here and below replace H−1,s by

H−1,s
0 if n = 2.

We next show that the function z → R(z) can be continuously extended to
Ω in the weak topology of B(H−1,s(Rn), H1,−σ(Rn)). To this end, we take f ∈
H−1,s(Rn) and g ∈ H−1,σ(Rn) and consider the function

z → 〈g,R(z)f〉 , z ∈ Ω,

where 〈 , 〉 is the (H−1,σ, H1,−σ) pairing. We need to show that it can be extended
continuously to Ω.

In view of the uniform boundedness established in Proposition 6.8, we can
take f , g in dense sets (of the respective spaces). In particular, we can take f ∈
L2,s(Rn) and g ∈ L2,σ(Rn), so that the continuity property in Ω is obvious.

Consider therefore a sequence {zk}∞k=1 ⊆ Ω such that zk −−−−→
k→∞

z0 ∈ [α, β].

The sequence {uk = R(zk)f}∞k=1 is bounded in H1,−σ(Rn). Therefore there exists

a subsequence
{
ukj
}∞
j=1

which converges to a function u ∈ L2,−σ′
, σ′ > σ.

We can further assume that ukj
w−−−→

j→∞
u in H1,−σ. It follows that〈

g, ukj
〉
−−−→
j→∞

〈g, u〉 .

Passing to the limit in
(
H − zkj

)
ukj = f we see that the limit function function

satisfies

(H − z0)u = f.

We now repeat the argument employed in the proof of Proposition 6.8. If
z0 �= 0 we note that the functions {χuk}∞k=1 are radiative functions with uniformly
bounded radiative norms (6.15) in |x| > Λ0+2. The same is therefore true for the
limit function u.
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If z0 = 0, then the function u ∈ H1,−σ solves Hu = f .

In both cases this function is unique and we get the convergence

〈g,R(zk)f〉 = 〈g, uk〉 −−−−→
k→∞

〈g, u〉 .

We can now define

R+(z0)f = u, (6.37)

with an analogous definition for R−(z0).
At this point we can readily deduce the following extension of the resolvent

R(z) as the inverse of H − z.

(H − z)R(z)f = f, f ∈ H−1,s, z ∈ C±, (6.38)

where R(z) = R±(λ) when z = λ ∈ R.
Indeed, observe that if Im z �= 0 then (H − z)R(z)f = f for f ∈ L2,s(Rn)

and (H − z)R(z) ∈ B(H−1,s, H−1,−σ), so the assertion follows from the density
of L2,s(Rn) in H−1,s(Rn). For z = λ ∈ R we use the (just established) weak

continuity of the map z ↪→ (H − z)R(z) from H−1,s into H−1,−σ in C±.
The passage from weak to uniform continuity (in the operator topology) is a

classical argument due to Agmon [1]. In [9] we have applied it in the case n = 1.
Here we outline the proof in the case n > 1.

We establish first the continuity of the operator-valued function z → R(z),
Ω, in the uniform operator topology of B(H−1,s(Rn), L2,−σ(Rn)).

Let
{
zk
}∞
k=1
⊆ Ω and

{
fk
}∞
k=1
⊆ H−1,s(Rn) be sequences such that zk −−−−→

k→∞
z ∈ Ω and fk converges weakly to f in H−1,s(Rn). It suffices to prove that the
sequence uk = R(zk)fk, which is bounded in H1,−σ(Rn), converges strongly in
L2,−σ(Rn). Since this is clear if Im z �= 0, we can take z ∈ [α, β].

Note first that we can take 1
2 < σ′ < σ so that s, σ′ satisfy (6.8). Then

the sequence {uk}∞k=1 is bounded in H1,−σ′
(Rn) and there exists a subsequence{

ukj
}∞
j=1

which converges to a function u ∈ L2,−σ.

We can further assume that ukj
w−−−→

j→∞
u in H1,−σ.

It follows that the limit function function satisfies (see Eq. (6.38))

(H − z)u = f.

Once again we consider separately the cases z �= 0 and z = 0.

In the first case, in view of (6.38) and Remark 6.7, the functions χuk are
radiative functions . Since they are uniformly bounded in H1,−σ their radiative
norms (6.15) are uniformly bounded, and we conclude that also Ru <∞.

In the second case, we simply note that u ∈ H1,−σ solves Hu = f .

As in the proof of Proposition 6.8 we conclude that in both cases the limit is
unique, so that the whole sequence {uk}∞k=1 converges to u in L2,−σ(Rn).

Thus, the continuity in the uniform operator topology of B(H−1,s(Rn),
L2,−σ(Rn)) is proved.
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Finally, we claim that the operator-valued function z → R(z) is continuous in
the uniform operator topology of B(H−1,s(Rn), H1,−σ(Rn)). Indeed, if we invoke
Eq. (6.38), we get that also z → HR(z) is continuous in the uniform operator
topology of B(H−1,s(Rn), H−1,−σ(Rn)).

Since the domain of H in H−1,−σ(Rn) is H1,−σ(Rn), the claim follows. The
conclusion of the theorem follows by taking σ = s. �

Remark 6.9. In view of (6.19) and Remark 6.7 it follows that for λ > 0 the
functions R±(λ)f , f ∈ H−1,s, are radiative, i.e., satisfy a Sommerfeld radiation
condition.

The fact that the limiting values of the resolvent are continuous across the
threshold at λ = 0 has been established in the case H = H0 [14, Appendix A], and
in the one-dimensional case (n = 1) in [9, 12, 30]. The paper [74] deals with the
two-dimensional (n = 2) case, but the resolvent R(z) is restricted to continuous
compactly supported functions f , thus enabling the use of pointwise decay esti-
mates of R(z)f at infinity. In the case of the closely related acoustic propagator ,
where the matrix a(x) = b(x1)I is scalar and dependent on a single coordinate,
there are in general countably many thresholds embedded in the continuous spec-
trum. Any study of the LAP must therefore deal with this difficulty. We mention
here the papers [12, 24, 23, 39, 32, 34, 57, 58, 63, 85], as well as the anisotropic
case where b(x1) is a general positive matrix [13].

We mention next some related studies concerning the LAP where, however,
the threshold has been avoided. Our discussion is restricted, however, to opera-
tors that can be characterized as “perturbations of the Laplacian”. The exten-
sive literature concerning the N -body operators is omitted, apart from the mono-
graphs [4, 36] that have already been mentioned in the Introduction in connection
with Mourre’s approach to the LAP.

The pioneering works of Eidus and Agmon have already been mentioned in
the Introduction. Under assumptions close to ours here (but also assuming that
a(x) is continuously differentiable) a weaker version (roughly, strong instead of
uniform convergence of the resolvents) was obtained by Eidus [40, Theorem 4 and
Remark 1]. For H = H0 the LAP has been established by Agmon [1]. Indeed,
it was established for operators of the type H0 + V , where V is a short-range
perturbation. The short-range potential V was later replaced by a long-range or
Stark-like potential [53, 6], a potential in Lp(Rn) [44, 55], a potential depending
only on direction x/|x| [46] and a perturbation of such a potential [71, 72]. In these
latter cases the condition α > 0 is replaced by α > lim sup

|x|→∞
V (x).

We refer to [20] for the LAP for operators of the type f(−Δ)+V for a certain
class of functions f .

We refer to [76] and references therein for the case of perturbations of the
Laplace-Beltrami operator Δg on noncompact manifolds. The LAP (still in (0,∞))
holds under the assumption that g is a smooth metric on Rn that vanishes at
infinity. We make use of this result in the proof of Theorem 8.1 (see Section 8).
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The LAP for the periodic case (namely, a(x) is symmetric and periodic) has
recently been established in [69]. Note that in this case the spectrum is absolutely
continuous and consists of a union of intervals (bands).

6.3. An application: Existence and completeness of the wave operators
W±(H,H0)

A nice consequence of Theorem 6.1 is the existence and completeness of the wave
operators. We recall first the definition [59, Chapter X].

Consider the family of unitary operators

W (t) = exp(itH) exp(−itH0), −∞ < t <∞.

The strong limits W±(H,H0) = s- lim
t→±∞W (t), if they exist, are called the wave

operators (relating H,H0). They are clearly isometries. If their ranges are equal,
we say that they are complete.

Using a well-known theorem of Kato and Kuroda [61], we have the following
corollary.

Corollary 6.10. The wave operators W±(H,H0) exist and are complete.

Indeed, all that is needed is that H,H0 satisfy the LAP in R, with respect
to the same operator topologies.

We refer to [54], where the existence and completeness of the wave operators
W±(H,H0) is established under suitable smoothness assumptions on a(x). (How-
ever, a(x) − I is not assumed to be compactly supported and H can include also
magnetic and electric potentials.)

7. An eigenfunction expansion theorem

In the Introduction we mentioned the connection (as well as the gap) between the
spectral theorem (for self-adjoint operators) in its functional-analytic formulation
and the generalized eigenfunction theorem, a fundamental tool in the study of
partial differential operators (and scattering theory). It was mentioned there that
these theorems should be connected through the Limiting Absorption Principle.
This is indeed the purpose of this section.

We derive an eigenfunction expansion theorem for a divergence-type operator
H , the operator considered in Section 6.

Let {E(λ), λ ∈ R} be the spectral family associated with H and A(λ) =
d
dλE(λ) be its weak derivative. We use the formula (3.7),

A(λ) =
1

2πi
lim
ε↓0

(R(λ + iε)−R(λ− iε)) =
1

2πi

(
R+(λ) −R−(λ)

)
.

By Theorem 6.1 we know that A(λ) ∈ B(L2,s(Rn), L2,−s(Rn)), for values of s as
given in the theorem.

The formal relation (H − λ)A(λ) = 0 can be given a rigorous meaning if,
for example, we can find a bounded operator T such that T ∗A(λ)T is bounded
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in L2(Rn) and has a complete set (necessarily at most countable) of eigenvectors.
These will serve as generalized eigenvectors for H . We refer to [22, Chapters V, VI]
and [25] for a development of this approach for self-adjoint elliptic operators. Note
that by this approach we have at most a countable number of such generalized
eigenvectors for any fixed λ. In the case of H0 = −Δ they correspond to

|x|−
n−3
2 J√

κj

(√
λ |x|
)
ψj(ω),

where κj = λj +
(n−1)(n−3)

4 , λj being the jth eigenvalue of the Laplace-Beltrami

operator on the unit sphere Sn−1, ψj the corresponding eigenfunction and Jν is
the Bessel function of order ν.

On the other hand, the inverse Fourier transform

g(x) = (2π)−
n
2

∫
Rn

ĝ(ξ)eiξx dξ, (7.1)

can be viewed as expressing a function in terms of the generalized eigenfunctions
exp (iξx) of H0. Observe that now there is a continuum of such functions corre-
sponding to λ > 0, namely, |ξ|2 = λ.

From the physical point-of-view this expansion in terms of plane waves proves
to be more useful for many applications. In particular, replacing −Δ by the
Schrödinger operator −Δ+V (x) one can expect, under certain hypotheses on the
potential V , a similar expansion in terms of distorted plane waves . This has been
accomplished, in increasing order of generality (more specifically, decay assump-
tions on V (x) as |x| → ∞) in [73, 52, 1, 79, 2]. See also [87] for an eigenfunction
expansion for relativistic Schrödinger operators.

Here we use the LAP result of Theorem 6.1 in order to derive a similar
expansion for the operator H . In fact, our generalized eigenfunctions are given by
the following definition.

Definition 7.1. For every ξ ∈ Rn, let

ψ±(x, ξ) = −R∓ (|ξ|2)((H − |ξ|2) exp(iξx))
= R∓(|ξ|2)

⎛⎝ n∑
l,j=1

∂l(al,j(x)− δl,j)∂j

⎞⎠ exp(iξx).
(7.2)

The generalized eigenfunctions of H are defined by

ϕ±(x, ξ) = exp(iξx) + ψ±(x, ξ). (7.3)

We assume n ≥ 3 in order to simplify the statement of the theorem. As
we show below (see Proposition 7.3) the generalized eigenfunctions are (at least)
continuous in x, so that the integral in the statement makes sense.
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Theorem 7.2. Suppose that n ≥ 3 and that a(x) satisfies (6.1), (6.2). For any
compactly supported f ∈ L2(Rn) define

(F±f)(ξ) = (2π)−
n
2

∫
Rn

f(x)ϕ±(x, ξ) dx, ξ ∈ Rn. (7.4)

Then the transformations F± can be extended as unitary transformations (for
which we retain the same notation) of L2(Rn) onto itself. Furthermore, these trans-
formations diagonalize H in the following sense:

f ∈ L2(Rn) is in the domain D(H) if and only if |ξ|2(F±f)(ξ) ∈ L2(Rn) and

H = F∗
±M|ξ|2F±, (7.5)

where M|ξ|2 is the multiplication operator by |ξ|2.

Before starting the proof of the theorem, we collect some basic properties of
the generalized eigenfunctions in the following proposition.

Proposition 7.3. The generalized eigenfunctions

ϕ±(x, ξ) = exp(iξx) + ψ±(x, ξ)

(see (7.3)) are in H1
loc(R

n) for each fixed ξ ∈ Rn and satisfy the equation(
H − |ξ|2

)
ϕ±(x, ξ) = 0. (7.6)

In addition, these functions have the following properties:
(i) The map

Rn � ξ → ψ±(·, ξ) ∈ H1,−s(Rn), s > 1,

is continuous.
(ii) For any compact K ⊆ Rn, the family of functions

{
ϕ±(x, ξ)

∣∣ ξ ∈ K
}

is
uniformly bounded and uniformly Hölder continuous in x ∈ Rn.

Proof. Since (H − |ξ|2) exp(iξx) ∈ H−1,s, s > 1, Eq. (7.6) follows from the defini-
tion (7.2) in view of Eq. (6.38).

Furthermore, the map

Rn � ξ →
(
H − |ξ|2

)
exp(iξx) ∈ H−1,s(Rn), s > 1,

is continuous, so the continuity assertion (i) follows from Theorem 6.1.
For s > 1, the set of functions

{
ψ±(·, ξ)

∣∣ ξ ∈ K
}
is uniformly bounded in

H1,−s. Thus, in view of (7.6), it follows from the De Giorgi-Nash-Moser Theo-
rem [42, Chapter 8] that the set

{
ϕ±(x, ξ)

∣∣ ξ ∈ K
}
is uniformly bounded and

uniformly Hölder continuous in {|x| < R} for every R > 0. In particular, we can
take R > Λ0 (see Eq. (6.2)). In the exterior domain {|x| > R} the set

{
ψ±(x, ξ)

∣∣
ξ ∈ K

}
is bounded in H1,−s, s > 1, and we have

(
H0 − |ξ|2

)
ψ±(x, ξ) = 0.

In addition, the boundary values
{
ψ±(x, ξ)

∣∣ |x| = R, ξ ∈ K
}
are uniformly

bounded. From well-known properties of solutions of the Helmholtz equation we
conclude that this set is uniformly bounded and therefore, invoking once again the
De Giorgi-Nash-Moser Theorem, uniformly Hölder continuous. �
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Proof of Theorem 7.2. We use the LAP proved in Theorem 6.1, adapting the
methodology of Agmon’s proof [1] for the eigenfunction expansion in the case of
Schrödinger operators with short-range potentials. To simplify notation, we prove
for F+.

Let u ∈ H1 be compactly supported. For any z such that Im z �= 0 we can
write its Fourier transform as

û(ξ) = (2π)−
n
2

∫
Rn

u(x) exp(−iξx) dx =
(2π)−

n
2

|ξ|2 − z

∫
Rn

u(x) (H0 − z) exp(−iξx) dx.

Let θ ∈ C∞
0 (Rn) be a (real) cutoff function such that θ(x) = 1 for x in a neigh-

borhood of the support of u.

We can rewrite the above equality as

û(ξ) =
(2π)−

n
2

|ξ|2 − z
〈(H0 − z)u(x), θ(x) exp(iξx)〉 ,

where 〈 , 〉 is the (H−1,s, H1,−s)-sesquilinear pairing (conjugate linear with respect
to the second term).

We have therefore, with f = (H − z)u,

û(ξ) =
(2π)−

n
2

|ξ|2 − z

(
〈(H − z)u(x), θ(x) exp(iξx)〉 + 〈(H0 −H) exp(iξx), u(x)〉

)
=

(2π)−
n
2

|ξ|2 − z
(〈f(x), θ(x) exp(iξx)〉 + 〈f(x), R(z̄) (H0 −H) exp(iξx)〉) . (7.7)

Introducing the function

f̃(ξ, z) = f̂(ξ) + (2π)−
n
2 〈f(x), R(z̄) (H0 −H) exp(iξx)〉 ,

we have

û(ξ) = R̂(z)f(ξ) =
f̃(ξ, z)

|ξ|2 − z
, Im z �= 0. (7.8)

We now claim that this equation is valid for all compactly supported f ∈ H−1.

Indeed, let u = R(z)f ∈ H1,−s, s > 1. Let ψ(x) = 1 − χ(x), where χ(x) is
defined in (6.18). We set

uk(x) = ψ(k−1x)u(x), fk(x) = (H − z)
(
ψ(k−1x)u(x)

)
, k = 1, 2, 3, . . .

The equality (7.8) is satisfied with u, f replaced, respectively, by uk, fk. Since

ψ(k−1x)u(x) −−−−→
k→∞

u(x)

in H1,−s, we have

(H − z) (ψ(k−1x)u(x)) −−−−→
k→∞

(H − z)u = f(x)

in H−1,−s, where in the last step we have used Eq. (6.38).
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In addition, since (H0 −H) exp(iξx) is compactly supported

〈fk(x), R(z̄) (H0 −H) exp(iξx)〉 = 〈(H0 −H) exp(iξx), R(z)fk(x)〉
−−−−→
k→∞

〈(H0 −H) exp(iξx), R(z)f〉 = 〈f,R(z̄) (H0 −H) exp(iξx)〉 .

Combining these considerations with the continuity of the Fourier transform (on
tempered distributions) we establish that (7.8) is valid for all compactly supported
f ∈ H−1.

Let {E(λ), λ ∈ R} be the spectral family associated with H . Let A(λ) =
d
dλE(λ) be its weak derivative. More precisely, we use the relation (3.7), to get

(using Theorem 6.1), for any f ∈ H−1,s, s > 1,

〈f,A(λ)f〉 = 1

2πi

〈
f,
(
R+(λ)−R−(λ)

)
f
〉
.

We now take f ∈ L2 and compactly supported. From the resolvent equation we
infer

R(λ + iε)−R(λ− iε) = 2iεR(λ+ iε)R(λ− iε), ε > 0,

so that

〈f,A(λ)f〉 = lim
ε↓0

ε

π
‖R(λ + iε)f‖20 , ε > 0.

Using Eq. (7.8) and Parseval’s theorem, we therefore have

〈f,A(λ)f〉 = lim
ε→0+

ε

π

∥∥∥(|ξ|2 − (λ + iε)
)−1

f̃(ξ, λ + iε)
∥∥∥2
0
, ε > 0. (7.9)

Note that f̃(ξ, z) can be extended continuously as z → λ + i · 0 by

f̃(ξ, λ) = f̂(ξ) + (2π)−
n
2

〈
f(x), R−(λ) (H0 −H) exp(iξx)

〉
. (7.10)

In order to study properties of f̃(ξ, z) as a function of ξ we compute

f̃(ξ, z) = f̂(ξ) + (2π)−
n
2

〈( n∑
l,j=1

∂l(al,j(x)− δl,j)∂j

)
exp(iξx), R(z)f(x)

〉

= f̂(ξ) + (2π)−
n
2 i

n∑
l,j=1

ξj

∫
Rn

(al,j(x)− δl,j) ∂l(R(z)f(x)) exp(−iξx) dx,

(7.11)
where in the last step we have used that both ∂l(R(z)f(x)) and (al,j(x) − δl,j)
exp(−iξx) are in L2.

Consider now the integral

g(ξ, z) =

∫
Rn

(al,j(x) − δl,j) ∂l(R(z)f(x)) exp(−iξx) dx, z ∈ Ω,

where Ω is as in (6.16).
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In view of Theorem 6.1, the family {∂lR(z)f(x)}z∈Ω is uniformly bounded

in L2,−s, s > 1, so by Parseval’s theorem we get

‖g(·, z)‖0 < C, z ∈ Ω,

where C only depends on f .
This estimate and (7.11) imply that, if f ∈ L2 is compactly supported,

(i) The function

Rn × Ω � (ξ, z)→ f̃(ξ, z)

is continuous. For real z it is given by (7.10).

(ii) lim
k→∞

∫
|ξ|>k

(
|ξ|2 − z

)−1 |f̃(ξ, z)|2 dξ = 0,

uniformly in z ∈ Ω.
As z → |ξ|2 + i · 0, we have by Theorem 6.1 and Eq. (7.3),

lim
z→|ξ|2+i·0

f̃(ξ, z) = (2π)−
n
2

∫
Rn

f(x)ϕ+(x, ξ) dx = F+f(ξ),

so that, taking (i) and (ii) into account, we obtain from (7.9), for any compactly
supported f ∈ L2,

〈f,A(λ)f〉 = 1

2
√

λ

∫
|ξ|2=λ

|F+f(ξ)|2 dσ, λ > 0, (7.12)

where dσ is the surface Lebesgue measure.
It follows that, for any [α, β] ⊂ (0,∞),

((E(β) − E(α))f, f) =

∫ β

α

〈f,A(λ)f〉 dλ =

∫
α≤|ξ|2≤β

|F+f(ξ)|2 dξ. (7.13)

Letting α→ 0, β →∞, we get

‖f‖0 = ‖F+f‖0 . (7.14)

Thus f → F+f ∈ L2(Rn) is an isometry for compactly supported functions, which
can be extended by density to all f ∈ L2(Rn).

Furthermore, since the spectrum of H is entirely absolutely continuous, it
follows that for every f ∈ L2, Eq. (7.12) holds for almost all λ > 0 (with respect
to the Lebesgue measure).

Let f ∈ D(H). By the spectral theorem

〈Hf,A(λ)Hf〉 = λ2 〈f,A(λ)f〉 = 1

2
√

λ

∫
|ξ|2=λ

∣∣|ξ|2 F+f(ξ)
∣∣2 dσ, λ > 0.

In particular,

‖Hf‖20 =

∫
Rn

∣∣|ξ|2 F+f(ξ)
∣∣2 dξ. (7.15)
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Conversely, if the right-hand side of (7.15) is finite, then
∫∞
0

λ2 〈f,A(λ)f〉 dλ <∞,
so f ∈ D(H).

The adjoint operator F∗
+ is a partial isometry (on the range of F+). If f(x) ∈

L2(Rn) is compactly supported and g(ξ) ∈ L2(Rn) is likewise compactly sup-
ported, then

(F+f, g) = (2π)−
n
2

∫
Rn

⎛⎝ ∫
Rn

f(x)ϕ+(x, ξ) dx

⎞⎠ g(ξ) dξ

= (2π)−
n
2

∫
Rn

f(x)

⎛⎝ ∫
Rn

g(ξ)ϕ+(x, ξ) dξ

⎞⎠ dx,

where in the change of order of integration Proposition 7.3 was taken into account.
It follows that, for a compactly supported g(ξ) ∈ L2(Rn),

(F∗
+g)(x) = (2π)−

n
2

∫
Rn

g(ξ)ϕ+(x, ξ) dξ, (7.16)

and the extension to all g ∈ L2(Rn) is obtained by the fact that F∗
+ is a partial

isometry.
Now if f ∈ D(H), g ∈ L2(Rn), we have

(Hf, g) =

∫
Rn

|ξ|2 F+f(ξ)F+g(ξ) dξ =

∫
Rn

F∗
+

(
|ξ|2 F+f(ξ)

)
g(ξ) dξ,

which is the statement (7.5) of the theorem.
It follows from the spectral theorem that, for every interval J = [α, β] ⊆

[0,∞) and for every f ∈ L2(Rn), we have, with EJ = E(β) − E(α) and χJ the
characteristic function of J ,

EJf(x) = F∗
+

(
χJ(|ξ|2)F+f(ξ)

)
or

F+EJf(ξ) = χJ(|ξ|2)F+f(ξ).

It remains to prove that the isometry F+ is onto (and hence unitary). So, suppose
to the contrary that, for some nonzero g(ξ) ∈ L2(Rn),

(F∗
+g)(x) = 0.

In particular, for any f ∈ L2(Rn) and any interval J as above,

0 =
(
EJf,F

∗
+g
)
= (F+EJf, g) =

(
χJ(|ξ|2)F+f(ξ), g(ξ)

)
=
(
F+f(ξ), χJ (|ξ|2)g(ξ)

)
,

so that F∗
+

(
χJ(|ξ|2) g(ξ)

)
= 0.

By Eq. (7.16) we have, for any 0 ≤ α < β,∫
α<|ξ|2<β

g(ξ)ϕ+(x, ξ) dξ = 0
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so that, in view of the continuity properties of ϕ+(x, ξ) (see Proposition 7.3), for
a.e. λ ∈ (0,∞), ∫

|ξ|2=λ

g(ξ)ϕ+(x, ξ) dσ = 0. (7.17)

From the definition (7.3) we get∫
|ξ|2=λ

g(ξ) exp(iξx) dσ −
∫

|ξ|2=λ

g(ξ)R−(λ) ((H − λ) exp(iξx)) dσ = 0. (7.18)

Since (H − λ) exp(iξx) is compactly supported (when |ξ|2 = λ), the continuity
property of R−(λ) enables us to write∫
|ξ|2=λ

g(ξ)R−(λ) ((H − λ) exp(iξx)) dσ = R−(λ)
∫

|ξ|2=λ

g(ξ) (H − λ) exp(iξx) dσ,

which, by Remark 6.9, satisfies a Sommerfeld radiation condition. We conclude
that the function

G(x) =

∫
|ξ|2=λ

g(ξ) exp(iξx) dσ ∈ H1,−s, s >
1

2
,

is a radiative solution (see Remark 6.7) of (−Δ− λ)G = 0 and hence must vanish.
Since this holds for a.e. λ > 0, we get ĝ(ξ) = 0, hence g = 0. �

8. Global spacetime estimates for a generalized wave equation

The Strichartz estimates [83] have become a fundamental ingredient in the study
of nonlinear wave equations. They are Lp spacetime estimates that are derived for
operators whose leading part has constant coefficients. We refer to the books [81,
82] and [5] for detailed accounts and further references.

Here we focus on spacetime estimates pertinent to the framework of this
review, namely, weighted L2 estimates.

We recall first some results related to the Cauchy problem for the classical
wave equation,

�u =
∂2u

∂t2
−Δu = 0, (8.1)

subject to the initial data

u(x, 0) = u0(x), ∂tu(x, 0) = v0(x), x ∈ Rn. (8.2)

The Morawetz estimate [66] yields∫
R

∫
Rn

|x|−3|u(x, t)|2 dxdt ≤ C
(
‖∇u0‖20 + ‖v0‖20

)
, n ≥ 4,
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while in [8] we gave the estimate∫
R

∫
Rn

|x|−2α−1 |u(x, t)|2 dxdt ≤ Cα

(
‖|∇|αu0‖20 +

∥∥|∇|α−1v0
∥∥2
0

)
, n ≥ 3,

for every α ∈ (0, 1).

Related results were obtained in [65] (allowing also dissipative terms), [50]
(with some gain in regularity), [88] (with short-range potentials) and [47] for spher-
ically symmetric solutions.

Here we consider the equation

∂2u

∂t2
+ Hu =

∂2u

∂t2
−

n∑
i,j=1

∂iai,j(x)∂ju = f(x, t), (8.3)

subject to the initial data (8.2).

We first replace the assumptions (6.1), (6.2) by stronger ones as follows:

(H1) a(x) = g−1(x) =
(
gi,j(x)

)
1≤i,j≤n , (8.4)

where g(x) = (gi,j(x))1≤i,j≤n is a smooth Riemannian metric on Rn such that

g(x) = I, |x| > Λ0.

(H2) The Hamiltonian flow associated with h(x, ξ) = (g(x)ξ, ξ)

is nontrapping for any (positive) value of h. (8.5)

Recall that (H2) means that the flow associated with the Hamiltonian vectorfield
H = ∂h

∂ξ
∂
∂x −

∂h
∂x

∂
∂ξ leaves any compact set in Rnx .

Identical hypotheses are imposed in the study of resolvent estimates in semi-
classical theory [26, 27].

In our estimates we use homogeneous Sobolev spaces associated with the
operator H .

We let G = H
1
2 which is a positive self-adjoint operator. Note that ‖Gθ‖0 is

equivalent to the homogeneous Sobolev norm ‖∇θ‖0.

Theorem 8.1. Suppose that n ≥ 3 and that a(x) satisfies Hypotheses (H1)–(H2).
Let s > 1.

(a) (local energy decay) There exists a constant C1 = C1(s, n) > 0 such that the
solution to (8.3), (8.2) satisfies∫

R

∫
Rn

(
1 + |x|2

)−s [|Gu(x, t)|2 + |ut(x, t)|2
]
dxdt

≤ C1

⎧⎨⎩‖Gu0‖20 + ‖v0‖20 +
∫
R

∫
Rn

|f(x, t)|2 dxdt

⎫⎬⎭ . (8.6)
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(b) (amplitude decay) Assume that f = 0. There exists a constant C2 =
C2(s, n) > 0 such that the solution to (8.3), (8.2) satisfies,∫

R

∫
Rn

(
1 + |x|2

)−s |u(x, t)|2 dxdt ≤ C2

[
‖u0‖20 + ‖G−1v0‖20

]
. (8.7)

This estimate generalizes similar estimates obtained for the classical (g = I)
wave equation [8, 65].

Remark 8.2. The estimate (8.6) is an energy decay estimate for the wave equa-
tion (8.3). A localized (in space) version of the estimate has served to obtain
global (small amplitude) existence theorems for the corresponding nonlinear equa-
tion [27, 48].

The weighted L2 spacetime estimates for the dispersive equation

i−1 ∂

∂t
u = Lu,

have been extensively treated in recent years. In general, in this case there is
also a gain of derivatives (so-called smoothing) in addition to the energy decay.
For the Schrödinger operator L = −Δ + V (x), with various assumptions on the
potential V , we refer to [3, 7, 8, 17, 19, 50, 62, 78, 80, 89] and references therein.
In [33] the case of magnetic potentials is considered. The Schrödinger operator on
a Riemannian manifold is treated in [26, 38]. For more general operators see [16,
20, 28, 51, 67, 77, 84] and references therein.

Proof of Theorem 8.1. (a) Define, with G = H
1
2 ,

u± =
1

2
(Gu± iut) .

Then

∂tu± = ∓i Gu± ±
i

2
f. (8.8)

Defining

U(t) =

(
u+(t)
u−(t)

)
, (8.9)

we have

i−1U ′(t) = −KU + F, (8.10)

where

K =

(
G 0
0 −G

)
, F (t) =

(
1
2f(·, t)
− 1

2f(·, t)

)
.

Note that, as is common when treating evolution equations, we write U(t), F (t),
etc. for U(x, t), F (x, t), etc. when there is no risk of confusion.

The operator K is a self-adjoint operator on D = L2(Rn) ⊕ L2(Rn). Its
spectral family EK(λ) is given by EK(λ) = EG(λ)⊕ (I − EG(−λ)), λ ∈ R, where
EG is the spectral family of G.
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Let E(λ) be the spectral family of H , and let A(λ) = d
dλE(λ) be its weak

derivative (3.7). By the definition of G we have

EG(λ) = E(λ2),

hence its weak derivative is given by

AG(λ) =
d

dλ
EG(λ) = 2λA(λ2), λ > 0. (8.11)

In view of the LAP (Theorem A) we therefore have that the operator-valued
function

AG(λ) ∈ B(L2,s(Rn), L2,−s(Rn))

is continuous for λ ≥ 0.

Denoting Ds = L2,s(Rn)⊕ L2,s(Rn), it follows that

AK(λ) =
d

dλ
EK(λ) = AG(λ) ⊕AG(−λ), λ ∈ R,

is continuous with values in B(Ds,D−s) for s > 1.

Making use of Hypotheses (H1)–(H2), we invoke [76, Theorem 5.1] to con-

clude that lim sup
μ→∞

μ
1
2 ‖A(μ)‖B(L2,s,L2,−s) < ∞, so that by (8.11) there exists a

constant C > 0 such that

‖AG(λ)‖B(L2,s,L2,−s) < C, λ ≥ 0. (8.12)

It follows that also

‖AK(λ)‖B(Ds,D−s) < C, λ ∈ R, s > 1, λ ∈ R. (8.13)

Let 〈 , 〉 be the sesquilinear pairing between D−s and Ds (conjugate linear
with respect to the second term).

For any ψ, χ ∈ Ds we have, in view of the fact that AK(λ) is a weak derivative
of a spectral measure,

(i) |〈AK(λ)ψ, χ〉|2 ≤ 〈AK(λ)ψ, ψ〉 · 〈AK(λ)χ, χ〉 ,

(ii)

∞∫
−∞
〈AK(λ)ψ, ψ〉 dλ = ‖ψ‖2L2(Rn)⊕L2(Rn) .

(8.14)

We first treat the pure Cauchy problem, i.e., f ≡ 0.

To estimate U(x, t) = e−itKU(x, 0) we use a duality argument. Some of the
following computations will be rather formal, but they can easily be justified by
a density argument, as in [8, 20]. We shall use (( , )) for the scalar product in
L2(Rn+1)⊕ L2(Rn+1).
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Take w(x, t) ∈ C∞
0 (Rn+1)⊕ C∞

0 (Rn+1). Then,

((U,w)) =

∞∫
−∞

e−itKU(x, 0) · w(x, t) dxdt

=

∞∫
−∞

〈
AK(λ)U(x, 0),

∞∫
−∞

eitλw(·, t)dt
〉

dλ

= (2π)1/2
∞∫

−∞
〈AK(λ)U(x, 0), w̃(·, λ)〉 dλ,

where

w̃(x, λ) = (2π)−
1
2

∫
R

w(x, t)eitλdt.

Noting (8.14), (8.13) and using the Cauchy-Schwartz inequality

∣∣((U,w))
∣∣ ≤ (2π)1/2 ‖U(x, 0)‖0

⎛⎝ ∞∫
−∞
〈AK(λ)w̃(·, λ), w̃(·, λ)〉 dλ

⎞⎠1/2

≤ C ‖U(x, 0)‖0

⎛⎝ ∞∫
−∞
‖w̃(·, λ)‖2Ds dλ

⎞⎠
1
2

.

It follows from the Plancherel theorem that

∣∣((U,w))
∣∣ ≤ C ‖U(x, 0)‖0

⎛⎝ ∫
R

‖w(·, t)‖2Ds dt

⎞⎠1/2

.

Let φ(x, t) ∈ C∞
0 (Rn+1) ⊕ C∞

0 (Rn+1) and take w(x, t) =
(
1 + |x|2

)− s
2 φ(x, t) so

that ∣∣(((1 + |x|2)− s
2 U, φ)

)∣∣ ≤ C ‖U(x, 0)‖0 · ‖φ‖L2(Rn+1) .

This concludes the proof of the part involving the Cauchy data in (8.6), in view
of (8.9).

To prove the part concerning the inhomogeneous equation, it suffices to take
u0 = v0 = 0. In this case the Duhamel principle yields, for t > 0,

U(t) =

∫ t

0

e−i(t−τ)KF (τ)dτ,

where we have used the form (8.10) of the equation.
Integrating the inequality

‖U(t)‖D−s ≤
∫ t

0

∥∥∥e−i(t−τ)KF (τ)
∥∥∥
D−s

dτ,
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we get ∫ ∞

0

‖U(t)‖D−s dt ≤
∫ ∞

0

∫ ∞

τ

∥∥∥e−i(t−τ)KF (τ)
∥∥∥
D−s

dt dτ.

Invoking the first part of the proof we obtain∫ ∞

0

‖U(t)‖D−s dt ≤ C

∫ ∞

0

‖F (τ)‖0 dτ,

which proves the part related to the inhomogeneous term in (8.6).

(b) Define

v±(x, t) = exp(±itG)φ±(x),

where

φ±(x) =
1

2

[
u0(x) ∓G−1v0(x)

]
.

Then clearly

u(x, t) = v+(x, t) + v−(x, t).

We establish the estimate (8.7) for v+.

Taking w(x, t) ∈ C∞
0 (Rn+1) we proceed as in the first part of the proof. Let

〈 , 〉 be the (L2,−s(Rn), L2,s(Rn)) pairing. Then

(v+, w) =

∞∫
−∞

eitGφ+(x)w(x, t) dxdt

=

∞∫
0

〈
AG(λ)φ+,

∞∫
−∞

e−itλw(·, t)dt
〉

dλ

= (2π)1/2
∞∫
0

〈AG(λ)φ+, w̃(·, λ)〉 dλ,

where

w̃(x, λ) = (2π)−
1
2

∫
R

w(x, t)e−itλ dt.

Noting (8.12) as well as the inequalities (8.14) (with AG replacing AK) and using
the Cauchy-Schwartz inequality

|(v+, w)| ≤ (2π)1/2 ‖φ+‖0

⎛⎝ ∞∫
0

〈AG(λ)w̃(·, λ), w̃(·, λ)〉 dλ

⎞⎠1/2

≤ C ‖φ+‖0

⎛⎝ ∞∫
0

‖w̃(·, λ)‖20,s dλ

⎞⎠
1
2

.
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The Plancherel theorem yields

|(v+, w)| ≤ C ‖φ+‖0

⎛⎝∫
R

‖w(·, t)‖20,s dt

⎞⎠1/2

.

Let ω ∈ C∞
0 (Rn+1) and take w(x, t) =

(
1 + |x|2

)− s
2 ω(x, t) so that∣∣((1 + |x|2)− s

2 v+, ω
)∣∣ ≤ C ‖φ+‖0 ‖ω‖L2(Rn+1) .

This (with the similar estimate for v−) concludes the proof of the estimate (8.7).
�

Remark 8.3 (optimality of the requirement s > 1). A key point in the proof was
the use of the uniform bound (8.13). In view of the relation (8.11), this is reduced
to the uniform boundedness of λA(λ2), λ ≥ 0, in B(L2,s, L2,−s). By [76, Theorem

5.1] the boundedness at infinity, lim sup
μ→∞

μ
1
2 ‖A(μ)‖ <∞, holds already with s > 1

2 .

Thus the further restriction s > 1 is needed in order to ensure the boundedness at
λ = 0 (Theorem A).

Remark 8.4. Clearly we can take [0, T ] as the time interval, instead of R, for any
T > 0.

9. Further directions and open problems

We conclude this review with a number of suggestions for new directions and
developments in this domain of smooth spectral theory.

This section is by no means intended to be exhaustive. Indeed, some of the
topics we touched upon in this review, from eigenfunction expansion through spec-
tral structure of differential operators to global estimates in spacetime, are still
areas of very intensive research, not only within pure mathematics, but also in
various areas of applied mathematics. As an illustration of the latter, we mention
the role of the acoustic propagator (resp. the Maxwell equations) in the study of
sound waves in media with variable speed of sound (resp. fiber optics). For the
latter, see [18, 21].

1. Estimating the heat kernel in Lebesgue spaces
Recall that by Eq. (3.3) the spectral derivative A0(λ) of H0 = −Δ satisfies (〈 , 〉
is the (L2,s, L2,−s) pairing, s > 1

2 ),

〈A0(λ)f, g〉 = λ− 1
2

∫
|ξ|2=λ

f̂(ξ) ĝ(ξ) dτ.

Now using this formula with functions f, g ∈ C∞
0 , we can estimate the integral in

various norms. Thus, using the L∞ estimate of f̂ in terms of ‖f‖L1(Rn),

〈A0(λ)f, f〉 ≤ C λ− 1
2 λ

n−1
2 ‖f‖2L1(Rn) , f ∈ L1(Rn). (9.1)
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Also, the spectral theorem yields
∞∫
0

〈A0(λ)g, g〉 dλ = ‖g‖2L2(Rn) , g ∈ L2(Rn).

Thus, for t > 0,

(
etΔf, g

)
L2(Rn)

=

∞∫
0

e−tλ d (E0(λ)f, g) =

∞∫
0

e−tλ 〈A0(λ)f, g〉 dλ.

It follows that, using the fact that 〈A0f, g〉 is positive semi-definite (see (4.3)),

|(etΔf, g)|2 ≤
∞∫
0

e−2tλ 〈A0(λ)f, f〉 dλ
∞∫
0

〈A0(λ)g, g〉 dλ

≤ Ct−
n
2 ‖f‖2L1(Rn) ‖g‖

2
L2(Rn) .

We obtain therefore the familiar formula∥∥etΔ∥∥
B(L1(Rn),L2(Rn))

≤ Ct−
n
4 ,

from which we also have, by duality∥∥etΔ∥∥
B(L2(Rn),L∞(Rn))

≤ Ct−
n
4 .

By interpolation we can then obtain various Lp, Lq estimates.
Observe that the same considerations can be applied to other operators, say

Δ2 (and indeed any elliptic operator with constant coefficients) for which explicit
kernel formulas are not available.

An essential ingredient in the above argument is the estimate (9.1), which
leads to the following problem:

Find methods to estimate the spectral derivatives in Lebesgue spaces Lp or
weighted spaces based on them, instead of the weighted L2 estimates employed
throughout this review.

We remark further that such estimates could bring different insights into the
Strichartz estimates, as already mentioned in Section 8.

2. Abstract approach to long-range perturbations
In Section 4 the abstract approach to short-range perturbations was developed,
within the framework of the smooth spectral theory. Definition 4.1 is very natural
in this framework and, indeed, leads to the same class of short-range potentials as
in Agmon’s work [1].

Thus, a natural problem is the following:
Develop a similar definition for long-range perturbations. Such a definition should
cover the long-range potentials in the Schrödinger operator, as discussed in [79].

3. Discreteness of eigenvalues of short-range perturbations
In the course of the proof of the discreteness of the eigenvalues (embedded in the
continuous spectrum) of short-range perturbations (Theorem 4.14), we needed to
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impose Assumption S on the regularity of the spectral derivative. This assump-
tion is satisfied in many concrete examples, including the case of the Schrödinger
operator, due to the fact that in these cases the derivative is more regular than
the minimal assumption required in Definition 3.3. However, it might be desirable
to find alternative assumptions or, in fact:

Try to see if Assumption S could be dispensed with completely.

4. High energy estimates of divergence-type operators
In establishing the global spacetime estimates for the generalized wave equation
(Theorem 8.1), we needed the uniform estimate (8.12). For this we needed the
strong assumptions (H1)–(H2) (8.4) concerning the smoothness of the coefficients
and the non-trapping character of the metric. However, it is of great interest to try
andminimize the smoothness assumptions, so as to stay only with the assumptions
imposed in Theorem 6.1 for the LAP (and continuity of the spectral derivative at
the threshold at zero). Thus, we can formulate this problem as follows:

Find conditions on the matrix a(x) (see (6.1)) so that the limiting values
R±(λ) of the resolvent (see (6.4)) are uniformly bounded in λ ∈ R, with respect
to the uniform operator topology of B(L2,s(Rn), L2,−s(Rn)), s > 1. Furthermore,
what are the additional conditions needed to establish a decay of these values as
λ→∞, similar to the decay of the resolvent of the Laplacian (see (5.27))?

References

[1] S. Agmon, Spectral properties of Schrödinger operators and scattering theory, Ann.
Sc. Norm. Super. Pisa 2 (1975), 151–218.

[2] S. Agmon, J. Cruz-Sampedro and I. Herbst, Spectral properties of Schrödinger op-
erators with potentials of order zero, J. Funct. Anal. 167 (1999), 345–369.

[3] Y. Ameur and B. Walther, Smoothing estimates for the Schrödinger equation with
an inverse-square potential, preprint (2007).

[4] W.O. Amrein, A. Boutet de Monvel and V. Georgescu, C0-Groups, Commutator
Methods and Spectral Theory of N-Body Hamiltonians, Birkhäuser, 1996.
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Spectral Analysis and Geometry
of Sub-Laplacian and Related
Grushin-type Operators

Wolfram Bauer, Kenro Furutani and Chisato Iwasaki

Abstract. In this article, we discuss three topics in the area of sub-Riemannian
geometry and analysis.

First, we recall the notion of a sub-Riemannian structure in the strong
sense and its sub-Laplacian. We define an operator, called Grushin-type op-
erator, on the base manifold of a submersion under an additional compatibil-
ity condition. Then a relation between the bicharacteristic flows of the sub-
Laplacian and the Grushin-type operator is proved. In particular, we give the
explicit forms of all Grushin-type operators defined from a sub-Riemannian
structure on the three-dimensional Heisenberg group which will serve as typi-
cal examples of our analysis. As a main example we study Grushin-type opera-
tors on the two- and four-dimensional spheres defined from a sub-Riemannian
structures on S3 and S7, respectively. For this purpose we construct a sub-
Riemannian structure in the strong sense on the seven-dimensional sphere
based on the quaternionic structure of R8.

Next, we apply the relation between the bicharacteristic curves of a sub-
Laplacian and a Grushin-type operator to determine the singular geodesics
on the Grushin sphere, which is the two-dimensional sphere with a singular
metric. Here we use the isoperimetric interpretation of the sub-Riemannian
geodesics on the three-dimensional sphere via Stoke’s theorem and the double
fibration structure defined by the left and right quaternionic vector space
structure on R

4.
Then, we explicitly determine the heat kernels of a sub-Laplacian on

the six-dimensional free nilpotent Lie group and all related Grushin-type op-
erators including a sub-Laplacian on a five-dimensional nilpotent Lie group.
Using the explicit integral forms of these heat kernels we obtain the spectra of
certain five- and six-dimensional compact nilmanifolds via the Selberg trace
formula and determine the poles and residues of the corresponding spectral
zeta functions which have close relations to the Epstein zeta function.
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1. Introduction

There are many geometric structures on manifolds which define differential opera-
tors (linear and non-linear). The Riemannian structure gives the Laplace-Beltrami
operator acting on the space of differential forms, a spin structure defines Dirac
operators acting on spinors and some fiber bundle structures induce Fourier inte-
gral operators like a Radon transformation. These operators mostly are elliptic. In
this paper, our main concern are hypo-elliptic (not elliptic) operators on a class
of sub-Riemannian manifolds and closely related operators such as sub-Laplacian
and Grushin-type operators.

Let H be a sub-bundle in the tangent bundle of a manifold M . In the case the
space XH of vector fields taking values in H is closed under the bracket operation
the sub-bundle H defines a foliation structure on M . If XH is not closed under
the bracket operation, then after adding higher Lie brackets of vector fields in
XH, one obtains a stable Lie algebra of vector fields. In general, by localizing this
procedure, we obtain a (pre-)sheaf SH of Lie algebras of vector fields:

M ⊃ U �−→ SH(U)

=
{
sums of vector fields: fX, [fX, gY ],

[
[fX, gY ], hZ

]
· · ·
∣∣

f, g, h, . . . ∈ C∞(U), X, Y, Z . . . vector fields on U taking values in H
}
.

It might happen that this sheaf comes from another sub-bundle H̃ of the tan-
gent bundle which includes H. More precisely, it is the sheaf of germs of vector
fields taking values in H̃ and H̃ defines a foliation structure on the manifold. It
follows that the sub-bundle H restricted to each integral sub-manifold of H̃ is
non-holonomic. In particular, H defines a sub-Riemannian structure on each leaf
by installing a suitable metric.

Roughly speaking, the study of foliated manifolds is focused on the study of
how the leaves are piling or can be piling in a manifold. In classical mechanics the
manifold is considered as a configuration space of the physical states, a classical
free particle is trapped on a connected leaf and cannot jump from one to another.
From the theory of C∗-algebras on foliated manifolds it is apparent that many
interesting analytic problems arise once one drops the restriction of only studying
mechanics on each single leaf.
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However, in the present text we assume from the beginning that the manifold
has a non-holonomic sub-bundle and we impose two additional strong conditions.
Our aim is it to give explicit forms of various analytic and geometric quantities.

In our general framework we fix smooth vector fields {Xi}Ni=1 on a manifold
M such that there is an open dense subset W in M on which {Xi}Ni=1 are lin-
early independent. Moreover, we assume that the vector fields {Xi}Ni=1 together
with all their Lie brackets and coefficients in the space of smooth functions span
the whole tangent space at each point (the Hörmander condition). In our ex-
amples the complement M\W is at most of codimension one. The beginning of
sub-Riemannian geometry goes back to the 17th century being motivated by phys-
ical phenomena such as thermodynamics. Theorem 2.3 by Chow [Ch-39] is one of
the most fundamental results in this area which expresses physical phenomena in
a geometrical picture. Subsequently, it was proved by Hörmander [Hö1-67] that
the sub-Laplacian (cf. §2) is always hypo-elliptic. Recently, lots of studies have
been done surrounding these two basic theorems on sub-Riemannian manifolds
from a geometric and analytic point of view (e.g., [St-86], [ABGR-09], [ABS-08],
[CC2-09], [Mo2-02], [CCFI-10], [BGG3-97], [Ag-07], and the references therein).

In the realm of Chow’s theorem, one of the most interesting and basic prob-
lems in sub-Riemannian geometry is to answer the question how the configurations
of a physical system are realized as a sub-Riemannian manifold and how to develop
a control theory on it (see [Ag-07], [CC2-09]).

Based on Hörmander’s theorem which can be seen as a quantum version of
Chow’s theorem also the spectral analysis of a sub-Laplacian is of importance.
In this paper, we mostly deal with hypo-elliptic operators on 2-step nilpotent
Lie groups. Note that the definition of the nilpotency ensures the existence of a
sub-Riemannian structure on any nilpotent Lie group. On such groups the sub-
Laplacian roughly speaking forms the core of the Laplace operator and therefore
it seems to be more fundamental. The expressions for the heat kernel of both, the
Laplace and the sub-Laplace operator, are given as integrals over the characteristic
variety of the sub-Laplace operator. However, the corresponding action functions,
which appear in the integrand of the heat kernel expression, differ. These action
functions can be given explicitly according to the results in [BGG1-96], cf. Remark
15.1.

We study spectral properties and the geometry of sub-Laplacians on mani-
folds having a non-holonomic sub-bundle as well as operators defined from a sub-
Laplacian through a submersion compatible with the sub-Riemannian structure.
Such operators act on the base space of the submersion and we call them Grushin
type operators. We will discuss:

(I) Operators defined by sub-Riemannian structures and a relation between their
bicharacteristic flows,

(II) Isoperimetric interpretation of the geodesics in the sense of sub-Riemannian
and singular Riemannian geodesics together with Stoke’s theorem and a dou-
ble fibration,
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(III) Explicit integral expressions of heat kernels of a class of sub-Laplacians and
related Grushin-type operators, and

(IV) Determination of the spectrum of sub-Laplacians on low-dimensional (≤ 6)
compact 2-step nilmanifolds and the analytic continuation of their spectral
zeta function.

Our main goal is it to give explicit expressions of various analytic and geomet-
ric quantities such as the construction of sub-Riemannian structures, heat kernels
and spectra of the corresponding sub-Laplacians, geodesics in the sub-Riemannian
and the singular Riemannian sense.

In §2, we recall the notion of a sub-Riemannian structure and we define
Grushin-type operators. A manifold together with a singular metric is introduced.
Important examples of this construction which will be treated in this text are the
Grushin plane (defined from a Heisenberg group) and the Grushin sphere (defined
from S3).

In §3, we discuss a relation between the bicharacteristic flows of a sub-Lapla-
cian and a Grushin-type operator (cf. Theorem 3.1). This gives us one basic method
for constructing geodesics on the Grushin plane and the Grushin sphere which are
given in §4.2 and §6. The former will serve as a model example.

In §4, we deal with a sub-Laplacian on the three-dimensional Heisenberg
group. We study related operators and their bicharacteristic curves as a typical
example. In §4.1, we start from the classical Grushin operator and we list all pos-
sible Grushin-type operators coming from the three-dimensional Heisenberg group
H3, although most of them are transformed into each other by a group automor-
phism of H3. In §4.2 and applying Theorem 3.1 together with the isoperimetric
interpretation of sub-Riemannian geodesic on H3 via Stoke’s theorem, we deter-
mine geodesics (in the sense of the Grushin metric) connecting two points on the
Grushin plane and sitting on the singular set (see [AB-08]).

In §5, we define a sub-Laplacian on the space SL(2,R) of 2× 2 real matrices
with determinant one. It naturally defines a Grushin-type metric on the Poincaré
upper half-plane and a related Grushin-type operator. In this case we have no
singular set, i.e., the Grushin-type operator is elliptic (note that it does not coincide
with the Laplacian). We discuss problems similar to those arising in case of the
three-dimensional Heisenberg group in section §4.2. However, we do not give a
precise descriptions of the geodesics for the Grushin upper half-plane. It is only
mentioned that they can be constructed from circles (in the Euclidean sense) on
the Poincaré upper half-plane through the correspondence between the geodesics
on SL(2,R) in the sub-Riemannian sense and its isoperimetric interpretation on
the Poincaré upper half-plane via Stoke’s theorem (see (5.7)).

In §6, we deal with the three-dimensional sphere S3 equipped with a sub-Rie-
mannian structure. Through the Hopf fibration we define a Grushin-type operator
on S2. Geodesics on S2 connecting two points on the singular set are constructed
in form of an explicit integral expression with respect to a singular metric. They



Sub-Laplacian and Grushin-type Operators 187

arise as projections of a class of bicharacteristic curves of the Grushin-type op-
erator. Again our method uses an isoperimetric interpretation of sub-Riemannian
geodesics on S3 and the double fibration (Hopf fibration). The spectrum and an-
alytic continuation of the spectral zeta function of the sub-Laplacian for this case
was given in [BF3-08] (see also [Ba-05], [CC2-09]).

In §7, we construct sub-Riemannian structures on S7 based on the quater-
nionic structure on R8. Several operators related to a codimension 3 sub-Riemann-
ian structure on S7 in the strong sense are defined. Similar to the case of S3

and for defining a Grushin-type operator we use the Hopf bundle with the one-
dimensional quaternion projective line as a base space. However, we remark that
there are essential differences between the three- and seven-dimensional setting.
In particular, on S7 we have no elliptic operators corresponding to the horizontal
Laplacians defined in the S3-case. We show that a sub-Riemannian structure on
S3 × S3 (see Proposition 7.16) and an elliptic operator on the three-dimensional
ball (see Proposition 7.9) are induced from the sub-Laplacian on S7. The eigen-
value problems of sub-Laplacians on S7, S3 × S3 and an elliptic operator on the
three-dimensional ball with the Dirichlet boundary condition will be discussed
elsewhere. In [BF3-08] we have determined the spectrum of a sub-Laplacian on S7

corresponding to a codimension one sub-Riemannian structure and partly we have
discussed the analytic continuation of its spectral zeta function.

In §8, we explain the standard sub-Riemannian structure on nilpotent Lie
groups. As a typical 3-step case we specialize to such kind of structures and related
Grushin-type operators on the Engel group in §9. Solutions of the bicharacteristic
flow for a Grushin-type operator of step three are presented. However, it is not
clear whether we can construct the heat kernel of the sub-Laplacian on the Engel
group in an integral form by a method similar the 2-step nilpotent cases.

In §10, we explain the notion of free nilpotent Lie groups of step 2. They
can be considered as a universal type, since any 2-step nilpotent Lie group is
isomorphic to a quotient of such a group by a subgroup of the center. The heat
kernels for any 2-step nilpotent Lie groups are obtained via a fiber integration of
the heat kernel of a free nilpotent Lie group.

In §11, we give an explicit expression of the heat kernels for nilpotent Lie
groups (of 2-step) dimension less than 6 and of non-decomposable type and their
Grushin-type operators.

In §12 and §13, the heat kernel trace of a sub-Laplacian on a five- and six-
dimensional nilmanifold is calculated based on the data given in §11 and by fixing
typical lattices in the free nilpotent Lie group of dimension 5 and 6, respectively.
Although we provide the details of these calculations only for the five-dimensional
case, the method we employ is the Selberg trace formula calculation (see Appendix
D) and can be applied to the six-dimensional case, as well.

In the final section §14, we analyze the spectral zeta-function for the sub-
Laplacians on a five- and six-dimensional compact nilmanifold. We show that in
both cases these spectral zeta-functions are meromorphic on the complex plane
with only one simple pole on the positive real axis and we give explicit values of
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the corresponding residues (see Remark 15.1). This follows from the short time
asymptotic expansion of the corresponding heat kernel traces.

In particular, and similar to the case of elliptic operators on closed manifolds,
complex analyticity of the spectral zeta function in a zero-neighbourhood follows
and in a standard way the regularized determinants can be defined from the de-
rivative of the spectral zeta-function at s = 0. By different methods, it is possible
to calculate an integral form of the spectral zeta-functions above. This leads to an
expression of its derivative in s = 0 and therefore gives the zeta-regularized deter-
minant of the corresponding operators. The details will be given in a forthcoming
paper (see [BFI]).

In the Appendices A-C, we sum up a general theorem for constructing a
fundamental solution of a degenerate parabolic equation by means of Weyl cal-
culus. This guarantees the existence of the heat kernel and it includes the class
of our sub-Laplacians (see [II1-79], [II2-81], [Mu1-82]). Note that the existence of
the heat kernels also is guaranteed by the functional-analytic framework based on
the essentially self-adjointness of the sub-Laplacians on sub-Riemannian manifolds
with a metric that can be extended to a complete Riemannian metric, cf. [St-86].
In fact, all our cases satisfy this condition. Finally, in Appendix D we recall the
algebraic and geometric aspects of the Selberg trace formula.

2. Sub-Riemannian manifolds

First, we recall the notion of a sub-Riemannian structure. The book [Mo2-02] treats
various topics on sub-Riemannian geometry, starting from the basic definitions to
various geometric aspects. Also the recent books [CC1-09], [CC2-09], [CCFI-10]
and the present text deal with similar aspects. In particular, in the last refer-
ence the authors discuss the construction of heat kernels for various hypo-elliptic
operators by different methods.

Definition 2.1. A manifold M is called a sub-Riemannian manifold if its tangent
bundle T (M) has a sub-bundle H such that all linear combinations of the vector
fields taking values in the sub-bundle H and a finite numbers of their Lie brackets
span the whole tangent space at each point. This property of the sub-bundle H
is called bracket generating . Usually we equip the sub-bundle with metric in a
suitable way.

A sub-bundle H having the bracket generating property is also called non-
holonomic and the number dimM − dimH gives the co-dimension of the sub-
Riemannian structure.

Remark 2.2.

1. If H is a non-holonomic sub-bundle, then any sub-bundle including H is also
non-holonomic.
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2. If there is no non-holonomic sub-bundle properly included in a non-holonomic
sub-bundle H, then we call the sub-Riemannian structure defined by this sub-
bundle minimal .

3. The minimal number plus one of the bracket order of vector fields with values
in a non-holonomic sub-bundle H, which is needed to span the whole tangent
space, is called the step of the sub-Riemannian structure.

If we consider a manifold as configuration space of a physical system, then a
Riemannian structure means that any state can move to any direction, so that any
two states can be joined by a geodesic. However, if the system is sub-Riemannian,
classical states can move only along the curves whose tangent vectors are in the
given sub-bundle H (the horizontal directions). Even so, they might not be directly
joined by a geodesic, the bracket generating property allows them to be reached
from any state through another state. In fact, we have:

Theorem 2.3 (Chow’s Theorem [Ch-39]). Any two points on a sub-Riemannian
manifold can be joined by a piece-wise smooth horizontal curve.

As we discussed in the introduction, opposite to the sub-Riemannian struc-
ture, if a physical system is not sub-Riemannian, then we have an integrable sys-
tem (a foliation structure) which does not coincide with the whole tangent bundle.
Curves having tangent vectors in this integrable system remain in the connected
leaf. Hence a Chow type theorem does not hold.

In this paper we always require two additional conditions (A-1) and (A-2) of
the non-holonomic sub-bundle H.
(A-1) The sub-bundle is trivial as a vector bundle. Then we can take globally
defined and nowhere vanishing vector fields {Xi}dimH

i=1 , which are linearly inde-
pendent at each point of the manifold M and satisfy the Hörmander condition.
This guarantees that the second-order operator

dimH∑
i=1

X∗
i Xi

is hypo-elliptic. (The adjoint operation ∗ can be introduced by fixing a suitable
inner product on the function space C∞

0 (M).) See [Hö1-67].

(A-2) There exists a volume form ΩM on the manifold M such that the vector
fields {Xi} trivializing the sub-bundle H are all skew-symmetric with respect to
ΩM : ∫

M

f(x)Xi(g)(x)ΩM (x) = −
∫
M

Xi(f)(x)g(x)ΩM (x), f, g ∈ C∞
0 (M).

In this case we call this sub-Riemannian structure trivializable or sub-Rie-
mannian structure in a strong sense and the formally symmetric operator

Δsub = −
dimH∑
i=1

Xi
2
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is called the sub-Laplacian. Usually we equip the sub-bundle H with a metric in
such a way that the vector fields {Xi} are orthonormal at each point.

Remark 2.4.

1. Under the assumption (A-1) we can construct a volume form in a natural way,
cf. [Mo2-02], [CCFI-10]. However, the existence of skew-symmetric vector
fields trivializing the non-holonomic sub-bundle can not be deduced. In the
examples we deal with in this paper, the volume form which we assume to
exist coincides with this natural form (apart from a constant).

2. Contact manifolds are typical sub-Riemannian manifolds, but rather rarely
they are trivializable.

Examples of manifolds which have a sub-Riemannian structure in the strong
sense are:

1. Nilpotent Lie groups,
2. Compact Lie groups,
3. Non-compact semi-simple Lie groups with a finite center,
4. Direct products of a semi-simple Lie group (compact or non-compact),
5. S7 carries a sub-Riemannian structure in the strong sense of codimension

three and step 2, which is minimal.
6. All odd-dimensional spheres carry a contact structure. Based on the famous

result by Adams [Adm-62] we know that most of them are not in the strong
sense. Besides S3 and S7 which are trivializable the spheres S15, S23 and S31

are the only candidates for carrying a sub-Riemannian structure in the strong
sense of codimension ≥ 2.

We will discuss some aspects of the construction of such sub-Riemannian
structures on the seven-dimensional sphere S7 in §7 (see also [BF3-08]).

We do not explain the sub-Riemannian structure for all these examples in gen-
eral. Lie group cases are described in terms of the Lie algebra structure (nilpotency
or root space decompositions). So we have a left (or right) invariant sub-Riemanian
structure of step 2 and codimension one. As typical cases of the examples 1, 2 and
3 (nilpotent, compact simple and non-compact simple) we deal with the lowest-
dimensional cases (Heisenberg group, S3 ∼= SU(2) and SL(2,R)). The sphere S7

provides a typical case for example 4.
Under the assumptions (A-1) and (A-2) and an additional assumption (G-1)

below, we explain the notion of a Grushin-type operator.
Let a surjective map ϕ : M −→ N be a submersion and assume that the non-

holonomic sub-bundle H defines a sub-Riemannian structure on M in the strong
sense. Also we assume that this non-holonomic sub-bundle is trivialized by vector
fields {Xi}dimH

i=1 in such a way that each Xi can be descended to the manifold N
by the map ϕ. This means that

(G-1) dϕx(Xi) = dϕx′(Xi) if ϕ(x) = ϕ(x′).

Then the vector fields {dϕ(Xi)}dimH
i=1 on the manifold N satisfy the bracket

generating property. In particular:
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Proposition 2.5. Let ϕ be a proper map1 and Xi be skew-symmetric with respect
to a volume form ΩM . Then dϕ(Xi) is also skew-symmetric with respect to the
volume form ϕ∗(ΩM ).

Proof.∫
N

dϕ(Xi)(f) · g ϕ∗(ΩM ) =

∫
M

ϕ∗(dϕ(Xi)(f)
)
· ϕ∗(g) ΩM

=

∫
M

Xi

(
ϕ∗(f)

)
· ϕ∗(g) ΩM

= −
∫
M

ϕ∗(f) ·Xi

(
ϕ∗(g)

)
ΩM

= −
∫
M

ϕ∗(f) · ϕ∗(dϕ(Xi)(g)
)
ΩM

= −
∫
N

f · dϕ(Xi)(g) ϕ∗(ΩM ), f or g ∈ C∞
0 (N). �

Remark 2.6. In case the fibers of the submersion ϕ : M → N are not compact,
then we often have a volume form ΩN on N and a (dimM − dimN)-form θ on M
such that

θ ∧ ϕ∗(ΩN ) = ΩM

and with respect to the volume form ΩN the descended vector fields {dϕ(Xi)} are
skew-symmetric (see examples in §4, §7 and §10). If the map ϕ is proper, then
there is a (dimM − dimN)-form θ on M such that θ ∧ ϕ∗(ϕ∗(ΩM )

)
= ΩM (at

least, if M and N both are orientable).

Definition 2.7. Under the assumptions (A-1), (A-2) and (G-1), we call the operator

G = −
∑
i

(
dϕ(Xi)

)2
on N a Grushin-type operator.

The operator G is hype-elliptic, since all brackets [Xi, Xj ], [Xi, [Xj, Xk]], . . .
of the vector fields {Xi} descend through the map ϕ. This means that the vector
fields{dϕ(Xi)} satisfy the bracket generating property (= Hörmander condition).
Assume that

(G-2) dimH = dimN,

and denote by S the subset on which the kernel of the differential dϕ and the sub-
bundle H have a non-trivial intersection. It holds ϕ−1(ϕ(S)) = S and we assume
that N\ϕ(S) is open dense. In this case we introduce a Riemannian metric in N
in such a way that:

1That is, the inverse image by ϕ of any compact set in N is compact.
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Definition 2.8. {dϕ(Xi)}dimN
i=1 are orthonormal at each point in N\ϕ(S), and we

call the manifold N with this Riemannian metric a singular Riemannian manifold
(in case S �= φ) and the set ϕ(S) the singular set (or singular manifold if it is a
non-empty manifold).

Remark 2.9. The Laplacian with respect to the (singular) Riemannian metric
being described in Definition 2.8 above can be considered on the outside of the
possible singular set. In general, this Laplacian and the Grushin-type operator do
not coincide. However, their principal symbols always coincide. Hence the geodesics
with respect to the (singular) Riemannian metric are projections of bicharacteristic
curves of the Laplacian at least outside of the singular set. In particular, the
principal symbol of the Laplacian can be seen as a function defined on all the
cotangent bundle.

In sections §4 and §6, we construct geodesics connecting two points on the
singular set via an isoperimetric interpretation of sub-Riemannian geodesics to-
gether with Stoke’s theorem and a double fibration in particular examples.

3. Bicharacteristic flow of Grushin-type operator

We discuss a relation between the bicharacteristic flows of a sub-Laplacian and a
Grushin-type operator.

Let M be a sub-Riemannian manifold with a non-holonomic sub-bundle H
and nowhere vanishing vector fields {Xi}dimH

i=1 which trivialize H. Let ϕ : M → N
be a surjective submersion such that the conditions (A-1), (A-2) and (G-1) with
respect to the vector fields {Xi} are fulfilled. We denote the singular set by S ⊂M ,
if it is non-empty. Also we assume that dimN = dimH (= n) and that there are
volume forms ΩM on M , ΩN on N and a �-form θ (� = dimM − dimN) on M
such that θ ∧ ϕ∗(ΩN ) = ΩM . With respect to these volume forms ΩM and ΩN
we assume that the vector fields Xi and dϕ(Xi), respectively, are skew-symmetric.
Since there exists no natural global map

T ∗(M) −→ T ∗(N)

making the diagram

T ∗(M)
πM−−−−→ M⏐⏐> ⏐⏐> ϕ

T ∗(N)
πN−−−−→ N

commutative, there is no global correspondence between the bicharacteristic flows
of the sub-Laplacian

Δsub = −
n∑
i=1

X 2
i
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on M and the Grushin-type operator

G = −
n∑
i=1

(
dϕ(Xi)

)2
on N . So we consider each bi-characteristic curve locally:

Let x ∈ N and y ∈M such that ϕ(y) = x and take local coordinates(
U ;x1, x2, . . . , xn

)
about a point x. Then by the implicit function theorem we can find local coordi-
nates (

W ∼= U × V ;x1, x2, . . . , xn; y1, y2, . . . , y�
)

(n + � = dimM) about the point y such that

ϕ(x1, x2, . . . , xn; y1, y2, . . . , y�) = (x1, x2, . . . , xn).

Let (ξ, η) be the dual coordinates of (x, y) in W ,

(x, y; ξ, η)←→
∑

ξidxi +
∑

ηjdyj ∈ T ∗(W ),

then
(x, ξ)←→

∑
ξidxi ∈ T ∗(U).

are the dual coordinates in T ∗(U). Let L = {(x, y; ξ, 0) ∈ T ∗(W )} and L : L →
T ∗(U) be the map

L : (x, y; ξ, 0) �→ (x, ξ) ∈ T ∗(U).

Then L should be understood as the composition

L : L = T ∗(U)× V ↪→ T ∗(U)× T ∗(V ) ∼= T ∗(U × V )
projection−−−−−−→ T ∗(U)

and the diagram

U × V
πM←−−−− L ⊂ T ∗(U × V )

ϕ

⏐⏐> ⏐⏐>L
U

πN←−−−− T ∗(U)

is commutative.

Theorem 3.1. Let {γ(t)} be any local bicharacteristic curve of the Grushin-type
operator included in T ∗(U). Then there exists a bicharacteristic curve {γ̃(t)} in L

such that L(γ̃(t)) = γ(t). There are many such curves, but if we choose the initial
condition γ̃(0) = (γ(0); ξ0, 0), then such a curve is unique. We call them lifts of
the curve {γ(t)}. So any local geodesic curve {g(t)} outside of ϕ(S) is the image
of a bicharacteristic curve of the sub-Laplacian in L by the map ϕ ◦ πM = πN ◦ L.
Remark 3.2. There exist geodesic curves (abnormal geodesic) in a sub-Riemannian
manifold which are not a projection of any bicharacteristic curve of a sub-Lapla-
cian. However, all geodesic curves in our examples will be such a projection. In
our cases and on the subset N\ϕ(S) it is enough to consider only this type of
curves, since the principal symbol of the Grushin-type operator and the metric
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tensor coincide according to the definition of the singular metric on N . It is de-
scribed in [Mo2-02] (p. 70) that, if a sub-Riemannian structure is fat , then any
sub-Riemannian geodesics come from a bicharacteristic curve of the sub-Laplacian.
Our examples below always satisfy the fatness condition and we will consider only
curves on the sub-Riemannian manifold induced from a bicharacteristic curve. See
[Mo1-94, LS-95] for the case of an abnormal geodesic.

Proof. We express the vector fields in local coordinates:

Xk =

n∑
i=1

ai
(k)(x)

∂

∂xi
+

�∑
j=1

bj
(k)(x, y)

∂

∂yj
,

dϕ(Xk) =

n∑
i=1

ai
(k)(x)

∂

∂xi
.

Then the principal symbols of the sub-Laplacian and the Grushin-type operator
are given by

σ(Δsub)(x, y; ξ, η) =

n∑
k=1

( n∑
i=1

ai
(k)(x)ξi +

�∑
j=1

bj
(k)(x, y)ηj

)2
,

σ(G)(x, ξ) =
n∑
k=1

( n∑
i=1

ai
(k)(x) ξi

)2
,

and the Hamilton vector fields with the Hamiltonian given by the principal symbols
of the sub-Laplacian and the Grushin-type operator are expressed in the local
coordinates by

Xσ(Δsub) =
n∑
α=1

[ n∑
k=1

( k∑
i=1

ai
(k)(x)ξi +

�∑
j=1

bj
(k)(x, y)ηj

)
·
(
aα

(k)(x)
)] ∂

∂xα

+

�∑
β=1

[ n∑
k=1

( k∑
i=1

ai
(k)(x)ξi +

�∑
j=1

bj
(k)(x, y)ηj

)
·
(
bβ

(k)(x, y)
)] ∂

∂yβ

−
n∑
α=1

[ n∑
k=1

( k∑
i=1

ai
(k)(x)ξi +

�∑
j=1

bj
(k)(x, y)ηj

)

×
( k∑
i=1

∂ai
(k)(x)

∂xα
ξi +

�∑
j=1

∂bj
(k)(x, y)

∂xα
ηj

)] ∂

∂ξα

−
n∑
β=1

[ n∑
k=1

( k∑
i=1

ai
(k)(x)ξi +

�∑
j=1

bj
(k)(x, y)ηj

)( �∑
j=1

∂bj
(k)(x, y)

∂yβ
ηj

)] ∂

∂ηβ
,
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Xσ(G) =
n∑
α=1

[ n∑
k=1

( k∑
i=1

ai
(k)(x)ξi

)
·
(
aα

(k)(x)
)] ∂

∂xα

−
n∑
α=1

[ n∑
k=1

( k∑
i=1

ai
(k)(x)ξi

)( k∑
i=1

∂ai
(k)(x)

∂xα
ξi

)] ∂

∂ξα
.

From these expressions, it is apparent that the vector field Xσ(Δsub) cannot
be descended to T ∗(U), even locally, without some additional vanishing conditions

on the coefficients bj
(k). The restriction of the Hamilton vector field Xσ(Δsub) to L

is given by

Xσ(Δsub)(x, y; ξ, 0) =
n∑
α=1

[ n∑
k=1

( k∑
i=1

ai
(k)(x)ξi

)
·
(
aα

(k)(x)
)] ∂

∂xα

+

�∑
β=1

[ n∑
k=1

( k∑
i=1

ai
(k)(x)ξi

)
·
(
bβ

(k)(x, y)
)] ∂

∂yβ

−
n∑
α=1

[ n∑
k=1

( k∑
i=1

ai
(k)(x)ξi

)( k∑
i=1

∂ai
(k)(x)

∂xα
ξi

)] ∂

∂ξα
.

From this expression we see that the vector field Xσ(Δsub) on L is tangential
to L and can be descended to T ∗(U) by the map L. The descended vector field
coincides with the Hamilton vector field Xσ(G). This implies that an integral curve
of the Hamilton vector field Xσ(G) in T ∗(U) (i.e., a local bicharacteristic curve of
the Grushin operator in T ∗(U)) has a unique lift to a bicharacteristic curve of the
sub-Laplacian when we fix the initial point (γ(0); ξ0, 0) in L. �

Remark 3.3. We consider two kinds of lifts of a curve in this article. One is in the
sense of the above theorem and another type is in the sense of a connection, i.e.,
horizontal lifts of a curve in the base space of a principal bundle and appears in
sections §4, §5 and §6.

Remark 3.4. It can be easily checked that in the proof of the above theorem we
only use the property (G-1) for the (local) correspondence of the bicharacteristic
curves. In this article we treat examples satisfying the conditions (A-1), (A-2),
(G-1) and often condition (G-2) which is needed to prove that the geodesics are
realized as the projection of bicharacteristic curves.

We restate the above theorem in an extended form. Let U be an open set
in N and assume that there exists a manifold F and a diffeomorphism D : U ×
F → ϕ−1(U) such that ϕ ◦ D = πU = projection onto U . Then through the
identification

T ∗(U)× F ⊂ T ∗(U)× T ∗(F ) ∼= T ∗(U × F )
(dD)∗←−−−− T ∗(ϕ−1(U)

)
,

let F be the image of T ∗(U)× F in T ∗(ϕ−1(U)
)
.
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Corollary 3.5. The Hamilton vector field Xσ(Δsub) restricted to a sub-manifold F

is tangential to F . It can be descended to T ∗(U) and dϕ

(
Xσ(Δsub)

∣∣F
)

coincides

with the Hamilton vector field Xσ(G) on T ∗(U). Hence bicharacteristic curves in F
are mapped to bicharacteristic curves in T ∗(U) of the Grushin-type operator G.

By Theorem 3.1, Corollary 3.5 and an isoperimetric interpretation of sub-
Riemannian geodesics through double fibrations, we can describe geodesics con-
necting two points on the image of the singular manifold ϕ(S) in the case of M =
Heisenberg group and S3 (N = R2 and S2).

4. Heisenberg group case

The classical Grushin operator is obtained in the way explained in the last sec-
tion. We deduce various Grushin-type operators by fixing subgroups in the three-
dimensional Heisenberg group H3. Geodesic curves on the Grushin plane con-
necting two singular points are determined via an isoperimetric interpretation of
sub-Riemannian geodesics on H3 (see [AB-08]) and a double fibration structure. In
these cases we can solve the Hamilton system of the bicharacteristic curves explic-
itly. As a model case it gives us a geometric aspect of sub-Riemannian geodesics
and a relation between singular geodesics defined by a Grushin operator in the
framework of a double fibration.

4.1. Grushin-type operators

Let H3 be the Heisenberg group of dimension three identified with R3, where the
product is given by the formula

R3 × R3 � < (x, y, z), (x̃, ỹ, z̃) > �−→ (x, y, z) ∗ (x̃, ỹ, z̃)

=
(
x + x̃, y + ỹ, z + z̃ + (xỹ − ỹx)/2

)
∈ R3.

The left-invariant vector fields X , Y and Z are defined as

X =
∂

∂x
− y

2

∂

∂z
, Y =

∂

∂y
+

x

2

∂

∂z
, and Z =

∂

∂z
.

The bracket relation [X,Y ] = Z implies that the sub-bundle H spanned by {X,Y }
defines a left-invariant sub-Riemannian structure on H3 with the sub-Riemannian
metric:

< X, Y > = 0, < X,X > = < Y, Y > = 1,

and we have a sub-Laplacian

Δsub
H3

= −(X2 + Y 2) = −
(

∂

∂x
− y

2

∂

∂z

)2

−
(

∂

∂y
+

x

2

∂

∂z

)2

,

which is symmetric with respect to the volume form

dx ∧ dy ∧ dz.

Of course this volume form coincides with the Haar measure of the group H3.
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Let NY =
{
(0, y, 0)

∣∣ y ∈ R
}
be the subgroup generated by Y and consider

the left coset space πL : H3 → NY \H3 which is realized as

πL : H3
∼= R3 → NY \H3

∼= R2,

πL(x, y, z) = (u, v) =
(
x, z +

xy

2

)
.

The left-invariant vector fields X and Y are descended by the projection map
πL to vector fields

dπL(X) =
∂

∂u
, dπL(Y ) = u

∂

∂v
,

Grushin operator = G = −
(

∂2

∂u2
+ u2 ∂2

∂v2

)
.

It is clear that this operator is symmetric with respect to the volume form du∧dv
and we have π∗

L(du∧ dv)∧ dy = dx∧ dz ∧ dy, where dy is a left NY -invariant one-
form on H3. In this case, let S =

{
(0, y, z)

∣∣ y, z ∈ R
}
. Then the subset πL(S) on

which πL(X) and πL(Y ) are not linearly independent is given by
{
(0, v)

∣∣ v ∈ R
}
,

i.e., it is the v-axis. On NY \H3
∼= R2 we define a singular metric gG by

gG =

(
g
(
∂
∂u , ∂

∂u

)
g
(
∂
∂u , ∂

∂v

)
g
(
∂
∂v ,

∂
∂u

)
g
(
∂
∂v ,

∂
∂v

)) =

(
1 0
0 1/u2

)
.

We call the plane NY \H3
∼= R2 with this singular metric the Grushin plane. Now,

we consider new coordinates on H3,

R× R2 � (t, u, v)
D−→ (x, y, z) =

(
u, t, v − tu

2

)
∈ R3 ∼= H3. (4.1)

Then we have πL ◦ D(t, u, v) = (u, v) which shows that we have a global splitting
of H3 compatible with the projection πL as described in Corollary 3.5.

In these new coordinates (t, u, v) and their dual coordinates (t, u, v; δ, α, β) ∈
R3×R3 ∼= T ∗(H3

)
, the principal symbol σ(Δsub

H3
) of the sub-Laplacian is given by

σ(Δsub
H3

)(t, u, v; δ, α, β) = α2 + (δ + uβ)2

and the Hamilton vector field Xσ(Δsub) is expressed as

Xσ(Δsub) = α
∂

∂u
+ (δ + uβ)

∂

∂t
+ (δ + uβ)u

∂

∂v
− (δ + uβ)β

∂

∂α
.

Let L be the following sub-manifold in T ∗(H3),

L =
{
(t, u, v; 0, α, β) ∈ R3 × R3

}
⊂ T ∗(H3). (4.2)

Then the restriction of the vector field Xσ(Δsub) to L is given by

Xσ(Δsub) = α
∂

∂u
+ uβ

∂

∂t
+ u2β

∂

∂v
− uβ2 ∂

∂α
.

Hence it can be descended to the space T ∗(NY \H3) ∼= R2 × R2 by the map

(t, u, v; 0, α, β) �−→ (u, v;α, β). (4.3)
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The descended vector field is given by

α
∂

∂u
+ u2β

∂

∂v
− uβ2 ∂

∂α
,

and it coincides with the Hamilton vector field where the Hamiltonian is the prin-
cipal symbol of the Grushin operator ( = α2 + u2β2). In this case, all integral
curves of Xσ(G) come from the bicharacteristic curves of Xσ(Δsub

H3
) passing through

the sub-manifold L.

4.2. Isoperimetric interpretation and double fibration: Grushin plane case

We construct geodesic curves connecting two points on the singular set of the
Grushin plane NY \H3.

Let NZ =
{
(0, 0, z)

∣∣ z ∈ R
}
= the center of the Heisenberg group. Then the

vector fields X and Y can be descended to the quotient space πR : H3 → H3/NZ

and the resulting vector fields on πR : H3 → H3/NZ
∼= R2, (x, y, z) �→ πR(x, y, z) =

(x, y), are

dπR(X) =
∂

∂x
and dπR(Y ) =

∂

∂y
.

Hence, in this case the Grushin-type operator is just the Euclidean Laplacian and
there are no singular points. The metric we install on H3/NZ by assuming that
πR(X) and πR(Y ) are orthonormal, is the standard Euclidean metric.

Remark 4.1. Note that the left multiplication of the group H3 is isometric with
respect to this sub-Riemannian metric and induces the parallel displacement on
the plane.

The invariance of the two vector fields X and Y under the action of the
group NZ = {etZ}t∈R =

{
(0, 0, t)

∣∣ t ∈ R
}
enables us to define a connection on

the principal bundle,

πR : H3 → H3/{(0, 0, t)} ∼= R2

with the horizontal subspace H = [{X,Y }]. With this connection, let

R � s �→ γ̃(s) =
(
x(s), y(s), z(s)

)
∈ H3,

˙̃γ(s) = ẋ(s)
∂

∂x
+ ẏ(s)

∂

∂y
+ ż(s)

∂

∂z
∈ H

be a horizontal curve. It can be expressed as

˙̃γ(s) = ẋ(s)X + ẏ(s)Y,

and so

ż(s) =
ẏ(s)x(s) − ẋ(s)y(s)

2
.

The curve {γ̃} is realized as the lift of a curve
{
γ(s) = (x(s), y(s))

}
in the base

space R2 with the same length

z(s) = z(0) +
1

2

∫ s

0

ẏ(θ)x(θ) − ẋ(θ)y(θ) dθ, ‖γ̃‖ = ‖γ‖ =
∫ s

0

√
ẋ(θ)2 + ẏ(θ)2 dθ.



Sub-Laplacian and Grushin-type Operators 199

Let us take any point (x1, y1, z1) ∈ H3 and let
{
γ(s) = (x(s), y(s))

}
s∈[0, 1]

be

a smooth curve with γ(0) = (0, 0) and γ(1) = (x1, y1). We assume that it does not
intersect with the line segment � = {(sx1, sy1) | 0 ≤ s ≤ 1} and denote by Dγ the
domain in H3/NZ

∼= R2 surrounded by the curve {γ(s)} and the line segment �.
Let {γ̃(s) = (x(s), y(s), z(s))} be the horizontal lift of the curve {γ(s)} with the
initial point γ̃(0) = (0, 0, 0). Then we have

area(Dγ) =

∫
Dγ

dx ∧ dy =
1

2

∫
∂Dγ

xdy − ydx (4.4)

= −
∫ 1

0

x(s)ẏ(s)− y(s)ẋ(s)

2
ds +

∫ 1

0

x(s)ẏ(s)− y(s)ẋ(s)

2
ds = z(1).

Hence we have:

Proposition 4.2. If we choose a suitable curve {γ}, then area(Dγ), the area of the
domain Dγ, can take any value. This implies that we can connect any point in H3

with the point (0, 0, 0) by a smooth horizontal curve. Hence also any two points
can be joined by a smooth horizontal curve (see Remark 4.1).

Moreover, as a solution to the isoperimetric problem on the Euclidean plane
for a domain (like Dγ) with a fixed line segment as a part of the boundary, we
have:

Proposition 4.3. We can connect any two points p0 = (x0, y0, z0) and p1 =
(x1, y1, z1) in H3 by a smooth geodesic with respect to the sub-Riemannian metric.
That is, let a curve {(x(s), y(s))} connecting two points πR(p0) and πR(p1) be a
half-circle with a suitable radius determined by the area (which coincides with the
value z1 − z0, see (4.4)). Then its lift to H3 is a geodesic with respect to the sub-
Riemannian metric connecting the two points p0 and p1. In fact, it is a projection
onto the space H3 of a bicharacteristic curve of the sub-Laplacian and there exist
many such geodesics connecting two points.

Again take two points E0 = (0, 0) and E1 = (0, v1) (v1 > 0) on the singular
set πL(S) =

{
(0, v)

}
= πL

({
(0, y, z)

∣∣ y, z ∈ R
})

in the Grushin plane, where
we cannot define the Riemannian metric. However, assume that there exists a
bicharacteristic curve {

c(s) =
(
u(s), v(s);α(s), β(s)

)}
0≤s≤1

of the Grushin operator G = ∂2

∂u2 + u2 ∂2

∂v2 satisfying the conditions

u(0) = 0, v(0) = 0, and u(1) = 0, v(1) = v1,

which says that the curve
{
�(s) = (u(s), v(s))

}
is connecting two points E0 and

E1. So the curve {�} outside of πL(S) is a geodesic curve with respect to the
Grushin metric. The curve {c(s)} satisfies the equations

u̇(s) = α, v̇(s) = u2β, α̇(s) = −uβ2, β̇(s) = 0
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with the initial-boundary conditions

u(0) = 0, u(1) = 0, v(0) = 0, v(1) = v1.

Note that α(0) and β(0) are not determined uniquely. Now, let {c̃(s)} be a unique
lift of the curve {c(s)},{

c̃(s) =
(
t(s), u(s), v(s); 0, α(s), β(s)

)}
0≤s≤1

,

as a bicharacteristic curve of the sub-Laplacian on the Heisenberg group H3 in the
subspace L =

{
t, u, v ; 0, α, β)

}
and starting from the initial point(

t(0), u(0), v(0) ; 0, α(0), β(0)
)
=
(
(0, 0, 0 ; 0, α(0), β(0)

)
,

(see Theorem 3.1). Let {γ̃(s)} = {
(
d(D−1)

)∗(
c̃(s)
)}

be expressed in the coordi-
nates (x, y, z ; ξ, η, τ),

x(s) = u(s), y(s) = t(s), z(s) = v(s)− u(s)t(s)

2
,

ξ(s) = α(s) +
t(s)β(s)

2
, η(s) =

u(s)β(s)

2
, τ(s) = β(s),

and denote the curve {(x(s), y(s))} by {γ(s)}. Then this curve {γ(s)} must be a
(possibly iterated) circle or iterated circles + a sector of the circle (with the same
radius) starting from the point (x(0), y(0)) = (u(0), t(0)) = (0, 0) and ending at
γ(1) = (x(1), y(1)) = (u(1), t(1)) = (0, t(1)) (we can show this fact by solving the
bicharacteristic equation for the sub-Laplacian on H3). Since ṫ(s) = u(s)β(s) =
ẏ(s), and especially ṫ(0) = u(0)β(0) = ẏ(0) = 0, ṫ(1) = u(1)β(1) = ẏ(1) = 0, this
circle or a part of a circle intersects with the v-axis perpendicular at the points
(x(0), y(0)) = (0, 0) and (x(1), y(1)) = (u(1), y(1)) = (0, v1). Therefore, the curve
{γ(s)} is an iterated circle or an iterated circle + a half of the circle. There is the
relation

z(1) = v(1)− u(1)t(1)

2
=

1

2

∫ 1

0

ẏ(r)x(r) − ẋ(r)y(r)dr

=
1

2

∫
∂Dγ

γ∗(xdy − ydx) =

∫ ∫
Dγ

dx ∧ dy

= {area of Dγ} × {number of the iteration of the curve} = v1,

where Dγ is a domain surrounded by a iterated circle {γ(s)} (or in case of a iterated
circle + half of the circle, then by a line segment connecting (0, 0) and (0, t1)). It
determines the radius of the circle and gives a relation between v1 and t(1) (for

example, 1
2π
( t(1)

2

)2
= v1). Note that the integral of the one form xdy− ydx on the

line segment passing through the origin always vanishes. Here we state the inverse
procedure as a proposition:

Proposition 4.4. First we take circles in the (x, y)-Euclidean plane (∼= H3/NZ)
which pass through the origin and are perpendicular to the y-axis at the origin.
These are solutions of the isoperimetric problem on the Euclidean plane. Then we
determine the horizontal lifts of the circles starting from the point (0, 0, 0) with
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respect to the connection defined by the sub-bundle H = [{X,Y }] of the principal
bundle πR : H3 → H3/NZ

∼= R2. These lifts are geodesics with respect to the
sub-Riemannian metric and they are projections of bicharacteristic curves of the
sub-Laplacian. Next we take their projections to the Grushin plane (u, v) by the
map (x, y, z) �→ (u, v) = (x, z + xy

2 ). From this we obtain curves connecting (0, 0)
and an arbitrary fixed point (0, v1) on the singular manifold πL(S) ( = v-axis) in
the Grushin plane explicitly. The resulting curves are geodesic curves outside of
the singular manifold S.

Following this procedure we determine such curves explicitly. So let{
γ(s) = (x(s), y(s)) =

(
ẋ(0)

τ
sin τs,

ẋ(0)

τ
(1− cos τs)

)}
0≤s≤1

be a circle passing through the origin and being perpendicular to the y-axis at
the origin. Since the curves must be an iterated circle or an iterated circle + a
half-circle there are two cases:

(I) When γ(1) = (0, 0), then τ = 2πn with n ∈ Z.
For each fixed n ∈ Z, let

γ(s) = (x(s), y(s)) =

(
ẋ(0)

2nπ
sin 2nπs,

ẋ(0)

2nπ
(1− cos 2nπs)

)
.

Then the lift {γ̃(s) = (x(s), y(s), z(s))} to H3 is

γ̃(s) =

(
ẋ(0)

2nπ
sin 2nπs,

ẋ(0)

2nπ
(1− cos 2nπs) ,

ẋ(0)2s

2 · 2nπ
− ẋ(0)2 sin 2nπs

2 · (2nπ)2

)
,

since z(s) must be given by the integral

z(s) =
1

2

∫ s

0

ẏ(r)x(r) − ẋ(r)y(r) dr.

Now, from z(1) = v(1)− u(1)t(1)
2 we have

v1 =
ẋ(0)2

2 · 2πn
, ẋ(0) = ±2√nπv1.

Hence, for each n ∈ Z, we have the curves{
c±2n(s)

}
=

{(
x2n(s), z2n(s) +

x2n(s)y2n(s)

2

)}
=
{(

u2n(s), v2n(s)
)}

=

{(
±
√

v1
nπ

sin 2πns, v1

(
s− sin 4nπs

4nπ

))}
connecting the points (0, 0) and (0, v1) on the singular manifold {(0, v)} in
the Grushin plane. Note that the curve

{γ̃(s)} =
{
(x2n(s), y2n(s), z2n(s)

}
is the projection of the bicharacteristic curves

(x2n(s), y2n(s), z2n(s); ξ2n(s), η2n(s), τ2n(s)),
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where

ξ2n(s) = ξ2n(0) + x2n(s) ·
τ2n(s)

2
= ẋ2n(0) + x2n(s) ·

τ2n(s)

2
,

η2n(s) = η2n(0) + x2n(s) ·
τ2n(s)

2
, τ2n(s) ≡ 2nπ

with η2n(0) = ẏ2n(0)−
x2n(0)τ2n(0)

2
= 0. In the coordinates (t, u, v; δ, α, β),

it always holds

δ(0) = η2n(0)−
x2n(0)τ2n(0)

2
= 0

and they stay in the sub-manifold L (see (4.2)). Hence the projection of
these bicharacteristic curves by the map (4.3) are bicharacteristic curves of
the Grushin operator (see Corollary 3.5).

(II) When γ(1) = (0, t1) with t1 > 0, then τ = (2n + 1)π with n ∈ Z (the case
t1 < 0 can be treated the same way). The resulting curves {c2n+1(s)} are
given by

c±2n+1(s) =

(
±
√

2v1
(2n + 1)π

sin(2n + 1)πs, v1

(
s− sin 2(2n + 1)πs

2(2n+ 1)π

))
.

5. Sub-Riemannian structure on SL(2,R)

On the three-dimensional sphere we have three linearly independent vector fields
which trivialize the tangent bundle. Each pair among them defines a sub-Rieman-
nian structure, but they are all essentially the same. In case of the group SL(2,R)
we have three types of sub-Riemannian structures. In this section we treat one case
among them which leads to the Poincaré upper half-plane. We do not construct
the geodesics explicitly. This problem will be treated elsewhere together with the
study of two other sub-Riemannian structures, see [ABGR-09], [Ju-01].

5.1. A sub-Riemannian structure and Grushin-type operator

Let SL(2,R) denote the group of real 2 × 2-matrices with determinant 1 and let
sl(2,R) be its Lie algebra consisting of real 2× 2-matrices with trace zero. We fix
a basis of sl(2,R) as follows:

X =

(
1 0
0 −1

)
, Y =

(
0 1
1 0

)
and K =

(
0 1
−1 0

)
.

Then we have

[X,Y ] = 2K, [X,K] = 2Y, [Y,K] = −2X.

Put

p = [{X,Y }] =
{
subspace generated by X and Y

}
and k = [{K}].
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Then we have a decomposition of

sl(2,R) = p+ k (Cartan decomposition)

with the properties

[p, p] = k, [k, p] = p, [k, k] = {0}.

We denote the left-invariant vector fields by X̃ , Ỹ , K̃, where X̃ is given by

X̃(f)(g) =
df(g exp tX)

dt

∣∣∣
t=0

, f ∈ C∞ (SL(2,R)) ,

and so forth. At g =

(
x y
w z

)
∈ SL(2,R), these vector fields are expressed as

X̃g = x
∂

∂x
− y

∂

∂y
+ w

∂

∂w
− z

∂

∂z
,

Ỹg = y
∂

∂x
+ x

∂

∂y
+ z

∂

∂w
+ w

∂

∂z
,

K̃g = −y
∂

∂x
+ x

∂

∂y
− z

∂

∂w
+ w

∂

∂z
.

The relation [X,Y ] = 2K indicates that the sub-bundle HSL =
[
{X̃, Ỹ }

]
in the

tangent bundle T (SL(2,R)) spanned by the vector fields X̃ and Ỹ defines a left-

invariant sub-Riemannian structure on SL(2,R). We assume that X̃ and Ỹ are
orthonormal at each point. The sub-Laplacian is expressed as

Δsub
SL = −

(
X̃2 + Ỹ 2

)
= −
(

x
∂

∂x
− y

∂

∂y
+ w

∂

∂w
− z

∂

∂z

)2

−
(

y
∂

∂x
+ x

∂

∂y
+ z

∂

∂w
+ w

∂

∂z

)2

.

We also have a left-invariant one-form θC on SL(2,R),

θC =
1

2

(
wdx + zdy − xdw − ydz

)
, (5.1)

which satisfies

θC(X̃) = 0, θC(Ỹ ) = 0 and θC(K̃) = 1

and gives us a volume form ΩSL, i.e.,

ΩSL = θC ∧ dθC

never vanishes on SL(2,R). This is a Haar measure on SL(2,R) (left- and also
right-invariant) and with respect to this volume form left- (or right-) invariant
vector fields are always anti-symmetric. Set

K =

{(
cos θ − sin θ
sin θ cos θ

)}
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then we describe an identification of the right coset space SL(2,R)/K with the
upper half-plane,

H+ =
{
σ = u +

√
−1v ∈ C

∣∣ v > 0
}
,

in the following way: Consider the map πR : SL(2,R) −→ H+,

πR

((
a b
c d

))
=

a
√
−1 + b

c
√
−1 + d

,

u =
ac + bd

c2 + d2
, v =

1

c2 + d2
,

which can be seen as the projection map to the space of right cosets by the sub-
group K,

SL(2,R) −→ SL(2,R)/K.

The right action Rλ of an element λ ∈ K induces the action on the sub-bundle
HSL in the following way:

Proposition 5.1. It holds

dRλ(X̃) = cos 2θ X̃ + sin 2θ Ỹ ,

dRλ(Ỹ ) = − sin 2θ X̃ + cos 2θ Ỹ

for λ =
(
cos θ − sin θ
sin θ cos θ

)
∈ K.

Proof. This is proved through the adjoint action of K on sl(2,R),

Adλ(X) = λXλ−1 = cos 2θ X + sin 2θ Y

Adλ(Y ) = λY λ−1 = − sin 2θ X + cos 2θ Y. �

This proposition implies that the sub-bundle HSL in T (SL(2,R)) defines a
connection of the principal bundle

πR : SL(2,R)→ SL(2,R)/K ∼= H+.

Moreover, the right action Rλ is orthogonal with respect to the metric in-
stalled in HSL so that we can descend the sub-Riemannian metric onto the base
space SL(2,R)/K ∼= H+, as a Riemannian metric. The left action of SL(2,R) onto
itself also leaves invariant the sub-Riemannian metric and so its left action on the
space of right cosets SL(2,R)/K ∼= H+ leaves invariant the descended metric.
Hence we know that the descended metric is the metric with constant negative
curvature (= Poincaré metric) so that it has the form of a constant times the
metric

du2 + dv2

v2
(modulo constants).

The constant will be determined in (5.6) and we denote the upper half-plane with
this metric – identified with the right coset space SL(2,R)/K – by HR

+ .
Next, we consider the principal bundle on the left cosets space by the sub-

group K,

πL : SL(2,R) −→ K\SL(2,R).
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Again, we identify this space with the upper half-plane H+ by the map

πL : g =

(
x y
w z

)
�→ (u, v) =

(
−xy + wz

x2 + w2
,

1

x2 + w2

)
∈ H+.

Since the vector fields X̃ and Ỹ are left-invariant, we can descend them to the
plane H+ by the map πL.

Proposition 5.2. At any point in SL(2,R), we have

Ker (dπL) ∩HSL = {0}.

Proof. This is proved by determining the descended vector fields dπL(X̃) and

dπL(Ỹ ) explicitly,

dπL(X̃) = −2u ∂

∂u
− 2v

∂

∂v
,

dπL(Ỹ ) =
(
1 + v2 − u2

) ∂

∂u
− 2uv

∂

∂v
.

The matrix (
−2u −2v

1 + v2 − u2 −2uv

)
is invertible for v > 0, which implies that the vector fields dπL(X̃) and dπL(Ỹ )
are always linearly independent in the upper half-plane. �

We define the metric in the upper half-plane by assuming that the two vectors
dπL(X̃) and dπL(Ỹ ) are orthonormal at every point. In this case we will denote
the left coset space K\SL(2,R) with this Riemannian metric by HL

+ and call it
the Grushin upper half-plane.

The metric tensor gL is given by

gL =

(
gL
(
∂
∂u , ∂

∂u

)
gL
(
∂
∂v ,

∂
∂u

)
gL
(
∂
∂u , ∂

∂v

)
gL
(
∂
∂v ,

∂
∂v

)) =

⎛⎝ 1+u2

(1+v2+u2)2
u(v2−u2−1)

2v(1+v2+u2)2

u(v2−u2−1)
2v(1+v2+u2)2

4u2+(u2−v2−1)2

4v2(1+v2+u2)2

⎞⎠ .

We call the operator

GSL = −
((

dπL(X̃)
)2

+
(
dπL(Ỹ )

)2)
a SL-Grushin operator. Although this is not the Laplacian with respect to this
metric gL, the principal symbol σ(GSL) of this operator coincides with that of the
Laplacian and is given by

σ(GSL)(u, v, ξ, η) = 4
(
uξ + vη

)2
+
(
(1 + v2 − u2)ξ − 2uvη

)2
.
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5.2. Horizontal curves: SL(2,R)

Since the sub-Riemannian distribution HSL defines also a connection on the prin-
cipal bundle

πR : SL(2,R) −→ HR
+ = right coset space,

we can parametrize horizontal curves in SL(2,R) as lifts of curves in the base
space HR

+ . In this section we describe these lifts. We only consider curves starting

from the point
√
−1 = (0, 1) ∈ HR

+ and its lift starting from the point ( 1 0
0 1 ).

Let γ̃ = {γ̃(t)}t∈[0,1] be a smooth curve in SL(2,R). Then γ̃ is horizontal if
and only if

θC

(
dγ̃(t)

dt

)
= 0 (5.2)

everywhere, where

θC =
1

2

(
wdx + zdy − xdw − ydz

)
.

So, when we write

γ̃(t) =

(
x(t) y(t)
w(t) z(t)

)
,

then the horizontality condition is expressed as:

Proposition 5.3.

w(t)
dx(t)

dt
+ z(t)

dy(t)

dt
− x(t)

dw(t)

dt
− y(t)

dz(t)

dt
= 0.

If the curve γ̃ is horizontal, then the tangent vector dγ̃(t)
dt is expressed as

dγ̃(t)

dt
=

dx(t)

dt

(
∂

∂x

)
γ̃(t)

+
dy(t)

dt

(
∂

∂y

)
γ̃(t)

+
dw(t)

dt

(
∂

∂w

)
γ̃(t)

+
dz(t)

dt

(
∂

∂z

)
γ̃(t)

= α(t)X̃γ̃(t) + β(t)Ỹγ̃(t),

with two functions α(t) and β(t). The functions α(t) and β(t) satisfy:

Proposition 5.4.

α(t) =
x(t) dx(t)dt − y(t) dy(t)dt

x(t)2 + y(t)2
=

w(t) dw(t)
dt − z(t) dz(t)dt

w(t)2 + z(t)2
,

β(t) =
x(t) dy(t)dt + y(t) dx(t)dt

x(t)2 + y(t)2
=

w(t) dz(t)dt + z(t) dw(t)
dt

w(t)2 + z(t)2
.

Let S : HR
+ → SL(2,R) be the global section (i.e., it satisfies πR ◦ S = Id)

defined by

S : u +
√
−1v �→

(
u√
v
−
√

v
1√
v

0

)
.
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Then the curve γ̃ is written as

γ̃(t) =

(
x(t) y(t)
w(t) z(t)

)
=

(
u(t)/

√
v(t) −

√
v(t)

1/
√

v(t) 0

)(
cos θ(t) − sin θ(t)

sin θ(t) cos θ(t)

)

=

⎛⎝ u(t) cos θ(t)√
v(t)

−
√

v(t) sin θ(t) −u(t) sin θ(t)√
v(t)

−
√

v(t) cos θ(t)

cos θ(t)√
v(t)

− sin θ(t)√
v(t)

⎞⎠ ,

where
{(

u(t), v(t)
)}

is an arbitrary given smooth curve in HR
+ starting from the

point (0, 1) ∈ HR
+ . Then we have an equation, after a somewhat lengthy calcula-

tion, satisfied by the function θ(t) (θ(0) = 0):

Proposition 5.5.

d θ(t)

dt
=

du(t)
dt

2v(t)
.

If we take suitable functions u(t) and v(t) under the conditions

u(0) = 0, v(0) = 1, u(1) = u1 and v(1) = v1 > 0,

(where (u1, v1) is an arbitrary fixed point in HR
+ ), then it will be apparent that

the integral

θ(1) =

∫ 1

0

d u(t)
dt

2v(t)
dt

can assume an arbitrary value.

Corollary 5.6. Any two points in SL(2,R) can be joined with a smooth horizontal
curve (a strong version of Chow’s theorem).

If the curve γ̃ is horizontal, we express the coefficients α(t) and β(t) in terms
of the functions u(t) and v(t) by making use of the formulas for α(t) and β(t) and
the equation in Proposition 5.5,

α(t) =
dv(t)
dt

2v(t)

(
sin2 θ(t) − cos2 θ(t)

)
−

du(t)
dt

v(t)
sin θ(t) cos θ(t), (5.3)

β(t) =
du(t)
dt

2v(t)

(
sin2 θ(t) − cos2 θ(t)

)
+

dv(t)
dt

v(t)
sin θ(t) cos θ(t). (5.4)

Therefore, the sub-Riemannian length ‖γ̃‖ of the horizontal curve γ̃ is given by
the integral

‖γ̃‖ =
∫ 1

0

√
α(t)2 + β(t)2dt =

∫ 1

0

√
du(t)
dt

2
+ dv(t)

dt

2

2v(t)
dt. (5.5)
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Now, we can determine the metric tensor on the right coset space SL(2,R)/K
∼= HR

+ ,

gP =

(
gP
(
∂
∂u , ∂

∂u

)
gP
(
∂
∂v ,

∂
∂u

)
gP
(
∂
∂u , ∂

∂v

)
gP
(
∂
∂v ,

∂
∂v

)) =

(
1

4v2 0
0 1

4v2

)
. (5.6)

5.3. Isoperimetric interpretation: SL(2,R) → Upper half-plane

Let τR be the one-form

τR =
du

4v

on HR
+ . Then it is easy to see that the two-form dτR coincides with the Riemannian

volume form 1
4v2 du ∧ dv with respect to the Poincaré metric determined in (5.6).

Let γ =
{
γ(t) = (u(t), v(t))

}
t∈[0,1]

be a smooth curve in HR
+ with γ(0) =

(0, 1) and end point on the imaginary axis γ(1) = (0, v1). Consider a domain Dγ

in HR
+ surrounded by the curve γ and a straight line � = {�(t)}1≤t≤v1 from (0, v1)

to (0, 1) (with v1 ≤ 1). Then the oriented area of the domain Dγ is given by:

area(Dγ) =

∫
Dγ

dτR =

∫
∂Dγ

τR (5.7)

=

∫ 1

0

γ∗(τR) +
∫ 1

v1

�∗(τR) =
∫ 1

0

γ∗(τR) =
1

2

∫ 1

0

du(t)
dt

v(t)
dt =

θ1
2

.

Therefore the horizontal lift γ̃ of a curve γ,

γ̃(0) =

(
1 0
0 1

)
and γ̃(1) =

(
x1 y1
w1 z1

)
=

(
−√v1 sin θ1 −√v1 cos θ1

cos θ1/
√

v1 − sin θ1/
√

v1

)
,

is a sub-Riemannian geodesic in SL(2,R) if and only if the curve γ = {(u(t), v(t))}
is a minimizing curve of the isoperimetric problem under the conditions that the
oriented area

∫
Dγ

dτ is constant = θ1 and γ(0) = (0, 1), γ(1) = (0, v1).

If the end point (u1, v1) of the given curve γ in HR
+ is not on the imaginary

axis, then we reduce the problem by rotating the point onto the imaginary axis
by an element of the form

g(θ) =

(
cos η − sin η
sin η cos η

)
.

We can consider the same problem again and obtain the solution via going
back by the element g(θ)−1. Without going into details we mention that the isoperi-
metric problem of the Poincaré upper half-plane has also circles (in the sense of
Euclidean geometry) as solutions (see [Sa-42]). So it is possible to construct both
the geodesics on SL(2,R) with respect to the sub-Riemannian structure induced
from HSL and the geodesics on the Grushin upper half-plane HL

+.
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6. The S3 → P 1(C) case

In this section, first we explain a sub-Riemannian structure on the three-dimen-
sional sphere S3 which is well known and studied in various contexts (cf. [CC1-09],
[BF3-08], and so on). Through the Hopf fibration we define a Grushin-type oper-
ator on the two-dimensional sphere S2. We call this operator a spherical Grushin
operator , and we define a singular metric on the two sphere (∼= P 1(C)). We call the
two-dimensional sphere with such a singular metric the Grushin sphere and denote
it by S2

G . Then we construct geodesic curves on the Grushin sphere connecting two
points located on the singular set by a method similar to the case of the Grushin
plane. In the previous paper [BF3-08] (see also [Ba-05]) we have studied the spec-
tral zeta-function of the sub-Laplacian on S3. This section is partly a continuation
of [BF3-08].

6.1. Spherical Grushin operator and Grushin sphere

Let H =
{
x01+x1i+x2j+x3k

∣∣ xi ∈ R
}
be the quaternion number field with the

standard basis
{
1, i, j,k

}
. Their multiplications are given as follows: 1i = i = i1,

1j = j = j1, 1k = k = k1, ij = k = −ji, jk = i = −kj, ki = j = −ik, i2 = −1,
j2 = −1, k2 = −1.

We consider the three sphere S3 as

S3 =
{
x01+ x1i+ x2j+ x3k ∈ H

∣∣ ∑xi
2 = 1

}
,

which we regard as a Lie group with the multiplication coming from the product
law in H. The corresponding Lie algebra is given by

sp(1) =
{
h = x1i+ x2j+ x3k

∣∣ xi ∈ R
}
,

with Lie brackets [h, h′] = hh′− h′h. Then left-invariant vector fields on S3 corre-
sponding to the element i, j and k are defined with ϕ ∈ C∞(S3) by

Xi(ϕ)(h) =
d

dt
ϕ
(
h · exp ti

)∣∣
t=0

,

and so on. In global coordinates they can be expressed as

Xi = −x1
∂

∂x0
+ x0

∂

∂x1
+ x3

∂

∂x2
− x2

∂

∂x3
,

Xj = −x2
∂

∂x0
− x3

∂

∂x1
+ x0

∂

∂x2
+ x1

∂

∂x3
,

Xk = −x3
∂

∂x0
+ x2

∂

∂x1
− x1

∂

∂x2
+ x0

∂

∂x3
.

These 3 vector fields trivialize the tangent bundle T (S3). Since [Xk, Xi] = 2Xj,
we can consider a co-dimension one sub-Riemannian structure on S3 in the strong
sense and of step 2, which is generated by the two vector fields {Xi, Xk}. We denote
it by HS = [{Xi, Xk}] and we write Δsub

S3 = −X 2
i −X 2

k for the corresponding sub-
Laplacian. An inner product on HS is defined as the restriction of the standard
inner product on the three sphere S3.
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In the next step we form the Hopf bundle with a connection. By considering
the orbit space of the right action Rλ of λ ∈ {λ = a+ bj | a2 + b2 = 1} ∼= U(1) on
S3 given by

Rλ : S3 × U(1)→ S3, (h, λ)→ h · λ
we have a principal bundle (Hopf bundle)

πR : S3 −→ P 1(C).

The space P 1(C) is realized in R3 as 2-sphere with radius 1/2:

πR : S3 � h �→ (u1, u2, u3) ∈ S2
(1/2) =

{∑
u2
i = 1/4

}
,

where

u1 +
√
−1u2 = (x0 − x2

√
−1)(x1 + x3

√
−1) = zw,

u3 = |x0 + x2

√
−1|2 − 1/2 = |z|2 − 1/2,

and we put z = x0 + x2

√
−1, w = x1 + x3

√
−1. The right actions Rλ (where

λ = a1+ bj, a2 + b2 = 1) on Xi and Xk are given by

dRλ(Xi) = (a2 − b2)Xi + 2abXk, (6.1)

dRλ(Xk) = (a2 − b2)Xk − 2abXi. (6.2)

They leave the subspace HS invariant and therefore induce orthogonal actions on
HS . Hence we know that the sub-bundle HS defines not only a connection on the
principal bundle

πR : S3 → S2
(1/2),

but also naturally gives a metric on the base space S2
(1/2). This coincides with

the standard metric induced from R3. In order to define an operator on S2, which
we call a spherical Grushin operator , we consider the left action Lλ of the group
U(1) ∼=

{
λ = a + bj

∣∣ a2 + b2 = 1
}
on S3,

U(1)× S3 → S3, (λ, h) �→ λ · h = (a + bj)(x01+ x1i+ x2j+ x3k)

and denote the projection map to the orbit space by πL : xS3 → P 1(C).
Both vector fields Xi and Xk are Lλ-action invariant and can be descended

to the base space P 1(C) through the map πL. The base space again is realized as
a sphere of radius 1/2 in R3 through the map

πL : S3 � x01+ x1i+ x2j+ x3k �−→ (v1, v2, v3) ∈ S2
(1/2),

v1 + v2
√
−1 = (x0 − x1

√
−1)(x1 − x3

√
−1), v3 = x2

0 + x2
2 − 1/2.

The vector fields dπL(Xi) and dπL(Xk) have the form

dπL(Xi) = −2v1
∂

∂v3
+ 2v3

∂

∂v1
,

dπL(Xk) = −2v2
∂

∂v3
+ 2v3

∂

∂v2
.

From these expressions we find:
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Proposition 6.1. Let S be the following sub-manifold in S3:

S =
{
(x01+ x1i+ x2j+ x3k)

∣∣ x0
2 + x2

2 = 1/2
}
.

Then it always holds that dimHS ∩T (S) = 1 and so the vector fields dπL(Xi) and
dπL(Xk) are linearly dependent on πL(S) =

{
(v1, v2, 0) ∈ S2

(1/2)

}
.

We install a metric (denoted by gGS) on S2 = πL(S
3) outside the sub-

manifold πL(S) =
{
(a, b, 0)

∣∣ a2 + b2 = 1/4
}
in such a way that dπL(Xi) and

dπL(XK) are orthonormal. The two-sphere equipped with this metric is called
Grushin sphere and we denote it by S2

G . The operator

GS = −dπL(Xi)
2 − dπL(Xk)

2

is referred to as spherical Grushin operator. Let us describe this metric gGS in
terms of local coordinates,

DL : C � z = x + y
√
−1 �−→ (v1, v2, v3) ∈ S2

G (6.3)

v1 =
x

1 + x2 + y2
, v2 =

y

1 + x2 + y2
, v3 =

1− x2 − y2

2(1 + x2 + y2)
.

Then the metric tensor is given by

gGS =

⎛⎜⎜⎝
(x2+y2)2−2(x2−y2)+1(

(x2+y2)2−1
)2 −4xy(

(x2+y2)2−1
)2

−4xy(
(x2+y2)2−1

)2 (x2+y2)2+2(x2−y2)+1(
(x2+y2)2−1

)2
⎞⎟⎟⎠ .

Here we provide an expression of the spherical Grushin operator in this co-
ordinates,

− GS =
(
1 + 2(x2 − y2) + (x2 + y2)2

) ∂2

∂x2

+
(
1− 2(x2 − y2) + (x2 + y2)2

) ∂2

∂y2
+ 8xy

∂2

∂x∂y
+ 4x

∂

∂x
+ 4y

∂

∂y
. (6.4)

Also the spherical Grushin operator GS is the restriction of

−1

4
GS =

1

4

{
dπL(Xi)

2 + dπL(Xk)
2
}

= (v1
2 + v2

2)
∂2

∂v32
+ v3

2

(
∂2

∂v12
+

∂2

∂v22

)
− 2v3

∂

∂v3
− v1

∂

∂v1
− v2

∂

∂v2
− 2v1v3

∂2

∂v1 ∂v3
− 2v2v3

∂2

∂v2 ∂v3

to the sphere S2
G =
{
(v1, v2, v3)

∣∣ v1 2 + v2
2 + v3

2 = 1/4
}
.
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6.2. Geodesics on the Grushin sphere

We construct geodesic curves on the Grushin sphere S2
G connecting two points on

the singular set πL(S) by the same method as in the Grushin plane case. To apply
Theorem 3.1 (and Corollary 3.5) we describe local trivializations DL and DR of
the double fibration

S3 −−−−→
πR

S2
(1/2)

πL

⏐⏐>
S2
G .

Let DL : U(1)× C→ S3 be defined by

DL : (λ, z) =
(
e
√−1t, x +

√
−1y
)
�→
(

λ√
1 + |z|2

,
λz√

1 + |z|2

)
. (6.5)

Then

πL ◦ DL(λ, z) =

(
x√

1 + x2 + y2
,

y√
1 + x2 + y2

,
1√

1 + x2 + y2
− 1

2

)
= DL(z).

Although we have the same (local) trivialization DR : C×U(1)→ S3 for the map
πR, we distinguish them through their compatibility with the U(1)-action and the
actions of the group

{
(a + jb)

∣∣ a2 + b2 = 1
}
in the quaternion number field from

the right and the left. Then DL(λ, z) = DR(w, μ) if and only if

w = λ
2
z and λ = μ. (6.6)

In the coordinates
(
e
√−1t, z

) DL−−→ S3 the vector field Xi and Xk are ex-

pressed as

Xi = −y
∂

∂t
+ (x2 − y2 + 1)

∂

∂x
+ 2xy

∂

∂y
,

Xk = −x
∂

∂t
− 2xy

∂

∂x
+ (x2 − y2 − 1)

∂

∂y
.

Hence the principal symbol σ(Δsub
S3 ) of the sub-Laplacian is given in terms of the

coordinates (t, x, y ; δ, α, β) ∈ T ∗(R× C) ∼= R× R2 × R× R2 by

2σ(Δsub
S3 )(t, x, y ; δ, α, β)

=
(
− yδ + (x2 − y2 + 1)α + 2xyβ

)2
+
(
− xδ − 2xyα + (x2 − y2 − 1)β

)2
.

Moreover, by the expression (6.4) of the spherical Grushin operator in terms
of the coordinates z = x +

√
−1y in (6.3), the principal symbol σ(GS) is given by

2σ(GS)(x, y;α, β) =
(
1 + 2(x2 − y2) + (x2 + y2)2

)
α2

+
(
1− 2(x2 − y2) + (x2 + y2)2

)
β2 + 8xyαβ.
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So, our purpose is to find the solutions of the Hamilton system

ẋ(s) =
(
(x2 − y2 + 1)α + 2xyβ

)(
x2 − y2 + 1

)
+
(
−2xyα + (x2 − y2 − 1)β

)(
−2xy

)
,

ẏ(s) =
(
(x2 − y2 + 1)α + 2xyβ

)(
2xy
)

+
(
−2xyα + (x2 − y2 − 1)β

)(
x2 − y2 − 1

)
,

α̇(s) = −
(
(x2 − y2 + 1)α + 2xyβ

)(
2xα + 2yβ

)
−
(
−2xyα + (x2 − y2 − 1)β

)(
−2yα+ 2xβ

)
,

β̇(s) = −
(
(x2 − y2 + 1)α + 2xyβ

)(
−2yα+ 2xβ

)
+
(
−2xyα + (x2 − y2 − 1)β

)(
2xα + 2yβ

)
under the boundary conditions

x(0) = 1, y(0) = 0, x(1) = a1, y(1) = b1, a1
2 + b1

2 = 1 (6.7)

(although α(0) and β(0) will not be determined uniquely), where a point E1 =

a1+
√
−1 b1 on the singular set DL

−1(
πL(S)

)
=
{
a+
√
−1b
∣∣ a2+b2 = 1

}
is given

arbitrarily. We treat the case a1 + b1
√
−1 = e−

√−1 ε1 with 0 < ε1 < π.

Remark 6.2. Since the right action of the element a+ bj (a2 + b2 = 1) is isometric
with respect to the sub-Riemannian metric (see (6.1) and (6.2)) and compatible
with the projection map πL, it induces the rotation on πL(S

3) ∼= S2 along the
axis v3. So it is enough to consider the initial point to be x(0) = 1, y(0) = 0 or
DL(x(0) +

√
−1y(0)) = DL(1) = (v1(0), v2(0), v3(0)) = (1/2, 0, 0).

If there exists such a curve

{c(s)} =
{(

x(s), y(s) ; α(s), β(s)
)}

passing through the singular set DL
−1(

πL(S)
)
at s = 0, then we have:

Proposition 6.3.

ẋ(0) = 4x(0)
(
x(0)α(0) + y(0)β(0)

)
,

ẏ(0) = 4y(0)
(
x(0)α(0) + y(0)β(0)

)
.

Proof. From

ẋ(s) =
(
(x2 − y2 + 1)α + 2xyβ

)
(x2 − y2 + 1) +

(
−2xyα + (x2 − y2 − 1)β

)
(−2xy),

and putting x2 + y2 = 1 we have

ẋ(s) = (2x2α + 2xyβ) · 2x2(−2xyα + (−2y2)β)(−2xy) = 4x(xα + yβ).

To calculate ẏ(0) note that in the same way it holds ẏ(s) = 4y(xα + yβ). �

Assuming the existence of such a curve {c(s)} we denote by

{c̃(s)} =
{(

e
√−1t(s), x(s), y(s) ; 0, α(s), β(s)

)}
,
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the lift of the curve {c(s)} to T ∗(U(1)×C) which is included in the sub-manifold
L =
{
(λ, x, y; 0, α, β)

}
starting from the point(

1, 1, 0 ; 0, α(0), β(0)
)
∈ L ⊂ T ∗(U(1)× C

)
.

(We can assume that t(0) = 1, see Theorem 3.1 for the existence of the lift.) Note
that the solution δ(s) of the equation

δ̇(s) = −∂σ(Δsub
S3 )

∂t
≡ 0

is always zero if we choose the initial value of δ to be 0, so it must stay in L. Let
{γ(s)} be the image of the curve {c̃(s)} by the projection πR,

{γ(s)} = πR ◦ D−1
R ◦ DL

(
{c̃(s)}

)
= DR

({
e−2

√−1t(s) ·
(
x(s) +

√
−1y(s)

)})
.

Then:

Proposition 6.4.

d

ds

(
e−2

√−1t(s) ·
(
x(s) +

√
−1y(s)

))
(0) = 4z(0)(xα + yβ).

Proof. From

ṫ(s) =
(
−yδ + (x2 − y2 + 1)α + 2xyβ

)(
−y
)

+
(
−xδ − 2xyα + (x2 − y2 − 1)β

)(
−x
)

= α((x2 − y2 + 1)(−y) +−2xy(−x)) + β(−2xy2 + (x2 − y2 − 1)(−x)) = 0

on LS , with the condition x2 + y2 = 1 and by Proposition 6.3, we have

d

ds

(
e−2

√−1t(s)·
(
x(s) +

√
−1y(s)

))
(0)

=− 2
√
−1ṫ(0) · (x(0)−

√
−1y(0)) + ẋ(0)−

√
−1ẏ(0)

=ż(0) = 4z(0)(xα + yβ). �

If we return back on the sphere S2
(1/2) in R3 by the map DR : C → S2

(1/2),

then this means:

Corollary 6.5. The curve {γ(s)} is perpendicular to the equator E =
{
(a, b, 0)

∣∣
a2 + b2 = 1/4

}
.

Since the sub-Riemannian structure HS on S3 defines a connection on the
bundle πR : S3 → S2

(1/2), we can prove:

Theorem 6.6 ([BF3-08]). Any horizontal curve on S3 is the lift of a curve in the
base space S2

(1/2).
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Also according to a classical theorem (F. Bernstein, 1905) we have:

Theorem 6.7. The solutions of the isoperimetric problem for loops (or the case
where a part of the loops is always a fixed part of a big circle) on the two sphere
with the standard metric are given by circles (or a half-circle) and their horizontal
lifts are sub-Riemannian geodesics.

Now we describe the horizontal lift of a curve {�(s)} starting from the point
PN = (0, 0, 1/2) ∈ S2

(1/2) by making use of the local trivialization of the bundle

πR : S3 → S2
(1/2):

S3 DR←−−−− C× U(1)

πR

⏐⏐> ⏐⏐>
S2

(1/2) ←−−−−
DR

C

,

S3 �
(

μ√
1+|w|2 ,

μw√
1+|w|2

) DR←−−−− (w, μ) ∈ C× U(1)

πR

⏐⏐> ⏐⏐>
S2

(1/2) �
(

w
1+|w|2 ,

1
1+|w|2 −

1
2

)
←−−−−

DR

w = x + y
√
−1 ∈ C.

If a curve {�̃(s) =
(
w(s), μ(s)

)
} =
{(

x(s)+
√
−1y(s), e

√−1 θ(s)
)}

in C×U(1)
with (w(0), μ(0)) = (0, 1) and θ(0) = 0 is the lift of {�(s)}, then it satisfies

√
−1 θ̇(s) =

1

μ(s)

dμ(s)

ds
=

√
−1

1 + |w|2

(
dx(s)

ds
y(s)− dy(s)

ds
x(s)

)
.

This can be seen as follows: Since the tangent vectors of the curve{
DR(�̃(s))

}
=
{
(x0(s), x1(s), x2(s), x3(s)) = x0(s)1+ x1(s)i + x2(s)j+ x3(s)k

}
,

where

x0(s) +
√
−1x2(s) =

μ(s)√
1 + |w(s)|2

and x1(s) +
√
−1x3(s) =

μ(s)w(s)√
1 + |w(s)|2

,

are linear spans of the vector fields Xi and Xk at any points DR(�̃(s)), there exist
functions A(s) and B(s) such that∑ dxi(s)

ds

∂

∂xi
= A(s)Xi + B(s)Xk,

= A(s)

(
−x1(s)

∂

∂x0
+ x0(s)

∂

∂x1
+ x3(s)

∂

∂x2
− x2(s)

∂

∂x3

)
+ B(s)

(
−x3(s)

∂

∂x0
+ x2(s)

∂

∂x1
− x1(s)

∂

∂x2
+ x0(s)

∂

∂x3

)
.
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Then we have

ẋ0(s) +
√
−1 ẋ2(s)

= −A(s)x1(s)−B(s)x3(s) +
√
−1
(
A(s)x3(s)−B(s)x1(s)

)
, (6.8)

ẋ1(s) +
√
−1 ẋ3(s)

= A(s)x0(s) + B(s)x2(s) +
√
−1
(
−A(s)x2(s) + B(s)x0(s)

)
. (6.9)

If we put x0(s) +
√
−1x2(s) = w0(s) and x1(s) +

√
−1x3(s) = w1(s), then (6.8)

and (6.9) are rewritten as

ẇ0(s) = −
(
A(s) +

√
−1B(s)

)
w1(s),

ẇ1(s) =
(
A(s) +

√
−1B(s)

)
w0(s).

Hence we have

ẇ0(s)w0(s) + ẇ1w1(s) = 0, (6.10)

and by inserting w0(s) =
μ(s)√

1 + |w(s)|2
and w1(s) =

μ(s)w(s)√
1 + |w(s)|2

into the above

equation (6.10), we obtain

μ̇(s)

μ(s)
=
√
−1 ẋ(s)y(s)− ẏ(s)x(s)

1 + x(s)2 + y(s)2
.

Hence we have:

Proposition 6.8.

μ(s) = e
√−1 θ(s) = exp

{√
−1
∫ s

0

ẋy − ẏx

1 + x2 + y2
dr

}
,

and the lift {�̃(s)} is given by

�̃(s) = (w(s), μ(s))

=

(
x(s) +

√
−1y(s), exp

{√
−1
∫ s

0

ẋy − ẏx

1 + x2 + y2
dr

})
.

By Corollary 6.5 and Theorem 6.7, it is enough for our purpose to consider a
circle in S2

(1/2) = {(u1, u2, u3)
∣∣ u 2

1+u 2
2+u 2

3 = 1/4} that is the intersection with the

plane perpendicular to the (u1, u2)-plane and passes through the points (1/2, 0, 0)

and Q = (q1, q2, 0), q21 + q22 = 1/4. This circle {γQ(s) = (uQ1 (s), u
Q
2 (s), u

Q
3 (s))} is

parametrized by

uQ1 (s) =
1 + 2q1 + (1 − 2q1) cos s

4
, (6.11)

uQ2 (s) =
q2(1− cos s)

2
, (6.12)

uQ3 (s) =

√
1− 2q1

2

sin s

2
. (6.13)
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According to Theorem 3.1:

Proposition 6.9. Let {γ̃Q} be the horizontal lift of an iterated circle {γQ} (or
an iterated circle + half of the circle) to S3 with respect to the sub-Riemannian
structure HS and take the projection πL(γ̃Q). Then it is a geodesic curve (it is a
projection of a bicharacteristic curve of the spherical Grushin operator) connecting
two points on the singular set πL(S).

We describe the curve πL(γ̃Q) explicitly. There are many geodesic curves
connecting two points E0 = (1/2, 0, 0) and E1 = (a1/2, b1/2, 0) ∈ πL(S) ⊂ S2

G (for

the sake of simplicity, we only consider the end point a1+
√
−1b1 = 1

2e
−√−1 ε1 with

0 < ε1 < π). If they come from iterated circles + a half-circle in S2
(1/2) = πR(S

3)
starting from Q0 = (1/2, 0, 0) and being perpendicular to the (u1, u2)-plane, then
the end point (p1, p2, 0) of such circles must be located on the equator

{
(a, b, 0)

∣∣
a2 + b2 = 1/4

}
(see Corollary 6.5). So we only consider E0 as an end point (if it

is different from E0 similar arguments can be used). As it was noted in (6.6) the
end point satisfies

e−2
√−1t(1)e

√−1 ε1 = 1 (6.14)

if the curve D −1
L (γ̃Q)} is expressed as{

D−1
R

(
γ̃Q(s)

)}
=
{(

e
√−1t(s), z(s)

)}
,

and so we may assume that

t(1) =
ε1
2

. (6.15)

From (6.15) the explicit description of the curve πL(γ̃Q) is given in several
steps.

Step 1: Description of the horizontal lift of the circle {γQ(s)}.
We transform {γQ(s)} to a circle

{
γ⊥
Q(s) = (−uQ3 (s), u

Q
2 (s), u

Q
1 (s))

}
in S2

(1/2) and

consider the loop {DR
−1

(γ⊥
Q)} in the complex plane, which we denote by {ΓQ}.

Then by Proposition 6.8 we can express the lift {Γ̃Q} of this loop {ΓQ} as follows:

Proposition 6.10.

Γ̃Q(s) =
(
wQ(s), μQ(s)

)
=

(
−
√
1/2− q1 · sin s +

√
−1 · 2q1 · sin2(s/2)

1 + 2q1 sin
2(s/2) + cos2(s/2)

,

exp

{√
−1 · q2 ·

√
1/2− q1 ·

∫ s

0

sin2(r/2)

1 + 2q1 sin
2(r/2) + cos2(r/2)

dr

})
.

Proof. Since

D −1

R (−uQ3 , uQ2 , uQ1 ) =
−uQ3

1
2 + uQ1

+
√
−1 · uQ2

1
2 + uQ1

= x(s) +
√
−1y(s)
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by (6.11), (6.12) and (6.13) we have:

ẋ(s)y(s)− ẏ(s)x(s)

1 + x(s)2 + y(s)2
=

u̇Q3 (s)u
Q
2 (s)− u̇2

Q(s)uQ3 (s)

1/2 + uQ1 (s)

=
q2
√
1/2− q1 sin

2(s/2)

1 + 2q1 sin
2(s/2) + cos2(s/2)

. �

Step 2: We transform the curve {DR(Γ̃Q)} by a transformation in H defined by

the left multiplication L(1+i)/
√
2 : h �→ 1+i√

2
· h with the element 1+i√

2
,

C× C −−−−→ H

T

⏐⏐> ⏐⏐>L(1+i)/
√

2

C× C −−−−→ H,

(w0, w1) = (x0 +
√
−1x2, x1 +

√
−1x3) ←−−−− h = x01+ x1i+ x2j+ x3k

T

⏐⏐> ⏐⏐>L(1+i)/
√

2

1√
2
(w0 − w1, w0 + w1) ←−−−− L(1+i)/

√
2(h) = (1+ i)/

√
2 · h.

Proposition 6.11. Let DR(w, μ) = (w0, w1) and DR(w̃, μ̃) = 1√
2
(w0 − w1, w0 +

w1) = T (w0, w1). Then

μ̃ =
μ(1 − w)

|1− w| and w̃ =
1 + w

1− w
.

Proof. We assume that w �= 1. Then by comparison

1√
2

(
μ− μw√
1 + |w|2

,
μ + μw√
1 + |w|2

)
=

(
μ̃√

1 + |w̃|2
,

μ̃w̃√
1 + |w̃|2

)

the relation follows. �

By Propositions 6.10 and 6.11, we put

Γ̃Q(s) = D −1
R (γ̃Q(s)) =

(
w̃(s), μ̃(s)

)
.

Then by taking account the correspondence D−1
L ◦ DR (see (6.6)) if we write

D −1
L ◦ DR(w̃(s), μ̃(s)) as (λ(s), z(s)), then the resulting curve is

z(s) = μ2 1 + w(s)

1− w(s)
. (6.16)
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Step 3: Then the curve is given as :

Proposition 6.12.

{
πL
(
D−1
L (γ̃Q)

)}
=

(
z(s)√

1 + |z(s)|2
,

1√
1 + |z(s)|2

− 1

2

)

=

(
μ2 1− w2

2(1 + |w|2) ,−
w + w

2(1 + |w|2)

)
, (6.17)

where

μ2 1− w2

2(1 + |w|2) = e
−2

√−1·q2(
√

1/2−q1)
∫ s
0

sin2(r/2)

1+2q1 sin2(r/2)+cos2(r/2)
dr

×
(
1

2
+

(
1

2
− q1

)
sin2(s/2) cos2(s/2)−

√
−1
(
1
2 + q1

)
sin3(s/2) cos(s/2)

1 + 2q1 sin
2(s/2) + cos2(s/2)

)
,

(6.18)

− w + w

2(1 + |w|2) =

√
1

2
− q1 ·

1 + 2q1 sin
2(s/2) + cos2(s/2)

2
· sin s

2
,

is the curve we aimed to construct in πL(S
3) = S2

G .

The final form of the geodesic {πL(γ̃Q(s))} is given by replacing the value q1
in the above formulas (6.18) and (6.12) by q1(n) (see the notation in (6.20)) after
determining it according to the number of the iteration of the circle {γQ}, which
is given in Proposition 6.14 below.

Following the procedure explained above we give the expression of the geo-
desics

{
πL
(
D−1
L (γ̃Q)

)}
including the curves coming from iterations of this circle.

So, for each fixed n ∈ N, let {γnQ(s)}0≤s≤1 be an iterated circle

γnQ(s) =
(
uQ1 (2nπs), uQ2 (2nπs), uQ3 (2nπs)

)
(or we consider 0 ≤ s ≤ 2nπ), and we assume that the end point γnQ(1) = γnQ(0)

of this iterated circle corresponds to E1 = (a1/2, b1/2, 0) ∈ πL(S) (e−
√−1 ε1 =

a1+b1
√
−1, 0 < ε1 < π or b1 < 0). According to the equality 0 < tn(1) =

ε1
2 < π/2

we have

tn(1) =

∫ 1

0

ẋn(r)yn(r) − ẏn(r)xn(r)

1 + xn(r)2 + yn(r)2
dr

= q2 ·
√
1/2− q1 ·

∫ 1

0

2nπ · sin2 nπr

1 + 2q1 sin
2 nπr + cos2 nπr

dr. (6.19)

Let

τR =
ydx− xdy

2(1 + x2 + y2)
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be a one-form on C ∼= R2. Then the volume form dR(x, y) on C with respect to the
metric induced by the Riemannian metric on S2

(1/2) through the map DR coincides

with the two-form dτR,

dτR = dR(x, y) =
dy ∧ dx

(1 + x2 + y2)2
.

Proposition 6.13. In case {�} is a loop, we have by Stokes theorem that∫
D


dτR =

∫
∂D


τR =

∫ 1

0

�∗(τR),

where D� is the domain surrounded by the loop {�} (we assume that the loop {�}
has no self-intersection).

Now we take a circle {γnQ} on the sphere S2
(1/2). Let D(q1) be the domain

in S2
(1/2) surrounded by a circle {γQ(s)}0≤s≤2π including the point (0, u2, u3) with

u2 > 0. Since the area of the domain D(q1) is given by

area of the domain D(q1) = 2π(1/2)2
(
1−
√
1/2 + q1

)
,

we have:

Proposition 6.14.

tn(1) =

∫
dτR =

∫ (
γnQ
)∗

(τR) = 2n · area of D(q1)

= 2n · 2π(1/2)2
(
1−
√

q1 + 1/2
)
=

ε1
2

.

So

q1 = q1(n) =
(
1− ε1

2nπ

)2
− 1

2
. (6.20)

Corollary 6.15. For 0 < ε < π, we have the identity

2nπ

(
1

2
− q(n)

)√
1

2
+ q(n)

∫ 1

0

sin2 nπr

1 + 2q(n) sin2 nπr + cos2 nπr
dr =

ε

2

if q(n) =
(
1− ε

2nπ

)2 − 1
2 .

7. Quaternionic structure on R8 and sub-Riemannian structures

It is standard to describe seven vector fields on S7 based on the Octanion structure
on R8, which give the trivialization of the tangent bundle T (S7). Here we describe
vector fields based on the left and right quaternionic vector space structures of R8

similar to the S3 case. Then we can define sub-Riemannian structures on S7 in the
strong sense and of codimensions 3, 2 and 1. Correspondingly there is an operator
on the quaternion projective line P 1H which is called a spherical Grushin operator.
We have another hypo-elliptic (and not elliptic) operator on P 1H, corresponding
to the horizontal Laplacian in the case of S3.
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7.1. Vector fields on S7 and sub-Riemannian structures

As in §6, let H be the quaternion number field over R with the usual basis
{1 = e0, i = e1, j = e2,k = e3}. We identify R8 with H ⊕ H = H2 through
the correspondence

R8 � x = (x0, . . . , x3, x4, . . . , x7) ←→(
x0e0 + x1e1 + x2e2 + x3e3, x4e0 + x5e1 + x6e2 + x7e3

)
= (h1, h2) ∈ H⊕H

together with the standard Euclidean metric

< x, y >R=
1

2

(
h1k1 + k1h1 + h2k2 + k2h2

)
, x = (h1, h2), y = (k1, k2), (7.1)

where h = x01−
∑

i=1,2,3

xiei is the quaternion conjugate of h =
∑

xiei ∈ H.

Let

A0 =

(
0 1
−1 0

)
, A1 =

(
i 0
0 −i

)
, A2 =

(
j 0
0 −j

)
, A3 =

(
k 0
0 −k

)
be 2× 2 quaternion matrices which act on H2 as

A0 : H
2 � (h1, h2) �−→ (h2,−h1),

A1 : H
2 � (h1, h2) �−→ (ih1,−ih2),

A2 : H
2 � (h1, h2) �−→ (jh1,−jh2),

A3 : H
2 � (h1, h2) �−→ (kh1,−kh2).

Also let A4, A5 and A6 be left H-linear maps on H2 defined as

A4 : H
2 � (h1, h2) �−→ (h2i, h1i),

A5 : H
2 � (h1, h2) �−→ (h2j, h1j),

A6 : H
2 � (h1, h2) �−→ (h2k, h1k).

Then A0 is left and right H-linear and A1, A2, A3 are right H-linear, while
A4, A5, A6 are left H-linear. All maps are R-linear, anti-symmetric with respect
to the standard inner product (7.1) and satisfy the commutation relations

0 ≤ i, j ≤ 6, AiAj + AjAi = −2δi j . (7.2)

We define seven vector fields Xi on H2 by:

Xi(ϕ)(h1, h2) =
d

dt

⎧⎨⎩ϕ

⎛⎝∑
k≥0

tkAi
k

k!
(h1, h2)

⎞⎠⎫⎬⎭∣∣∣t=0
,

where ϕ ∈ C∞(H2). Identifying the tangent bundles T (H2) ∼= H2 ×H2 and

T (S7) ∼=
{
(h1, h2; k1, k2) ∈ H2 ×H2

∣∣∣ |h|21 + |h2|2 = 1,

〈(h1, h2), (k1, k2)〉R =
1

2

(
h1k1 + k1h1 + h2k2 + k2h2

)
= 0
}
,
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these seven vector fields X0, X1, . . . , X6 are expressed as

X0 = (h1, h2;h2,−h1) = (h1, h2;A0(h1, h2)),

X1 = (h1, h2; ih1,−ih2) = (h1, h2;A1(h1, h2)),

X2 = (h1, h2; jh1,−jh2) = (h1, h2;A2(h1, h2)),

X3 = (h1, h2;kh1,−kh2)= (h1, h2;A3(h1, h2)),

X4 = (h1, h2;h2i, h1i) = (h1, h2;A4(h1, h2)),

X5 = (h1, h2;h2j, h1j) = (h1, h2;A5(h1, h2)),

X6 = (h1, h2;h2k, h1k) = (h1, h2;A6(h1, h2)).

All of them are tangent to the sphere and mutually orthonormal at any point
on S7 with respect to the standard Euclidean metric 〈·, ·〉

R
. So they trivialize the

tangent bundle of S7 (cf. [Adm-62]) and we also regard them as first-order skew-
symmetric differential operators with respect to the inner product defined by the
Riemannian volume form dS(x),

dS(x) =

7∑
i=0

(−1)ixidx0 ∧ · · · ∧ d̂xi ∧ · · · ∧ dx7.

Here we recall:

Theorem 7.1 ([Adm-62]). Let n + 1 = 2a+4b × odd integer, 0 ≤ a < 4, b ≥ 0 and
put γ(n) = 2a + 8b − 1. Then the maximal dimension of a trivial sub-bundle in
T (Sn) is γ(n).

In small dimensions these numbers are given as γ(even) = 0, γ(3) = 3,
γ(5) = 1, γ(7) = 7, γ(9) = 1, γ(11) = 3, γ(13) = 1, γ(15) = 8, γ(23) = 7, . . .,
γ(31) = 13.

Remark 7.2. In general, the realizations of γ(n)-vector fields on Sn are given by a
Clifford module structure on Rn+1. According to Theorem 7.1 we know that the
spheres which possibly admit a sub-Riemannian structure in the strong sense are
S3, S7, S15, S23 and S31. Note that all odd-dimensional sphere have a contact
structure (see [BF3-08]).

Proposition 7.3. By the commutation relations (7.2) we have

[Xi, Xj](ϕ)(h1, h2) =
d

dt

{
ϕ

(∑ tk[Ai, Aj ]
k

k!
(h1, h2))

)}∣∣
t=0

.

Hence [Xi, Xj ] corresponds to

[Xi, Xj ] = (h1, h2; 2AiAj(h1, h2)) for i �= j.

Now we prove:

Proposition 7.4 (cf. [BF3-08]). Let C1, C2, C3, C4 be any four among the seven
linear transformations {Ai}6i=0. Then for any x ∈ S7 the vectors Ci(x), CiCj(x)
(0 ≤ i, j ≤ 4, i < j) span the tangent space Tx(S

7).
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Proof. Let x ∈ S7. For i �= j, first we remark that CiCj(x) is tangent to the sphere
at x ∈ S7, since

〈CiCj(x), x〉
R
= −〈Cj(x), Ci(x)〉R
= 〈x, CjCi(x)〉R = −〈x, CiCj(x)〉R .

The five vectors
{
x, C1(x), C2(x), C3(x), C4(x)

}
are linearly independent. If we

assume all the vectors C1Ci(x) (i = 2, 3, 4) are linearly dependent with
{
x, C1(x),

C2(x), C3(x), C4(x)
}
, then the five-dimensional subspace spanned by

{
x, C1(x),

C2(x), C3(x), C4(x)
}
is C1 invariant, which leads to a contradiction, since C1 is

non-singular skew-symmetric. Hence there is at least one of C1Cj(x) (j = 2, 3, 4)
which is linearly independent with

{
x, C1(x), C2(x), C3(x), C4(x)

}
. By reordering

we may assume it is C1C2(x). Now, again we assume all the vectors C1C3(x),
C1C4(x), C2C3(x), C2C4(x) are linearly dependent with the vectors

{
x, C1(x),

C2(x), C3(x), C4(x), C1C2(x)
}
. Then the transformations C1 and C2 leave the

six-dimensional subspace spanned by
{
x, C1(x), C2(x), C3(x), C4(x), C1C2(x)

}
invariant. Now by J. Adam’s Theorem 7.1 (see [Adm-62]) this also leads to a
contradiction. Hence there is at least one vector in

{
C1C3(x), C1C4(x), C2C3(x),

C2C4(x)
}
linearly independent with

{
x, C1(x), C2(x), C3(x), C4(x), C1C2(x)

}
. If

it is C1C3(x) or C1C4(x), we may assume it is C1C3(x). If it is C2C3(x) or C2C4(x),
we reorder C1 to C2 and C2 to C1 and again we can assume that the seven vectors{
x, C1(x), C2(x), C3(x), C4(x), C1C2(x), C1C3(x)

}
are linearly independent. If

C1C4(x) is included in the seven-dimensional subspace spanned by these seven
vectors, then again we have a contradiction, since it must be invariant under
the anti-symmetric non-singular transformation C1. Hence at any point x ∈ S7

the vectors
{
C1(x), C2(x), C3(x), C4(x), C1C2(x), C1C3(x), C1C4(x), C2C3(x),

C2C4(x), C3C4(x)
}
span the tangent space Tx(S

7). �

From the previous proposition we know that there are sub-Riemannian struc-
tures in the strong sense on the seven-dimensional sphere, of codimension 3 and
of step 2. However, contrary to the three-dimensional case not all the 7 vector
fields are simultaneously left (or right) invariant under the action of the group
Sp(1), i.e., some of them are defined by the right-H linear transformation (so we
have left-Sp(1)-invariant vector fields) and some are defined by the left-H linear
transformations (hence we have right-Sp(1)-invariant vector fields).

In order to work with the Hopf bundle S7 → HP 1 we consider a non-
holonomic sub-bundle, denoted by H4 and spanned by the vector fields X0, X4,
X5 and X6 (they all are left-Sp(1)-invariant). On this sub-bundle H4 we install
the metric as the restriction of the standard metric to S7, i.e., we assume that
the vector fields X0, X4, X5 and X6 are mutually orthonormal at each point on
S7. Then H4 gives a sub-Riemannian structure on S7, in the strong sense, of co-
dimension 3 and of step 2. Likewise we denote the sub-bundles spanned by H4

and X1 by H5, and the one spanned by H5 and X2 by H6. We always assume
that the metric on Hi (i = 4, 5, 6) is the restriction of the standard metric on the
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sphere. Then by Proposition 7.4 above the order of the brackets needed to span
the tangent space is always 1.

The operators

Δsub
(4) = −

(
X0

2 + X4
2 + X5

2 + X6
2
)
,

Δsub
(5) = −

(
X0

2 + X4
2 + X5

2 + X6
2 + X1

2
)
,

Δsub
(6) = −

(
X0

2 + X4
2 + X5

2 + X6
2 + X1

2 + X2
2
)

are sub-Laplacians with respect to the sub-Riemannian structures H4, H5 and
H6, respectively. Each sub-Laplacian is hypo-elliptic and positive symmetric with
respect to the Riemannian volume form dS(x). The sum of squares of all vector
fields

ΔS7 = −
(
X0

2 + X4
2 + X5

2 + X6
2 + X1

2 + X2
2 + X3

2
)

gives the Laplace operator with respect to the standard metric.

7.2. Hopf fibration and a sub-Riemannian structure

Let Rg be the right action of the symplectic group Sp(1) on S7,

Rg : S7 � (h1, h2) �−→ (h1g
−1, h2g

−1),

g =

3∑
i=0

giei ∈ Sp(1) =
{
g ∈ H

∣∣ gg = |g|2 = 1
}
.

Then we have:

Proposition 7.5. For g ∈ Sp(1),

dRg(X0) = X0,

dRg(X4) = (g0
2 + g1

2 − g2
2 − g3

2)X4 + 2(g0g3 + g1g2)X5 − 2(g0g2 − g1g3)X6,

dRg(X5) = 2(g1g2 − g0g3)X4 + (g0
2 − g1

2 + g2
2 − g3

2)X5 + 2(g0g1 + g2g3)X6,

dRg(X6) = 2(g0g2 + g1g3)X4 − 2(g0g1 − g2g3)X5 + (g0
2 − g21 − g2

2 + g3
2)X6.

Proof. Let g =
∑

giei ∈ Sp(1), gi ∈ R. Then

gig−1 = (g0
2 + g1

2 − g2
2 − g3

2)i+ 2(g0g3 + g1g2)j− 2(g0g2 − g1g3)k

gjg−1 = 2(g1g2 − g0g3)i+ (g0
2 − g1

2 + g2
2 − g3

2)j+ 2(g0g1 + g2g3)k

gkg−1 = 2(g0g2 + g1g3)i− 2(g0g1 − g2g3)j+ (g0
2 − g21 − g2

2 + g3
2)k.

These give the desired formulas. �

Corollary 7.6. Let Λ =
6∑
i=4

Xi
2. Then we have

6∑
i=4

(
dRg(Xi)

)2
=

6∑
i=4

Xi
2,

i.e., the operator Λ and the sub-Laplacian Δsub
(4) are right-Sp(1)-invariant.
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The orbit space of the right-Sp(1)-action of Rg on S7 (g ∈ Sp(1)) is the one-
dimensional quaternion projective space P 1(H) and we denote the resulting Hopf
bundle by πR : S7 −→ P 1(H). We identify P 1(H) with the sphere S4 of radius 1/2
through the map

S7 −→ P 1(H) ∼= S4,
(
h1, h2

)
�−→(

|h1|2 − 1/2, h1h2

)
∈
{
(a0,

3∑
i=0

yiei)
∣∣ a0

2 +

3∑
i=0

yi
2 = 1/4

}
⊂ R×H.

Proposition 7.7. Let S be the following sub-manifold in S7:

S =
{
(h1, h2) ∈ S7

∣∣ |h1|2 = |h2|2 = 1/2, h1h2 + h2h1 = 0
}
(∼= S3 × S2).

Then S is right-Sp(1)-invariant and

πR(S) =
{
(0, y1i+ y2j+ y3k) = (0, 0, y1, y2, y3),

∣∣ ∑ yi
2 = 1/4

}
.

Moreover, the vector field X0 is tangent to S, that is, dπR(X0) = 0.

Proof. Since the curve {etA0 · (h1, h2)} = {(cos th1 + sin th2,− sin th1 + cos th2)}
= {
(
h0
1(t), h

0
2(t)
)
} on S satisfies

h0
1(t)h

0
1(t)− 1/2

= cos2 t · |h1|2 + cos t sin t · h1h2 + sin2 t · |h2|2 + cos t sin t · h2h1 − 1/2

= 0,

and

h0
1(t)h

0
2(t)

= − cos t sin t|h1|2 + cos2 t · h1h2 − sin2 t · h2h1 + sin t cos t · |h2|2

= − cos t sin t · 1/2 + cos2 t · h1h2 + sin2 t · h1h2 + sin t cos t · 1/2 = h1h2,

the curve {πR((h0
1(t), h

0
2(t)))} is constant. �

By Propositions 7.5, 7.7 and the fact that the action Rg (g ∈ Sp(1)) leaves
the sub-Riemannian metric invariant, the sub-bundle H4 defines a connection on
the principal bundle πR : S7\S −→ P 1(H)\πR(S) together with the Riemannian
metric on P 1(H)\πR(S) in an obvious way. We denote the operator descended
from the sub-Laplacian Δsub

(4) on S4 by D and the one descended from Λ by Λ.

They can be identified with the sub-Laplacian Δsub
(4) and Λ, respectively, acting on

functions invariant under the right-Sp(1)-action.

Proposition 7.8. Since dπR(X0) = 0 on S, the operator D is not elliptic, but
hypo-elliptic and positive symmetric with respect to the volume form (πR)∗(dS(x)),
the fiber integral of the Riemannian volume form on S7, which coincides with
(the constant times) volume form on S4 with respect to the standard Riemannian
metric.
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The action of the group {exp tA0}t∈R is descended to P 1(H) and the resulting
action is given by the transformation {φ0

t}t∈R,

φ0
t : S4 �

(
a0,
∑

yiei

)
�−→(

cos 2t · a0 + sin 2t · y0, (cos 2t · y0 − sin 2t · a0)1+ y1i+ y2j+ y3k
)

∈ S4 ⊂ R× R4.

Hence the orbit space can be identified with the three-dimensional closed ball with
radius 1

2 through the map

P 1(H) ∼=
{
(a0,

3∑
i=0

yiei)
∣∣ a0

2 + |y|2 = 1/2

}
�
(

a0,
3∑
i=0

yiei

)
�−→

(y1, y2, y3) ∈ B3(1/2) =

{
(y1, y2, y3)

∣∣ 3∑
i=1

yi
2 ≤ 1/4

}
⊂ R3.

Proposition 7.9. The restriction of Λ to the open subspace P 1(H)\ πR(S) is invari-
ant under the descended action {φ0

t} of {exp tA0} so that it can be still descended
to the quotient space

{φ0
t

}
\
(
P 1(H)\πR(S)

)
∼= B3(1/2),

and it is elliptic. It can be seen as an elliptic operator on the manifold B3(1/2)
with boundary S3.

7.3. Singular metric on S4 and a spherical Grushin operator

In this subsection we consider the left action of the group Sp(1) on H2. Let P 1(H)L
be the quaternion projective line with respect to the left action

Lg : S7 → S7, (h1, h2) �→ (gh1, gh2), g ∈ Sp(1).

The resulting Hopf bundle is denoted by

πL : S7 −→ P 1(H)L ∼= S4, (7.3)

πL : S7 � (h1, h2) �−→
(
|h1|2 − 1/2, h1h2

)
∈ R×H. (7.4)

Since A0, A4, A5 and A6 commute with the left action Lg, g ∈ Sp(1), the vector
fields X0, X4, X5 and X6 are invariant under the action of Lg. So we can descend
these vector fields to P 1(H)L. Since the tangent bundle T (P 1(H)L) ∼= T (S4) is
non-trivial, the vector fields{

dπL(X0), dπL(X4), dπL(X5), dπL(X6)
}

are linearly dependent at some points. We describe them:

Proposition 7.10. Let E be the sub-manifold in S7 defined by

E =
{
(h1, h2) ∈ S7

∣∣ |h1|2 = |h2|2 = 1/2
} ∼= S3 × S3.
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Then, the vector fields {dπL(X0), dπL(X4), dπL(X5), dπL(X6)} on P 1(H)L are lin-
early dependent on the subspace

πL(E) =
{
(0, x1, x2, x3, x4)

∣∣ ∑x2
i = 1/2

}
= S3 ⊂ S4.

The operator

−
(
dπL(X0)

2 + dπL(X4)
2 + dπL(X5)

2 + dπL(X6)
2
)

is hypo-elliptic and symmetric with respect to the volume form (dπL)∗(dS(x)) and
it is elliptic outside of πL(E).

Remark 7.11. The operator

−
(
dπL(X0)

2 + dπL(X4)
2 + dπL(X5)

2 + dπL(X6)
2
)

is called a spherical Grushin operator on P 1(H) (cf. [BF1-08], [AB-08], [ABS-08]).

Proof. At each point (h1, h2) ∈ S7 the tangent vectors in the fiber of the projection
map πL are linear combinations of the vectors {(h1, h2; eih1, eih2)}3i=1. So we
consider the equation

a0(h2,−h1) +

3∑
i=1

ai(h2ei, h1ei) =

3∑
i=1

bi(eih1, eih2),

where a0, a1, a2, a3, b1, b2, b3 ∈ R and h1h1 + h2h2 = 1. Setting

3∑
i=0

aiei = a0e0 + a and b =

3∑
i=1

biei,

then the above equation can be rewritten as

a0h2 + h2a = bh1 = h2(a0 + a) and − a0h1 + h1a = bh2 = −h1(a0 − a).

If we have a non-zero solution b at a point (h1, h2) ∈ S7 of the above equation,
then |h1|2 = |h2|2 = 1/2. Conversely, if (h1, h2) satisfies |h1|2 = 1/2 = |h2|2, we

have the equality
3∑
i=0

aiei = 2h2 b h1 for arbitrary b =
3∑
i=1

biei, and on such points

it follows that dimH4 ∩Ker(dπL) = 3. �

Now, we can install a Riemannian metric on P 1(H) outside the subspace
πL(E) such that the vector fields dπL(X)0, dπL(X)4, dπL(X)5 and dπL(X)6 are
orthonormal at each point of P 1(H)\πL(E). The one-parameter transformation
groups {exp tXi} generated by the vector field X0, X4, X5, X6 are given as follows:

exp tX0(h1, h2) =
(
cos t · h1 + sin t · h2, cos t · h2 − sin t · h1

)
,

exp tX4(h1, h2) =
(
cos t · h1 + sin t · h2i, cos t · h2 + sin t · h1i

)
,

exp tX5(h1, h2) =
(
cos t · h1 + sin t · h2j, cos t · h2 + sin t · h1j

)
,

exp tX6(h1, h2) =
(
cos t · h1 + sin t · h2k, cos t · h2 + sin t · h1k

)
.
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So the vector fields dπL(Xi) are expressed through the identification

T (P 1(H)) ∼= T (S4)

∼=
{
(x0, x; a0, a) ∈ R×H× R×H

∣∣ x0
2 + |x|2 = 1/2, x0a0 +

1

2
(xa + ax) = 0

}
as follows:

Proposition 7.12.

dπL(X0) =
(
|h1|2 − 1/2, h1h2;h1h2 + h2h1, |h2|2 − |h1|2

)
,

dπL(X4) =
(
|h1|2 − 1/2, h1h2;h2ih1 − h1ih2, (|h1|2 − |h2|2)i

)
,

dπL(X5) =
(
|h1|2 − 1/2, h1h2;h2jh1 − h1jh2, (|h1|2 − |h2|2)j

)
,

dπL(X6) =
(
|h1|2 − 1/2, h1h2;h2kh1 − h1kh2, (|h1|2 − |h2|2)k

)
.

7.4. Sub-Riemannian structure on a hypersurface in S7

In the preceding subsections §7.2 and §7.3 we have defined two operators, D which
is similar to the horizontal Laplacian in the three-dimensional sphere case and
a Grushin type operator on P 1(H) ∼= S4 based on the Hopf bundle via the left
action of Sp(1) (also similar to the case of S3, cf. [BF3-08]). However, the horizontal
Laplacian is not elliptic in this case. In this subsection we show that if we restrict
the sub-Riemannian structure to a hypersurface in S7 we obtain an elliptic operator
on S3.

Let M be a hypersurface in S7,

M =
{
(h1, h2) ∈ S7

∣∣ h1h2 + h2h1 = 0
} ∼= S3 × S3.

Proposition 7.13.

1. The vector fields X4, X5 and X6 are tangent to the sub-manifold M .
2. The sub-manifold M is Sp(1)-invariant from both sides.

Proof. 1. Since the one-parameter transformation group generated by the vector
fields Xi (i = 4, 5, 6) is given by

(h1, h2)→
(
h1 cos t + h2ei sin t, h1ei sin t + h2 cos t

)
,

we have in case of h1h2 + h2h1 = 0:(
h1 cos t + h2ei sin t

)(
h1ei sin t + h2 cos t

)
+
(
h1ei sin t + h2 cos t

)(
h1 cos t + h2ei sin t

)
= 0.

2. Direct calculation. �

According to Proposition 7.13 we consider the restriction of the Hopf bundle

πR : M −→ πR(M) =
{
(|h1|2 − 1/2, y1i+ y2j+ y3k)

}
= S3.

The three commutators

[X4, X5], [X4, X6], [X5, X6]
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form a basis of the canonical vector fields defined by the right action of the struc-
ture group Sp(1). Together with Proposition 7.5 we have:

Proposition 7.14. The sub-bundle spanned by the vector fields X4, X5 and X6 de-
fines a sub-Riemannian structure on M in the strong sense, i.e., trivial, step 2, and
minimal. Moreover, this sub-bundle defines a connection on the principal bundle
πR : M → S3 = πR(M) and we can install a Riemannian metric on πR(M) = S3

in an obvious way, which coincides with the standard metric.

Proof. We show that the installed metric on πR(M) = S3 coincides with the
standard metric. It is enough to show that the vectors dπR(X4), dπR(X5) and
dπR(X6) are always orthonormal with respect to the Euclidean inner product in
R×H ∼= R5.

For i = 1, 2, 3 and by differentiating the curves

πR
(
exp tXi+3ei

)
=
(
|h1 cos t + h2ei sin t|2 − 1/2, (h1 cos t + h2ei sin t)(−h1ei sin t + h2 cos t)

)
we have

dπR(Xi)

=
(
|h1|2 − 1/2, h1h2;h2eih1 − h1eih2, h2eih2 − h1eih1

)
∈ R×H× R×H.

So, for i = 1, 2, 3,

|dπR(Xi+3)|2

=
(
h2eih1 − h1eih2

)2 − (h2eih2 − h1eih1

)2
= h2eih1h2eih1 + 2|h1|2|h2|2 + h1eih2h1eih2

+ h2eih2h1eih1 + |h1|4 + |h2|4 + h1eih1 + h2eih2 =
(
|h1|2 + |h2|2

)2
= 1.

Next, for i �= j,

〈dπR(X3+i), dπ(X3+j)〉R
=

1

2

(
h2eih1h2ejh1 − |h1|2h2eiejh2 − |h2|2h1eiejh1 + h1eih2h1ejh2

+ h2ejh1h2eih1 − |h1|2h2eieih2 − |h2|2h1ejeih1 + h1ejh2h1eih2

)
+

1

2

(
h2eih2h1ejh1 − |h2|2h2eiejh2 − |h1|2h1eiejh1

+ h1eih1h2ejh2 + h2ejh2h1eih1 − |h2|2h2ejeih2

− |h1|2h1ejeih1 + h1ejh1h2eih2

)
= 0,

where we used the relation h1h2 + h2h1 = 0 = h1h2 + h2h1. �

We denote by HM the sub-bundle spanned by X4, X5 and X6. It is natural
not only to define a metric on the sub-bundle HM , but also to define a Riemannian
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metric on M such that the sub-bundle HM and the kernel Ker(dπR) of the projec-
tion map πR are orthogonal. We install a metric by assuming that the generators
1/2 [X4, X5], 1/2 [X4, X6] and 1/2 [X5, X6] are orthonormal at each point.

Proposition 7.15. This metric coincides with the induced metric from the standard
metric on the sphere S7.

Proof. Let Fi (i = 1, 2, 3) be the tangent vectors defined by the right multiplication
of the generators i, j, k of the Lie algebra sp(1). These are expressed as

Fi = (h1, h2;h1ei, h2ei), |Fi| = 1 at any point in S7, i = 1, 2, 3

F1 = 1/2 [X5, X6], F2 = 1/2 [X6, X4], F3 = 1/2 [X4, X5].

On the subspace M , these vectors and Xi (i = 4, 5, 6) are orthogonal and each has
length 1. More precisely, all Xi and Fj are orthogonal at any point on S7 for i �= j
and on M ,

〈X3+i, Fi〉R = 2
(
h1h2 + h2h1

)
= 0, i = 1, 2, 3. �

Then, with respect to the Riemannian volume form on M corresponding to
this metric (which is denoted by dVM ), we have:

Proposition 7.16. The sub-Laplacian Δsub
M

Δsub
M = −

(
X4

2 + X5
2 + X6

2
)

on M (which is the restriction of the operator Λ onto M) is positive, symmetric and
hypo-elliptic. By Corollary 7.6, the operator Δsub

M restricted to the space consisting
of functions invariant under the right action of Sp(1) (we denote it by L) can be
considered as an elliptic operator on πR(M) ∼= S3. It is positive and symmetric
with respect to the volume form (πR)∗(dVM ).

Remark 7.17. To define a volume form on M it is not necessary to introduce a
Riemannian metric on M . We also can use a method explained in [ABGR-09]
(see also [Mo2-02, CCFI-10]). Let ρ : HM ⊗HM → T (M)/HM be the bundle map
defined in an obvious way. Then ρ is surjective by assuming a sub-Riemannian
structure. Now, we can introduce an inner product on T (M)/HM by identifying it
with the orthogonal complement of the kernel Ker(ρ). Then we have a well-defined

volume form on M . This volume form is
(
1/4
√
2
)3

dVM .

Let Ig (g ∈ Sp(1)) be the action of Sp(1) on H2 defined by

Ig : (h1, h2) �−→ (gh1g
−1, gh2g

−1).

Then M is invariant under this action and this action can be descended to the
base manifold πR(M). The descended action is given by

Ig : S
3 → S3, Ig(a, y1i+ y2j+ y3k) =

(
a, g(y1i+ y2j+ y3k)g

−1
)
.
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Proposition 7.18. Let g ∈ Sp(1). Then

dIg(X4) =
(
g0

2 + g1
2 − g2

2 − g3
2
)
X4 + 2

(
g0g3 + g1g2

)
X5 − 2

(
g0g2 − g1g3

)
X6,

dIg(X5) = 2
(
g1g2 − g0g3

)
X4 +

(
g0

2 − g1
2 + g2

2 − g3
2
)
X5 + 2

(
g0g1 + g2g3

)
X6,

dIg(X6) = 2
(
g0g2 + g1g3

)
X4 − 2

(
g0g1 − g2g3

)
X5 +

(
g0

2 − g21 − g2
2 + g3

2
)
X6.

Proof. This is proved similarly to Proposition 7.5. �

Corollary 7.19. Since the descended action Ig is in SO(3), the operator L on S3

=
{
(a, y) ∈ R×H

∣∣ y + y = 0, |a|2 + |y|2 = 1/2
}
is a-axis rotation invariant.

8. Sub-Riemannian structure on nilpotent Lie groups

Let g be a real nilpotent Lie algebra of step N . This means that the derived sub-
algebra gN = {0} at step N > 1. Here g0 = g and gk is defined inductively by
gk = [g, gk−1] (N = 1 means that g is just a vector space). We denote by G the
connected and simply connected nilpotent Lie group with the Lie algebra g. G can
be identified with the algebra g itself as a manifold through the exponential map

exp: g −→ G.

Let {Xi}dimg/g1

i=1 be linearly independent elements in a complement of the first

derived algebra g1 and denote by {X̃i}dimg/g1

i=1 the left-invariant vector fields de-
fined by

X̃i

(
f
)
(g) =

d

dt
f(g · exp tXi)

∣∣∣
t=0

, g ∈ G, f ∈ C∞(G).

Then the sub-bundle spanned by {X̃i} (∼= G×Rdimg−dimg1) defines a left-invariant,
minimal sub-Riemannian structure on the group G in the strong sense and of step
N . For the rest of this article, our concern is a sub-Riemannian structure of this
type on nilpotent Lie groups together with the induced sub-Riemannian structure
on their quotient spaces. According to the classification of low-dimensional nilpo-
tent Lie algebras (dim g ≤ 7, see [Mag-86], [Se-93]), we have only a finite number
of non-isomorphic nilpotent Lie algebras. So, one of our aims is to construct heat
kernels in an explicit form for all such cases and with respect to the sub-Laplacian

Δsub
G = −

dimg/g1∑
i=1

X̃ 2
i

on G. We plan to determine the spectrum of Laplacians and sub-Laplacians and
related spectral invariants on all their compact nilmanifolds (= Γ\G, Γ is a lattice),
in cases they have a lattice (= a uniform discrete subgroup). Unfortunately, unless
the step is less than 3, no one has been successful constructing a heat kernel in an
explicit integral form. It is even unknown in case of the so-called Engel group E4
which forms the 3-step nilpotent Lie group of minimal dimension 4.

However, for 2-step nilpotent Lie groups, the heat kernels of any (left) invari-

ant sub-Laplacian and the Laplacian ΔG (= Δsub
G −

∑
Z̃ 2
k , {Zk} is a basis of g1)
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have been constructed in various ways ([Hu-76], [Ga-77], [BGG1-96], [BGG2-00],
[BGG3-97], [Kl-97], etc). In particular, a method developed in [BGG1-96] (also
[BGG2-00]), the so-called complex Hamilton-Jacobi method , enables us to express
the heat kernels of sub-Laplacians and Laplacians for every two-step nilpotent
Lie group in form of a fiber integration on the characteristic variety of the sub-
Laplacian (understood as the dual of the center of the Lie algebra). According to
this method heat kernels are expressed in the following form:

Let n = dim g/g1 and d = dim g1 and {Xi}ni=1 be linearly independent ele-

ments. Then the heat kernel of the sub-Laplacian Δsub = −
∑

X̃ 2
i has the form

1

(2πt)d+n/2

∫
Σ

e−
A(g,τ)

t V (τ) dτ, (8.1)

where Σ denotes the characteristic variety of the sub-Laplacian

Σ =
{
θ ∈ T ∗(G)

∣∣ θ(X̃i) = 0, i = 1, . . . , n
}
.

The function A = A(g, τ) ∈ C∞(Σ) is called a complex action function and V =
V (τ) is called a volume form. The heat kernel of the Laplacian has a similar
form including the same volume form and a complex action function including a
quadratic term which comes from the center of the Lie algebra. In Sections §10, §12,
§13 and based on this integral expression of the heat kernel for a five-dimensional
and a six-dimensional 2-step nilpotent Lie group we determine the spectrum of
their compact nilmanifolds with respect to a typical lattice.

It would be interesting to determine the lattice from the spectral data of the
sub-Laplacian like the inverse spectral problem in the Riemannian cases.

9. Engel group and Grushin-type operators

In this section we describe Grushin-type operators defined by various subgroups of
the Engel group. Then we construct an action function for a 3-step Grushin-type
operator.

9.1. Engel group and their subgroups

Let e4 be a nilpotent Lie algebra of dimension 4 with generators {X,Y,W,Z} such
that the bracket relations are given by

[X,Y ] = W, [X,W ] = Z, all others are zero.

Under the identification through the exponential map exp: e4 → E4, the group law
is given by

E4 × E4 �
(
(x, y, w, z), (x̃, ỹ, w̃, z̃)

)
�−→(

x + x̃, y + ỹ, w + w̃ +
xỹ − yx̃

2
, z + z̃ +

xw̃ − wx̃

2
+

1

12
(x − x̃)(xỹ − yx̃)

)
,
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where we used the Campbell-Hausdorff formula for the three-step nilpotent Lie
group case,

expA · expB = exp

(
A + B +

1

2
[A,B] +

1

12
[A−B, [A,B]]

)
.

The left-invariant vector fields X̃ and Ỹ are given by

X̃ =
∂

∂x
− y

2

∂

∂w
+
(w

2
− xy

12

) ∂

∂z
, Ỹ =

∂

∂y
+

x

2

∂

∂w
− x2

12

∂

∂z
.

Obviously, these vector fields are skew-symmetric with respect to the Haar measure
dx ∧ dy ∧ dw ∧ dz. We consider the three subgroups (i) NX = {tX}t∈R, (ii) NY =
{tY }t∈R and (iii) NY,W = {sY + tW}s,t∈R, which give us higher-step Grushin-type
operators.

(i) Let

ρ0 : E4 ∼= R4 −→ NX\E4 ∼= left cosets space ∼= R3

ρ0(x, y, w, z) =
(
y, w − xy

2
, z − xw

2
+

x2y

6

)
= (α, β, γ).

Then this map ρ0, together with a map D0 : NX ×NX\E4 → E4 such that

D0(t, α, β, γ) =

(
t, α, β +

tα

2
, γ +

tβ

2
+

t2α

12

)
,

gives us a trivialization of the bundle ρ0 : E4 → NX\E4. The Haar measure is
decomposed into

dt ∧
(
dα ∧ dβ ∧ dγ

)
= dx ∧ dy ∧ dw ∧ dz.

The vector fields descended by the maps dρ0(X̃) and dρ0(Ỹ ) are given by

dρ0(X̃) = −α
∂

∂β
− β

∂

∂γ
, dρ0(Ỹ ) =

∂

∂α
,

and one can check that these two vector fields are skew-symmetric with respect to
the volume element dα ∧ dβ ∧ dγ on the quotient space NX\E4. In this case the
Grushin-type operator G0 is given by

G0 = − ∂2

∂α2
−
(

α
∂

∂β
+ β

∂

∂γ

)2

,

and this is also step 2, i.e., we need the bracket operation twice to generate all the
vector fields on R3 ∼= NX\E4.

(ii) Let ρ1 : E4 ∼= R4 → R3 ∼= NY \E4 be the map

ρ1(x, y, w, z) =

(
x,w +

xy

2
, z − x2y

12

)
= (α, β, γ).
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Then we have a trivialization of the principal bundle ρ1 : E4 → NY \E4,
D1 : NY × R3 → E4,

D1(t, α, β, γ) =

(
α, t, β − tα

2
, γ +

tα2

12

)
.

The vector fields dρ1(X̃) and dρ1(Ỹ ) are given by

dρ1(X̃) =
∂

∂α
− β

2

∂

∂γ
, dρ1(Ỹ ) = α

∂

∂β
.

The volume form dx ∧ dy ∧ dw ∧ dz is decomposed as dt ∧ ρ ∗
1 (dα ∧ dβ ∧ dγ) with

a left NY -action-invariant one form dt. The descended vector fields dρ1(X̃) and

dρ1(Ỹ ) are skew-symmetric with respect to the volume form dα ∧ dβ ∧ dγ on
NY \E4. The Grushin-type operator is given by

−α2 ∂2

∂β2
−
(

∂

∂α
− β

2

∂

∂γ

)2

.

(iii) Let ρ3 : E4 ∼= R4 −→ N{Y,W}\E4 ∼= R2 be

ρ3(x, y, w, z) =

(
x, z +

xw

2
+

yx2

6

)
.

Then together with the decomposition

D3 : N{Y,W} ×
(
N{Y,W}\E4

) ∼= R2 × R2 −→ E4 ∼= R4,

D3(s, t, u, v) =

(
u, s, t− su

2
, v − tu

2
+

su2

12

)
,

we have a trivialization of the principal bundle

ρ3 : E4 → N{Y,W}\E4.

The left-invariant vector fields X̃ and Ỹ can be descended to the base space
N{Y,W}\E4 by the map ρ3. The resulting vector fields are given by

dρ3(X̃) =
∂

∂u
, dρ3(Ỹ ) =

u2

2

∂

∂v
,

and the Grushin-type operator in this case is expressed as

− ∂2

∂u2
− u4

4

∂2

∂v2
.

If we perform a Fourier transform with respect to the variable v, then this operator
can be seen as the quartic oscillator with a parameter η which is the dual variable
of v,

− d2

du2
+ η2 · u4. (9.1)

In the next subsection we construct a real action function (see §8) for the quartic
oscillator (9.1).
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9.2. Solution of a Hamilton-Jacobi equation

In the complex Hamilton-Jacobi theory (see [BGG1-96], [BGG2-00]), the action
function is constructed by solving a Hamilton system with the Hamiltonian be-
ing the principal symbol of the sub-Laplacian under initial and mixed boundary
conditions with complex parameter in the direction of the dual variables of the
center.

Although even for the one-dimensional quartic oscillator we have no heat
kernel in explicit form, in this subsection we show the unique existence of the
real action function for a Grushin-type operator under the two-points boundary
condition. The solutions are described in terms of elliptic functions (see [FI-06]).

Let Hη = Hη(x, ξ) = 1
2

(
ξ2 − x4η2

)
be the Hamiltonian of the quartic oscil-

lator

Q =
1

2

(
− d2

dx2
+ η2x4

)
(η ∈ R is considered as a parameter) and consider the Hamiltonian system

ẋ(s) =
∂Hη(x, ξ)

∂ξ
= ξ, ξ̇(s) = −∂Hη(x, ξ)

∂x
= 2x3η2

with the boundary condition

x(0) = x0, x(t) = x

(x0, x and t �= 0 are taken arbitrary). The system reduces to a single non-linear
equation

ẍ = 2x3η2 (9.2)

with the boundary condition

x(0) = x0, x(t) = x.

It is enough to consider cases different from x0 = 0 = x, since for the latter we
have the trivial solution x(s) ≡ 0. Then, by the transformations s �→ t − s and
x(s) �→ −x(s), it suffices to consider the following two cases for the boundary data
with t > 0:

(I) x0 ≤ 0 < x,

(II) 0 < x0 ≤ x.

We describe the solution.

(I) Let x0 ≤ 0 < x. Let E > 0 and the function h(y, E) be

h(y, E) =

∫ y

x0

du√
u4η2 + E

.

Then, for each fixed y, the function h(y, E) is monotone as a function of E > 0
and, for each fixed x > 0 ≥ x0, it takes values from 0 to ∞ when E moves from
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Figure 1. ξ2 = η2x4 + E with E > 0. Cases (I) and (II-1).

∞ to 0. So let E = E(x0, x, t; η) be the unique constant such that∫ x

x0

du√
u4η2 + E

= t > 0

for the given value t > 0. Now, since the function h(y, E(x0, x, t; η)) with y ∈ R is
monotone, let x(s;E(x0, x, t; η)) be its inverse function, i.e.,∫ x(s;E(x0,x,t;η))

x0

du√
u4η2 + E(x0, x, t; η)

= s.

Then x(s;E(x0, x, t; η)) is the unique solution of the equation (9.2).

(II) Let 0 < x0 ≤ x. Then we need to distinguish three cases:

(II-1) Let 0 < t ≤ x−1
0 −x−1

|η| =
∫ x
x0

du√
u4η2

. Then, for such t and x > x0, we have a

unique value E = E(x0, x, t; η) ≥ 0 such that∫ x

x0

du√
u4η2 + E

= t.

The solution x(s;E(x0, x, t; η)) of (9.2) is given by the integral∫ x(s,E(x0,x,t;η))

x0

du√
u4η2 + E(x0, x, t; η)

du = s.

(II-2) We assume that
x−1
0 −x−1

|η| < t ≤
∫ x
x0

du√
u4η2−x4

0η
2
and fix the unique value

E = E(x0, x, t; η) (0 > E ≥ −x4
0η

2) such that
∫ x
x0

du√
u4η2+E(x0,x,t;η)

= t. Then the

solution of (9.2) is given by∫ x(s;E(x0,x,t;η))

x0

du√
u4η2 + E(x0, x, t; η)

= s.
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Figure 2. ξ2 = η2x4 + E with E < 0. Cases (II-2) and (II-3).

(II-3) Let t >
∫ x
x0

du√
u4η2−x4

0η
2
. Then we take the unique value a = a(x0, x, t; η)

(a(x0, x, t; η) can be chosen uniquely in 0 < a(x0, x, t; η) < x0) such that

−
∫ a

x0

du√
u4η2 − a4η2

+

∫ x

a

du√
u4η2 − a4η2

= t. (9.3)

The monotonicity of the sum of integrals (9.3) with respect to the variable a ∈
(0, x0) can be seen by the coordinate change u = va in the integral. If we set
E = E(x0, x, t; η) = −a(x0, x, t; η)4η2, then the unique solution of (9.2) exists and
is described as follows: Let

s1 = −
∫ a(x0,x,t;η)

x0

du√
u4η2 − a(x0, x, t; η)4η2

.

Then, for s < s1, the solution x(s) = x(s;E(x0, x, t; η)) is defined by the integral

−
∫ x(s)

x0

du√
u4η2 + E(x0, x, t; η)

= s

and, for s1 < s, the solution x(s) = x(s;E(x0, x, t; η)) is defined by∫ x(s)

a

du√
u4η2 + E(x0, x, t; η)

= s− s1.

Note that lim
s→s1±0

x(s) = a(x0, x, t; η) and lim
s→s1±0

ẋ(s) = 0, and so this so-

lution coincides with the solution of (9.2) under the initial condition x(s1) =
a(x0, x, t) and ẋ(s1) = 0. The case t �= 0, 0 < x0 = x should be understood as
being included in the case (II-3). The solution x(s) satisfies the relations

x(st;E(x0, x, t; η)) = x(s;E(x0, x, 1; tη)) and E(x0, x, 1; tη) = t2E(x0, x, t; η).

Hence this implies the existence of the solution x(s;E(x0, x, t; η)) of (9.2) for
arbitrary boundary data x(0) = x0, x(t) = x (x0, x, t �= 0 can be taken arbitrary).
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All these are expressed in terms of elliptic functions (sn-function, cn-function, and
so on, cf. [WW-58], [La-89], [CC2-09]).

Based on the existence of the solution of (9.2), we can define the (classical)
action integral A:

Theorem 9.1.

A(x0, x, t; η) =

∫ t

0

ẋ(s)ξ(s) −Hη(x(s), ξ(s)) ds. (9.4)

By the relation ẋ(s)2 = η2x(s)4 + E(x0, x, t; η), this integral equals

A(x0, x, t; η) = η2

∫ t

0

x(s)4ds +
t

2
E(x0, x, t; η)

= η2

∫ x

x0

y4√
y4η2 + E(x0, x, t; η)

dy +
t

2
E(x0, x, t; η)

= ±1

3

{
x
√

x4η2 + E(x0, x, t; η)−

− x0

√
x0

4η2 + E(x0, x, t; η)
}
+

t

6
E(x0, x, t; η) (9.5)

(ξ(s) = ẋ(s) = ±
√

x(s)4η2 + E(x0, x, t; η)). A is a solution of the Hamilton-Jacobi

equation ∂
∂tA+H(x,∇A) = 0 and it also satisfies the generalized Hamilton-Jacobi

equation

H(x,∇A) + η
∂

∂η
A(x0, x, 1; η) = A(x0, x, 1; η),

which is proved by making use of the relation tA(x0, x, t; η) = A(x0, x, 1; tη).
For fixed x0, t �= 0, η �= 0, we consider J(x0,t;η) : x �→ ẋ(0, E(x0, x, t; η)) = ξ(0)

(note that J(x0,t;0) = (x− x0)/t). The map J(x0,t;η) has the derivative (for t > 0)

dJ(x0,t;η)

dx
(x) =

1

x4
0η

2 + E(x0, x, t; η)

(∫ x

x0

(
1

u4η2 + E(x0, x, t; η)

)3/2

du

)−1

,

and ∂
∂ηA(x0, x, 1; η) is highly related to the construction of the volume element.

We note that the function ∂
∂ηA(x0, x, 1; η)

dJ(x0,1;η)

dx (x) might be a candidate

for the volume element we are looking for. The difficulty of proving this consists
in the fact that the constant E(x0, x, t; η) is not given in explicit form. Also we
remark that the above arguments can be used to show the existence of the solution
for the Hamilton system (9.2) of the general higher-step Grushin operator

− d2

dx2
+ η2x2k,

which reduces to solving the equation

ẍ = kx2k−1η2

under the boundary condition x(0) = x0 and x(t) = x where t is also arbitrarily
fixed. So, we will have an action integral similar to (9.5).
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10. Free two-step nilpotent Lie algebra and group

Let {Xi}Ni=1 be a basis of RN and also, for 1 ≤ i < j ≤ N , let {Zi j} be a basis of

RNC2

(
NC2 = N !

2!(N−2)!

)
. We define Lie bracket relations by

[Xi, Xj ] = −[Xj , Xi] = 2Zi j , for 1 ≤ i < j ≤ N ,

and all others are zero (note that the factor 2 in front of the basis Zi j is just for
avoiding unnecessary constants in describing a heat kernel). Then we can introduce
a two-step nilpotent Lie algebra structure on RN(N+1)/2 = RN ⊕ RNC2 and also
through the Campbell-Hausdorff formula a Lie group structure on RN(N+1)/2 =
RN ⊕ RNC2 with the group multiplication ∗(

RN ⊕ RNC2
)
×
(
RN ⊕ RNC2

)
�
(
x⊕ z, x̃⊕ z̃

)
�→ (x, z) ∗ (x̃, z̃) = (x + x̃)⊕

(
z + z̃ +

∑
1≤i<j≤N

(
xix̃j − xj x̃i

))
.

This group is called a free 2-step nilpotent Lie group. We denote the Lie alge-

bra by f(N+N(N−1)/2)
∼= R

N(N+1)
2 and the connected and simply connected nilpo-

tent Lie group with the Lie algebra f(N+N(N−1)/2) is denoted by F(N+N(N−1)/2)

(∼= R
N(N+1)

2 ). Under these identifications the exponential map can be seen as the
identity map.

Remark 10.1. Let g be a 2-step nilpotent Lie algebra. Let {Xi}Ni=1 be a basis of
a complement of the derived algebra [g, g] and {Zj}dj=1 a basis of [g, g]. Then we

have structure constants {C k
i j} with the relations [Xi, Xj ] =

∑
k 2C

k
i jZk.

Now, let f(N+N(N−1)/2) be the free 2-step nilpotent Lie algebra with the basis
{Xi, Zi j}1≤i<j≤N defined as above. We define a Lie algebra homomorphism ρ by

ρ : f(N+N(N−1)/2) → g

ρ

(∑
i

xiXi +
∑
i j

zi jZi j

)
=
∑
i

xiXi +
∑
i j

∑
k

zi jC
k
i jZk.

Then this defines the Lie group homomorphism between corresponding simply
connected Lie groups. In this sense, any 2-step nilpotent Lie group (Lie algebra)
is covered by a free 2-step nilpotent Lie group (Lie algebra).

Free nilpotent Lie algebras exist only in the dimensions N +N C2 = N(N+1)
2

for each integer N ∈ N. For N = 2 the algebra f(2+1) is the three-dimensional

Heisenberg algebra. Let X̃i be the left-invariant vector field defined by

X̃i(f)(x, z) =
d f(g · exp tXi)

dt

∣∣
t=0

=
∂f(x, z)

∂xi
+
∑
j<i

∂f(x, z)

∂zj i
−
∑
j>i

∂f(x, z)

∂zi j
,

and we set

Z̃i j(f)(g) =
d f(g · exp tZi j)

dt

∣∣
t=0

=
∂f(x, z)

∂zi j
, f ∈ C∞(FN ).



240 W. Bauer, K. Furutani and C. Iwasaki

11. 2-step nilpotent Lie groups of dimension ≤ 6

If we only consider the nilpotent groups (of step 2) of indecomposable type of di-
mension less than 4 we have only one non-trivial case, which is three-dimensional
Heisenberg group. We have two types in dimension five and there are three differ-
ent types of nilpotent Lie algebras of dimension 6 and step 2. Indecomposability
of the group implies that the first derived ideal [g, g] coincides with the center
of the algebra (see [Eb-03]) and for six-dimensional Lie algebras, there are two
possibilities of the dimension of the center. That is, dim[g, g] = 2 or 3. These three
are characterized by the following brackets relations:

(I) The dimension of the center is 3. This is the case of the free nilpotent Lie
algebra.

(II) The dimension of the center is 2.
Then we have two types. Let Z1 and Z2 be a basis of the center [g, g]

and X1, X2, X3, X4 be a basis of a complement of the center.

(II-1) [X1, X2] = Z1, [X1, X3] = Z2, [X2, X3] = 0,

[X1, X4] = 0, [X2, X4] = 0, [X3, X4] = Z1.
(11.1)

(II-2) [X1, X2] = Z1, [X1, X3] = Z2, [X2, X3] = 0,

[X1, X4] = 0, [X2, X4] = Z2, [X3, X4] = Z1.
(11.2)

These two cases (II-1) and (II-2) are covered by the ten-dimensional free
nilpotent Lie group f(4+6). Let h3 ⊗C be the complexification of the three-dimen-
sional Heisenberg Lie algebra. Then the above case (II-2) is isomorphic to h3 ⊗ C

if we consider it as a real Lie algebra.

11.1. Heat kernel of the free nilpotent Lie group of dimension 6

We consider a sub-Riemannian structure H on the free nilpotent Lie group F(3+3)

of dimension 6 generated by the vector fields {X̃i}3i=1. The sub-Laplacian Δsub
F(3+3)

is given by

Δsub
F(3+3)

= −
3∑
i=1

X̃ 2
i .

We write [X1, X2] = 2Z1,2 = 2Z1, [X1, X3] = 2Z1,3 = 2Z2 and [X2, X3] = 2Z2 3 =
2Z3.

According to a general formula, the heat kernel Ksub
F(3+3)

= Ksub
F(3+3)

(
t, (x, z),

(x̃, z̃)
)
∈ C∞(R+ × F(3+3) × F(3+3)) of Δ

sub
F(3+3)

which is the kernel function of the

operator
{
e
− t

2 ·Δsub
F(3+3)

}
t>0

, has the form

Ksub
F(3+3)

(
t, (x, z), (x̃, z̃)

)
=

1

(2πt)9/2

∫
R3

exp

{
−

A
(
(x̃, z̃)−1 ∗ (x, z), τ

)
t

}
W (τ) dτ, (11.3)
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where the function A = A(x, z, τ) is called action function and is given by the
formula

A(x, z, τ) =
√
−1

3∑
i=1

τizi +
1

2

〈
Ω(
√
−1 τ) cothΩ(

√
−1 τ) · x, x

〉
.

From the above integral form (11.3) of the heat kernel, one sees that it satisfies
the invariance

Ksub
F(3+3)

(
t, g ∗ (x, z), g ∗ (x̃, z̃)

)
= Ksub

F(3+3)

(
t, (x, z), (x̃, z̃)

)
for all g ∈ F(3+3). (11.4)

One also has

Ksub
F(3+3)

(
t, (x, z), (x̃, z̃)

)
= Ksub

F(3+3)

(
t, (x̃, z̃), (x, z)

)
. (11.5)

In the above formula, the matrix Ω(τ) is the most general 3 × 3 anti-symmetric
matrix

Ω(τ) =

⎛⎝ 0 τ1 τ2
−τ1 0 τ3
−τ2 −τ3 0

⎞⎠ ,

with τ = (τ1, τ2, τ3) ∈ R3 and we denote by 〈·, ·〉 the standard inner product on
R3. The matrix √

−1Ω(τ) coth
√
−1Ω(τ)

is defined by the integral

√
−1Ω(τ) coth

√
−1Ω(τ) = 1

2π
√
−1

∫
C

λ coshλ

sinhλ

(
λ−
√
−1Ω(τ)

)−1
dλ,

where the contour C is taken suitably in such a way that it encloses all eigenvalues
of the matrix

√
−1Ω(τ). The function W (τ) is given by the formula

W (τ) =

(
det

√
−1Ω(τ)

sinh
√
−1Ω(τ)

)1/2

,

where √
−1Ω(τ)

sinh
√
−1Ω(τ)

=
1

2π
√
−1

∫
C

λ

sinhλ

(
λ−
√
−1Ω(τ)

)−1
dλ,

and it is called the volume element. Since the eigenvalues of the matrix Ω(
√
−1 τ)

are 0 and ±
√
|τ |, we can determine the volume element

W (τ) =

(
det

√
−1Ω(τ)

sinh
√
−1Ω(τ)

)1/2

=
|τ |

sinh |τ | .

The calculation of the matrix

1

2π
√
−1

∫
C

λ coshλ

sinhλ

(
λ−
√
−1Ω(τ)

)−1
dλ,
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is reduced to the calculation of the power series of the matrix(
Id+

(√
−1Ω(τ)

)2
2!

+

(√
−1Ω(τ)

)4
4!

+ · · ·
)

×
(
Id+

(√
−1Ω(τ)

)2
3!

+

(√
−1Ω(τ)

)4
5!

+ · · ·
)−1

.

For that purpose we take a unitary matrix T

T =

⎛⎜⎜⎜⎜⎜⎜⎜⎝

τ3
|τ |

√
|τ |2τ2

1+τ
2
2 τ

2
3

2(τ2
1+τ

2
2 )|τ |2

τ2
1+τ

2
2√−1 |τ |τ1+τ2τ3

√
|τ |2τ2

1+τ
2
2 τ

2
3

2(τ2
1+τ

2
2 )|τ |2

τ2
1+τ

2
2

−√−1 |τ |τ1+τ2τ3

−τ2
|τ |

√
|τ |2τ2

1+τ
2
2 τ

2
3

2(τ2
1+τ

2
2 )|τ |2

√
|τ |2τ2

1+τ
2
2 τ

2
3

2(τ2
1+τ

2
2 )|τ |2

τ1
|τ |

√
|τ |2τ2

1+τ
2
2 τ

2
3

2(τ2
1+τ

2
2 )|τ |2

√−1 |τ |τ2−τ1τ3√−1 |τ |τ1+τ2τ3

√
|τ |2τ2

1+τ
2
2 τ

2
3

2(τ2
1+τ

2
2 )|τ |2

−√−1 |τ |τ2−τ1τ3
−√−1 |τ |τ1+τ2τ3

⎞⎟⎟⎟⎟⎟⎟⎟⎠
,

which gives us

T ∗√−1Ω(τ)T =

⎛⎝0 0 0
0 |τ | 0
0 0 −|τ |

⎞⎠ ,

for the case that τ1 �= 0. Then we have

T T ∗
(
Id+

∞∑
k=1

(√
−1Ω(τ)

)2k
(2k)!

)(
Id+

∞∑
k=1

(√
−1Ω(τ)

)2k
(2k + 1)!

)−1

T T ∗

= T

⎛⎝1 0 0
0 |τ | coth |τ | 0
0 0 |τ | coth |τ |

⎞⎠T ∗

= |τ | coth |τ | Id+1− |τ | coth |τ |
|τ |2

⎛⎝ τ2
3 −τ2τ3 τ1τ3

−τ2τ3 τ2
2 −τ1τ2

τ1τ3 −τ1τ2 τ2
1

⎞⎠
= Id+

|τ | coth |τ | − 1

|τ |2
(√
−1Ω(τ)

)2
.

We can see that the resulting expression is valid also in the case τ1 = 0. Now the
action function is

A(x1, x2, x3, z1, z2, z3, τ1, τ2, τ3)

=
√
−1
∑

τkzk +
1

2

〈
T T ∗√−1Ω(τ) coth

√
−1Ω(τ)TT ∗(x), x

〉
=
√
−1
∑

τkzk +
1

2

{
|τ | coth |τ |(x2

1 + x2
2 + x2

3)

+
1− |τ | coth |τ |

|τ |2
(
τ2
3x2

1 + τ2
2x2

2 + τ2
1x2

3 + (τ3x1 − τ2x2 + τ1x3)
2
)}

.
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The heat kernel Ksub
F(3+3)

of the sub-Laplacian Δsub
F(3+3)

is given by the integral

Ksub
F(3+3)

(
t, (x, z), (x̃, z̃)

)
=

1

(2πt)9/2

∫
R3

e−
1
t Ã(x,z,x̃,z̃,τ) |τ |

sinh |τ | dτ

where the function Ã(x, z, x̃, z̃, τ) in the exponent is given by:

Ã(x, z, x̃, z̃, τ) =
√
−1
[
τ1(z1 − z̃1 + (x̃2x1 − x̃1x2)) + τ2(z2 − z̃2

+ (x̃3x1 − x̃1x3)) + τ3(z3 − z̃3 + (x̃3x2 − x̃2x3))
]
+

1

2
〈D(τ)(x − x̃), x− x̃〉.

With τ = (τ1, τ2, τ3) ∈ R3 the matrix D(τ) is defined by:

D(τ) := |τ | coth |τ |Id3 +
1− |τ | coth |τ |

|τ |2

⎛⎝ τ2
3 −τ2τ3 τ1τ3

−τ2τ3 τ2
2 −τ1τ2

τ1τ3 −τ1τ2 τ2
1

⎞⎠ ∈ R3×3.

11.2. Heat kernel of Grushin-type operators

We consider four connected subgroups N0, N1, N2 and N3 in F(3+3) whose Lie
algebras are generated by Z3, X1, {X1, Z1} and {X1, X2, Z1}, respectively.

We define the Grushin-type operators Gi on the left coset spaces Ni\F(3+3),
which all are hypo-elliptic and analogous to the Grushin operator

∂2

∂u2
+ u2 ∂2

∂v2
.

Note that the group N3 is isomorphic to the three-dimensional Heisenberg group,
the subgroup N0 is normal and the quotient group F(3+3)/N0 (we denote this
group by G5) is one of the five-dimensional nilpotent Lie groups which is not
isomorphic to the five-dimensional Heisenberg group and does not decompose
into smaller-dimensional groups. (According to the classification of nilpotent Lie
groups of low dimensions, this group is the non-trivial one other than the five-
dimensional Heisenberg group among the non-isomorphic five-dimensional nilpo-
tent Lie groups.)

(I) First we consider the subgroup N1.

Let ρ1 : F(3+3) → N1\F(3+3) be the projection map. Then ρ1 is realized as

ρ1 : F(3+3)
∼= R6 → N1\F(3+3)

∼= R5,

(x1, x2, x3, z1, z2, z3) �→ (x2, x3, z1 − x1x3, z2 − x1x3, z3) = (u1, u2, u3, u4, u5),

and the principal bundle ρ1 : F(3+3) → N1\F(3+3) is trivialized as

D1 : R× R5 ∼−→ R6 ∼= F(3+3)

D1(h, u1, u2, u3, u4, u5) = (h, u1, u2, u3 + hu1, u4 + hu2, u5).
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The left-invariant vector fields X̃i (i = 1, 2, 3) are descended to the quotient space
H1\F(3+3) by the map ρ1 as

dρ1(X̃1) = −2
(
u1

∂

∂u3
+ u2

∂

∂u4

)
,

dρ1(X̃2) =
∂

∂u1
− u2

∂

∂u5
,

dρ1(X̃3) =
∂

∂u2
+ u1

∂

∂u5
.

From these expressions, we can see that on the space {u1 = 0, u2 = 0} the
vector fields dρ1(X̃i) (i = 1, 2, 3) are not linearly independent. This means that
at any point (x1, 0, 0, z1, z2, z3) ∈ F(3+3) the subspace spanned by three vector

fields {X̃i} and the space tangent to the fiber of the map ρ1 have one-dimensional
intersection. In this case the Grushin-type operator G1 is

G1 = −4
(
u1

∂

∂u3
+ u2

∂

∂u4

)2

−
(

∂

∂u1
− u2

∂

∂u5

)2

−
(

∂

∂u2
+ u1

∂

∂u5

)2

.

By the commutativity of the diagram

C∞
0 (N1\F(3+3))

G1−−−−→ C∞
0 (N1\F(3+3))

ρ ∗
1

⏐⏐> ⏐⏐>ρ ∗
1

C∞(F(3+3))
Δsub

F(3+3)−−−−−→ C∞(F(3+3))

and the decomposition of the volume element

dx1 ∧ dx2 ∧ dx3 ∧ dz1 ∧ dz2 ∧ dz3 = dh ∧ du1 ∧ du2 ∧ du3 ∧ du4 ∧ du5

with respect to this volume form the vector fields X̃i are antisymmetric. We can
express the heat kernel of the operator G1 in terms of the fiber integration of
the heat kernel of the sub-Laplacian on F(3+3). More precisely, the heat kernel

Ksub
G1
∈ C∞(R+ × (N1\F(3+3))× (N1\F(3+3))

)
for the Grushin operator G1 is

(ρ1)∗
(
Ksub

F(3+3)

(
t, (·, ·, ·, ·, ·, ·), (x̃, z̃))dh ∧ du1 ∧ du2 ∧ du3 ∧ du4 ∧ du5

)

= Ksub
G1

(
t, (u1, u2, u3, u4, u5), (x̃, z̃)

)
du1 ∧ du2 ∧ du3 ∧ du4 ∧ du5. (11.6)

Note that by the invariance (11.4) of Ksub
F(3+3)

, the heat kernel Ksub
G1

satisfies the

invariance

Ksub
G1

(
t, u, g ∗ (x̃, z̃)

)
= Ksub

G1

(
t, u, (x̃, z̃)

)
, ∀ g ∈ N1.

So it is a well-defined function on R+ × (N1\F(3+3)) × (N1\F(3+3)). Now, we
calculate the integral (11.6) explicitly:

Theorem 11.1. The heat kernel Ksub
G1

of the operator G1, that is, the kernel distri-

bution of the operator
{
e−

t
2 ·G1

}
t>0

, is given by the integral (11.7) below.
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Proof. We change the variables from (x, z) to (h, u) and from (x̃, z̃) to (h̃, ũ). Then
the imaginary part of the action function

A
(
(x̃, z̃)−1 ∗ (x, z), τ

)
= A
(
(h̃, ũ)−1 ∗ (h, u), τ

)
is expressed as
√
−1
{
τ1(u1 + x̃2)(h− x̃1) + τ1(u3 − z̃1 + x̃1x̃2)

τ2(u2 + x̃3)(h− x̃1) + τ2(u4 − z̃2 + x̃1x̃3) + τ3(u5 − z̃3 + x̃3u1 − x̃2u2)
}

=
√
−1
{
τ1(u1 + ũ1)(h− h̃) + τ1(u3 − ũ3)

+ τ2(u2 + ũ2)(h− h̃) + τ2(u4 − ũ4) + τ3(u5 − ũ5 + ũ2u1 − ũ1u2)
}

=
√
−1
{(

τ1(u1 + ũ1) + τ2(u2 + ũ2)
)
(h− h̃)

+ τ1(u3 − ũ3) + τ2(u4 − ũ4) + τ3(u5 − ũ5 + ũ2u1 − ũ1u2)
}
.

By separating the variables h and h̃, the real part is given by

1

2
|τ | coth |τ |

(
(h− h̃)2 + (u1 − ũ1)

2 + (u2 − ũ2)
2
)

+
1− |τ | coth |τ |

2|τ |2
(
τ3(h− h̃)− τ2(u1 − ũ1) + τ1(u2 − ũ2)

)2
=
|τ | coth |τ |(τ2

1 + τ2
2 ) + τ2

3

2|τ |2

×
(

h− h̃ +
(1− |τ | coth |τ |)

(
−τ2(u1 − ũ1) + τ1(u2 − ũ2)

)
τ3|τ |2

|τ | coth |τ |(τ2
1 + τ2

2 ) + τ2
3

)2

+ |τ | coth |τ | 1− |τ | coth |τ |
2|τ | coth |τ |(τ2

1 + τ2
2 ) + τ2

3

(
−τ2(u1 − ũ1) + τ1(u2 − ũ2)

)2
+

1

2
|τ | coth |τ |

(
(u1 − ũ1)

2 + (u1 − ũ2)
2
)
.

We integrate the heat kernel Ksub
F(3+3)

on each fiber of the map ρ1 with respect to

the variable h,

1

(2πt)9/2

∫
R

∫
R3

e−
A

(
(h̃,ũ)−1∗(h,u),τ

)
t

|τ |
sinh |τ | dτdh (11.7)

=
1

(2πt)4

∫
R3

e

√−1
t

(
τ1(u1+ũ1)+τ2(u2+ũ2)

)
· |τ|2τ2

3

(
1−|τ| coth |τ|

)(
−τ2(u1−ũ1)+τ1(u2−ũ2)

)2
|τ| coth |τ|(τ2

1
+τ2

2
)+τ2

3

× e−
√−1

t τ1(u3−ũ3)+τ2(u4−ũ4)+τ3(u5−ũ5+ũ2u1−ũ1u2) · e
− |τ|2
(
τ1(u1+ũ1)+τ2(u2+ũ2)

)2
2t

(
|τ| coth |τ|(τ2

1+τ2
2 )+τ2

3

)
× e

− |τ| coth |τ|
2t ·

(
(u1−ũ1)

2+(u2−ũ2)
2+ 1−|τ| coth |τ|

|τ| coth |τ|(τ2
1+τ2

2 )+τ2
3

(
−τ2(u1−ũ1)+τ2(u2−ũ2)

)2)
× |τ |√

|τ | coth |τ |(τ2
1 + τ2

2 ) + τ2
3

|τ |
sinh |τ | dτ1dτ2dτ3. �
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(II) Next, we consider the subgroup N2 and the left cosets space N2\F(3+3). We

describe the projection map ρ2 : F(3+3) → N2\F(3+3)
∼= R4 and the trivialization

D2 : N2 × R4 ∼→ F(3+3) of this principal bundle ρ2 : F(3+3) → N2\F(3+3):

ρ2 : F(3+3)
∼= R6 � (x1, x2, x3, z1, z2, z3) �→ (u1, u2, u3, u4) ∈ R4 ∼= N2\F(3+3),

ρ2(x1, x2, x3, z1, z2, z3) = (u1, u2, u3, u4) = (x2, x3, z2 − x1x3, z3),

D2 : N2 × R4 ∼−→ F(3+3),

D2(h1, h2, u1, u2, u3, u4) = (x1, x2, x3, z1, z2, z3) = (h1, u1, u2, h2, u3 + h1u2, u4).

The vector fields X̃i (i = 1, 2, 3) are descended to N2\F(3+3) by the map ρ2 with

dρ2(X̃1) = −2u2
∂

∂u3
,

dρ2(X̃2) =
∂

∂u1
− u2

∂

∂u4
,

dρ2(X̃3) =
∂

∂u2
+ u1

∂

∂u4
.

On the line {u2 = 0} these three vector fields are not linearly independent,
but the sum of squares

−G2 = dρ2(X̃1)
2 + dρ2(X̃2)

2 + dρ2(X̃3)
2

= 4u2
2

∂2

∂u2
3

+

(
∂

∂u1
− u2

∂

∂u4

)2

+

(
∂

∂u2
+ u1

∂

∂u4

)2

is hypo-elliptic and G2 generalizes the Grushin operator to dimension 4. The kernel

function Ksub
G2

of the heat operator
{
e−

t
2 ·G2

}
t>0

is given by the fiber integral

(
ρ2
)
∗
(
Ksub
F(3+3)

(
t, (·, ·), (x̃, z̃)

)
dx1 ∧ dx2 ∧ dx3 ∧ dz1 ∧ dz2 ∧ dz3

)
= Ksub

G2

(
t, (u1, u2, u3, u4), (x̃, z̃)

)
du1 ∧ du2 ∧ du3 ∧ du4. (11.8)

For the determination of the above integral (11.8) we change the coordinates (x, z)
to the new coordinates (h1, h2, u1, u2, u3, u4). Then we can express the action func-
tion A = A

(
(x, z), (x̃, z̃), τ

)
as

A
(
(x, z), (x̃,z̃), τ

)
= A
(
(h, u), (h̃, ũ), τ

)
=
√
−1 τ1

(
h2 − h̃2 + (h1 − h̃1)(u1 + ũ1)

)
+
√
−1τ2

(
u3 − ũ3 + (h1 − h̃1)(u2 + ũ2)

)
+
√
−1τ3

(
u4 − ũ4 + ũ2u1 − ũ1u2

)
+

1

2

{
|τ | coth |τ | ·

(
(h1 − h̃1)

2 + (u1 − ũ1)
2 + (u2 − ũ2)

2
)

+
1− |τ | coth |τ |

|τ |2 ·
(
τ3(h1 − h̃1)− τ2(u1 − ũ1) + τ1(u2 − ũ2)

)2}
.
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The integral (11.8) reduces to

2π t3

(2π t)9/2

∫
R3

e
−√−1

(
τ2

(
u3−ũ3+(h1−h̃1)(u2+ũ2)

)
+τ3

(
u4−ũ4+ũ2u1−ũ1u2

))
× exp

{
− t|τ | coth t|τ |

2t
·
(
(h1 − h̃1)

2 + (u1 − ũ1)
2 + (u2 − ũ2)

2
)}

× exp

{
1

2t
· 1− t|τ | · coth t|τ |

|τ |2 ·
(
τ3(h1 − h̃1)− τ2(u1 − ũ1)

)2} t|τ |
sinh t|τ | dh1dτ2dτ3,

where |τ | =
√

τ2
2 + τ2

3 . Then we have:

Theorem 11.2.

Ksub
G2

(
t, u1, u2, u3, u4, ũ1, ũ2, ũ3, ũ4

)
=

2π t3

(2πt)9/2

∫
R2

exp
{
−
√
−1 τ2(u3 − ũ3)−

√
−1τ3(u4 − ũ4 + ũ2u1 − ũ1u2)

}
× exp

{
−
√
−1τ2

2 τ3(u2 + ũ2)(u1 − ũ1)(1− t|τ | coth t|τ |)
τ2
3 + τ2

2 · t|τ | coth t|τ |

}
× exp

{
− 1

2t
· |τ |

2 · t|τ | coth t|τ |
τ2
3 + τ2

2 · t|τ | coth t|τ | · (u1 − ũ1)
2

}
× exp

{
− (u2 − ũ2)

2

2t
· t|τ | coth t|τ | − t|τ |2τ2

2 (u2 + ũ2)
2

2(τ2
3 + τ2

2 · t|τ | coth t|τ |)

}
× exp

{
−
√
−1 · τ

2
2 τ3(u2 + ũ2)(u1 − ũ1)(1− t|τ | coth t|τ |)

τ2
3 + τ2

2 · t|τ | coth t|τ |

}
t|τ |

sinh t|τ | dτ2dτ3.

(III) We consider the left cosets space N3\F(3+3) and the principal bundle

ρ3 : F(3+3) −→ N3\F(3+3)
∼= R3.

This is again a trivial bundle with the structure group N3. We describe this ex-
plicitly. The projection map ρ3 : F3+3

∼= R6 → N3\F(3+3)
∼= R3 is realized as

ρ3(x1, x2, x3, z1, z2, z3) = (u1, u2, u3),

u1 = x3, u2 = z2 − x1x3, u3 = z3 − x2x3,

and a trivialization of the bundle is given by

D3 : N3 × R3 ∼= R3 × R3 → R6 ∼= F(3+3) (11.9)

(h1, h2, c, u1, u2, u3) �→ (x1, x2, x3, z1, z2, z3)

x1 = h1, x2 = h2, x3 = u1, z1 = c, z2 = u2 + h1u1, z3 + h2u1.

Then one sees that the left-invariant vector fields X̃i are descended to the quotient
space F(3+3) → N3\F(3+3) by the projection map ρ3 and the resulting vector fields
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are given as follows:

dρ(X̃1) = −2u1
∂

∂u2
, dρ(X̃2) = −2u1

∂

∂u3
, dρ(X̃3) =

∂

∂u1
.

So, the operator

−
∑

dρ(X̃i)
2 = −

(
∂2

∂u2
1

+ 4u 2
1

(
∂2

∂u2
2

+
∂2

∂u2
3

))
can be seen as a three-dimensional version of the Grushin operator.

We give the heat kernel of this operator by integrating along the fiber of
the map ρ3 which can be done explicitly by making use of the trivialization
(11.9). First, by changing the variables from (x, z), (x̃, z̃) to (h1, h2, u1, c, u2, u3)

and (h̃1, h̃2, ũ1, c̃, ũ2, ũ3) we give the expression of the action function

f =
√
−1 Im(f) + Re(f).

Im(f)=τ1
(
z1− z̃1+ x̃2x1− x̃1x2

)
+τ2
(
z2− z̃2+ x̃3x1− x̃1x3

)
+τ3
(
z1− z̃1+ x̃3x2− x̃2x3

)
=τ1
(
c− c̃+ h̃2(h1− h̃1)+ h̃1(h2− h̃2)

)
+τ2
(
u2− ũ2+(h1− h̃1)(u1+ ũ1)

)
+τ3
(
u3− ũ3+(h2− h̃2)(u1+ ũ1)

)
,

2Re(f)= |τ |coth|τ | ·‖x− x̃‖2+ 1−|τ |coth|τ |
|τ |2 ·

(
τ3x1−τ2x2+τ1x3

)2
= |τ |coth|τ | ·

(
(h1− h̃1)

2+(h2− h̃2)
2+(u1− ũ1)

2
)

+
1−|τ |coth|τ |

|τ |2 ·
(
τ3(h1− h̃1)−τ2(h2− h̃2)+τ1(u1− ũ1)

)2
.

Then the integration along each fiber of the map ρ3 is done in the following
order:

(1) Take the Fourier transform with respect to the variable τ1.

(2) Take the inverse Fourier transform with respect to the variable c.

(3) Calculate the Fourier transform with respect to the variables h1 and h2.

1

(2πt)9/2

∫
R2

( ∫
R3

e−
1
tA((x̃,z̃)−1∗(x,z),τ) |τ |

sinh |τ |dτ1dτ2dτ3
)

dh1dh2dc

=
1

(2πt)9/2

∫
R3

( ∫
R3

e−
√−1

t τ1(c−c̃+h̃2(h1−h̃1)+h̃1(h2−h̃2))

× e−
√−1

t (τ2(u2−ũ2+(h1−h̃1)(u1+ũ1))+τ3(u3−ũ3+(h2−h̃2)(u1+ũ1)))

× e−
1
2t |τ | coth |τ |·

(
(h1−h̃1)

2+(h2−h̃2)
2+(u1−ũ1)

2
)

× e
− 1−|τ| coth |τ|

2t|τ|2 ·
(
τ3(h1−h̃1)−τ2(h2−h̃2)+τ1(u1−ũ1)

)2 |τ |
sinh |τ | dτ1dτ2dτ3

)
dh1dh2dc
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=
1

(2πt)7/2

∫
R2

( ∫
R2

e−
√−1

τ2(u2−ũ2+(h1−h̃1)(u1+ũ1))+τ3(u3−ũ3+(h2−h̃2)(u1+ũ1))
t

× e
− 1

2t |τ | coth |τ |((h1−h̃1)
2+(h2−h̃2)

2+(u1−ũ1)
2)− 1−|τ| coth |τ|

2t|τ|2 (τ3(h1−h̃1)−τ2(h2−h̃2))
2

× |τ |
sinh |τ | dh1dh2

)
dτ2dτ3

=
1

(2πt)7/2

∫
R2

e−
√−1

τ2(u2−ũ2)+τ3(u3−ũ3)
t − |τ| coth |τ|·(u1−ũ1)2

2t · |τ |
sinh |τ |

×
( ∫

R2

e−
√−1

τ2(h1−h̃1)(u1+ũ1)+τ3(h2−h̃2)(u1+ũ1)
t e−

1
2t |τ | coth |τ |·

(
(h1−h̃1)

2+(h2−h̃2)
2
)

× e
− 1−|τ| coth |τ|

2t|τ|2 ·
(
τ3(h1−h̃1)−τ2(h2−h̃2)

)2
dh1dh2

)
dτ2dτ3

=
1

(2πt)7/2

∫
R2

e−
√−1

τ2(u2−ũ2)+τ3(u3−ũ3)
t − |τ| coth |τ|·(u1−ũ1)2

2t · |τ |
sinh |τ |

×
(

e−
πτ

(
u1+ũ2

)2
2t coth |τ|

2π√
|τ | coth |τ |

)
dτ2dτ3

=
2π

(2πt)7/2

∫
R2

e−
√−1

τ2(u2−ũ2)+τ3(u3−ũ3)
t · e−

|τ| coth |τ|·(u1−ũ1)2

2t −π|τ|(u1+ũ2)2

2t coth |τ|

×

√
|τ |

sinh |τ | cosh |τ | dτ2dτ3,

where |τ | =
√

τ2
2 + τ2

3 . Now we have:

Theorem 11.3. The kernel function of the operator {e− t
2G3}t>0 is given by the

integral

2π

(2πt)7/2

∫
R2

e−
√−1

τ2(u2−ũ2)+τ3(u3−ũ3)
t · e−

|τ| coth |τ|·(u1−ũ1)2

2t −π|τ|(u1+ũ2)2

2t coth |τ|

×

√
|τ |

sinh |τ | cosh |τ | dτ2dτ3. (11.10)

(IV) We consider the case N0 = [{Z3}]. Since it is a normal subgroup, in fact it
is a subgroup in the center, the quotient group is again a nilpotent Lie group of
dimension 5 with the Lie brackets relations

[X1, X2] = 2Z1, [X1, X3] = 2Z2
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and all others are zero. We denote this group by G5. The resulting Grushin-type
operator coincides with the sub-Laplacian for this group defined by

Δsub
G5

= −X̃ 2
1 − X̃ 2

2 − X̃ 2
3 .

So, for that group we can construct the kernel function of the heat semi-group{
e−

t
2Δ

sub
G5

}
t>0

by means of the complex Hamilton-Jacobi method (see [BGG1-96]).

Here we construct it by the same method as above. It turns out that the kernel
is obtained from the Fourier inversion formula, i.e., by integrating the heat kernel
on F(3+3)

Ksub
F(3+3)

(
t, (x, z), (x̃, z̃)

)
=

1

(2πt)9/2

∫
R3

e−
A((x̃,z̃)−1∗(x,z),τ)

t
|τ |

sinh |τ | dτ1dτ2dτ3,

first with respect to the variable τ3 and then with respect to the variable z3. We
obtain:

Theorem 11.4.

1

(2πt)9/2

∫
R

∫
R3

e−
√−1

A((x̃,z̃)−1∗(x,z),τ)
t

|τ |
sinh |τ | dτ1dτ2dτ3dz3

=
1

(2πt)7/2

∫
R2

e−
√−1

t (τ1(z1−z̃1+(x̃2x1−x̃1x2))+τ2(z2−z̃2+(x̃3x1−x̃1x3)))

× e
− 1

2t

(√
τ2
1+τ

2
2 ·coth

√
τ2
1+τ

2
2 ·
(
x 2
1 +x 2

2 +x 2
3

)
+

1−
√

τ2
1+τ2

2 ·coth
√

τ2
1+τ2

2

τ2
1
+τ2

2
·
(
−τ2x2+τ1x3

)2)
×

√
τ2
1 + τ2

2

sinh
√

τ2
1 + τ2

2

dτ1dτ2.

12. Spectrum of a five-dimensional compact nilmanifold

As we already explained in §11, in the dimension 5, there are only two non-
isomorphic 2-step nilpotent Lie groups which are not of product type. One of
them is the five-dimensional Heisenberg group and the other is G5 explained in
§11, the case (IV) (cf. [Mag-86], [Se-93]). In this section we calculate the heat
kernel trace of a five-dimensional compact nilmanifold of G5.

Although it is possible to deal with more general lattices, in this article we
restrict the calculation to a typical lattice L in G5,

L =
{
(m1,m2,m3, k1, k2)

∣∣ mi, ki ∈ Z
}
,

in order to present how the spectrum of a class of sub-Laplacians on such a
compact nilmanifold L\G5, the left cosets space by the lattice L, looks like.
The sub-Laplacian on G5 is descended to the compact nilmanifold L\G5. Let
Ksub
G5

= Ksub
G5

(
t, (x̃, z̃), (x, z)

)
be the heat kernel on G5 given in Theorem 11.4.
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Then the heat kernel on L\G5 is given by the sum∑
γ∈L

Ksub
G5

(
t, γ ∗ (x̃, z̃), (x, z)

)
.

We denote a set of representatives of conjugacy classes of L by [L] and for
each element γ ∈ L set Sγ =

{
(μ−1 ∗ γ ∗ μ

∣∣ μ ∈ L
}
, the set of conjugate elements

to γ in L. The centralizer of γ = (m1,m2,m3, k1, k2) is denoted by

Cγ =
{
(a1, a2, a3, c1, c2)

∣∣ (a1, a2, a3, c1, c2)
−1 ∗ γ ∗ (a1, a2, a3, c1, c2) = γ,

(a1, a2, a3, c1, c2) ∈ L
}
.

The set [L] can be decomposed into eight components,

L = A0 ∪ A1 ∪ A2 ∪ A3 ∪A1 2 ∪ A1 3 ∪ A2 3 ∪ A1 2 3,

given by

A0 =
{
(0, 0, 0, k1, k2)

∣∣ ki ∈ Z(i = 1, 2)
}
,

A1 =
{
(m1, 0, 0, k1, k2)

∣∣ m1 �= 0, 0 ≤ ki ≤ 2|m1| − 1(i = 1, 2)
}
,

A2 =
{
(0,m2, 0, k1, k2)

∣∣ m2 �= 0, 0 ≤ k1 ≤ 2|m2| − 1, k2 ∈ Z
}
,

A3 =
{
(0, 0,m3, k1, k2)

∣∣ m3 �= 0, k1 ∈ Z, 0 ≤ k2 ≤ 2|m3| − 1
}
,

A1 2 =
{
(m1,m2, 0, k1, k2)

∣∣ m1 �= 0, m2 �= 0, 0 ≤ k1 ≤ 2(|m1|, |m2|)− 1,

0 ≤ k2 ≤ 2|m1| − 1
}
,

A1 3 =
{
(m1, 0,m3, k1, k2)

∣∣ m1 �= 0, m3 �= 0, 0 ≤ k1 ≤ 2|m1| − 1,

0 ≤ k2 ≤ 2(|m1|, |m3|)− 1
}
,

A2 3 =
{
(0,m2,m3, k1, k2)

∣∣ m2 �= 0, m3 �= 0, 0 ≤ k1 ≤ 2|m2| − 1, k2 ∈ Z
}
,

A1 2 3 =
{
(m1,m2,m3, k1, k2)

∣∣ m1 �= 0, m2 �= 0, m3 �= 0,

0 ≤ k1 ≤ 2(|m1|, |m2|)− 1, 0 ≤ k2 ≤ 2
|m1|(|m1|, |m2|, |m3|)

(|m1|, |m2|)
− 1
}
.

Here we denote by (m,n) the greatest common divisor of m,n ∈ N. We calculate
the trace of the heat kernel on L\G5,∑

γ∈L

∫
FL

Ksub
G5

(
t, γ ∗ (x, z), (x, z)

)
dxdz,

where FL is a fundamental domain of the lattice L. Let Fγ be a fundamental
domain of the centralizer (in L) of an element γ ∈ L. Then solving the integral
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reduces to the calculation of each integral for γ ∈ [L],∑
γ∈L

∫
FL

Ksub
G5

(
t, γ ∗ (x, z), (x, z)

)
dxdz =

∑
γ∈[L]

∫
Fγ

Ksub
G5

(
t, γ ∗ (x, z), (x, z)

)
dxdz.

So, we list the centralizer of each representative γ ∈ [L] of the conjugacy
classes and a fundamental domain Fγ for each γ ∈ [L]. Also we give expressions
for the integrals

Iγ =

∫
Fγ

Ksub
G5

(
t, γ ∗ (x, z), (x, z)

)
dxdz

for γ ∈ [L] and their sums

Ii(G5) =
∑
γ∈Ai

Iγ , i = 0, 1, 2, 3,

Ii j(G5) =
∑
γ∈Ai j

Iγ , 1 ≤ i < j ≤ 3,

I1 2 3(G5) =
∑

γ∈A1 2 3

Iγ .

(0-0) A0 =
{

(0, 0, 0, k1, k2)
∣∣ ki ∈ Z

}
. The elements in A0 are not mutually

conjugate.
Let γ = (0, 0, 0, k1, k2) ∈ A0. Then

C(0,0,0,k1,k2) = L,

F(0,0,0,k1,k2) = FL =
{
(x1, x2, x3, z1, z2)

∣∣ x1, x2, x3, z1, z2 ∈ [0, 1)
}
,

I0(G5) =
∑
γ∈A0

∫
Fγ

Ksub
G5

(
t, γ ∗ (x, z), (x, z)

)
dxdz

=
1

(2πt)7/2

∑
k1,k2∈Z

∫
[0,1)5

∫
R2

e−
√−1

∑
τiki
t

|τ |
sinh |τ | dτ1dτ2dx1dx2dx3dz1dz2

=
1

(2πt)3/2

∑
k1,k2∈Z

2πt
√

k2
1 + k2

2

sinh 2πt
√

k2
1 + k2

2

.

(1-1) A1 =
{
(m1, 0, 0, k1, k2)

∣∣ m1 �= 0, 0 ≤ k1 ≤ 2|m1| − 1, 0 ≤ k2 ≤ 2|m1| − 1
}
.

Then

C(m1,0,0,k1,k2) =
{
(a1, 0, 0, c1, c2)

∣∣ a1, c1, c2 ∈ Z
}
,

F(m1,0,0,k1,k2) =
{
(x1, x2, x3, z1, z2)

∣∣ x2, x3 ∈ R; x1, z1, z2 ∈ [0, 1)
}
.
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Let γ = (m1, 0, 0, k1, k2) ∈ A1. Then∫
F(m1,0,0,k1 ,k2)

Ksub
G5

(
t, (m1, 0, 0, k1, k2) ∗ (x, z), (x, z)

)
dxdz

=
1

(2πt)7/2

∫ 1

0

∫ +∞

−∞

∫ +∞

−∞

∫
R2

e
−

√−1
t

(
τ1

(
k1+2x2m1

)
+τ2

(
k2+2x3m1

))
× e

− 1
2t

(√
τ2
1+τ

2
2 ·coth

√
τ2
1+τ

2
2 ·
(
m 2

1

)) √
τ2
1 + τ2

2

sinh
√

τ2
1 + τ2

2

dτ1dτ2dx2dx3dx1

=
t2

(2πt)7/2

∫ +∞

−∞

∫ +∞

−∞

∫ +∞

−∞

∫ +∞

−∞
e
−√−1

(
τ1

(
k1+2x2m1

)
+τ2

(
k2+2x3m1

))
× e

− 1
2t

(
t
√
τ2
1+τ

2
2 ·coth t

√
τ2
1+τ

2
2 ·
(
m 2

1

))
t
√

τ2
1 + τ2

2

sinh t
√

τ2
1 + τ2

2

dτ1dx2dτ2dx3

=
1

(2πt)3/2
1

(2m1)2
e−

m2
1

2t .

Hence

2|m1|−1∑
k1=0

2|m1|−1∑
k2=0

∫
F(m1,0,0,k1,k2)

Ksub
G5

(
t, (m1, 0, 0, k1, k2) ∗ (x, z), (x, z)

)
dzdx

=
1

(2πt)3/2
e−

m2
1

2t .

We define I1(G5) by

I1(G5) =
∑
γ∈A1

∫
F(m1,0,0,k1,k2)

Ksub
G5

(
t, (m1, 0, 0, k1, k2) ∗ (x, z), (x, z)

)
dzdx.

Then by making use of the Jacobi identity we have

I1(G5) =
∑

m1 �=0,m1∈Z

1

(2πt)3/2
e−

m2
1

2t

=
1

2πt

∑
�∈Z

e−2π2 �2 t − 1

(2πt)3/2
.

(1-2) A2 =
{
(0,m2, 0, k1, k2)

∣∣ m2 �= 0, 0 ≤ k1 ≤ 2|m2| − 1, k2 ∈ Z
}
. Then

C(0,m2,0,k1,k2) =
{
(0, a2, a3, c1, c2)

∣∣ a2, a3, c1, c2 ∈ Z
}
,

F(0,m2,0,k1,k2) =
{
(x1, x2, x3, z1, z2)

∣∣ x1 ∈ R;x2, x3, z1, z2 ∈ [0, 1)
}
.
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Let γ = (0,m2, 0, k1, k2) ∈ A2. Then∫
F(0,m2,0,k1,k2)

Ksub
G5

(
t, (0,m2, 0, k1, k2) ∗ (x, z), (x, z)

)
dxdz

=
1

(2πt)7/2

∫ 1

0

∫ 1

0

∫ 1

0

∫ 1

0

∫ +∞

−∞

∫
R2

e
−

√−1
t

(
τ1

(
k1−2x1m2

)
+τ2k2

)

× e
− 1

2t

(√
τ2
1+τ

2
2 ·coth

√
τ2
1+τ

2
2 ·
(
m 2

2

)
+

1−
√

τ2
1+τ2

2 ·coth
√

τ2
1+τ2

2

τ2
1+τ2

2
·(τ2m2)

2

)

×
√

τ2
1 + τ2

2

sinh
√

τ2
1 + τ2

2

dτ1dτ2dx1dx2dx3dz1dz2

=
t2

(2πt)7/2

∫ +∞

−∞

∫
R2

e−
√−1
(
τ1(k1−2x1m2)+τ2k2

)

× e
− 1

2t

(
t
√
τ2
1+τ

2
2 ·coth t

√
τ2
1+τ

2
2 ·
(
m 2

2

)
+

1−t
√

τ2
1
+τ2

2
·coth t
√

τ2
1
+τ2

2

τ2
1
+τ2

2

·
(
τ2m2

)2)
× t

√
τ2
1 + τ2

2

sinh t
√

τ2
1 + τ2

2

dτ1dx1dτ2

=
1

2|m2|
2πt2

(2πt)7/2
e−

m2
2

2t

∫ +∞

−∞
e−

√−1 τ2k2
tτ2

sinh tτ2
dτ2.

Hence by summing up with respect to 0 ≤ k1 ≤ 2|m2| − 1 and k2 ∈ Z and by
applying the Poisson summation formula we have again

2|m2|−1∑
k1=0

∑
k2∈Z

∫
F(0,m2,0,k1,k2)

Ksub
G5

(
t, (0,m2, k1, k2) ∗ (x, z), (x, z)

)
dxdz

=

2|m2|−1∑
k1=0

∑
k2∈Z

1

2|m2|
2πt2

(2πt)7/2
e−

m2
2

2t

∫ +∞

−∞
e−

√−1 τ2k2
tτ2

sinh tτ2
dτ2

=
1

(2πt)3/2

∑
k∈Z

e−
m2

2
2t

2πtk

sinh 2πtk
.

We define I2(G5) by

I2(G5) =
∑
γ∈A1

∫
Fγ

Ksub
G5

(
t, γ ∗ (x, z), (x, z)

)
dxdz.

Then

I2(G5) =
∑

m2 �=0,m2∈Z

1

(2πt)3/2

∑
k∈Z

e−
m2

2
2t

2πtk

sinh 2πtk
.
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Again by using Jacobi identity we have

I2(G5) =
1

(2πt)

∑
�∈Z

∑
k∈Z

e−2π2�2t 2πkt

sinh 2πtk
− 1

(2πt)3/2

∑
k∈Z

2πkt

sinh 2πtk

= 2

(∑
�∈Z

e−2π2 �2 t ·
∞∑
k=1

k

sinh 2πtk

)
+

1

2πt

∑
�∈Z

e−2π2 �2 t

− 1

(2πt)3/2

∑
k∈Z

2πtk

sinh 2πtk
.

(1-3) A3 =
{
(0, 0,m3, k1, k2)

∣∣ m3 �= 0, k1 ∈ Z, 0 ≤ k2 ≤ 2|m3| − 1
}
. Then

C(0,0,m3,k1,k2) =
{
(0, a2, a3, c1, c2)

∣∣ a2, a3, c1, c2 ∈ Z
}
,

F(0,0,m3,k1,k2) =
{
(x1, x2, x3, z1, z2)

∣∣ x1 ∈ R;x2, x3, z1, z2 ∈ [0, 1)
}
.

Let γ ∈ A3. Then we have the same result as in the last case A2 and

I3(G5) =∑
m3∈Z,m3 �=0

∑
k1∈Z

2|m3|−1∑
k2=0

∫
F(0,0,m3,k1,k2)

Ksub
G5

(
t, (0, 0,m3, k1, k2) ∗ (x, z), (x, z)

)
dxdz

= I2(G5).

(2-12) A12 =
{
(m1,m2, 0, k1, k2)

∣∣ m1 �= 0, m2 �= 0, 0 ≤ k1 ≤ 2(|m1|, |m2|)− 1, 0 ≤
k2 ≤ 2|m1| − 1

}
. Then

C(m1,m2,0,k1,k2) =

{(
�

m1

(|m1|, |m2|)
, �

m2

(|m1|, |m2|)
, 0, c1, c2

) ∣∣∣ �, c1, c2 ∈ Z

}
,

where (|m1|, |m2|) denotes the greatest common divisor of |m1| and |m2|,

F(m1,m2,0,k1,k2) =
{
(x1, x2, x3, z1, z2)

∣∣∣
0 ≤ x1 <

m1

(|m1|, |m2|)
, x2, x3 ∈ R, 0 ≤ z1 < 1, 0 ≤ z2 < 1

}
.

Further we have∫
F(m1,m2,0,k1,k2)

Ksub
G5

(
t, (m1,m2, 0, k1, k2) ∗ (x, z), (x, z)

)
dxdz

=
1

(2πt)7/2

1∫
0

1∫
0

+∞∫
−∞

+∞∫
−∞

m1
(|m1|,|m2|)∫

0

∫
R2

e−
√−1

τ1

(
k1+2(x2m1−x1m2)

)
+τ2

(
k2+2x3m1

)
t



256 W. Bauer, K. Furutani and C. Iwasaki

× e
− 1

2t

(
|τ | coth |τ |·

(
m2

1+m
2
2

)
+ 1−|τ| coth |τ|

|τ|2 ·(τ2m2)
2
)

× |τ |
sinh |τ | dτ1dτ2dx1dx2dx3dz1dz2

=
t2

(2πt)7/2

+∞∫
−∞

+∞∫
−∞

m1
(|m1|,|m2|)∫

0

∫
R2

e−
√−1
(
τ1

(
k1+2(x2m1−x1m2)

)
+τ2

(
k2+2x3m1

))

× e
− 1

2t

(
t|τ | coth t|τ |·

(
m2

1+m
2
2

)
+ 1−t|τ| coth t|τ|

|τ|2 ·(τ2m2)
2
)

× t|τ |
sinh t|τ | dτ1dτ2dx1dx2dx3

=
t2

(2πt)7/2

m1
(|m1|,|m2|)∫

0

+∞∫
−∞

+∞∫
−∞

∫
R2

e−
√−1
(
τ1

(
k1+2(x2m1−x1m2)

)
+τ2

(
k2+2x3m1

))

× e
− 1

2t

(
t|τ | coth t|τ |·

(
m2

1+m
2
2

)
+

1−t|τ| coth t|τ|
|τ|2 ·(τ2m2)

2
)

× t|τ |
sinh t|τ | dτ1dτ2dx2dx3dx1

=
(2πt)2

(2πt)7/2
1

(2m1)2

∫ m1
(|m1|,|m2|)

0

e−
1
2t(m

2
1+m

2
2) dx1

=
1

(2πt)3/2
|m1|

(|m1|, |m2|)(2m1)2
e−

1
2t(m

2
1+m

2
2).

So we have I12(G5) as

I12(G5) =
∑
γ∈A1 2

∫
Fγ

Ksub
G5

(
t, γ ∗ (x, z), (x, z)

)
dxdz.

Then

I12(G5) =

1

(2πt)3/2

∑
m1,m2∈Z

m1·m2 �=0

2(|m1|,|m2|)−1∑
k1=0

2|m1|−1∑
k2=0

|m1|
(|m1|, |m2|) · 2|m1| · 2|m1|

· e− 1
2t (m

2
1+m

2
2)

=
1√
2πt

∑
�1,�2∈Z

e−2π2 t
(
�21+�

2
2

)
− 2

2πt

∑
�∈Z

e−2π2 �2 t +
1

(2πt)3/2
.

(2-13) A13 =
{
(m1, 0,m3, k1, k2)

∣∣ m1 �= 0, m3 �= 0, 0 ≤ k1 ≤ 2|m1| − 1, 0 ≤ k2 ≤
2(|m1|, |m3|)− 1

}
. Then

C(m1,0,m3,k1,k2) =
{(

� · |m1|
(|m1|, |m3|)

, 0, � · |m3|
(|m1|, |m3|)

, c1, c2

) ∣∣∣ �, c1, c2 ∈ Z
}
,
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F(m1,0,m3,k1,k2) =
{
(x1, x2, x3, z1, z2)

∣∣∣
0 ≤ x1 <

|m1|
(|m1|, |m3|)

, x2, x3 ∈ R, 0 ≤ z1 < 1, 0 ≤ z2 < 1
}
.

By the symmetry between the variables x2 and x3 we have

I12(G5) = I13(G5),

i.e.,

I13(G5) =
∑

γ=(m1,0,m3,k1,k2)∈A1 3

∫
Fγ

Ksub
G5

(
t, γ ∗ (x, z), (x, z)

)
dxdz

=
1√
2πt

∑
�1,�2∈Z

e−2π2 t
(
�21+�

2
2

)
− 2

2πt

∑
�∈Z

e−2π2 �2 t +
1

(2πt)3/2
= I12(G5).

(2-23) A23 =
{
(0,m2,m3, k1, k2)

∣∣ m2 �= 0, m3 �= 0, 0 ≤ k1 ≤ 2|m2| − 1, k2 ∈ Z
}
.

Then

C(0,m2,m3,k1,k2) =
{
(0, a2, a3, c1, c2)

∣∣ a2, a3, c1, c2 ∈ Z
}
,

F(0,m2,m3,k1,k2) =
{
(x1, x2, x3, z1, z2)

∣∣ x1 ∈ R;x2, x3, z1, z2 ∈ [0, 1)
}
.

Further we have∫
F(0,m2,m3,k1,k2)

Ksub
G5

(
t, (0,m2,m3, k1, k2) ∗ (x, z), (x, z)

)
dxdz

=
1

(2πt)7/2

∫ 1

0

∫ 1

0

∫ 1

0

∫ 1

0

∫ +∞

−∞

∫
R2

e−
√−1

τ1

(
k1−2x1m2

)
+τ2

(
k2−2x1m3

)
t

× e
− 1

2t

(
|τ | coth |τ |

(
m2

2+m
2
3

)
+

1−|τ| coth |τ|
|τ|2

(
−τ2m2+τ1m3

)2)
× |τ |

sinh |τ | dτ1dτ2dx1dx2dx3dz1dz2

=
t2

(2πt)7/2

∫ +∞

−∞

∫
R2

e−
√−1
(
τ1(k1−2x1m2)+τ2(k2−2x1m3)

)
× e

− 1
2t

(
t|τ | coth t|τ |·

(
m2

2+m
2
3

)
+ 1−t|τ| coth t|τ|

|τ|2
(
−τ2m2+τ1m3

)2)
× t|τ |

sinh t|τ | dτ1dτ2dx1

=
2πt2

(2πt)7/2
1

2|m2|

∫ +∞

−∞
exp

{
− τ2

m2

(
k2m2 − k1m3

)}
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× exp
{
− 1

2t

[
tτ2

√
1 +
(
m3/m2

)2
coth t · τ2

√
1 +
(
m3/m2

)2
(m2

2 + m2
3)

+
1− tτ2

√
1 + (m3/m2)2 coth tτ2

√
1 + (m3/m2)2(

1 + (m3/m2)2
)
τ2
2

·
(
m2 + m2

3/m2

)2
τ2
2

]}
× tτ2

√
1 + (m3/m2)2

sinh tτ2
√
1 + (m3/m2)2

dτ2

=
πt2

(2πt)7/2
e−

m2
2+m2

3
2t

∫ +∞

−∞
e−

√−1 τ2(k2m2−k1m3)
tτ2
√

m2
2 + m2

3

sinh tτ2
√

m2
2 + m2

3

dτ2.

Hence the sum

I23(G5) =
∑
γ∈A2 3

∫
Fγ

Ksub
G5

(
t, γ ∗ (x, z), (x, z)

)
dxdz

is equal to the following expression by making use of the Poisson summation
formula:

I23(G5) =
πt2

(2πt)7/2

∑
m2,m3∈Z

m2·m3 �=0

2|m2|−1∑
k1=0

∑
k2∈Z

e−
m2

2+m2
3

2t

×
∫ +∞

−∞
e−

√−1 τ2(k2m2−k1m3)
tτ2
√

m2
2 + m2

3

sinh tτ2
√

m2
2 + m2

3

dτ2

=
2π2t2

(2πt)7/2

∑
m2,m3∈Z

m2·m3 �=0

2|m2|−1∑
k1=0

∑
�∈Z

1

|m2|
e−

m2
2+m2

3
2t e2π

√−1
m3
m2

·�·k1 2πt�

√
m2

2+m
2
3

m2

sinh 2πt�

√
m2

2+m
2
3

m2

=
1

(2πt)3/2

∑
m2,m3∈Z

m2·m3 �=0

∑
�∈Z

e−
m2

2+m2
3

2t ·
2πt�
√(

m2

(|m2|,|m3|)
)2

+
(

m3

(|m2|,|m3|)
)2

sinh 2πt�
√(

m2

(|m2|,|m3|)
)2

+
(

m3

(|m2|,|m3|)
)2 .

(3-123)

A123 =
{
(m1,m2,m3, k1, k2)

∣∣∣m1 �= 0, m2 �= 0, m3 �= 0,

0 ≤ k1 ≤ 2(|m1|, |m2|)− 1, 0 ≤ k2 ≤ 2

(
|m1|(|m1|, |m2|, |m3|)

(|m1|, |m2|)

)
− 1
}
,

where (|m1|, |m2|, |m3|) is the greatest common divisor of |m1|, |m2| and |m3|.
Then

C(m1,m2,m3,k1,k2)

=

{(
�|m1|

(|m1|,|m2|,|m3|)
,

�|m2|
(|m1|,|m2|,|m3|)

,
�|m3|

(|m1|,|m2|,|m3|)
, c1,c2

)∣∣∣�,c1,c2∈Z},
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F(m1,m2,m3,k1,k2) =
{
(x1, x2, x3, z1, z2)

∣∣∣
0 ≤ x1 <

|m1|
(|m1|, |m2|, |m3|)

, x2, x3 ∈ R, 0 ≤ z1 < 1, 0 ≤ z2 < 1
}
.

Further we have∫
F(m1,m2,m3,k1,k2)

Ksub
G5

(
t, (m1,m2,m3, k1, k2) ∗ (x, z), (x, z)

)
dxdz

=
1

(2πt)7/2

∫ 1

0

1∫
0

∫ +∞

−∞

∫ +∞

−∞

∫ |m1|
(|m1|,|m2|,|m3|)

0∫
R2

e−
√−1

τ1(k1+2(x2m1−x1m2))+τ2(k2+2(x3m1−x1m3))
t

× e
− 1

2t

(
|τ | coth |τ |·(m2

1+m
2
2+m

2
3)+

1−|τ| coth |τ|
|τ|2 ·(−τ2m2+τ1m3)

2
)

× |τ |
sinh |τ | dτdx1dx2dx3dz1dz2

=
2πt2

(2πt)7/2
1

2|m1|

∫ |m1|
(|m1|,|m2|,|m3|)

0

∫ +∞

−∞

∫ +∞

−∞
e−

√−1 τ2(k2+2(x3m1−x1m3)

× e
− 1

2t

(
tτ2 coth tτ2·(m2

1+m
2
2+m

2
3)+

1−tτ2 coth tτ2
τ2
2

·τ2
2m

2
2

)
tτ2

sinh tτ2
dτ2dx3dx1

=
(2πt)2

(2πt)7/2
· |m1|
(|m1|, |m2|, |m3|)

· 1

2|m1| · 2|m1|
e−

1
2t

(
m2

1+m
2
2+m

2
3

)
.

Having the sum ∑
γ∈A1 2 3

∫
Fγ

Ksub
G5

(
t, γ ∗ (x, z), (x, z)

)
dxdz

as I123(G5), we then obtain

I123(G5) =
∑

m1,m2,m3∈Z

m1·m2·m3 �=0

2(|m1|,|m2|)−1∑
k1=0

2
( |m1|(|m1|,|m2|,|m3|)

(|m1|,|m2|)
)
−1∑

k2=0∫
F(m1,m2,m3,k1,k2)

Ksub
G5

(
t, (m1,m2,m3, k1, k2) ∗ (x, z), (x, z)

)
dxdz

=
1

(2πt)3/2

∑
m1,m2,m3∈Z

m1·m2·m3 �=0

|m1| · 2(|m1|, |m2|)
(|m1|, |m2|, |m3|) · 2|m1| · 2|m1|

· 2
(

|m1|
(|m1|, |m2|)

)

× e−
1
2t

(
m2

1+m
2
2+m

2
3

)
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=
1

(2πt)3/2

∑
m1,m2,m3∈Z

m1·m2·m3 �=0

e−
1
2t

(
m2

1+m
2
2+m

2
3

)

=
1

(2πt)3/2

(∑
m∈Z

e−
m2

2t − 1

)3

=
1

(2πt)3/2

(
√
2πt
∑
�∈Z

e−2π2�2t − 1

)3

=
∑

�1, �2, �3∈Z

e−2π2(�21+�
2
2+�

2
3)t

− 3√
2πt

∑
�1, �2∈Z

e−2π2(�21+�
2
2)t +

3

2πt

∑
�∈Z

e−2π2�2t − 1

(2πt)3/2
.

Here we list the expressions for Ii(G5), Ii j(G5) and I123(G5):

I0(G5) =
1

(2πt)3/2

∑
k1,k2∈Z

2πt
√

k2
1 + k2

2

sinh 2πt
√

k2
1 + k2

2

=
1

(2πt)1/2

∑
k1,k2∈Z

k1·k2 �=0

√
k2
1 + k2

2

sinh 2πt
√

k2
1 + k2

2

+
2

(2πt)1/2

∑
k∈Z

k �=0

k

sinh 2πtk
+

1

(2πt)3/2
,

I1(G5) =
∑

m1 �=0,m1∈Z

1

(2πt)3/2
e−

m2
1

2t =
1

2πt

∑
�∈Z

e−2π2 �2 t − 1

(2πt)3/2
,

I2(G5) =
∑

m2 �=0,m2∈Z

1

(2πt)3/2

∑
k∈Z

e−
m2

2
2t

2πtk

sinh 2πtk

=
1

(2πt)

∑
�∈Z

∑
k∈Z

e−2π2�2t 2πkt

sinh 2πtk
− 1

(2πt)3/2

∑
k∈Z

2πkt

sinh 2πtk

= 2

(∑
�∈Z

e−2π2 �2 t ·
∞∑
k=1

k

sinh 2πtk

)
+

1

2πt

∑
�∈Z

e−2π2 �2 t

− 1

(2πt)1/2

∑
k∈Z

k �=0

k

sinh 2πtk
− 1

(2πt)3/2
,

I3(G5) = I2(G5),

I12(G5) =
1

(2πt)3/2

∑
m1,m2∈Z

m1·m2 �=0

e−
1
2t(m

2
1+m

2
2)
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=
1√
2πt

∑
�1,�2∈Z

e−2π2 t
(
�21+�

2
2

)
− 2

2πt

∑
�∈Z

e−2π2 �2 t +
1

(2πt)3/2
,

I13(G5) = I12(G5),

I23(G5) =
1

(2πt)1/2

∑
m2,m3∈Z

m2·m3 �=0

∑

∈Z

� �=0

e−
m2

2+m2
3

2t

×
�
√(

m2

(|m2|,|m3|)
)2

+
(

m3

(|m2|,|m3|)
)2

sinh 2πt�
√(

m2

(|m2|,|m3|)
)2

+
(

m3

(|m2|,|m3|)
)2

+
1

(2πt)1/2

∑
�1,�2∈Z

e−2π2t(�21+�
2
2) − 2

2πt

∑
�∈Z

e−2π2t�2 +
1

(2πt)3/2
,

I123(G5) =
1

(2πt)3/2

∑
m1,m2,m3∈Z

m1·m2·m3 �=0

e−
1
2t

(
m2

1+m
2
2+m

2
3

)

=
1

(2πt)3/2

(∑
m∈Z

e−
m2

2t − 1

)3

=
∑

�1, �2, �3∈Z

e−2π2(�21+�
2
2+�

2
3)t − 3√

2πt

∑
�1, �2∈Z

e−2π2(�21+�
2
2)t

+
3

2πt

∑
�∈Z

e−2π2�2t − 1

(2πt)3/2
.

The trace ∑
γ∈L

∫
FL

Ksub
G5

(
t, γ ∗ (x, z), (x, z)

)
dxdz

is the sum of all I0(G5), I1(G5), . . . , I123(G5) and we have:

Theorem 12.1. Let 0 = λ0 < λ1 < λ2 < · · · < λn < · · · be the distinct eigenvalues
of the sub-Laplacian

Δsub
G5

= −
(

∂

∂x1
− x2

∂

∂z1
− x3

∂

∂z2

)2

−
(

∂

∂x2
+ x1

∂

∂z2

)2

−
(

∂

∂x3
+ x1

∂

∂z2

)2

on the space L\G5 with multiplicities mn > 0. Then

∑
γ∈L

∫
L\G5

Ksub
G5

(
t, γ ∗ (x, z), (x, z)

)
dxdz =

∞∑
n=0

m−λnt
n
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=
∑

�1,�2,�3∈Z

e−2π2 t(�21+�
2
2+�

2
3)

+ 2
∑
�∈Z

+∞∑
k=1

e−2π2t�2 2k

sinh 2πkt

+
∑

m1,m2∈Z,m1·m2 �=0

(|m1|,|m2|)=1

+∞∑
k=1

∑
�∈Z

e
−2π2 t 
2

m2
1+m2

2
k

sinh 2πt k
√

m2
1 + m2

2

.

Proof. By summing up all I∗(G5) with respect to the order of the time parameter
t we have

∞∑
n=0

m−λnt
n = I0(G5) + I1(G5) + I2(G5) + I3(G5)

+ I12(G5) + I13(G5) + I23(G5) + I123(G5)

=
∑

�1,�2,�3∈Z

e−2π2t(�21+�
2
2+�

2
3)

+ 2
∑
�∈Z

+∞∑
k=1

e−2π2t�2 2k

sinh 2πkt

+
1

(2πt)1/2

∑
k1,k2∈Z

k1·k2 �=0

√
k2
1 + k2

2

sinh 2πt
√

k2
1 + k2

2

+
1

(2πt)1/2

∑
m,n∈Z

m·n�=0

+∞∑
�=1

e−
(m2+n2)

2t

2�
√(

m
(|m|,|n|)

)2
+
(

n
(|m|,|n|)

)2
sinh 2πt�

√(
m

(|m|,|n|)
)2

+
(

m
(|m|,|n|)

)2
=

∑
�1,�2,�3∈Z

e−2π2t(�21+�
2
2+�

2
3)

+ 2
∑
�∈Z

+∞∑
k=1

e−2π2t�2 2k

sinh 2πkt

+
∑


1,
2∈Z

�1·�2 �=0,(|�1|,|�2|)=1

+∞∑
k=1

∑
�∈Z

e
−2π2 t 
2


2
1
+
2

2
k

sinh 2πt k
√

�21 + �22
.

�

For convenience we provide another expression for the heat kernel trace which
was initially given in Theorem 12.1.
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Corollary 12.2.∑
γ∈L

∫
L\G5

Ksub
G5

(
t, γ ∗ (x, z), (x, z)

)
dxdz =

∞∑
n=0

m−λnt
n

=
∑

�1,�2,�3∈Z

e−2π2 t(�21+�
2
2+�

2
3) + 2

∑
�∈Z

+∞∑
k=1

e−2π2t�2 2k

sinh 2πkt

+
∑

m1,m2∈Z

m1·m2 �=0

∑
�∈Z

e
−2π2 t


2·(|m1|,|m2|)2
m2

1+m2
2

(|m1|, |m2|)
sinh 2πt

√
m2

1 + m2
2

=
∑

�1,�2,�3∈Z

e−2π2 t(�21+�
2
2+�

2
3) +
∑
�∈Z

+∞∑
k=1

+∞∑
j=0

8ke−t
(
2π2�2+2π k (2j+1)

)

+ 2
∑

m1,m2∈Z

m1·m2 �=0

∑
�∈Z

+∞∑
j=0

(|m1|, |m2|) e
−t
(

2π2
2·(|m1|,|m2|)2
m2

1
+m2

2

+2π
√
m2

1+m
2
2(2j+1)

)
.

13. Spectrum of a six-dimensional compact nilmanifold

In this section, we provide the heat kernel trace on a six-dimensional compact
nilmanifold L\F(3+3) by a typical lattice L,

L =
{
(m1,m2,m3, k1, k2, k3)

∣∣ mi, ki ∈ Z
}
.

The method of calculating the trace is same as the one in the last section and
so we do not repeat the details. We recall that the sub-Laplacian Δsub

F(3+3)
on the

group F(3+3) is

−Δsub
F(3+3)

=

(
∂

∂x1
− x2

∂

∂z1
− x3

∂

∂z2

)2

+

(
∂

∂x2
+ x1

∂

∂z1
− x3

∂

∂z3

)2

+

(
∂

∂x3
+ x1

∂

∂z2
+ x2

∂

∂z3

)2

.

The heat kernel on L\F(3+3) has the form∑
γ∈L

Ksub
F(3+3)

(
t, γ · (x, z), (x̃, z̃)

)
and its trace is the integral∑

γ∈L

∫
FL

Ksub
F(3+3)

(
t, γ · (x, z), (x, z)

)
dxdz,

where FL is a fundamental domain of the lattice L.
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Theorem 13.1.∑
γ∈L

∫
FL

Ksub
F(3+3)

(
t, γ ∗ (x, z), (x, z)

)
dxdz

=
∑

�1,�2,�3∈Z

e−2π2 t
(
�21+�

2
2+�

2
3

)
+ 3
∑
�∈Z

∞∑
k=1

e−2π2�2t 2k

sinh 2πtk

+ 3
∑

m1,m2∈Z, m1·m2 �=0

(|m1|,|m2|)=1

+∞∑
k=1

∑
�∈Z

e
−2π2t 
2

m2
1+m2

2
k

sinh 2πtk
√

m2
1 + m2

2

+
∑

m1,m2,m3∈Z,m1·m2·m3 �=0

(|m1|,|m2|,|m3|)=1

+∞∑
k=1

∑
�∈Z

e
−2π2 t 
2

m2
1+m2

2+m2
3

k

sinh 2πtk
√

m2
1 + m2

2 + m2
3

.

14. Heat trace asymptotics on compact nilmanifolds
of the dimensions five and six

In the present section we calculate the short time expansion of the heat kernel trace
for the sub-Laplacians Δsub

L\G5
and Δsub

L\F(3+3)
on a five- and six-dimensional compact

nilmanifold, respectively. We make directly use of the integral forms of these kernels
and as an application we show that the spectral zeta-functions corresponding to
these sub-Laplacians admit a meromorphic extension to the complex plane with
only one simple pole at s = 7

2 and s = 9
2 in the five- and six-dimensional cases,

respectively. Moreover, we obtain the residues in these poles.

14.1. The six-dimensional case

According to a general formula it is known that the heat kernel Ksub
F(3+3)

=

Ksub
F(3+3)

(
t, (x, z), (x̃, z̃)

)
∈ C∞(R+×F(3+3)×F(3+3)) for the sub-Laplacian Δsub

F(3+3)
,

i.e., the kernel function of the operator
{
e
− t

2 ·Δsub
F(3+3)

}
t>0

has the form

Ksub
F(3+3)

(
t, (x, z), (x̃, z̃)

)
=

1

(2πt)9/2

∫
R3

exp

{
−

A
(
(x̃, z̃)−1 ∗ (x, z), τ

)
t

}
W (τ) dτ,

where the function A = A(x, z, τ) is called action function and is given by the
formula

A(x, z, τ) =
√
−1 〈τ, z〉+ 1

2

〈
Ω(
√
−1 τ) cothΩ(

√
−1 τ) · x, x

〉
.

In the above formula, the matrix Ω(τ) is the following 3×3 anti-symmetric matrix

Ω(τ) =

⎛⎝ 0 τ1 τ2
−τ1 0 τ3
−τ2 −τ3 0

⎞⎠
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with τ = (τ1, τ2, τ3) ∈ R3 and we denote by 〈·, ·〉 the standard inner product on
R3. The function W (τ) is given by

W (τ) =

(
det

√
−1Ω(τ)

sinh
√
−1Ω(τ)

)1/2

=
|τ |

sinh |τ |

and with the definition h(x) = x cothx− 1 we have

√
−1Ω(τ) coth

√
−1Ω(τ) = Id+h(

√
−1Ω(τ)) = Id+

|τ | coth |τ | − 1

|τ |2
(√
−1Ω(τ)

)2
.

We start with some preparations:

Theorem 14.1. For any functions f(x) in S(Rn), we have∑
�∈Zn

f̃(�) =
∑
k∈Zn

f(2πk),

where f̃ denotes the inverse Fourier transform of f . In particular, it follows that

1√
2πt

∑
n∈Z

e−
n2

2t =
∑
k∈Z

e−2π2k2t.

We also use the following estimate:

Theorem 14.2. Let f ∈ C∞(R) such that
∫
R
|∂αf(x)| dx <∞ for any multi-index

α. Then, for any integer N ≥ 2, we have∣∣∣∣∣∑
n∈Z

∫
R

e
√−1 n·ζ

t f(ζ) dζ −
∫
R

f(ζ) dζ

∣∣∣∣∣ ≤ tNζ(N)

∫
R

|∂Nf(x)| dx.

Proof. For n �= 0 we have∫
R

e
√−1 n·ζ

t f(ζ) dζ =
tN

nN

∫
R

(
(−
√
−1∂ζ)

Ne
√−1 n·ζ

t

)
f(ζ) dζ

=
tN

nN

∫
R

e
√−1 n·ζ

t (−
√
−1 ∂ζ)

Nf(ζ)dζ.

Therefore, it follows∣∣∣∣∣∣
∑

n∈Z\{0}

∫
R

e
√−1 n·ζ

t f(ζ) dζ

∣∣∣∣∣∣ ≤ tN
∞∑
n=1

1

nN

∫
R

|∂Nf(x)| dx

which proves the assertion. �

Corollary 14.3. For any real constant k and all N ∈ N, we have∑
n∈Z, n�=0

nke−
n2

2t = O(tN ).
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We need to evaluate the following integral:

Theorem 14.4. It holds∫
Rd

|τ |
sinh |τ | dτ = 4πd/2

Γ(d + 1)

Γ(d/2)

(
1− 2−(d+1)

)
ζ(d + 1).

In particular,

(i)
∫
R

|τ |
sinh |τ | dτ = π2

2 ,

(ii)
∫
R2

|τ |
sinh |τ | dτ = 7πζ(3),

(iii)
∫
R3

|τ |
sinh |τ | dτ = π5

2 .

Proof. Since the integrand is a radial symmetric function, we have∫
Rd

|τ |
sinh |τ | dτ = Vd

∫ ∞

0

rd

sinh r
dr = 2Vd

∫ ∞

0

rde−r

1− e−2r
dr,

where Vd = 2πd/2 Γ(d/2)−1 is the surface volume of the unit sphere of dimension
d− 1. Further∫ ∞

0

rde−r

1− e−2r
dr

=

∞∑
j=0

∫ ∞

0

rde−(1+2j)r dr =

∞∑
j=0

1

(1 + 2j)d+1

∫ ∞

0

rde−r dr

= 2−(d+1) Γ(d + 1) ζ
(
d+ 1,

1

2

)
= Γ(d + 1)

(
1− 2−(d+1)

)
ζ(d + 1).

The results in (i)–(iii) are obtained by using ζ(2) = π2

6 and ζ(4) = π4

90 . �

Now, we can calculate the short time asymptotics of the heat kernel trace for
the sub-Laplacian Δsub

F(3+3)
. By fixing a lattice L in F(3+3),

L =
{
(m1,m2,m3, k1, k2, k3)

∣∣ mi, ki ∈ Z
}

we have the following result for the asymptotic behaviour as t goes to 0 for∑
γ∈L

Ksub
F(3+3)

(
t, γ ∗ (x, z), (x, z)

)
and for the trace of the heat kernel on L\F3,

KL\F(3+3)
(t) =

∑
γ∈L

∫
FL

Ksub
F3

(
t, γ ∗ (x, z), (x, z)

)
dxdz.

FL is a fundamental domain of L, i.e., FL =
{
(x1, x2, x3, z1, z2, z3)

∣∣ 0 ≤ xj <

1, 0 ≤ zj < 1
}
.
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Theorem 14.5. For any (x, z) ∈ FL, it holds:∑
γ∈L

Ksub
F(3+3)

(
t, γ ∗ (x, z), (x, z)

)
=

1

(2π)9/2

(∫
R3

|τ |
sinh |τ |dτ

)
t−9/2 + O(t∞)

=

√
π

32
√
2

t−9/2 + O(t∞).

Proof. We have for γ = (m, k)

γ ∗ (x, z) =
(
x + m, z1 + k1 + q1(m,x), z2 + k2 + q2(m,x), z3 + k3 + q3(m,x)

)
,

(x, z)−1 ∗ γ ∗ (x, z) =
(
m, k1 + 2q1(m,x), k2 + 2q2(m,x), k3 + 2q3(m,x)

)
,

where

q1(m,x) = m1x2 −m2x1, q2(m,x) = m1x3 −m3x1, q3(m,x) = m2x3 −m3x2.

Hence it follows

A
(
(x, z)−1 ∗ γ ∗ (x, z), τ

)
=
√
−1
〈
τ, k + 2q(m,x)

〉
+

1

2

〈
Ω(
√
−1 τ) cothΩ(

√
−1 τ) ·m, m

〉
,

and Ksub
F(3+3)

(
t, γ ∗ (x, z), (x, z)

)
is of the form

Ksub
F(3+3)

(
t, γ∗(x, z), (x, z)

)
=

1

(2πt)9/2

∫
R3

exp
{
−
√
−1
∑3
j=1(kj + 2qj(m,x))τj

t

}
× exp

{
− 1

2t

〈
Ω(
√
−1 τ) cothΩ(

√
−1 τ) ·m, m

〉} |τ |
sinh |τ | dτ.

Now, we distinguish the following four cases:

(I) Let γ = (0, 0). Then

Ksub
F(3+3)

(
t, γ ∗ (x, z), (x, z)

)
=

1

(2πt)9/2

∫
R3

|τ |
sinh |τ |dτ.

(II) Let γ = (0, k) with k ∈ Z3\{0}. Then

Ksub
F(3+3)

(
t, γ ∗ (x, z), (x, z)

)
=

1

(2πt)9/2

∫
R3

exp
{
−
√
−1
t
〈k, τ〉

} |τ |
sinh |τ | dτ.

According to Theorem 14.2 we have∑
k∈Z3\{0}

Ksub
F(3+3)

(
t, (0, k) ∗ (x, z), (x, z)

)
= O(t∞).

(III) Let γ = (m, 0) with m ∈ Z3\{0}. Then

exp
{
− 1

2t

〈
Ω(
√
−1 τ) cothΩ(

√
−1 τ) ·m, m

〉}
= exp

{
− 1

2t
|m|2 − 1

2t

〈
h
(
Ω(
√
−1 τ)

)
·m, m

〉}
.
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Noting that〈
h(
√
−1Ω) ·m, m

〉
=
|τ | coth |τ | − 1

|τ |2
{
(τ1m2 + τ2m3)

2 + (−τ1m1 + τ3m3)
2 + (τ2m1 + τ3m2)

2
}

is nonnegative, we obtain∣∣∣Ksub
F(3+3)

(
t, (m, 0) ∗ (x, z), (x, z)

)∣∣∣ ≤ 1

(2πt)9/2
e−

1
2t |m|2

∫
R3

|τ |
sinh |τ | dτ.

Therefore, this case is also negligible because∣∣∣ ∑
m∈Z3\{0}

Ksub
F3

(
t, (m, 0) ∗ (x, z), (x, z)

)∣∣∣
≤ 1

(2πt)9/2

∑
m∈Z3\{0}

e−
1
2t |m|2

∫
R3

|τ |
sinh |τ | dτ = O(t∞),

where we have used Corollary 14.3.

(IV) Let γ = (m, k) with m ∈ Z3\{0} and k ∈ Z3\{0}. Then we can use the
identity

t2

k2
j

(√
−1 ∂

∂τj

)2

e−
√−1

t 〈k,τ〉 = e−
√−1

t 〈k,τ〉

for kj �= 0, and we can write

Ksub
F(3+3)

(
t, γ ∗ (x, z), (x, z)

)
=

1

(2πt)9/2

∫
R3

t6∏
kj �=0 k2

j

exp
{
−
√
−1 〈k, τ〉

t
− |m|

2

2t

} 3∏
j=1

kj �=0

(√
−1 ∂

∂τj

)2

×
[
exp
{
−
√
−1
t
〈2q, τ〉 − 1

2t

〈
h(
√
−1Ω) ·m, m

〉} |τ |
sinh |τ |

]
dτ.

Noting that |qj(m,x)| ≤ |m|, we have∣∣∣Ksub
F(3+3)

(
t, γ ∗ (x, z), (x, z)

)∣∣∣ = 1

(2πt)9/2
t6∏

kj �=0 k2
j

exp
{
−|m|

2

2t

}
×
∫
R3

{
1 +
( |m||τ |

t

)6
+
( |m|2

t

)3}
max
|α|≤6

{
∂α

∂τα

(
|τ |

sinh |τ |

)}
dτ

≤ C(c6 + 1)∏
kj �=0 k2

j

exp

(
−|m|

2

4t

)
,

where we have used(
|m|2

t

)�
exp

(
−|m|

2

2t

)
≤ c� exp

(
−|m|

2

4t

)
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with c� = supx>0{x�e−
x
4 }. Then∣∣∣ ∑

m,k∈Z3\{0}
Ksub
F(3+3)

(
t, γ ∗ (x, z), (x, z)

)∣∣∣
≤ C(c6 + 1)

∑
m∈Z3\{0}

exp

(
−|m|

2

4t

)
= O(t∞).

By Theorem 14.4 we obtain the second equality in Theorem 14.5. �

Corollary 14.6. The heat kernel trace of Δsub
L\F(3+3)

has the following short time

asymptotic expansion

KL\F(3+3)
(t) =

√
π

32
√
2

t−9/2 + O(t∞).

Let Λ6 = σ(Δsub
L\F(3+3)

) denote the spectrum of the sub-Laplacian Δsub
L\F(3+3)

.

Then, the corresponding spectral zeta function is defined by

ζsubL\F(3+3)
(s) =

∑
0�=λ∈Λ6

1

λs
. (14.1)

Via Mellin transform we have the relation

ζsubL\F(3+3)
(s) =

1

Γ(s)

∫ ∞

0

(
KL\F(3+3)

(t)− 1
)
ts−1 dt.

Now, the asymptotic expansion in Corollary 14.6 implies:

Theorem 14.7. The function (14.1) is meromorphic on the complex plane with one
simple pole in s = 9

2 and residue

Ress=9/2ζ
sub
L\F(3+3)

(s) =

√
π

32
√
2 Γ(92 )

=
1

210
√
2
.

In particular, it follows that the spectral zeta-function is complex analytic in a
neighbourhood of zero.

14.2. The five-dimensional case

We fix a lattice L =
{
(m1,m2,m3, k1, k2)

∣∣ mi, ki ∈ Z
}
in G5. Then we have the

following theorem for the asymptotic behaviour as t goes to 0 for∑
γ∈L

Ksub
G5

(
t, γ ∗ (x̃, z̃), (x, z)

)
and for the trace of the heat kernel on L\G5

KL\G5
(t) =

∑
γ∈L

∫
FL

Ksub
G5

(
t, γ ∗ (x, z), (x, z)

)
dxdz,

where FL = {(x1, x2, x3.z1, z2) : 0 ≤ xj < 1, 0 ≤ zj < 1} is a fundamental domain
of the lattice L.
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Theorem 14.8. For any (x, z) ∈ FL, it holds that∑
γ∈L

Ksub
G5

(
t, γ ∗ (x, z), (x, z)

)
=

1

(2π)7/2

(∫
R2

|τ |
sinh |τ |dτ

)
t−7/2 + O(t∞)

=
7

8
√
2

ζ(3)

π5/2
t−7/2 + O(t∞).

Proof. In this case, Ksub
G5

(
t, γ ∗ (x, z), (x, z)

)
is of the form

Ksub
G5

(
t, γ ∗ (x, z), (x, z)

)
=

1

(2πt)7/2

∫
R2

exp
{
−
√
−1
∑2

j=1(kj + 2qj(m,x))τj

t

}
× exp

{
− 1

2t

〈
Ω0(
√
−1 τ) cothΩ0(

√
−1 τ) ·m, m

〉} |τ |
sinh |τ | dτ,

where the matrix Ω0(τ) is the following 3× 3 anti-symmetric matrix:

Ω(τ) =

⎛⎝ 0 τ1 τ2
−τ1 0 0
−τ2 0 0

⎞⎠
with τ = (τ1, τ2) ∈ R2. Using arguments similar to those in the proof of the
six-dimensional case, we get the assertion. �
Corollary 14.9. The heat kernel trace of Δsub

G5
has the following short time asymp-

totic expansion:

KL\G5
(t) =

7

8
√
2

ζ(3)

π5/2
t−7/2 + O(t∞).

Let Λ5 = σ(Δsub
G5

) denote the spectrum of the sub-Laplace operator Δsub
G5

. As
before we define the corresponding spectral zeta function by

ζsubL\G5
(s) =

∑
0�=λ∈Λ5

1

λs
. (14.2)

Theorem 14.10. The function (14.2) is meromorphic on the complex plane with
one simple pole at s = 7/2 and residue

Ress=7/2 ζsubL\G5
(s) =

7ζ(3)

8
√
2π5/2 Γ(72 )

=
7ζ(3)

15
√
2π3

.

In particular, it follows that the spectral zeta function (14.2) is complex analytic
in a neighbourhood of zero.
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15. Concluding remarks

We end up with several remarks together with some of the future problems.

Remark 15.1. In both of the above cases and also for Heisenberg manifolds of any
dimension, it turns out that the spectral zeta function has only one simple pole
(see [BF4-10]). In the Riemannian case and even for three-dimensional Heisenberg
manifolds, the spectral zeta function has infinitely many simple poles (see [FG-03]).
It seems that the behaviour of the spectral zeta function of the sub-Laplacian on
compact nilmanifolds is closer related to the flat torus case, since the compact
nilmanifold is the total space of the fiber bundle. Both the base and the fiber
spaces are flat tori. In the sense of the Hörmander condition the sub-Laplacian is
dominated by the Laplacian on the base space (= torus). Note that the spectral
zeta function of the flat torus is an Epstein zeta function which has only one
simple pole at s =half of the dimension of the torus . So we may expect that for
any compact 2-step nilmanifold the spectral zeta function of a sub-Laplacian can
be extended to a meromorphic function and that it has only one simple pole.

Remark 15.2. According to the general construction of the heat kernel on 2-step
nilpotent Lie groups given in [BGG1-96], we have an integral expression for the
heat kernel. In the integrand hyperbolic functions of a skew-symmetric matrix Ω(τ)
defined by the structure constants of the group appear. The explicit expression of
this matrix in terms of the components is used to determine the spectrum of the
sub-Laplacian (and of the Laplacian) on their compact nilmanifolds. It seems to be
difficult to accomplish the calculation purely from the matrix form of (11.3), since
there are 2-step nilpotent Lie groups without any lattices, cf. [Rag-72], [Eb-03].

Remark 15.3. In the last two sections we only treated a typical lattice of the
nilpotent Lie groups. Of course, it is possible to deal with general lattices. However,
within the authors’ knowledge we do not have a complete classification of lattices
even for the general 2-step nilpotent Lie groups apart from the Heisenberg group
cases. Though, if it is possible to parametrize a subclass of lattices, say in the free
nilpotent Lie group in an obvious way, then we can develop the inverse spectral
problem among such lattices similar to the results obtained in [GW-86].

Remark 15.4. By different methods, it is possible to calculate an integral form of
the spectral zeta-functions given in the last section. This leads to an expression of
its derivative at s = 0 and therefore gives the zeta-regularized determinant of the
corresponding operators. The details will be given in a forthcoming paper [BFI]
(see also [BF3-08]).
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Appendix A. Basic theorems for pseudo-differential operators of
Weyl symbols and heat kernel construction

Let Smρ,δ ⊂ C∞(Rn × Rn) be the symbol class as usual (0 ≤ δ ≤ ρ ≤ 1, δ < 1),

p(x, ξ) ∈ Smρ,δ ⇐⇒ ∀α, ∀β (= multi-indices) ∃ constant C = Cα,β > 0 such that∣∣∣∣∂|α|+|β|p(x, ξ)

∂xα∂ξβ

∣∣∣∣ = ∣∣∣p(β)(α)(x, ξ)
∣∣∣ ≤ Cα,β (1 + |ξ|)m−ρ|α|+δ|β|

,

where α = (α1, . . . , αn) ∈ Zn, αi ≥ 0, |α| =
∑

αi, |ξ| =
√∑

ξ 2
i , and so on. For

each integer � ≥ 0 we denote by |p|(m)
� (p ∈ Smρ, δ) the semi-norm on the space Smρ, δ,

|p|(m)
� = sup

|α|+|β|≤�
sup

(x,ξ)∈Rn×Rn

{∣∣∣p(β)(α)(x, ξ)
∣∣∣ (1 + |ξ|)−m+ρ|α|−δ|β|}

.

Equipped with these semi-norms {| · |(m)
� }�≥0, the space Smρ, δ becomes a Fréchet

space. We also use the notation 〈ξ〉 =
(
1 + |ξ|2

)1/2
and x · ξ =

∑
xiξi = 〈x, ξ〉.

Definition A.1. A pseudo-differential operator P on Rn of Weyl symbol p(x, ξ) ∈
Smρ,δ is defined in terms of the oscillatory integral (Os−

∫
) by the following formula

(see L. Hörmander [Hö2-79] and C. Iwasaki and N. Iwasaki [II1-79], [II2-81]):

Pu(x) = pw(x,D)u(x)

= Os− (2π)−n
∫
Rn×Rn

e−
√−1y·ξp

(
x +

y

2
, ξ
)

u(x + y) dydξ

= Os− (2π)−n
∫
Rn×Rn

e
√−1(x−y)·ξp

(
x + y

2
, ξ

)
u(y) dydξ.

For the rest of this chapter we use pseudo-differential operators of Weyl symbols.

The product of pseudo-differential operators of Weyl symbol P = pw(x,D)
and Q = qw(x,D) is also a pseudo-differential operator of Weyl symbol
σw(pw(x,D)qw(x,D)) = p ◦w q, i.e.,

pw(x,D)qw(x,D) = (p ◦w q)w(x,D).

In fact, the Weyl symbol p◦w q is given by the integral (A.1), which is proved
in Theorem A.2:

(p ◦w q)(x, ξ) = Os− (2π)−2n

∫
Rn×Rn

∫
Rn×Rn

e−
√−1(y1·w1+y2·w2)

× p
(
x− y2

2
, ξ +w1

)
q
(
x +

y1

2
, ξ +w2

)
dy1dw1dy2dw2, (A.1)

where yi = (y1,i, . . . , yn,i) and wi = (w1,i, . . . , wn,i) (i = 1, 2).

Theorem A.2. Let p ∈ Sm1

ρ,δ and q ∈ Sm2

ρ,δ . Then for any integer N we have an
expansion

p ◦w q =

N−1∑
j=0

(
1

2
√
−1

)j
σj(p, q) + rwN (p, q),
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where

σj(p, q) =
∑

|α|+|β|=j

(−1)|β|
α!β!

p
(α)
(β)(x, ξ)q

(β)
(α)(x, ξ) ∈ S

m−(ρ−δ)j
ρ,δ ,

rwN (p, q) ∈ S
m−(ρ−δ)N
ρ,δ .

There exist constants �0 and C such that the following estimate holds for any �:

|rwN |
(m−(ρ−δ)N)
� ≤ C

∑
|α|+|β|=N

|p(α)(β)|
(m1−ρ|α|+δ|β|)
�+�0

|q(β)(α)|
(m2+δ|α|−ρ|β|)
�+�0

.

Remark A.3. Pseudo-differential operators of Weyl symbol are pseudo-differential
operators in the usual sense. In fact, we have

pw(x,D) = q(x,D)

if

q(x, ξ) = Os− (2π)−n
∫
Rn×Rn

e−
√−1y·ηp

(
x +

y

2
, ξ + η

)
dydη

and

p(x, ξ) = Os− (2π)−n
∫
Rn×Rn

e
√−1y·ηq

(
x +

y

2
, ξ + η

)
dydη.

This shows that the conditions p(x, ξ) ∈ Smρ,δ and q(x, ξ) ∈ Smρ,δ are equivalent.

Remark A.4. It is clear that

σj(p, q) = (−1)jσj(q, p) for any j,

so we have

σj(p, p) = 0 if j is an odd integer.

Remark A.5.

σ1(p, q) = 〈J∇p,∇q〉 ,

σ2(p, q) = −
1

2
tr(JHpJHq),

where J is the 2n× 2n matrix defined by

J =

(
0 I
−I 0

)
and ∇p =t

(
∂p
∂x1

, . . . , ∂p
∂xn

, ∂p∂ξ1 , . . . , ∂p
∂ξn

)
. The matrix Hp is called Hesse matrix

and is given by

Hp =

⎛⎜⎝
∂2p

∂xi∂xj

∂2p
∂xi∂ξj

∂2p
∂ξi∂xj

∂2p
∂ξi∂ξj

⎞⎟⎠ .

The following holds for the multi-product of pseudo-differential operators of
Weyl symbols.
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Theorem A.6. If pj belongs to S
m(j)
ρ,δ (j = 1, . . . , ν), then the operator product

pw1 (x,D) . . . pwν (x,D) is a pseudo-differential operator of Weyl symbol

p(x, ξ) = σw(pw1 (x,D) . . . pwν (x,D)) ∈ Smρ,δ (m = Σνj=1m(j))

again and p satisfies the following estimate: There exist constants C and �0 inde-
pendent of ν such that for any �:

|p|(m)
� ≤ Cν

ν∏
j=1

|pj |(m(j))
�+�0

.

In fact, p(x, ξ) is given by

p(x, ξ) = Os− (2π)−nν

2ν︷ ︸︸ ︷∫
Rn

∫
Rn

. . .

∫
Rn

exp

⎛⎝−√−1 ν∑
j=1

yj · wj

⎞⎠
×

ν∏
j=1

pj

⎛⎝x +
1

2

j−1∑
k=1

yk −
1

2

ν∑
k=j+1

yk, ξ + wj

⎞⎠ dV,

where dV = dy1dw1dy2dw2 . . . dyνdwν .

Let pw(x,D) be a pseudo-differential operator with p(x, ξ) ∈ Smρ, δ. We con-
sider the heat operator

∂

∂t
+ pw(x,D)

and construct the fundamental solution E(t) as a pseudo-differential operator of
a Weyl symbol e(t;x, ξ),

d

dt
ew(t;x,D) + pw(x,D)ew(t;x,D) = 0 in (0, T )× Rn,

ew(0;x,D) = I,

where pw(x,D) is a pseudo-differential operator of Weyl symbol p(x, ξ). We assume
that the symbol p(x, ξ) is in a classical symbol class, i.e., p(x, ξ) ∈ Sm1, 0 (m ∈ N)
and has an asymptotic expansion into homogeneous functions of the variables ξ.

In this section we consider a degenerate operator which has a sub-elliptic
estimate and was characterized by A. Melin [Me-71]. We sketch the construction
of the fundamental solution to the heat equation following the paper [II2-81].

Theorem A.7. Let p(x, ξ) ∈ Sm1,0 satisfies the following condition (A):

(A)

{
(a) pm(x, ξ) ≥ 0,

(b) Re(pm−1) +
1
2 tr

+(A) ≥ c |ξ|m−1 for some positive constant c on Σ,

where Σ =
{
(x, ξ)

∣∣ pm(x, ξ) = 0
}
is the characteristic set of pm(x, ξ), A(x, ξ) =

A =
√
−1JHpm and tr+(A) is the sum of positive eigenvalues of A. Here Hpm is

the Hesse matrix of the principal symbol pm(x, ξ).
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Then we can construct the symbol e(t;x, ξ) belonging to the symbol class
S0
1/2,1/2 and S−∞ for t > 0 in the following form: For any integer N we have

the expansion

e(t;x, ξ)−
N−1∑
j=0

ej(t;x, ξ) ∈ S
−N/2
1/2,1/2,

e0(t;x, ξ) = exp
{
ϕ(t;x, ξ)

}
and ej(t;x, ξ) ∈ S

−j/2
1/2,1/2

with the function

ϕ(t;x, ξ) = −pm(x, ξ)t − pm−1(x, ξ)t

− 1

2
tr

{
log

(
cosh

(
tA

2

))}
+

√
−1t2
4

〈
G

(
tA

2

)
J∇pm, ∇pm

〉
and

G(x) =
1− tanhx

x

x
.

Sketch of proof. Assume that the fundamental solution is a pseudo-differential
operator of Weyl symbol e(t;x, ξ) = eϕ(t;x,ξ). Then we have by Theorem 1.2

∂

∂t
e(t) +

∞∑
j=0

(
1

2
√
−1

)j
σj(p, e(t)) = 0, e(0) = 1.

Neglecting terms σj(p, e(t)) for j ≥ 3, we get the following equation for ϕ with
ϕ(0) = 0

∂

∂t
ϕ + p +

1

2
√
−1
〈
J∇p,∇ϕ

〉
+

1

8
tr
(
JHpJHϕ

)
− 1

8

〈
J∇ϕ,HpJ∇ϕ

〉
= 0.

It is hard to find the solution of the above equation. But neglecting the derivatives
of p and ϕ of order greater than three, we can find a suitable solution as follows:
The above equation means that X =

√
−1JHϕ satisfies

∂

∂t
X + A +

1

2
(AX −XA)− 1

4
XAX = 0, X | t=0 = 0

with A =
√
−1JHp. The unique solution of this equation is

X = −2 tanh(At/2).

Setting

y = J∇ϕ, b = J∇p,

we have
∂

∂t
y + b +

1

2
(Ay −Xb)− 1

4
XAy = 0, y| t=0 = 0.

The unique solution of the above equation is given by

y = A−1Xb.
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We finally obtain

ϕ = −pt− 1

2
tr [log{cosh(At/2)}] +

√
−1t2
4

〈
G(At/2)J∇p,∇p

〉
.

It is easy to show that ∣∣∣∣∣ 1√
det{cosh(At/2)}

∣∣∣∣∣ ≤ Ce−tr+At/2

and by the assumption on the characteristic set

ϕ(x, ξ) ≤ −C 〈ξ〉m t if pm(x, ξ) ≥ c|ξ|m,

ϕ(x, ξ) ≤ −c 〈ξ〉m−1
t in Σ.

We need a precise argument to obtain an estimate for ϕ near the set Σ. According
to [II2-81] we have

eϕ ∈ S0
1/2,1/2.

We give some remarks on the construction of e(t;x, ξ). If we have constructed
ej(t;x, ξ) for j = 1, 2, . . . , N − 1 such that(

∂

∂t
+ pw(x,D)

)⎛⎝N−1∑
j=0

ewj (t;x,D)

⎞⎠ = rwN (t;x,D),

with rN (t;x, ξ) ∈ S
m−N/2
1/2,1/2 , then we can construct the symbol of the fundamental

solution of the form

e(t) =

N−1∑
j=0

ej(t) +

∫ t

0

N−1∑
j=0

ej(t− s) ◦w ψ(s)ds

with ψ(t) ∈ S
m−N/2
1/2,1/2 if m−N/2 ≤ 0. In fact, we can construct ψ(t) as the unique

solution of the following equation using the previous theorem:

rN (t) + ψ(t) +

∫ t

0

rN (t− s) ◦w ψ(s)ds = 0.

In the case when p(x, ξ) is a polynomial in (x, ξ) of degree at most 2 the
fundamental solution E(t) is obtained as a pseudo-differential operator of Weyl
symbol e(t;x, ξ) = exp{ϕ(t, x, ξ)}, where

ϕ(t;x, ξ) = −pt− 1

2
tr

{
log

(
cosh

(
At

2

))}
+

√
−1t2
4

〈
G(At/2)J∇p,∇p

〉
,

because ϕ(t;x, ξ) is the exact solution of the equation

dϕ

dt
+ p +

1

2
√
−1

σ1(p, ϕ)−
1

4
σ2(p, ϕ)−

1

8

〈
J∇ϕ,HpJ∇ϕ

〉
= 0.

More precisely, we have the following Theorem A.8. It is a key theorem if we study
the construction of the fundamental solution for the heat equation of polynomial
coefficients.
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Theorem A.8. Let p(x, ξ) be a quadratic polynomial with respect to the variable
X = (x, ξ)t ∈ Rd × Rd,

p(x, ξ) =
1

2
〈X,HX〉.

Then E(t) = ew(t;x,D) is given as a pseudo-differential operator with symbol

e(t;x, ξ) =
1√

det cosh(At/2)
exp

[
−
√
−1 〈J tanh(At/2)X,X 〉

]
,

and with the 2d× 2d-matrix A =
√
−1JH.

Appendix B. Heat kernel of the sub-Laplacian on 2-step
nilpotent groups

We apply the previous construction of the fundamental solution to a degenerate
operator, i.e., to the case of the sub-Laplacian on a 2-step free nilpotent Lie group.

So, let F(N+N(N−1)/2)
∼= RN ⊕ RN(N−1)/2 be a connected and simply con-

nected free 2-step nilpotent Lie group with the Lie algebra f(N+N(N−1)/2) (which

is also identified with RN ⊕ RN(N−1)/2). We fix a basis
{
Xi, Zi, j

∣∣ 1 ≤ i, j ≤
N, i < j

}
of the Lie algebra f(N+N(N−1)/2). Their bracket relation are assumed

to be

[Xi, Xj] = 2Zij

for 1 ≤ i < j ≤ N and the group multiplication

∗ : F(N+N(N−1)/2) × F(N+N(N−1)/2) → F(N+N(N−1)/2)

is given as follows: let(∑
xiXi ⊕

∑
zijZij ,

∑
x̃iXi ⊕

∑
z̃ijZij

)
∈ RN ⊕ R

N(N−1)
2 × RN ⊕ R

N(N−1)
2 ,

then we have(∑
xiXi ⊕

∑
zijZij

)
∗
(∑

x̃i
)
Xi ⊕

∑
z̃ijZij

)
=
∑(

xi + x̃i
)
Xi ⊕

∑(
zij + z̃ij + xix̃j − xj x̃i

)
Zij .

Let X̃i be the left-invariant vector field on F(N+(N−1)/2) corresponding to Xi,

X̃i(f)g =
d

dt
f(g ∗ etXi)|t=0

=
∂f

∂xi
+
∑
j<i

xj
∂f

∂zji
−
∑
j>i

xj
∂f

∂zij
,

where g = (x, z) ∈ RN ⊕ RN(N−1)/2 ∼= F(N+N(N−1)/2). Let

(x, z; ξ, ζ) = (xi, zij ; ξi, ζij)

∈ T ∗(F(N+N(N−1)/2)) ∼= RN ⊕ RN(N−1)/2 × RN ⊕ RN(N−1)/2
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be the dual coordinates on the cotangent bundle. Then we understand the symbol
of vector fields X̃i and their Weyl symbols as

σw(X̃i) = σ(X̃i) =
√
−1

⎛⎝ξi +
∑
j<i

xjζji −
∑
j>i

xjζij

⎞⎠
=
√
−1
(
ξ − Ω(ζ)x

)
i
,

where Ω = Ω(ζ) is a N ×N skew symmetric matrix defined by(
Ω(ζ)
)
ij
= ζij (1 ≤ i < j ≤ N).

Let P be the sub-Laplacian

P = −1

2

N∑
i=1

X̃2
i .

Its Weyl symbol is given by

σw(P ) = −1

2

N∑
i=1

σw(X̃i)
2 =

1

2
〈X,HX〉 , X = t(x, ξ)

with a 2N × 2N -matrix H defined by

H =

(
−(Ω(ζ))2 Ω(ζ)

−Ω(ζ) I

)
.

We consider the pseudo-differential operator pw(x, z,Dx, Dz) with the Weyl sym-
bol σw(P ) and construct the following fundamental solution E(t) as a pseudo-
differential operator of Weyl symbol e(t;x, z, ξ, ζ),

d

dt
ew(t;x, z,Dx, Dz) + pw(x, z,Dx, Dz)e

w(t;x, z,Dx, Dz) = 0 in (0, T )× Rn,

ew(0;x, z,Dx, Dz) = I.

Theorem B.1. The symbol e(t;x, z, ξ, ζ) of the fundamental solution is given by

e(t;x, z, ξ, ζ) =
1√

det cosh
(√
−1 tΩ(ζ)

) exp[− t

2

〈
tanh

√
−1 tΩ0√

−1 tΩ0

H X, X

〉]
,

where

Ω0 =

⎛⎝Ω(ζ) 0

0 Ω(ζ)

⎞⎠ .

Then

E(t)u(x, z) = ew(t;x, z,Dx, Dz)u(x, z)

= (2π)−N−N(N−1)/2

∫
RN×RN

∫
RN(N−1)/2×RN(N−1)/2

ei〈x−x̃,ξ〉+i〈z−z̃,ζ〉

× e(t; (x + x̃)/2, (z + z̃)/2, ξ, ζ)u(x̃, z̃) dζdz̃dξdx̃.
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Corollary B.2. The kernel function K(t;x, z, x̃, z̃) of the above fundamental solu-
tion is given by

K(t;x, z, x̃, z̃) = (2πt)−N/2−N(N−1)/2

∫
RN(N−1)/2

e
√−1 〈x,Ω(ζ)x̃〉/t+√−1 〈z−z̃,ζ〉/t

× exp

{
− 1

2t

〈
x− x̃,

√
−1Ω(ζ)

tanh(
√
−1Ω(ζ))

(x− x̃)

〉}√
det

{ √
−1Ω(ζ)

sinh(
√
−1Ω(ζ))

}
dζ,

where < z, ζ >=
∑

1≤i<j≤N zijζij .

From the above expression of the kernel function K(t;x, z, x̃, z̃), we conclude
that it values on the diagonal are given by:

Corollary B.3.

K(t;x, z, x, z) = (2πt)−N/2−N(N−1)/2

∫
RN(N−1)/2

√
det

{ √
−1Ω(ζ)

sinh(
√
−1Ω(ζ))

}
dζ.

Proof of Theorem B.1. Let A =
√
−1JH be a 2N × 2N -matrix. Then the nth

power of the matrix A is given by

An = A(−2
√
−1Ω0)

n−1 = (−2
√
−1Ω0)

n−1A. (B.1)

Since

A =
√
−1
(
−Ω(ζ) I

Ω(ζ)2 −Ω(ζ)

)
,

the formula (B.1) is proved by the induction with respect to n if we note that

A2 = −2
(

Ω(ζ)2 −Ω(ζ)
−Ω(ζ)3 Ω(ζ)2

)
= −2

√
−1Ω0A.

Lemma B.4. Let h0(x) be an entire function. Then for the entire function h(x) =
xh0(x) we have

h

(
tA

2

)
=

t

2
Ah0(−

√
−1 tΩ0). (B.2)

Moreover, it holds

det

(
cosh

(
t A

2

))
= det

(
cosh(

√
−1 tΩ)

)
. (B.3)

Proof. The formula (B.2) is clear by the previous formula (B.1). Also the formula

cosh(t A/2) =
t

2
Ah(−

√
−1 tΩ0) + I2N ,

is derived from (B.1), where

I2N = the identity matrix of size (2N)× (2N)
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and h(x) = (coshx− 1)/x. By the formula,

cosh(tA/2) =
t

2
Ah
(
−
√
−1tΩ0

)
+ I2N = − t

2
Ah
(√
−1tΩ0

)
+ I2N

=
√
−1
(

t
2 Ω(ζ)h

(√
−1tΩ(ζ)

)
− t

2 h
(√
−1tΩ(ζ)

)
− t

2 (Ω(ζ))
2h
(√
−1tΩ(ζ)

)
t
2 Ω(ζ)h

(√
−1tΩ(ζ)

))+ I2N

=

⎛⎝ √−1t
2 Ω(ζ)h

(√
−1tΩ(ζ)

)
+ I −

√−1t
2 h

(√
−1tΩ(ζ)

)
−

√−1t
2 (Ω(ζ))2h

(√
−1tΩ(ζ)

) √−1t
2 Ω(ζ)h

(√
−1tΩ(ζ)

)
+ I

⎞⎠ ,

we have

det
(
cosh (tA/2))

)
= det

⎛⎝ √−1t
2 Ω(ζ)h

(√
−1tΩ(ζ)

)
+ I −

√−1t
2 h
(√
−1tΩ(ζ)

)
−

√−1t
2 (Ω(ζ))2h

(√
−1tΩ(ζ)

) √−1t
2 Ω(ζ)h

(√
−1tΩ(ζ)

)
+ I

⎞⎠

= det

⎛⎝ I −
√−1t

2 h
(√
−1tΩ(ζ)

)
Ω(ζ)

√−1t
2 Ω(ζ)h

(√
−1tΩ(ζ)

)
+ I

⎞⎠
= det

(
I −

√−1t
2 h
(√
−1tΩ(ζ)

)
0
√
−1tΩ(ζ)h

(√
−1tΩ(ζ)

)
+ I

)

= det
(√
−1tΩ(ζ)h

(√
−1tΩ(ζ)) + I

)
= det cosh

(√
−1tΩ(ζ)

)
. �

Theorem B.1 is obtained from the lemma above and Theorem A.8. The kernel
is given by

K(t;x, z, x̃, z̃) = (2π)−N−N(N−1)/2

∫
RN

∫
RN(N−1)/2

ei〈x−x̃,ξ〉+i〈z−z̃,ζ〉

× e
(
t ; (x + x̃)/2, (z + z̃)/2, ξ, ζ

)
dζdξ.

By applying the formula∫
RN

exp
(
− 〈Mξ, ξ〉+

√
−1 〈a, ξ〉

)
dξ

=
(
detM

)−1/2
πN/2 exp

(
−
〈
a,M−1a

〉
/4
)

with

M =
t

2

tanh(
√
−1tΩ(ζ))√
−1tΩ(ζ)

and a = (x− x̃)− tanh
(√
−1tΩ(ζ)

)
(x + x̃)/2

we get the assertion of Corollary B.2.
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Appendix C. The trace of the fundamental solution

In this appendix we consider a heat equation on a closed manifold under the
condition (A) and an additional condition (B).

(B) The principal symbol pm(x, ξ) vanishes exactly to the second order on the
characteristic set

Σ =
{
(x, ξ)

∣∣ pm(x, ξ) = 0, ξ �= 0
}
,

i.e., there exists a coordinate system (U × V ;u, v) about each point in Σ with the
property that

Σ ∩
(
U × V

)
= {(u, 0)},

and
pm(x, ξ) =

∑
ai j(u) vivj + O(|v|3) near v = 0 (C.1)

with det
(
ai j(u)

)
> 0. With this property we have an invariantly defined volume

form dΣ on Σ in such a way that

dΣ =
1√

det
(
ai j(u)

) G(u) du,

where Gdu ∧ dv is the local expression of the Liouville volume form.

Definition C.1. Under condition (B) the characteristic set Σ is the disjoint union
Σ =

⊔
Σj of connected components Σj . Then we call the minimum codimension,

d := min
{
codimension of Σj

}
the codimension of the characteristic set Σ. By Σ0 we denote the union of all
components Σj having codimension d.

Theorem C.2. Let M be a closed manifold. If p(x, ξ) ∈ Sm1,0(M) satisfies conditions
(A) and (B). Then the trace of the fundamental solution E(t) has the following
asymptotic behaviour as t goes to 0:

trE(t) =

⎧⎪⎨⎪⎩
(C1 + o(1)) t−n/m if n−md/2 < 0,(
C2 log(t

−1) + O(1)
)
t−n/m if n−md/2 = 0,

(C3 + o(1)) t−(n−d/2)/(m−1) if n−md/2 > 0,

where

C1 = (2π)−n
∫
T∗M

exp(−pm(x, ξ)) dxdξ,

C2 = m−1(2π)−n+d/2
∫
Σ0

(pm−1 + tr+(A)/2) exp(−pm−1 − tr+(A)/2) dΣ0,

C3 = (2π)−n+d/2
∫
Σ0

[
det
{
(A/2 sinh(A/2)

}]1/2
exp(−pm−1) dΣ

0.

Remark C.3. In the case where n−md/2 = 0, pm−1 +
1
2 tr

+(A) can be replaced
by any positive function homogeneous of order m− 1. So the constant C2 depends
only on dΣ0.
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Sketch of proof. Assume that the codimension of Σ is d. Let V be a local chart of
M . Set

Ω1 = T ∗V ∩
{
X = (x, ξ)

∣∣ pm(X) ≤ 〈ξ〉m−1+2ε, t〈ξ〉m−1 ≤ 〈ξ〉δ
}
,

Ω2 = T ∗V ∩
{
X = (x, ξ)

∣∣ pm(X) ≥ 〈ξ〉m−1+2ε
}

for suitable positive constants ε and δ. Then we have∫
V

trE(t)dx = (2π)−n
∫
V

∫
Rn

e(t;x, ξ) dξdx

= (1 + o(1)) (2π)−n
(∫

Ω1

expϕ(t)dxdξ +

∫
Ω2

expφ0(t) dxdξ

)
,

where

φ0(t) = −tpm(X).

Choose a point X = (x, ξ) near the characteristic set and choose a conical neigh-
bourhood Ω of X . By condition (B) we can construct a smooth function a = a(X)
defined in Ω such that

|d(X, a(X))− d(X,Σ)| ≤ d(X,Σ)2.

Instead of ϕ(t) we can use

φ3(t) = −pm−1(a)t

− 1

2
tr (log[cosh(A(a)t/2)])−

〈
a−X,

√
−1J tanh(A(a)t/2)(a−X)

〉
,

where a = a(X). Set

I(W ) =

∫
W

χ1 expφ3(t, x, ξ) dxdξ,

J(W ) =

∫
W

χ2 expφ0(t, x, ξ) dxdξ,

where χ1 and χ2 are characteristic functions of Ω1 and Ω2, respectively. We intro-
duce a local coordinate system (ω, r, y) as follows: There exists an open set U of
R2n−1−d and a smooth map τ(ω, r, y) from U ×R+×Rd to T ∗(Rn) such that τ is
a local diffeomorphism from U ×R+×Y with Y = {|y| < L} onto Ω that satisfies
the following conditions:

(1) τ(ω, r, y) = τ0(ω, r) + τ1(ω, r)y = (x, ξ),
(2) τ0(ω, r) is a diffeomorphism from U × R+ onto Σ, especially τ0(ω, 1) is a

diffeomorphism from U onto the intersection Σ1 of Σ and S∗(Rn) =
{
(x, ξ) ∈

Rn × Rn
∣∣ |ξ| = 1

}
,

(3) if X = τ(ω, r, y), then a(X) = τ0(ω, r).

Introduce a function Φ(ω, y) by

dxdξ = Φrn−1 drdωdy.
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Ω is divided into

Ωa =
{
(x, ξ) ∈ Ω

∣∣ rm−1t > 1, r > 1
}
,

Ωb =
{
(x, ξ) ∈ Ω

∣∣ rm−1t ≤ 1, r > 1
}
,

Ωc =
{
(x, ξ) ∈ Ω

∣∣ r ≤ 1
}
.

It is clear that

I(Ωc) = O(1), J(Ωc) = O(1).

(I) If 2n−md < 0, then we have

I(Ωa) = O(t−(n−d/2)/(m−1)) and I(Ωb) = o(t−n/m)

and

J(Ωa ∪ Ωb) =

∫
U

∫
r>1

∫
Y

χ2 expφ0(t) dxdξ

=

(∫
U

∫
Y

∫ ∞

t1/m
exp(φ0(1))Φrn−1 drdydω + o(1)

)
t−n/m

=

(∫
Ω

exp(φ0(1)) dxdξ + o(1)

)
t−n/m.

Note that the above integral is finite by the inequality φ0(t) ≤ −C|y|2rmt.

(II) If 2n−md = 0, then we have

I(Ωa) = O(t−n/m) and J(Ωa) = O(t−n/m).

Set

φ1(t) = −
1

2

〈
τ1(ω)y,∇2pm(ω)τ1(ω)y

〉
rmt,

where τ1(ω) = τ(ω, 1). Then we have

I(Ωb) =

∫
Ωb

χ1 expφ1(t) dxdξ + O(t−n/m),

J(Ωb) =

∫
Ωb

χ2 expφ1(t) dxdξ + O(t−n/m).

So it holds that

I(Ωb) + J(Ωb) =

∫
Ωb

expφ1(t) dxdξ + O(t−n/m).

Set Ωb = D1 ∪D2, where

D1 = Ωb ∩
{
1 ≤ r̃ ≤ t−1/m(m−1)

}
, D2 = Ωb ∩

{
t1/m ≤ r̃ < 1

}
and r̃ = rt1/m. Then we have

(i)

∫
D2

expφ1(t) dxdξ =

∫
U

∫
Y

∫ 1

t1/m
exp(φ1(1))Φr̃n−1 dr̃dydω t−n/m

= O(t−n/m),
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(ii)

∫
U

∫
Y

∫ t1/m(m−1)

1

exp(φ1(1))(Φ− Φ|y=0)r̃
n−1 dr̃dydω t−n/m = O(t−n/m),

(iii)

∫
U

∫
Y

∫ t−1/m(m−1)

1

exp(φ1(1))(Φ|y=0)r̃
n−1 dr̃dydω t−n/m

=

∫
U

∫
Rd

∫ t−1/m(m−1)

1

exp(φ1(1))(Φ|y=0)r̃
n−1 dr̃dydω t−n/m

=

∫
U

∫ t−1/m(m−1)

1

πd/2(Φ|y=0)r̃
n−1−md

2 dr̃

×
(detH+(ω)

2

)−1/2

(detT1)
−1/2 dω t−n/m + O(t−n/m)

=
(2π)d/2

m(m− 1)
log

(
1

t

)(∫
U

{
detH+(ω)

}−1/2
dΣ1

)
t−n/m + O(t−n/m)

=
(2π)d/2

m(m− 1)
log

(
1

t

)(∫
U

dΣs

)
t−n/m + o(t−n/m),

where we have used that

dΣ1 = (Φ|y=0)(detT1)
−1/2 dω

and the notations

T1 =
tτ1(ω)τ1(ω), dΣs = dΣ0

∣∣
|ξ|=1

.

Finally, we have that

I(Ωb) + J(Ωb) =
(2π)d/2

m(m− 1)
log

(
1

t

)(∫
U

dΣs

)
t−n/m + O(t−n/m).

(III) If 2n−md > 0, then

J(Ωa ∪Ωb) = o(t−(n−d/2)/(m−1)).

By the change of variables

rt1/(m−1) = r̃, yt−1/2(m−1) = ỹ,

we have

I(Ωa ∪ Ωb) =

∫
U

∫
r>1

∫
Y

χ1 expφ3(t) dxdξ

= t−(n−d/2)/(m−1) ·
(∫

U

∫
R+

∫
Rd

expφ3(1)(det T1)
1/2 dỹr̃n−1dr̃dΣ1 + o(1)

)
.

Set

φ3(1) = φ4 − pm−1(τ0(ω, r̃))− 1

2
tr (log [cosh(A(τ0(ω, r̃))/2)]) ,

with

φ4 = −
〈
τ1(ω)ỹ,

√
−1J tanh(A(τ0(ω, r̃)/2)τ1(ω)ỹ

〉
r̃.
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By∫
Rd

expφ4 dỹ

= (π/r̃)d/2{detH+(τ0(ω, r̃))/2}−1/2(det T1)
−1/2

[
det

(
A(τ0(ω, r̃))/2

tanh(A(τ0(ω, r̃))/2)

)]1/2
it holds that∫

Rd

expφ3(1) dỹ (det T1)
1/2 = (π/r̃)d/2{detH+(τ0(ω, r̃))/2}−1/2

× exp{−pm−1(τ0(ω, r̃))}
[
det

(
A(τ0(ω, r̃))/2

sinh(A(τ0(ω, r̃))/2)

)]1/2
.

Finally, we have∫
U

∫
R+

∫
Rd

expφ3(1)(detT1)
1/2dỹr̃n−1 dr̃dΣ1

= (2π)d/2
∫
U

∫
R+

{detH+(τ0(ω, r̃))}−1/2 exp{−pm−1(τ0(ω, r̃))}

×
[
det

(
A(τ0(ω, r̃))/2

sinh(A(τ0(ω, r̃))/2)

)]1/2
r̃n−d/2−1dr̃dΣ1

= (2π)d/2
∫
U

∫
R+

exp{−pm−1(τ0(ω, r̃))}
[
det

(
A(τ0(ω, r̃))/2

sinh(A(τ0(ω, r̃))/2)

)]1/2
dΣ0.

Appendix D. Selberg trace formula

In this appendix we sum up algebraic and geometric arguments of the Selberg
trace formula calculation. Convergences of sum and integrals are always assumed.

Let Γ be a discrete group which acts on a space M freely and properly
discontinuously with the (compact) quotient space Γ\M ,

Γ×M →M.

Also we assume that there is a measure dV = dV (x) on M invariant under the
action of Γ,

γ∗(dV ) = dV, ∀γ ∈ Γ.

So we have a measure on the quotient space Γ\M which we denote by dV , as well.

Let K = K(x, y) be a function on M ×M satisfying the invariance property

K(γ · x, γ · y) = K(x, y), ∀x, y ∈M and ∀γ ∈ Γ.

Then the sum

K(x, y) =
∑
γ∈Γ

K(γ · x, y)
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is a well-defined function on (Γ\M)× (Γ\M), since for μ, ν ∈ Γ

K(μ · x, ν · y) =
∑
γ∈Γ

K(γ · (μ · x), ν · y) =
∑
γ∈Γ

K((ν−1γμ) · x, y)

=
∑

ν−1γμ∈Γ

K((ν−1γμ) · x, y) =
∑
γ∈Γ

K(γ · x, y) = K(x, y).

Let us denote a fundamental domain of the action of Γ by F and consider the
integral

T =

∫
Γ\M

K(x, y) dV (x) =
∑
γ∈Γ

∫
F

K(γ · x, x) dV (x).

We denote a complete set of representatives of the conjugacy classes of Γ by
[Γ]. Let Sγ be the set of conjugate elements (in Γ) to γ, i.e.,

Sγ =
{
μ−1γμ

∣∣ μ ∈ Γ
}
.

The integral T can be rewritten as

T =
∑
γ∈[Γ]

∑
τ∈Sγ

∫
F

K(τ · x, x) dV (x) =
∑
γ∈[Γ]

∑
μ−1γμ∈Sγ

∫
F

K(γμ · x, μ · x) dV (x),

since Γ =
⋃
γ∈[Γ]

Sγ .

Let us pick a γ ∈ [Γ] and consider the integral

Iγ =
∑

μ−1γμ∈Sγ

∫
F

K(γμ · x, μ · x) dV (x).

Let Cγ be the centralizer of the element γ,

Cγ =
{
h ∈ Γ

∣∣ hγ = γh
}
,

and choose a complete set {μi} (which we denote by [Cγ ]) of representatives of

the quotient set Γ/Cγ . Then Sγ = {μ−1
i γμi|μi ∈ [Cγ ]}. Now the sum of integrals

Iγ is expressed as

Iγ =

∫
⋃

μi∈[Cγ ]

μi·F
K(γ · x, x) dV (x).

Since

Fγ =
⋃

μi∈[Cγ ]

μi · F

is a fundamental domain of the group action by Cγ , the integral T reduces to the
sum of integrals

T =
∑
γ∈[Γ]

Iγ =
∑
γ∈[Γ]

∫
Fγ

K(γ · x, x) dV (x).
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[Sa-42] L.A. Santaló, On the isoperimetric inequality for surfaces of constant neg-
ative curvature, (Spanish) Rev. Univ. Tucumán, 3 (1942), 243–259.



290 W. Bauer, K. Furutani and C. Iwasaki

[Se-93] C. Seeley, 7-dimensional nilpotent Lie algebras, Trans. Amer. Math. Soc.,
335 (1993), 479–496.

[St-86] R.S. Strichartz, Sub-Riemannian geometry, J. Differential Geom., 24(2)
(1986), 221–263.

[Va-88] I. Vardi, Determinants of Laplacians and multiple Gamma functions, SIAM
J. Math. Anal., 19 (1988), 493–507.

[WW-58] E.T. Whittaker and G.N. Watson, A course of modern analysis, Cam-
bridge Univ. Press, London, 1958.

Wolfram Bauer
Mathematisches Institut
Georg-AugustUniversität
Bunsen-Str. 3–5
D-37073 Göttingen
Germany
e-mail: wbauer@uni-math.gwdg.de

Kenro Furutani
Department of Mathematics
Faculty of Science and Technology
Science University of Tokyo
2641 Yamazaki, Noda, Chiba (278-8510)
Japan

Chisato Iwasaki
Department of Mathematics
University of Hyogo
2167 Shosha Himeji, Hyogo (671-2201)
Japan
e-mail: iwasaki@sci.u-hyogo.ac.jp

e-mail: furutani kenro@ma.noda.tus.ac.jp

mailto:wbauer@uni-math.gwdg.de
mailto:kenro@ma.noda.tus.ac.jp
mailto:iwasaki@sci.u-hyogo.ac.jp


Zeta Functions of Elliptic Cone Operators

Gerardo A. Mendoza

Abstract. This paper is an overview of aspects of the singularities of the zeta
function, equivalently, of the small time asymptotics of the trace of the heat
semigroup, of elliptic cone operators. It begins with a brief description of
classical results for regular differential operators on smooth manifolds, and
includes a concise introduction to the theory of cone differential operators.
The later sections describe recent joint work of the author with J. Gil and
T. Krainer on the existence of the resolvent of elliptic cone operators and the
structure of its asymptotic behavior as the modulus of the spectral parameter
tends to infinity within a sector in C on which natural ray conditions on the
symbol of the operator are assumed. These ideas are illustrated with examples.

Mathematics Subject Classification (2000). Primary: 58J50, 35P05, Secondary:
47A10, 58J35.

Keywords. ζ function of an elliptic operator, manifold with conical singulari-
ties, heat trace expansion.

1. Introduction

The principal aim of these notes is to give an overview of certain interesting struc-
tural properties of the zeta function of an elliptic cone operator on a compact
manifold. We begin, in Section 2, with an account of the zeta function of elliptic
operators in the classical settings, and continue in Section 3 with a description of
a number of results mostly concerning the equivalent problem of the structure of
the small time asymptotics of the trace of the heat semigroup of elliptic opera-
tors on manifolds with conical singularities (assuming of course some appropriate
positivity conditions).

A reader wishing to go somewhat further into the details of the theory and
the meaning of some terms used in the statements in Section 3 may benefit from
the material in Sections 4 and 5, which go into some of the details of the theory of
cone operators. Some aspects of the spectral theory of elliptic cone operators are

Research partially supported by NSF grant DMS-0901173.

M. Demuth et al. (eds.), Partial Differential Equations and Spectral Theory, Operator Theory: 291
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presented in Section 6. Sections 4, 5, and 6 are needed for Sections 7 and 8. The
first of these last two sections presents results concerning rays of minimal growth,
while the last is intended to give an idea of the origin of the complicated structure
of the singularities of the zeta function.

The expositions in Sections 4 to 8 are based on joint work with Juan B. Gil
and Thomas Krainer contained in the papers [14, 15, 16, 17, 18].

2. Classical results

Leaving aside the a posteriori observation about the relation between the classical
Riemann (or the Epstein) zeta function and the zeta function of the Laplacian on
a circle (or torus), it is fair to say that the zeta function of a differential operator
appeared first in a paper of T. Carleman [6]. There he proves Weyl’s estimate for
the eigenvalues of the Dirichlet Laplacian on a planar regionM with piecewise C2

boundary (“continuous curvature”) using the Ikehara-Wiener Tauberian theorem
(Ikehara [22], see Korevaar [27]). In Carleman’s paper, the zeta function appears
in the form

1

2πi

∫
γ

∞∑
k=1

λφk(p)
2

λk(λk − λ)
λ−s dλ

where the φk form a complete orthonormal system of eigenfunctions, Δφk = λkφk
with the λk forming a nondecreasing sequence, and γ is a line �λ = a, 0 < a < λ1

(throughout this note the convention will be to take the positive Laplacian). Of
course this is the zeta function after integration over M. The fact that s = 1
is a simple pole allows the use of Ikehara’s theorem, and gives a first direct link
between the residues of the zeta function and what one may term the classical
spectral information.

Carleman’s work not withstanding, the explicit study of zeta functions, and
related objects, of elliptic differential operators, began with work of S. Minakshi-
sundaram in the late 1940’s, in particular his work with Å. Pleijel [33] in which
one finds, among other things, the following:

Theorem 2.1 (Minakshisundaram and Pleijel [33]). Let Δ the Laplacian on a com-
pact orientable Riemannian manifoldM without boundary, or with smooth bound-
ary and either Dirichlet or Neumann boundary condition. Let λk be the eigenvalues
repeated with multiplicity. Then the corresponding zeta function has a meromor-
phic extension to C with simple poles contained in

{(n− �)/m : � ∈ N0}\(−N0) (2.2)

where n = dimM, m = 2 is the order of Δ, and N0 is the set of non-negative
integers.

Minakshisundaram and Pleijel proved their theorems in [33] by first con-
structing the Schwartz kernel of a parametrix for the initial value problem for
the heat equation. From this they constructed (using a Laplace transform) the
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Schwartz kernel of a parametrix for the resolvent of Δ, which they then exploited
using Cauchy’s integral formula to write expressions for the zeta function from
which the meromorphic continuation and other properties were read off.

The idea of going directly from the heat kernel to the zeta function via
Mellin transform to establish the fundamental analytic properties of zeta functions
appears in a paper of Minakshisundaram [31] (submitted only 4 days after the
paper with Pleijel cited above) where he discusses the behavior of the zeta function
associated with the flat Laplacian with Dirichlet or Neumann conditions on a
domain with smooth boundary. A few years later Minakshisundaram [32] used
this to give more direct proofs of his results with Pleijel. See [12] for a perspective
on Minakshisundaram’s conceptual contribution to spectral analysis.

Incidentally, the relation between the ζ function and the trace of the heat
kernel is the following. Suppose that A is an unbounded selfadjoint operator on
some Hilbert space with discrete spectrum {λk}∞k=0 (assumed to lie in (0,∞) and to
satisfy a Weyl-type estimate, λk ∼ ckα for some c, α > 0). Then e−tA is trace-class
for t > 0,

Tr e−tA =

∞∑
k=0

e−λkt

and one has

ζ(s) =
1

Γ(s)

∫ ∞

0

Tr e−tAts
dt

t
(2.3)

for every s with sufficiently large real part.
The proofs of Minakshisundaram and Pleijel in [33] become at some point

what amounts to an analysis of the Schwartz kernel of the complex powers of the
Laplacian. This analysis was made explicit by R.T. Seeley, who gave far reaching
extensions of these theorems, to general elliptic differential operators on compact
manifolds without boundary acting on sections of a vector bundle [34], and to ellip-
tic boundary value problems [35, 36], in both cases assuming that a ray condition
if satisfied. Seeley showed, among other things, that for selfadjoint problems, the
zeta function of a differential operator of order m on an n-dimensional manifold
has a meromorphic continuation to all of C with simple poles contained in the
set (2.2).

Greiner [21] obtained an expansion of the heat trace for small time for elliptic
partial differential operators of even order acting on sections of a vector bundle (es-
sentially constructing a parametrix for the heat operator via an anisotropic pseu-
dodifferential calculus), again both for closed manifolds and for compact manifold
with boundary and suitable boundary conditions. In Greiner’s work, the princi-
pal symbol of the operator is assumed to have the property that the real part of
its eigenvalues is bounded below uniformly by a positive number on the cosphere
bundle of the manifold.

There is a direct, explicit relation by way of (2.3) between the coefficients of
the small time asymptotics of Tr e−tA (to the extent that such expansion exists)
and the residues of the zeta function of A. Therefore the analysis of the residues of
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the zeta function and that of the coefficients of the expansion of Tr e−tA at t = 0
are equivalent problems. There is by now a wealth of information gathered through,
and about, the heat kernel, see [20] and [23] for instance, with many implications
and applications in a number of areas beyond zeta functions; describing these
would take us far away in a direction which is not the subject here, so in the rest
of these notes we focus on manifolds with conical singularities.

3. Conical singularities

The simple meromorphic structure (location and order of the poles) of the zeta
function, even its meromorphic extendability, begins to disappear when considering
differential operators with singularities. This showed up first in the from of a
logarithmic term in the short time expansion of the heat trace in J. Cheeger’s
analysis [8] of spectral properties of compact manifolds with conical singularities
with straight cone metrics near the conical points. The latter means, in effect, that
M is a compact manifold with boundary with a metric which is Riemannian in◦
M and of the form

gc = dx ⊗ dx + x2π∗g (3.1)

in a tubular neighborhood U of ∂M; the map π : U → ∂M is the projection, x is
a defining function of ∂M (positive in the interior ofM), and g is a Riemannian
metric on ∂M. The structure of the metric (3.1) is that of the Euclidean metric
ge in polar coordinates. More generally, if N is a closed submanifold of SN−1 and

M = [0,∞)×N , ℘ :M→ RN , M� (x, y) �→ ℘(x, y) = xy ∈ RN ,

then ℘∗ge has the structure of the metric in (3.1)
Cheeger’s primary concern in [8] and various other of his papers at the time

such as [9] (which considerably extends [8]) lies with various spectral invariants
associated with the Laplacian for such metrics on forms of any degree. He observes
that one can obtain a parametrix for the heat equation onM by gluing together
parametrices for the problem in the interior of M and an exact parametrix near
the boundary (this is the same general scheme as that in the first step of the paper
of Minakshisundaram and Pleijel), from which the asymptotics of the trace of heat
kernel can be obtained with arbitrary precision by a recursive process. The exact
parametrix near the boundary is obtained using separation of variables. The end
result is the validity of an expansion of the form

Tr e−tΔF ∼
∞∑
k=0

akt
(k−n)/2 + a′

0 log t

where ΔF means the Friedrichs extension, in which the novelty is the appearance of
the logarithmic term; as before, n = dimM. Following Minakshisundaram [32] one
obtains that the zeta function, computed using (2.3), extends as a meromorphic
function to all of C with simple poles in the set (2.2) (m = 2 and n = dimM) and
possibly also at 0.
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Around the same time, Callias and Taubes [5] also found logarithmic sin-
gularities in the short time asymptotics of the heat trace of certain selfadjoint
operators related to the Dirac operator with singular potential (where such a loga-
rithmic term appears in a relative trace formula). An explicit calculation by Callias
[4] shows that if A is the closure of

D2
x + κ/x2 : C∞

c (R+) ⊂ L2(R+)→ L2(R+) (3.2)

with Lebesgue measure and κ ≥ 3/4 (which implies that (3.2) has exactly one
selfadjoint extension, namely its Friedrichs extension) then (see ibid., Theorem
(5.κ))

〈tr e−tA, ϕ〉 ∼
∞∑
k=0

〈ck, ϕ〉t(k−1)/2 +

∞∑
k=1

〈c′k, ϕ〉tk−1/2 log t, ϕ ∈ C∞
c (R+)

as t → 0+. Here tr e−tA is the restriction of the Schwartz kernel of e−tA for fixed
t > 0 to the diagonal and the ck and c′k are certain distributions. As a consequence,
the “zeta” function of A, computed via (2.3) has, at least in principle, double poles
on the set (2.2) with n = 1 and m = 2.

Several questions on regions with conical singularities were studied by Kon-
drati’ev in the 1960’s, see for example [26]. But it was the work of Cheeger cited
above that generated the impetus for intense subsequent work by many authors,
including Brüning, Melrose, Schulze, and Seeley, eventually also Lesch, Mazzeo,
and many others, on various aspects of analysis on manifolds with conical singu-
larities or cylindrical ends and other variants of the problem.

To go further we need some terminology (more will be given in subsequent
sections). Analysis on a manifold with conical singularities or cylindrical ends really
means analysis of a partial differential operator of a special type on a manifoldM
with boundary together with, explicitly or implicitly, a cone metric or a b-metric
(see Section 4 for the general definitions; the metric gc in (3.1) is an example
of a cone metric, see (4.2), and gb = x−2gc is the prototype of a b-metric). The
Laplacian with respect to a general cone metric serves as the model for elliptic
cone operators, sometimes also called a Fuchs-type operator. For example, the
Laplacian with respect to the product metric (3.1), easily computed, has the form

1

x2

(
(xDx)

2 − i(n− 2)xDx +Δg

)
.

Here a neighborhood of ∂M inM is thought of as ∂M× [0, ε), ε > 0, and Δg is
the Laplacian on ∂M with respect to g. In general, a b-differential operator is a
differential operator onM which near any point of the boundary has the form

P =
∑

k+|α|≤m
ak,α(x, y)(xDx)

kDα
y

with smooth coefficients ak,α, where (x, y) are coordinates near the point with x
a defining function for ∂M. The class of b-operators of order m mapping sections
of a vector bundle E to sections of a vector bundle F is denoted Diffmb (M;E,F ),
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or just Diffmb (M;E) if F = E, or Diffmb (M) in the case of scalar operators. A
general cone differential operator of order m is an operator A such that xmA is a
b-operator. As indicted above, more details will be given in Section 4.

In the specific case of interest to us here, namely operators on manifolds
with conical singularities, there were a number of results proved in fair generality
in connection with the asymptotic of the trace of the heat kernel in the 1990’s.
Among these we single out the following two theorems, the first of which is a
general result.

Theorem 3.3 (Lesch [28], Theorem 2.4.1). Let A ∈ x−ν Diffmb (M;E) be a posi-
tive differential operator on a compact manifold with boundary, assume xνA is b-
elliptic. Let D be the domain of a positive selfadjoint extension of A. Then e−tAD

is a trace class operator and

Tr(e−tAD) ∼
n−1∑
k=0

akt
(k−n)/m +O(log t) as t→ 0+.

It is interesting to pass along Lesch’s observation that the coefficients ak are
independent of the extension, since they are local invariants determined by A. The
effect of the domain is hidden in the O(log t) term.

A complete expansion was obtained by Brüning and Seeley [2] for certain
second-order operators which near the boundary of M are of the form D2

x +
x−1A(x) where A(x) is an unbounded selfadjoint operator satisfying certain lower
bound estimates. The statement about A(x) incorporates the choice of a domain
for the operator. This is generally a necessary step since cone operators, initially
defined on compactly supported smooth functions or sections in the interior ofM
may have many selfadjoint extensions.

Another complete expansion, this time for operators of arbitrary order but
with special assumptions on its structure near the boundary (leading to the prop-
erty essentially that separation of variables works) and on the domain is the fol-
lowing:

Theorem 3.4 (Lesch [28], Theorem 2.4.6). Let A = x−νP with P ∈ Diffmb (M;E)
b-elliptic. Suppose A is symmetric positive on its minimal domain. Suppose further
that A has constant coefficients near ∂M, and let D be the domain of a positive
selfadjoint extension of A. Assume further that D is stationary (see (5.9)). Then
Tr(e−tAD) has a full asymptotic expansion,

Tr(e−tAD ) ∼
∞∑
k=0

akt
(k−n)/m + b log t as t→ 0+. (3.5)

Constant coefficients means that there is a tubular neighborhood π : U →
∂M, a defining function x, and a connection ∇ on E, such that with P = xνA (an
element of Diffmb (M;E)) one has that [x∇Dx , A] = 0 near ∂M. Here Dx = −i∂x
and ∂x means the vector field tangent to the fibers of π such that ∂xx = 1.
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A complete asymptotic expansion was also obtained by Gil [13] for a general
elliptic cone operator, with the hypothesis of selfadjointness replaced by a sector
property and with the assumption that the operator has only one closed extension:

Theorem 3.6 (Gil, [13], Theorem 4.9). Let Λ ⊂ C be the complement of a closed
sector in contained in �λ > 0. Let A ∈ x−m Diffmb (M), m > 0, be such that A−λ
is parameter-elliptic with respect to some γ ∈ R on Λ (see [13, Definition 3.1]).
Suppose further that

A : C∞
c (

◦
M) ⊂ xγ−n/2−mL2

b(M)→ xγ−n/2−mL2
b(M)

has only one closed extension. Then the heat trace admits the asymptotic expansion

Tr e−tA ∼
∞∑
k=0

akt
(k−n)/m +

∞∑
k=0

a′
kt
k/m log t as t→ 0+,

where ak and a′
k are constants depending on the symbolic structure of A.

Gil proves his theorem by first constructing the resolvent of A on the sector
Λ and then using a Dunford integral to obtain the heat semigroup. A similar
result can be deduced from the work of Loya [29] on the structure of the resolvent
of a cone operator (in which the underlying assumptions are similar to those of
Gil, op. cit.). Incidentally, the asymptotic structure of the resolvent for elliptic
pseudodifferential operators on a closed manifold was obtained by Agranovich [1].

Returning to the specific topic of the structure of the zeta function itself,
Falomir, Pisani, and Wipf [10] discovered an example (an ordinary differential
operator) showing that the location of the poles of the zeta function need not
be the set (2.2). This work was followed by investigations of a similar nature by
Falomir, Muschietti, Pisani, and Seeley [11] and then by work by Kirsten, Loya, and
Park [24] for second-order Laplace-like cone operators with constant coefficients
near the boundary (see the definition of this concept above after Theorem 3.4)
showing that the zeta function may not have a meromorphic extension at all
due to the presence of logarithmic terms. These same authors showed in a more
extensive analysis [25] (still in the very important case of Laplace-like operators,
with constant coefficients near the boundary) that the poles of the zeta function
may occur at arbitrary places in C, and that the singularities may be logarithmic.

The most general result on the asymptotic expansion of the resolvent of a
general cone operator as the modulus of spectral parameter tends to infinity within
a sector, with no other assumption than the correct ellipticity and ray (or sector)
conditions was obtained by Gil, Krainer, and the author of the present note in
[18], see Theorem 8.2 below. The implications of the complicated asymptotics on
the zeta function are similar to those obtained by Kirsten, Loya, and Park in [24].

4. Cone differential operators

Cone differential operators are a generalization of the kind of operators one obtains
when writing regular differential operators with smooth coefficients in spherical
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coordinates. The underlying manifold is a manifold with boundary (interpreted as
the spherical blowup of a manifold with conical [isolated] singularities).

Explicitly, letM be a manifold with boundary and E,F →M be complex
vector bundles overM, then a cone differential operator of order m is an element
of x−mDiffmb (M;E,F ), where x is a defining function for ∂M, x > 0 in

◦
M and

Diffmb (M;E,F ) is the class of totally characteristic operators, or b-differential
operators, of Melrose (see [30]); this is a subspace of the space Diffm(M;E,F ) of
linear differential operators

P : C∞(M;E)→ C∞(M;F ).

Thus the elements of Diffmb (M;E,F ) are linear differential operators with smooth
coefficients up to the boundary that can be represented locally near the boundary
as matrices of linear combinations with smooth coefficients of products of up to m
vector fields which are tangential to the boundary. Equivalently, using conjugation
with the multiplication operator xk,

Diffmb (M;E,F )

= {P ∈ Diffm(M;E,F ) : x−kPxk ∈ Diffm(M;E,F ) ∀k ∈ N0}. (4.1)

Because of their definition, the natural primary structure bundle when deal-
ing with b-differential operators is the b-tangent bundle, bπ : bTM→M, the vec-
tor bundle overM whose smooth sections are in one-to-one correspondence with
the submodule C∞

tan(M;TM) of the C∞(M;R)-module C∞(M;TM) whose ele-
ments are vector fields which are tangential to the boundary. Since C∞

tan(M;TM)
is locally free finitely generated over C∞(M;R), there are indeed a vector bundle
bTM and bundle homomorphism bev : bTM → TM inducing an isomorphism
bev∗ : C∞(M; bTM)→ C∞

tan(M;TM).
A b-differential operator P ∈ Diffmb (M;E,F ) has a well-defined principal

symbol, a smooth section bσσ(P ) of bπ∗ Hom(E,F ) over bT ∗M\0, related to the
standard principal symbol of P through the commutative diagram

π∗ Hom(E,F )
( bev∗)∗−−−−−→ bπ∗ Hom(E,F )

σσ(P )

G⏐⏐ G⏐⏐ bσσ(P )

T ∗M\0 −−−−→
bev∗

bT ∗M\0

in which the bottom map is the dual of bev (off of the zero section) and the top
map is the natural map.

There is a vector bundle overM whose smooth sections (up to the bound-
ary) are in one-to one correspondence with the elements of x−1C∞

tan(M;TM),
and which we may denote by x−1 bTM. One can make the case that the principal
symbols of elements of cone operators live on the dual of this bundle, denoted
x bT ∗M. But the definition appears to depend on the defining function x. Follow-
ing a more natural path, define first (see [15]) C∞

cn (M, T ∗M) as the C∞(M;R)-
submodule of C∞(M;T ∗M) whose sections are conormal to ∂M, that is, the



Zeta Functions of Elliptic Cone Operators 299

elements α ∈ C∞(M;T ∗M) such that ι∗α = 0 (where ι : ∂M→M is the inclu-
sion map). Then again C∞

cn (M, T ∗M) is a locally free finitely generated module
over C∞(M;R), so it is C∞(M;R)-isomorphic to the space of smooth sections of
a vector bundle cπ : cT ∗M→M. It is not hard to see that cT ∗M is isomorphic
to x bT ∗M. We can now make a precise definition:

A cone metric is a smooth metric on cT ∗M, that is, a smooth sec-
tion of the symmetric tensor product S2 cT ∗M which is pointwise
strictly positive.

(4.2)

The map C∞(M; cT ∗M) → C∞(M;T ∗M) induces a vector bundle homo-
morphism

cev : cT ∗M→ T ∗M
The bundle cT ∗M together with the map cev is the natural structure bundle
in the context of cone operators. A cone operator A ∈ x−mDiff(M;E,F ) has as
principal symbol a smooth section cσσ(A) of cπ∗ Hom(E,F ). This principal symbol
is related to the standard principal symbol of A over

◦
M (there A is a standard

differential operator) by
cσσ(A)(η) = σσ(A)( cev(η)).

Ellipticity of A ∈ x−mDiffmb (M;E,F ) (c-ellipticity) is defined as invertibility
of cσσ(A). Writing P = xmA one verifies that c-ellipticity of A is equivalent to b-
ellipticity of P .

Associated with A there is another symbol, the “wedge” symbol. This is a
differential operator on the inward pointing normal bundle N+∂M of ∂M in M
(with the zero section, its boundary, included), which we define in the next few
paragraphs.

Any P ∈ Diffmb (M;E,F ) determines an operator

Pb ∈ Diffmb (∂M;E∂M, F∂M)

(where E∂M means the part of E over ∂M, as a vector bundle over ∂M) by way

of the following procedure. Let φ be a smooth section of E along ∂M, let φ̃ be
a smooth extension to a neighborhood of ∂M. The characterization (4.1) implies

that (P φ̃)|∂M is independent of the extension φ̃. Define

Pbφ = (Pφ̃)|∂M.

Noting that x−iσPxiσ ∈ Diffmb (M;E,F ) one may define the indicial family of P
as the family

C � σ �→ P̂ (σ) = (x−iσPxiσ)b ∈ Diffm(∂M, E∂M, F∂M)

and the indicial operator

P∧ ∈ Diffm(N+∂M;E∧, F∧)

with the aid of the Mellin inversion formula, as

P∧u =
1

2π

∫
R

∫ ∞

0

(x∧/x′
∧)
iσP̂ (σ)u(x′

∧, y)
dx′∧
x′∧

dσ, u ∈ C∞
c (

◦
N+∂M;E∧).
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Here E∧ is the pullback of E to N+∂M by the projection map and x∧ is the
function dx : N+∂M → R determined by x; this function is linear on the fibers.
The definition of P∧ appears to depend on the defining function x, but in fact it
does not.

Finally if A ∈ x−m Diffmb (N+∂M;E,F ), define

A∧ = x−m
∧ P∧

using P = xmA. Again A∧ is independent of the defining function x.

If A is c-elliptic, then so is A∧, and if P is b-elliptic, then P̂ (σ) is elliptic for
every σ, P∧ is b-elliptic, and the set

specb(P ) = {σ ∈ C : P̂ (σ) is not invertible},
the boundary spectrum of P (or A = x−mP ), is a discrete set with the property
that specb(P ) ∩ {σ ∈ C : a < �σ < b} is finite for every a and b ∈ R (see Melrose
[30]).

The operator A∧ has an important homogeneity property inherited from that
of P∧. For � > 0 let

χ� : E∧ → E∧
denote parallel transport from p ∈ N+∂M to �p. In terms of the definition of E∧ as
the pull back of the bundle πE : E →M by the projection map π : N+∂M→ ∂M,
we have

E∧ = {(p, η) : p ∈ N+∂M, η ∈ E, π∂M(p) = πE(η)}
and χ�(p, η) = (�p, η). This parallel transport was implicitly used above, in the
formula defining P∧. Define

κ�φ = �−μχ∗
�φ for sections φ : N∂M → E∧ (4.3)

Using this it is very easy to see that P∧κ� = κ�P∧ and from this, that

κ−1
� A∧κ� = �mA∧. (4.4)

The factor �−μ in (4.3), correctly chosen, will end up giving that κ� is unitary.
This property is not too important because the formulas in which κ� appears it
does so either as a conjugating operator, as it already did, or as the image by it
of some space.

Example 4.5. LetM0 be a smooth closed orientable Riemannian 2-manifold, let Δ
be the positive Laplacian, let p0 ∈ M0. LetM be the spherical blowup ofM0 at
p0 and ℘ :M→M0 the blowdown map. Thus (i)M is diffeomorphic toM0\D
where D ⊂ M0 is a (small) metric open disc centered at p0 in which we have
normal coordinates (y1, y2) and (ii) ℘ gives a diffeomorphism from

◦
M =M\∂M

toM0\{p0} and sends a suitable tubular neighborhood U of the circle ∂M to D
by way of the map (x, θ) �→ (y1, y2) = (x cos θ, x sin θ).

Let A be the operator determined by Δ on
◦
M. Then A∧ is just the Euclidean

Laplacian of R2 in polar coordinates (an operator on
◦

N+(∂M) = S1 × (0,∞)).
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5. Domains

The L2 theory of elliptic cone operators on a compact manifold with boundary
is very much like that of elliptic differential operators on a closed manifold. In-
deed, suppose given a smooth b-measure on M (a Borel measure mb such that
xmb is a smooth positive measure on M) and hermitian metrics on E and F
with which the spaces xμL2

b(M;E) = L2(M;E;x−2μmb), likewise xμL2
b(M;F )

are defined. Basing the analysis on these Hilbert spaces, any c-elliptic operator
A ∈ x−mDiffmb (M;E,F ) is, on its natural maximal domain,

Dmax(A) = {u ∈ xμL2
b(M;E) : Au ∈ xμL2

b(M;F )},
a Fredholm operator (Lesch [28, Proposition 1.3.16]).

But the theory is also like that of regular elliptic operators on manifolds with
boundary, with boundary conditions. This is because if A ∈ x−mDiffmb (M;E,F )
is c-elliptic, then the closure of

A : C∞
c (

◦
M;E) ⊂ xμL2

b(M;E)→ xμL2
b(M;F ) (5.1)

is again a Fredholm operator (Lesch op. cit.). The domain of the closure, Dmin(A),
is often a proper subspace of Dmax(A). In this case a condition needs to be imposed
to determine which domain is being used to study the operator.

For a proof of the Fredholm properties of A on its minimal and maximal
domains (and many other facts concerning elliptic cone operators) the reader may
consult, as already indicated, Lesch [28]. Alternatively, the reader may fill in the
details of the following outline in which parts of Chapters 4 through 6 of Melrose
[30] are assumed.

Let P = xmA. Since P is b-elliptic, the set

{�σ : σ ∈ specb(P )}
is a discrete subset of R without points of accumulation. The closure of

P : C∞
c (M;E) ⊂ xμ

′
L2
b(M;E)→ xμ

′
L2
b(M;F )

is Fredholm if and only if μ′ /∈ −� specb(P ) ([30, Theorem 5.40]), in fact in this
case there are operators

Q : xμ
′
L2
b(M;F )→ xμ

′
Hm
b (M;E),

Rl : x
μ′

L2
b(M;E)→ xμ

′+εH∞
b (M;E),

Rr : x
μ′

L2
b(M;F )→ xμ

′+1H∞
b (M;F )

(5.2)

(ε is positive and smaller than min{−μ′−ρ : ρ ∈ � specb(P ), ρ < −μ′}) such that

QP = I −Rl, PQ = I − Rr. (5.3)

For nonnegative integers m the Sobolev spaces Hm
b are defined inductively as

follows. First H0
b = L2

b. Next if m > 0 is an integer, then u ∈ Hm
b iff Y u ∈ Hm−1

b for

all Y ∈ C∞
tan(M;TM). The space H−m

b is the dual of Hm
b , and for noninteger s, Hs

b

is defined by interpolation; see [30] for a more detailed description. A fundamental
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property of these Sobolev spaces is that the inclusion xμ
′′
Hs′′
b ↪→ xμ

′
Hs′
b is compact

if μ′′ > μ′ and s′′ > s′; this uses thatM is compact. Thus Rl and Rr are compact
as operators xμ

′
L2
b → xμ

′
L2
b .

Suppose δ > 0 is such that (−μ − m,−μ − m + δ] ∩ � specb(P ) = ∅, pick
μ′ = μ + m− δ above and let Q and Rr be as stated. So

Q : xμ+m−δL2
b(M;F )→ xμ+m−δHm

b (M;E)

and

Rr : x
μ+m−δL2

b(M;F )→ xμ+m−δ+1H∞
b (M;F ).

If f ∈xμL2
b , then xmf ∈xμ+mL2

b. Since the latter space is a subspace of xμ+m−δL2
b ,

Qxmf ∈ xμ+m−δHm
b . The inclusion xμ+m−δHm

b ⊂ xμHm
b gives in particular

Qxmf ∈ xμL2
b . Note that Qxm : xμL2

b → xμL2
b is compact. Further,

AQxmf = x−m(PQxmf) = f − x−mRrx
mf.

Since

x−mRrx
mf ∈ xμ+m−δ+1H∞

b (M;F ) ⊂ xμL2
b ,

Qxm maps xμL2
b into the maximal domain of A. The inclusion in the last displayed

equation is compact, so B = Qxm is a compact parametrix for A with compact
error. One can show that B maps into the minimal domain, and with some more
work (see [19]), that

Dmin(A) = Dmax(A) ∩
⋂
δ>0

xμ+m−δHm
b (M;E). (5.4)

It is easy to see that xμ+mHm
b (M;E) ⊂ Dmin(A). If −μ−m ∈ � specb(P ), then

(5.4) is the best statement one can make about the minimal domain. On the other
hand, if −μ−m /∈ � specb(P ), then we may repeat the argument above with δ = 0
and conclude that Dmin(A) = xμ+mHm

b (M;E). In either case we see that A as
an operator on its minimal domain is Fredholm. The argument also gives that A�,
the formal adjoint of A, is Fredholm on its minimal domain. But the Hilbert space
adjoint of A� with its minimal domain is A with its maximal domain, so A with
its maximal domain is also Fredholm.

Since A with either the minimal or the maximal domain is Fredholm, every
closed extension of (5.1) is Fredholm. The domain D of any such extension contains
Dmin and is contained in Dmax. It also follows that Dmax(A)/Dmin(A) is finite
dimensional. So we may parametrize the closed extensions of (5.1) by the set of
subspaces of Dmax/Dmin.

Define

(u, v)A = (Au,Av) + (u, v), u, v ∈ Dmax(A)

where the inner products on the right are those of xμL2(M;F ) and xμL2(M;E),
respectively. This defines an inner product on Dmax(A), and the latter space is
complete with respect to the induced norm, which of course is equivalent to the
graph norm. Note that the space Dmin(A) is the closure of C∞

c (M;E) in Dmax(A)
with respect to the graph norm. We always view Dmax(A) as a Hilbert space
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with the inner product just defined. The arguments just presented show that the
inclusion

Dmax(A) ↪→ xμL2
b(M;E) (5.5)

is compact.
The space Dmax(A)/Dmin(A) is isomorphic to the orthogonal E(A) =

Dmin(A)⊥ of Dmin(A) in Dmax(A). One can prove (see [15]) that

E(A) = ker(A�A+ I) ∩ Dmax(A).

Here ker(A�A + I) is the kernel of A�A + I acting on the space of E-valued
distributions on

◦
M. We may now write the domain of any closed extension of

(5.1) as D = D + Dmin where D is a subspace of E(A). This is a particularly
useful description when discussing selfadjoint extensions of symmetric elliptic cone
operators. Define

Gr(E(A)) = {D : D is a subspace of E(A)}.
Thus Gr(E(A)) =

⋃
kGrk(E(A)) is the disjoint union of the various Grassmannian

varieties associated with E(A).

All aspects of this section have counterparts associated with the operator A∧,
except for the Fredholm property of the extensions of

A∧ : C∞
c (N+∂M;E∧) ⊂ xμ∧L2

b(N+∂M;E∧)→ xμ∧L2
b(N+∂M;F∧).

It remains true that D∧,min has finite codimension in D∧,max, hence the domain of
any closed extension is of the form D∧+D∧,min. Additionally, because of (4.4), we
have that κ� acts on D∧,max albeit not as a unitary map, only as an isomorphism
of Banach spaces. It is easy to see, again using (4.4), that κ� preserves D∧,min. It
follows that π∧,maxκ� = π∧,maxκ�π∧,max and that we also have an action

κ� : E∧ → E∧, κ�v = π∧,maxκ�v. (5.6)

Letting π∧,max : D∧,max → D∧,max be the orthogonal projection, we get diffeomor-
phisms

Grk(E(A∧)) � D∧ �→ κ�D∧ ∈ Grk(E(A∧)). (5.7)

The infinitesimal generator of the one-parameter family of diffeomorphisms κet ,

T (D∧) =
d

dt

∣∣∣∣
t=0

κetD∧

is a smooth (in fact real-analytic) vector field.
There is a natural isomorphism (see [15])

θ : E(A)→ E(A∧) (5.8)

that allows passage from domains for closed extensions of A to domains of closed
extensions of A∧. This map and the action (5.7) are fundamental in the analysis
of the resolvent of A with a given domain.

An element D∧ ∈ Grk(E(A∧)) is said to be stationary if it is a fixed
point of the action κ. A domainD = D+Dmin (orD∧ = D∧+Dmin)
is said to be stationary if θ(D) (or D∧) is so.

(5.9)
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Stationary domains always exist because the Euler characteristic of Grk(E∧) is not
zero, so the vector field T must vanish somewhere.

In the following sections we drop the argument A from objects whenever
there is no ambiguity (Dmin, Dmax, E , etc.), and add ∧ as a subscript for objects
associated with A∧ (D∧,min, D∧,max, E∧, etc.).

Example 5.10. Continuing with the setup of Example 4.5, the L2 spaces are those
defined by the measure associated with the metric. Using that

◦
M is diffeomor-

phic to M0\{p0} we see that Dmin is naturally isomorphic to the domain of the
closure of

Δ : C∞
c (M0\{p0}) ⊂ L2(M0)→ L2(M0).

It is immediate that {u ∈ H2(M0) : u(p0) = 0} contains Dmin(A); in fact equality
holds,

Dmin = {u ∈ H2(M0) : u(p0) = 0},
as the reader may easily verify.

The maximal domain contains H2(M0) (more properly, ℘∗H2(M0)). But it
contains more elements. Namely, let g2 :M0 → R be a smooth function such that
g2(p) = dist(p, p0)

2 if p is near p0. Then log g ∈ L2(M). Since

Δ log g = δp0 + h = the Dirac δ at p0 plus a smooth function onM0,

A log g = h (because A only “sees” what happens inM0\{p0}). Thus A log g ∈ L2,
hence log g ∈ Dmax(A). One can show that

Dmax(A) = H2(M0)⊕ span log g.

Similarly, for A∧, which we may treat as the Euclidean Laplacian restricted
to R2\0, we have that D∧,min = {u ∈ H2(R2) : u(0) = 0} and

D∧,max = H2(R2)⊕ span log g∧.

where g∧ is any compactly supported function on R2 which is smooth outside 0
and satisfies g∧(p) = ‖p‖ (the Euclidean norm of p ∈ R2) near 0. Thus if χ is an
arbitrary compactly supported function on R2 with χ(0) �= 0, then

D∧,max = D∧,min ⊕ span{χ, log g∧}.
The space E∧ is two-dimensional, spanned by the functions

π∧,maxχ and π∧,max log g∧.

It is also equal to ker(A2
∧ + I) ∩ D∧,max (we are using that A∧ is symmetric on

C∞
c (R2\0)). The statement that u ∈ L2(R2) satisfies A2

∧u + u = 0 is equivalent
to the statement that Δ2u+ u is supported at 0. Passing to Fourier transform we
see that û(ξ) = p(ξ)/(1+ ‖ξ‖4) where p is a polynomial. Using that û(ξ) is also in
L2(R2) and that A∧u ∈ L2(R2\0) (that is, Δu = cδ0 + f , c ∈ C, f ∈ L2(R2)) we
get conditions on p from which one concludes that u must be a linear combination
of the functions

u1(x) =
1

(2π)2

∫
R2

eix·ξ
1

1 + ‖ξ‖4 dξ, u2(x) =
1

(2π)2

∫
R2

eix·ξ
‖ξ‖2

1 + ‖ξ‖4 dξ.
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Clearly u1 ∈ H2(R2). As for u2, note that

Δu2(x) =
1

(2π)2

∫
R2

eix·ξ
‖ξ‖4

1 + ‖ξ‖4 dξ = δ0 − u1(x).

Restricting to R2\0 we have Δu2 = −u1, that is, A∧u2 = −u1. Also A∧u1 = u2,
so these two functions do belong to ker(A2

∧ + I). Note that (u1, u2)A∧ = 0, so
{u1, u2} is an A∧-orthogonal basis of E∧. Finally, note that ‖u1‖2A∧ = ‖u2‖2A∧ ; let
μ denote this number (μ = 1/8). The formulas

π∧,maxκ�uj =
1

μ

(
(κ�uj , u1)A∧u1 + (κ�uj , u2)A∧u2

)
, j = 1, 2

give

π∧,maxκ�u1 = u1, π∧,maxκ�u2 = − 2

π
log �2 u1 + u2.

The integrals leading to these formulas can be evaluated by elementary means
using polar coordinates.

Since E∧ is two-dimensional, the only interesting Grassmannian variety based
on it is Gr1(E∧), the one-dimensional complex projective space, in other words, the
Riemann sphere. The action of κ� on elements of Gr1(E∧) is easily described using
the formulas for π∧,maxκ�uj . If D ∈ Gr1(E∧) is spanned by αu1 + βu2, (α, β) �= 0,
then of course

κ�D = span

{(
α− 2β

π
log �2

)
u1 + βu2

}
. (5.11)

The curve � �→ κ�D has a limit as � → 0 or ∞. Namely, if β = 0, then κ�D =
D∧,F = span{u1} and if β �= 0, then (once log � �= απ/4β)

span

{(
α− 2β

π
log �2

)
u1 + βu2

}
= span

{
u1 +

πβ

πα− 2β log �2
u2

}
also tends to D∧,F , regardless of whether � tends to 0 or ∞.

Also the infinitesimal generator of the one-parameter group t �→ κet can
easily be described in terms of the homogenous coordinates on S2. Writing either
u1 + ζu2 or zu1 + u2 as basis for elements of Gr1(E∧), the formulas above give, if
D = span{z0u1 + u2}, that the curve � �→ κ�D is

� �→ z(�) = z0 −
2

π
log �2

in terms of the ζ coordinate. The derivative of ζ(�) is

dz

d�

∂

∂z

∣∣∣∣
ζ(�)

+
dz

d�

∂

∂z

∣∣∣∣
z(�)

= − 4

�π

(
∂

∂z

∣∣∣∣
z(�)

+
∂

∂z

∣∣∣∣
z(�)

)
.

Evaluating at � = 1 gives T at D. Thus if z = x + iy, then

T = − 4

π

∂

∂x
.
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In terms of the coordinate ζ = ξ + iη we have

T = − 4

π

(
(η2 − ξ2)

∂

∂ξ
+ 2ξη

∂

∂y

)
which has a zero at ζ = 0 (which corresponds to D∧,F ).

6. Spectra

We assume now that F = E. Write AD for the operator A ∈ x−mDiffmb (M;E)
with domain D; we continue to assume that A is c-elliptic and M is compact.
Since Ind(AD) �= 0 implies spec(AD) = C, having index 0 is necessary in order for
AD to have nonempty resolvent set. It was pointed out by Lesch, op. cit. that the
index of A with domain D (AD for short) is given by the formula

Ind(AD) = Ind(ADmin) + dimD.

Since dimD ≥ 0, a necessary condition for A to admit a closed extension with
nonempty resolvent set is that Ind(ADmin) ≤ 0. Since dimD ≤ dim E , also the
condition Ind(ADmax) ≥ 0 is necessary. Of course these two conditions together
imply that there is a subspace D ⊂ E such that with D = D + Dmin we have
Ind(AD) = 0. For this reason we assume henceforth that

Ind(ADmin) ≤ 0 ≤ Ind(ADmax). (6.1)

Thus generally we will be interested in the extensions of (5.1) with domain D =
D + Dmin where D ∈ Grd′′(E), d′′ = − Ind(ADmin).

Suppose AD − λ0 is invertible. Then, since the inclusion D ↪→ xμL2
b(M;E)

is compact (because of (5.5)), the spectrum of A is a discrete subset of C. It is
convenient to classify the spectrum as follows (see [15]). Let

bg-spec(A) =
⋂

D=D+Dmin

spec(AD)

where D runs over all elements of Gr(E). The set bg-spec(A) is the background
spectrum of A; it is the subset of C present in all closed extensions of (5.1). It
is easy to verify that λ ∈ bg-spec(A) if and only if ADmin − λ is not injective or
ADmax − λ is not surjective. We also define

bg-res(A) = C\ bg-spec(A).

With this we can split spec(AD) as

spec(AD) = bg-spec(A) ∪
(
bg-res(A) ∩ spec(AD)

)
.

The part of the spectrum of AD in bg-res(A) can be analyzed further.
For λ ∈ bg-res(A) define

Kλ = ker(ADmax − λ).

The dimension of Kλ is independent of λ, equal to d′ = Ind(ADmax). These vector
spaces form a complex vector bundle over bg-res(A).



Zeta Functions of Elliptic Cone Operators 307

Let D = D + Dmin be some domain. If λ ∈ bg-res(A), then λ ∈ spec(AD) if
and only if AD − λ has nontrivial kernel K. Of course K = Kλ ∩ D, so

bg-res(A) ∩ spec(AD) = {λ ∈ bg-res(A) : D ∩ Kλ �= 0}.
Let πmax : Dmax → Dmax be the orthogonal projection on E . The restriction of
πmax to Kλ is injective. This is elementary: if φ ∈ Kλ and πmax(φ) = 0, then
φ ∈ Dmin; since ADmin − λ is injective (because λ ∈ bg-res(A)), φ = 0. Letting
Kλ = πmaxKλ one gets from this that

λ ∈ bg-res(A) ∩ spec(AD) ⇐⇒ Kλ ∩D �= 0. (6.2)

Note that Kλ ∩D = 0 implies Kλ ⊕D = E because d′ + d′′ = dim E .
Given D ∈ Grd′′(E), let

VD = {K ∈ Grd′(E) : D ∩K �= 0}. (6.3)

The set Grd′(E) is a compact complex manifold and VD is a complex subvariety
of complex codimension 1 (locally given as the set of zeros of a determinant). Of
course we also have the reverse variety: if K ∈ Grd′(E), then there is an associated
variety VK ⊂ Grd′′(E). Using this terminology we may rephrase (6.2) as

bg-res(A) ∩ spec(AD) = {λ : Kλ ∈ VD}. (6.4)

In other words, in terms of the map

bg-res(A) � λ
K−→ Kλ ∈ Grd′(E),

a holomorphic map, we have bg-res(A) ∩ spec(AD) = K−1(VD).

Again all objects described so far have their counterparts in the case of A∧,
for example K∧,λ = ker(AD∧,max − λ) when λ ∈ bg-res(A∧). The homogeneity
property (4.4) implies that bg-spec(A∧) consists of a union of closed rays and
sectors issuing from the origin. Namely, if λ0 ∈ C\0 and A∧ − λ0 is not injective
on D∧,min or not surjective on D∧,max, then the same is true for κ−1

� (A − λ0)κ�
since

κ−1
� (A− λ0)κ� = �m(A∧ − �−mλ0). (6.5)

Thus bg-res(A∧) is a union of open sectors with vertex at the origin. It is immediate
that

∀D∧ ∈ E∧: A∧ − λ with domain D∧ = D∧ + D∧,min is Fredholm
and Ind(A∧,D∧ − λ) is constant on each component of bg-res(A∧).

(6.6)

Note also that (6.5) implies

κ�K∧,λ = K∧,�mλ (6.7)

Example 6.8. Continuing with Example 5.10, we have

bg-spec(A) = {λ ∈ C : ∃u ∈ C∞(M0), u �= 0, u(p0) = 0, Δu = λu}.
This is a subset of spectrum of Δ onM0. An interesting description of this set is
as the set of eigenvalues of Δ for which there is a mode with p0 in its nodal set.
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And since A∧ is the positive Euclidean Laplacian on R2\0,
bg-spec(A∧) = [0,∞) ⊂ C

Namely, if λ is real and nonnegative, then A∧ − λ, while injective on D∧,min, is
not surjective on D∧,max, in fact its range is dense but not closed.

7. Rays of minimal growth for elliptic cone operators

Following Seeley’s program [34], the first step in determining the meromorphic
structure of the zeta function of an elliptic cone operator is to determine the
existence of rays of minimal growth.

Theorem 7.1 ([14, Theorem 6.36]). Let A ∈ x−mDiffmb (M, E), let Λ ⊂ C be a
closed sector, and let D = D +Dmin be the domain of a closed extension of (5.1).
Suppose that cσσ(A) − λ is invertible on ( cT ∗M\0)× Λ and that Λ is a sector of
minimal growth for A∧ with domain θ(D)+D∧,min. Then Λ is a sector of minimal
growth for AD.

The proof in [14], relies on constructing first a left inverse for A − λ on the
minimal domain of A (always λ ∈ Λ, |λ| large), and then correcting additively to
get an inverse for AD − λ. We will describe some aspects of this in the case of
A∧,D∧ − λ. In particular, we will discuss the issue of exactly when is Λ a sector of
minimal growth for A∧ with domain D∧ = θ(D) +D∧,min.

Suppose for the time being that Λ is a closed sector such that Λ\0 is contained
in bg-res(A∧). For example, if Λ is a sector of minimal growth for A∧,D∧ , then there
is R ≥ 0 such that A∧,D∧ − λ is invertible for λ ∈ ΛR = {λ ∈ Λ : |λ| > R}. This
implies that ΛR ⊂ bg-res(A∧), therefore that

Λ\0 ⊂ bg-res(A∧), (7.2)

because the latter set is a union of open sectors.
Because of (6.6), A∧ − λ has a left inverse on D∧,min for every λ ∈ Λ\0. In

fact there is a left inverse with range D∧,min and kernel equal to the orthogonal
space (in L2

b) of (A∧ − λ)(D∧,min) which we will denote B∧,min(λ). Note that

B∧,min(λ)(A∧ − λ) : D∧,max → D∧,max is a projection onto D∧,min. (7.3)

Also due to (6.6), we have that A∧−λ with domain D∧,max has a right inverse
for each λ ∈ Λ0 with range equal to K⊥

∧,λ ∩ D∧,max. Here K⊥
∧,λ is the orthogonal

space, also in L2
b of K∧,λ. We will denote this specific right inverse by B∧,max(λ).

The homogeneity property (4.4) of A∧ and the fact that κ� preserves L2

orthogonality of spaces (unitarity is not the relevant reason) imply that

κ−1
� B∧,min(�

mλ)κ� = �−mB∧,min(λ), κ−1
� B∧,max(�

mλ)κ� = �−mB∧,max(λ).
(7.4)

It is automatic that

B∧,min(λ), B∧,max(λ) : x
μL2

b(M;E)→ D∧,max
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are continuous maps depending smoothly on λ. Further, their homogeneity implies
decay of their norm as operators xμL2

b(M;E)→ xμL2
b(M;E). For instance,

‖B∧,min(�
mλ)u‖ = ‖�−mκ�B∧,min(λ)κ

−1
� u‖ = �−m‖B∧,min(λ)κ

−1
� u‖

≤ �−m‖B∧,min(λ)‖ ‖κ−1
� (λ)u‖ = �−m‖B∧,min(λ)‖ ‖u‖,

so ‖B∧,min(λ)‖ ≤ |λ|−1‖B∧,min(λ/|λ|)‖ when λ ∈ Λ\0.
Now pick a domain D∧ = D∧ + D∧,min. Assume that for λ ∈ Λ\0 we have

Ind(AD∧ −λ) = 0; this is the case if we already know that Λ is a sector of minimal
growth for A∧,D∧ . Then, as discussed in the previous section in the case of A, and
keeping in mind (7.2), the part of the resolvent set of A∧,D∧ in Λ\0 is

R = res(A∧,D∧) ∩ (Λ\0) = {λ ∈ Λ\0 : K∧,λ ∩ D∧ = 0}. (7.5)

Recall that K∧,λ = ker(A∧,D∧,max−λ). Because of the analyticity in the parameter
λ of (A∧,D∧,max − λ), the set R is the complement of a closed discrete set in Λ\0.

If λ ∈ R, then

K∧,λ +D∧ = D∧,max

as a direct sum. For such λ define

πK∧,λ,D∧ = projection on K∧,λ along D∧.

Now,

(A∧ − λ)B∧,max(λ) = I

and of course

(A∧ − λ)πK∧,λ,D∧B∧,max(λ) = 0

so

(A∧ − λ)(I − πK∧,λ,D∧)B∧,max(λ) = I.

The operator

BD∧(λ) = (I − πK∧,λ,D∧)B∧,max(λ) (7.6)

obviously maps into D∧ an thus

BD∧(λ) : x
μL2

b(N+∂M;E∧)→ D∧

is a right inverse for

(A∧ − λ) : D∧ → xμL2
b(N+∂M;E∧).

We will let the reader show that BD∧(λ) is also surjective, so that we may conclude
that BD∧(λ) is the resolvent (in R) of the unbounded operator

A∧ : D∧ ⊂ xμL2
b(N+∂M;E∧)→ xμL2

b(N+∂M;E∧).

Another tautological formula for BD∧(λ) is

BD∧(λ) = B∧,min(λ) +
(
I −B∧,min(λ)(A∧ − λ)

)
BD∧(λ)

(just expand the right-hand side and use that (A∧ − λ)BD∧(λ) is the identity
on xμL2

b(N+∂M;E∧)). Replacing (7.6) in the right-hand side of this formula and
some more elementary algebraic manipulations (this time exploiting the fact that
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(A∧ − λ)B∧,max(λ) is the identity on xμL2
b(N+∂M;E∧)) leads to

BD∧(λ) = B∧,max(λ)−
(
I −B∧,min(λ)(A∧ − λ)

)
πK∧,λ,D∧B∧,max(λ).

Because of (7.3), the operator I − B∧,min(λ)(A∧ − λ) is a projection with kernel
D∧,min. Using that I − π∧,max is a projection on D∧,min we thus get

I −B∧,min(λ)(A∧ − λ) =
(
I −B∧,min(λ)(A∧ − λ)

)
π∧,max

The projection πK∧,λ,D∧ also vanishes on D∧,min, so

πK∧,λ,D∧ = πK∧,λ,D∧π∧,max

Therefore

BD∧(λ) = B∧,max(λ) −
(
I −B∧,min(λ)(A∧ − λ)

)
π∧,maxπK∧,λ,D∧π∧,maxB∧,max(λ).

We will now rewrite π∧,maxπK∧,λ,D∧π∧,max.
The subspace K∧,λ = π∧,maxK∧,λ of E∧ is isomorphic to K∧,λ. The charac-

terization (7.5) of R can also be given in terms of K∧,λ and D∧, as

R = {λ ∈ Λ\0 : K∧,λ ∩D∧ = 0}. (7.7)

Thus whenever λ ∈ R, E∧ = K∧,λ ⊕ D∧. Let then πKλ,Dλ
: E∧ → E∧ be the

projection on Kλ along D∧. Then

π∧,maxπK∧,λ,D∧π∧,max = πK∧,λ,D∧π∧,max.

Indeed, suppose u ∈ E∧. Then
u = φ + v, φ = πK∧,λ,D∧u ∈ K∧,λ, v ∈ D∧.

Let φ0 = π∧,maxφ, v0 = π∧,maxv. both φ1 = φ − φ0 and v1 = v − v0 belong to
D∧,min. Since u ∈ E∧, the formula u = (φ0 + v0) + (φ1 + v1) gives φ1 + v1 = 0. So

π∧maxπK∧,λ,D∧u = φ0 = πK∧,λ,D∧u.

Thus

BD∧(λ) = B∧,max(λ)−
(
I −B∧,min(λ)(A∧ − λ)

)
πK∧,λ,D∧π∧,maxB∧,max(λ). (7.8)

We now discuss necessary and sufficient conditions for Λ to be sector of
minimal growth for A∧ with domain D∧. This pertains to two issues: existence of
the resolvent for all sufficiently large λ ∈ Λ, and decay estimates for the norm of
the resolvent. To get a hold on these issues, we fix λ0 ∈ Λ\0 and analyze BD∧(λ)
as λ moves to ∞ along the ray through λ0. We do this by setting λ = �mλ0 in
(7.8) and analyzing the expressions that result from using (7.4) as �→∞.

The issue of existence of the inverse of A∧,D∧ − λ for λ = �mλ0 for � large
is by now easily understood. The condition K∧,�mλ0 ∩ D = 0 is both necessary
and sufficient in order for A∧,D∧ − �mλ0 to be invertible. Since κ� : E∧ → E∧ is
an isomorphism, this condition is equivalent to κ−1

� K∧,�mλ0 ∩ κ−1
� D = 0, that is,

K∧,λ0 ∩ κ−1
� D = 0 (see (6.7)). Therefore, the requirement is

κ−1
� D∧ /∈ VK∧,λ0

for all sufficiently large �.

We assume this henceforth.
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As for the issue of decay, straight from (7.4) we get

B∧,max(�
mλ0) = �−mκ�B∧,max(λ0)κ

−1
� .

Further,

I −B∧,min(�
mλ0)(A∧ − �mλ0) = I − �−mκ�B∧,min(λ0)κ

−1
� (A∧ − �mλ0)

= I − �−mκ�B∧,min(λ0)(A∧ − λ0)κ
−1
�

= κ�
(
I −B∧,min(λ0)(A∧ − λ0)

)
κ−1
�

in which (6.5) was used in the second equality. Altogether this gives

BD∧(�
mλ0) = �−mκ�

{
B∧,max(λ0)

−
(
I −B∧,min(λ0)(A∧ − λ0)

)
κ−1
� πK∧,�mλ0

,D∧π∧,maxκ�B∧,max(λ0)
}
κ−1
� .

In the second term we replace the factor

κ−1
� πK∧,�mλ0

,D∧π∧,maxκ�

by
π∧,maxκ

−1
� πK∧,�mλ0

,D∧π∧,maxκ�π∧,max

taking advantage again of the fact that I−B∧,min(λ0)(A∧−λ0) vanishes on D∧,min,
and also that π∧,maxκ� = π∧,maxκ�π∧,max because κ� preserves D∧,min. With the
notation of (5.6),

π∧,maxκ
−1
� πK∧,�mλ0

,D∧π∧,maxκ�|E∧ = κ−1
� πK∧,�mλ0

,D∧κ�

Using (6.7) one easily obtains κ−1
� πK∧,�mλ0

,D∧κ� = πK∧,λ0
,κ−1

� D∧ . So, finally we

arrive at

BD∧(�
mλ0) = �−mκ�

{
B∧,max(λ0)

−
(
I −B∧,min(λ0)(A∧ − λ0)

)
πK∧,λ0

,κ−1
� D∧π∧,maxB∧,max(λ0)

}
κ−1
� . (7.9)

Note that the norm of BD∧(�
mλ0) : xμL2(N+∂M, E∧) → L2(N+∂M, E∧) is

bounded by �−m times the norm of

B∧,max(λ0)−
(
I −B∧,min(λ0)(A∧ − λ0)

)
πK∧,λ0

,κ−1
� D∧π∧,maxB∧,max(λ0)

The fact that the only dependence of � is in πK∧,λ0
,κ−1

� D∧ lends credence to what

we showed in [15, Theorem 8.3], namely that the ray through λ0 is a ray of minimal
growth for A∧,D∧ if and only if the norm of πK∧,λ0

,κ−1
� D∧ is bounded as � → ∞,

and that this norm is bounded if

there is a neighborhood U of VKλ0
and �0 > 0 such that � >

�0 =⇒ κ−1
� D∧ /∈ U .

Completing this, we showed in [16, Theorem 4.3] that this last displayed condition
is also sufficient for the boundedness of ‖πK∧,λ0

,κ−1
� D∧‖ as �→∞. This condition

is equivalent to the statement that the limit set

Ω−(D∧) = {D′
∧ ∈ Grd′′(E∧) : ∃{�k}∞k=1, lim

k→∞
�k =∞, lim

k→∞
κ−1
�k

D∧ = D′
∧}
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is disjoint from VK∧,λ0
; this is how the condition is stated in the theorem just

cited. The number d′′ is the negative of the index of A∧,min − λ for λ ∈ Λ0 (see
(6.6)).

If one insists on having a condition on the sector Λ, one can take the arc
C = {λ ∈ Λ : |λ| = |λ0|} and define

VK∧,C =
⋃
λ∈C

VK∧,λ
.

Then VK∧,C is a closed subset of Grd′′(E∧), and Λ is a sector of minimal growth if
and only if

Ω−(D∧) ∩ VK∧,C = ∅. (7.10)

The set Ω−(D∧) is in some sense the principal symbol of D∧ (or of D =
D + Dmin if D∧ = θ(D)), and the condition (7.10) is like an ellipticity condition.

Obviously:

if D∧ is stationary (see (5.9)) then πK∧,λ0
,κ−1

� D∧ is independent

of �.
(7.11)

This property results in a considerable simplification of the analysis of the asymp-
totics of the resolvent of AD − λ.

Example 7.12. Continuing with Example 5.10 (see also Example 6.8), assume in
all formulas that follow that λ /∈ [0,∞). Recall that bg-spec(A∧) = [0,∞) ⊂ C.

Let

φ(λ) =
1

(2π)2

∫
R2

eix·ξ

|ξ|2 − λ
dξ, λ /∈ [0,∞).

Then φ(λ) ∈ L2(R2). Also

(Δφ(λ))̂ (ξ) = 1 +
λ

|ξ|2 − λ
,

which means that

Δφ(λ) = δ0 + λφ(λ).

so by restriction to R2\0,
A∧φ(λ) = λφ(λ)

Thus φ(λ) ∈ D∧,max and spans K∧,λ.
Let pλ : L2(R2)→ L2(R2) be the orthogonal projection on K∧,λ:

p(f) = 4π|λ|(f, φ(λ))φ(λ).
Let BF (λ) be the inverse of (Δ − λ) : H2(R2) → L2(R2). The reason for

the subindex F is that the space D∧,F = H2(R2) is the domain of the Friedrichs
extension of

Δ : C∞
c (R2\0) ⊂ L2(R2)→ L2(R2),

so BF (λ) is actually the resolvent of A∧,D∧,F . We have

B∧,max(λ) = (1− pλ)BF (λ).
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Indeed, this B∧,max(λ) is the right inverse of (A∧ − λ) with range orthogonal (in
L2) to K∧,λ.

The Hilbert space adjoint of A∧,D∧,min is A∧,D∧,max so the range of A∧,D∧,min−
λ is the orthogonal space (in L2) of ker(A∧,D∧,max −λ) which of course is K∧,λ. So

B∧,min(λ) = BF (λ)(I − pλ).

Let D∧ = span{αu1+βu2} with fixed (α, β) �= 0, and let D∧ = D∧+D∧,min.
To compute the spectrum of A∧,D∧ we need to compute the spaces K∧,λ, which
here just means to compute π∧,maxφ(λ). In terms of the basis u1, u2 of E∧ discussed
in Example 5.10,

π∧,maxφ(λ) = −
2

π
log(−λ)u1 + u2. (7.13)

The log is the principal branch of the logarithm with cut (−∞, 0]. The part of the
spectrum of A∧,D∧ in bg-res(A∧) is{

λ ∈ bg-res(A∧) : αu1 + βu2 and − 2

π
log(−λ)u1 + u2 are linearly dependent

}
.

In other words, λ ∈ spec(A∧,D∧) ∩ bg-res(A∧) if and only if the determinant,
f(λ, α, β) = α + (2β/π) log(−λ), of[

α − 2
π log(−λ)

β 1

]
is zero. If β = 0 then f(λ, α, β) has no zeros, corresponding to the fact that the
spectrum of the Friedrichs extension is exactly [0,∞). If β �= 0 and �(α/β) /∈
2 + 4Z, then there is exactly one zero, at

λ = −e−πα/2β.

It follows that in any closed sector Λ with Λ\0 ⊂ bg-res(A∧) there is at most one
eigenvalue of A∧,D∧ .

We have already shown that κ�D∧ → D∧,F as � tends to 0, equivalently,

κ−1
� D∧ → D∧ as �→∞.

So Ω−(D∧) = D∧,F and thus, for any λ0 ∈ bg-res(A∧),

Ω−(D∧) ∩ K∧,λ0 = ∅
since π∧,maxφ(λ) is never an element of D∧,F .

8. Asymptotics

Suppose that it has been determined by way of [14, Theorem 6.36] (quoted above
as Theorem 7.1) that the closed Λ ⊂ C is a sector of minimal growth for a given
extension AD of our elliptic cone operator. In [17] we discussed the asymptotics in
the case of a stationary domain, and in [18] we were able to complete our results to
general general domains. We will discuss some aspects of the latter result below.
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In the case of stationary domains (see (5.9)) we have:

Theorem 8.1. [17, Theorem 1.1] Suppose D is stationary in the sense of (5.9).
Then, for any ϕ ∈ C∞(M; End(E)) and � ∈ N with m� > n = dimM,

Tr
(
ϕ(AD − λ)−�

)
∼

∞∑
j=0

mj∑
k=0

αjkλ
n−j
m −� logk λ as |λ| → ∞,

with a suitable branch of the logarithm, with constants αjk ∈ C. The numbers mj

vanish for j < n, and mn ≤ 1. In general, the αjk depend on ϕ, A, D, and �, but
the coefficients αjk for j < n and αn,1 do not depend on D. If both A and ϕ have
coefficients independent of x near ∂M, then mj = 0 for all j > n.

The asymptotics of the trace of the resolvent, which ultimately determines
the behavior of the ζ function, depends fundamentally on the asymptotics of the
resolvent of A∧,D∧ , which by virtue of (7.9) depends in an essential manner on the
asymptotics of πK∧,λ0

,κ−1
� D∧ . If the domain is stationary then πK∧,λ0

,κ−1
� D∧ has a

simple asymptotics (indeed, it is homogeneous of degree 0 in �, see (7.11)). On the
other hand, if D is not stationary, its asymptotics, therefore that of the resolvent,
can be rather complicated:

Theorem 8.2. [18, Theorem 1.4] For any ϕ ∈ C∞(M; End(E)) and � ∈ N with
m� > n,

Tr
(
ϕ(AD − λ)−�

)
∼

∞∑
j=0

rj(λ
iμ1 , . . . , λiμN , log λ)λνj/m as |λ| → ∞,

where each rj is a rational function in N +1 variables, N ∈ N0, with real numbers
μk, k = 1, . . . , N , and νj > νj+1 → −∞ as j → ∞. We have rj = pj/qj with
pj , qj ∈ C[z1, . . . , zN+1] such that qj(λ

iμ1 , . . . , λiμN , log λ) is uniformly bounded
away from zero for large λ.

The asymptotic behavior of πK∧,λ0
,κ−1

� D∧ is rooted in the behavior of the

curve � �→ κ−1
� D∧ in Grd′′(E∧). We gain an understanding of this by analyzing

the infinitesimal generator of the action

� �→ κ� : E∧ → E∧.

Since this is a one-parameter group of isomorphisms, there is a linear operator
a : E∧ → E∧ such that κ� = e− log � a (the choice of sign for a is a matter of
convenience; we are interested in letting � tend to ∞ in κ−1

� D∧, so in fact we are

looking at elog �a). The precise determination of a is best done using the Mellin
transform.

Fix some defining function for ∂M, let P∧ = xm∧ A∧ (an elliptic b-operator
with respect to the boundary of N+∂M; the latter is trivialized by the choice of

x as ∂M× [0,∞)). Let P̂∧(σ) be the indicial family of P∧. Let

Σ = {σ ∈ specb(P∧) : −μ−m < �σ < −μ},
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let MeroΣ be the space of meromorphic functions on C with poles in Σ to the
space of smooth sections of E∂M → ∂M and let Holo be the subspace consisting

of entire functions. Then P̂ induces maps

P̂ : MeroΣ →MeroΣ, P̂ : Holo→ Holo

which in turn give a map

P̂ : MeroΣ/Holo→MeroΣ/Holo.

Then E∧ is canonically isomorphic to the kernel, Ê∧, of this map. Namely, if u ∈ E∧
and ω : N+∂M→ R is smooth compactly supported, equal 1 in a neighborhood
of the zero section, then

M (u)(y, σ) =

∫ ∞

0

x−iσ
∧ u(x∧, y)ω(x∧, y)

dx∧
x∧

is holomorphic for �σ ≥ −μ, meromorphic in �σ > −μ−m with poles in Σ, and

P̂M (u) is holomorphic in �σ > −m − μ. Taking the singular parts of M (u) at

the points of Σ gives an element sΣM (u) ∈MeroΣ such that P̂ sΣM (u) is entire.
This gives a map

E∧ � u �→ [sΣM (u)] ∈ Ê∧,

where [ ] means class in MeroΣ modulo Holo. This map is the isomorphism men-
tioned above.

Now, u �→M (u) conjugates κ� with multiplication by �iσ :

M (κ�u)(y, σ) =

∫ ∞

0

x−iσ
∧ �−μu(�x∧, y)ω(x∧, y)

dx∧
x∧

= �iσ−μ
∫ ∞

0

x−iσ
∧ u(x∧, y)ω(x∧/�, y)

dx∧
x∧

≡ �iσ−μM (u) mod Holo.

Associated with each σj ∈ Σ, j = 1, . . . , N , there is the subspace Ê∧,σj ⊂ Ê∧ whose

elements have representatives in MeroΣ with pole only at σj . We may view Ê∧,σj

directly as a space of singular parts of elements of MeroΣ with pole only at σj . If

ν∑
k=1

φj
(σ − σj)k

is an element of Ê∧,σj , then (using �iσ = �iσj�i(σ−σj ))

�iσ−μ
ν∑
k=1

φk
(σ − σj)k

≡ �iσj−μ
ν∑

ϑ=1

1

(σ − σj)ϑ

∑
k−�=ϑ

i� log� �

�!
φk mod Holo

Thus a, viewed on the Mellin transform side, has eigenvalues −iσj + μ, σj ∈ Σ,

and the generalized eigenspace corresponding to −iσj + μ is Ê∧,σj .

Each space Ê∧,σj corresponds to a subspace E∧,σj ⊂ E∧. These spaces are,
as we saw, the generalized eigenspaces of a. We may write a = a0 + N where a0
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is diagonal and N is nilpotent. Let a′ : E∧ → E∧ be the operator which acts on
each E∧,σj by multiplication by −i�σj . The eigenvalues of a0−a′ are the numbers
�σj + μ. Order the set of these numbers as μ0 > μ1 > . . . (i.e., no repetitions).
Since σj ∈ Σ, −m < μk < 0. Let

Ẽ∧,μk
=

⊕
σj∈Σ

�σj+μ=μk

E∧,σj .

Also let πσj be the projection on E∧,σj and Nσj the restriction of N to this space.
In [18, Sections 3 and 4] we showed the following. Given any subspace D∧ ⊂

E∧, there are functions vk : R→ E∧, k = 1, . . . , d′′ = dimD∧, (perhaps not defined
at t = 0) such that

etaD∧ = span{vk(t) : k = 1, . . . , d′′}, t- 0,

is of the form

vk(t) = eta
′
gk(t) +

∑
σ∈Σ

�σ+μ<μk

et(−iσ+μ−μk)p̂k,σ(t). (8.3)

The gk(t) are polynomials in 1/t with values in Ẽ∧,μk
and the collection of vectors

g∞,k = lim
t→∞ gk(t)

is an independent set spanning a subspace D∧,∞, and

p̂k,σ(t) = etNσπσpk,σ(t), σ ∈ Σ,

where the pk,σ(t) are polynomials in t and 1/t with values in E∧.
The numbers −iσ + μ − μk appearing in the exponents in the sum in (8.3)

all have negative real part. It follows that ‖vk(t)− eta
′
gk(t)‖ → 0 as t→∞. From

this one concludes that the distance in Grd′′(E∧) between κ−1
� D∧ = elog �aD∧ and

elog �a
′
D∧,∞ tends to 0 as t→∞. Separately one can show (consult the details in

[18]) that the closure of

{eta′
D∧,∞ : t ∈ R}

is an embedded torus, which immediately proves that Ω−(D∧) is a subset of this
torus, and in fact is equal to it. The dimension of the torus may be zero (a point)
in which case the statement is that the limit lim�→∞ elog �aD∧ exists. This will be
the case for any D∧ if no two distinct elements of Σ have the same imaginary part.

The term eta
′
gk(t) in (8.3) is∑

σ∈Σ
�σ+μ=μk

et(−i�σ+μ−μk)p̂k,σ(t).

So all the numbers −iσ+μ−μk appearing in the exponents of the right-hand side
in (8.3) are of the form −iσ + μ− �(−iσj + μ) with σ, σ′ ∈ Σ and �(−iσ + μ) <
�(−iσj + μ). The collection of these numbers is thus

{−iσ −�σ′ : σ, σ′ ∈ Σ, �(−iσ) < �(−iσ′)},
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The additive semigroup S ⊂ C generated by this set is a subset of {ϑ ∈ C : �ϑ ≤
0} with the property that {ϑ ∈ S : �ϑ > μ} is finite for every μ ∈ R.

All this information comes together to produce, after some more work, the
following theorem slightly adapted from Theorem 7.4 of [18] (see the proof there):

Theorem 8.4. If Λ is a sector of minimal growth for A∧,D∧ , D∧ = D∧ + D∧,min,
and λ0 ∈ Λ\0, then there are polynomials pϑ(z

1, . . . , zN , t) with values in End(E∧)
and C-valued polynomials qϑ(z

1, . . . , zN , t) such that

∃C, R > 0 such that |qϑ(�i�σ1 , . . . , �i�σN , t)| > C if � > R (8.5)

and such that

πK∧,λ0
,κ−1

� D∧ =
∑
ϑ∈S

�ϑpϑ(�
i�σ1 , . . . , �i�σN , log �)

qϑ(�i�σ1 , . . . , �i�σN , log �)
, � > R (8.6)

with uniform convergence in norm in � > R. The σj are an enumeration of Σ.

Note that the exponents ϑ of the factors �ϑ have real parts tending to −∞.
The parameter � can be complexified (while keeping it in a sector around the
positive real axis) and then replaced by ζ1/m where ζ = λ/λ0 using the principal
branch of m-th root). This is how Theorem 7.4 of [18] is stated.

Replacing λ = �meiθλ0 in (7.8) and following through to (7.9) one obtains

BD∧(λ) = (λ0/λ)κ(λ/λ0)1/m
{
B∧,max(λ0)

−
(
I −B∧,min(λ0)(A∧ − λ0)

)
πK∧,λ0

,κ−1

(λ/λ0)1/m
D∧π∧,maxB∧,max(λ0)

}
κ−1
(λ/λ0)1/m

.

(8.7)

Of course we need to verify that (7.9) remains true after complexifying �, but that
is indeed the case since all elements of (7.9) depend real-analytically on �. The fact
that B∧min(λ) and B∧,max(λ) as they appear in (7.8) do not depend analytically
on λ is immaterial because the formula we are extending analytically is (7.9).

The final step in obtaining the asymptotics of BD∧(λ) in λ ∈ Λ as |λ| → ∞
is to replace πK∧,λ0

,κ−1
� D∧ in the formula for BD∧(λ).

It is the complicated structure of the expansion of πK∧,λ0
,κ−1

� D∧ in (8.6) that

is responsible for the unusual behavior of the zeta function of a cone operator.
Indeed, if the domain is stationary, then (obviously) πK∧,λ0

,κ−1
� D∧ is independent

of �.

Example 8.8. The indicial family of A∧ of Example 5.10, the Laplacian on the
blowup of R2 at 0, is

σ2 + D2
θ .

Thus the boundary spectrum of A (or A∧) is iZ. We have been viewing A∧ as an
unbounded operator on subspaces of

L2(R2) = r−1L2
b

(
S1 × [0,∞);

dr

r
dθ

)
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so Σ = {σ ∈ specb(A∧) : −1 < �σ < −2} = {0}. So we expect a rather sim-
ple structure for the asymptotics of πK∧,λ0

,D∧ for any one-dimensional subspace
D∧ ⊂ E∧.

We know from Example 7.12 that for any λ0 /∈ [0,∞), the ray through λ0 is
a ray of minimal growth for AD∧ , for any D∧ = D∧ +D∧,min. The space K∧,λ0 is
spanned by

π∧,maxφ(λ0) = −
2

π
log(−λ0)u1 + u2,

see (7.13). If D∧ is the space spanned by ψ = αu1 + βu2, (α, β) �= 0, then κ−1
� D∧

is spanned by

κ−1
� ψ =

(
α +

2β

π
log �2

)
u1 + βu2,

see (5.11). The pair {π∧,maxφ(λ0),κ
−1
� ψ} is a basis of E∧ when �2λ0 is not in

the spectrum of A∧,D∧ , in which case we may express an arbitrary element v =
v1u1 + v2u2 ∈ E∧ in terms of π∧,maxφ(λ0) and κ−1

� ψ:

v =
−πβ v1 + π(α + 2β log �2) v2

πα + 2β log(−�2λ0)
π∧,maxφ(λ0) +

π v1 + 2 log(−λ0) v2
πα + 2β log(−�2λ0)

κ−1
� ψ

Consequently,

πK∧,λ0
,D∧v =

−πβ v1 + π(α + 4β log �) v2
πα + 4β log � log(−λ0)

π∧,maxφ(λ0).

Note that D∧ is stationary if and only if β = 0, which corresponds to the Friedrichs
extension.
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Pseudodifferential Operators on Manifolds:
A Coordinate-free Approach

Peter McKeag and Yuri Safarov

Abstract. The main aim of the paper is to demonstrate the advantage of
a coordinate-free approach to the theory of pseudodifferential operators. We
explain how one can define symbols and construct a symbolic calculus without
using local coordinates, briefly review some known definitions and results, and
discuss possible applications and further developments.
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1. Introduction

The theory of pseudodifferential operators (PDOs) is a powerful technique, which
has many applications in analysis and mathematical physics. In the framework
of this theory, one can effectively construct the inverse of an elliptic differential
operator L on a closed manifold, its non-integer powers and even some more gen-
eral functions of L. For operators with constant coefficients in Rn, this can be
easily done by applying the Fourier transform. In a sense, the theory of PDOs
extends the Fourier transform method to operators with variable coefficients and
operators on manifolds at the expense of losing infinitely smooth contributions.
This is normally acceptable for theoretical purposes and is useful for numerical
analysis, since numerical methods for the determination of the smooth part are
usually more stable.

Traditionally, PDOs on manifolds are defined with the use of local coordi-
nates. This leads to certain restrictions on operators under consideration, as all
the definitions and results must be invariant with respect to transformations of
coordinates. The main aim of this paper is to introduce the reader to a little known
approach to the theory of PDOs that allows one to avoid this problem.
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The paper is constructed as follows. In Section 2 we recall some basic def-
initions and results of the classical theory of PDOs. Their detailed proofs (as
well as other relevant statements and definitions) can be found, for instance, in
[H2, Shu, Ta, Tr]. Section 3 gives a brief overview of some elementary concepts of
differential geometry (see [KN] or any other textbook for details). In Sections 4
and 5 we explain how to define PDOs without using local coordinates and quote
some results from the paper [Sa1] and the conference article [Sa2]. Section 6 con-
tains new results on approximate spectral projections of the Laplacian obtained
in the Ph.D. thesis [McK]. Finally, in Section 7 we give a review of other related
results and discuss possible developments in the field.

Throughout the paper C∞
0 denotes the space of infinitely differentiable func-

tions with compact supports, and D′ is the dual space of Schwartz distributions.
Recall that, by the Schwartz theorem, for each operator A : C∞

0 �→ D′ there ex-
ists a distribution A(x, y) ∈ D′ such that 〈Au, v〉 = 〈A(x, y) , u(y)v(x)〉 for all
u, v ∈ C∞

0 . The distribution A(x, y) is called the Schwartz kernel of A.

2. PDOs: local definition and basic properties

Let a(x, y, ξ) be a C∞-function defined on U ×U ×Rn, where U is an open subset
of Rn.

Definition 2.1. The function a belongs to the class Smρ,δ with ρ, δ ∈ [0, 1] and
m ∈ R if

sup
(x,y)∈K

|∂αx ∂βy ∂γξ a(x, y, ξ)| ≤ CK;α,β,γ (1 + |ξ|)m+δ(|α|+|β|)−ρ|γ| (2.1)

for each compact set K ⊂ U × U and all multi-indices α, β, γ, where CK;α,β,γ are
some positive constants.

Definition 2.2. An operator A : C∞
0 (U) �→ D′(U) is said to be a pseudodifferential

operator of class Ψmρ,δ if

(c) its Schwartz kernel A(x, y) is infinitely differentiable outside the diagonal
{x = y},

(c1) A(x, y) = (2π)−n
∫

ei(x−y)·ξa(x, y, ξ) dξ with some a ∈ Smρ,δ in a neighbour-
hood of the diagonal.

The function a in (c1) is called an amplitude, and the number m is said to
be the order of the amplitude a and the corresponding PDO A. Note that for
amplitudes of order m > −n the integral in (c1) does not converge in the usual
sense. However, it is well defined as a distribution in x and y.

Let S−∞ :=
⋂
m∈R

Smρ,δ, and let Ψ−∞ be the class of operators with infinitely

differentiable Schwartz kernels. If a ∈ S−∞ (that is, if a and all its derivatives van-
ish faster than any power of |ξ| as |ξ| → ∞) then the corresponding PDO A belongs
to Ψ−∞. The classical theory of PDOs is used to study singularities. Therefore one
usually assumes that a is defined modulo S−∞ and that x is close to y.
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Let a ∈ Smρ,δ and aj ∈ S
mj

ρ,δ for some ρ, δ ∈ [0, 1], where mj → −∞ as j →∞.
We shall write

a ∼
∑
j

aj , |ξ| → ∞ , (2.2)

if a −
∑
j<k

aj ∈ Snk

ρ,δ where nk → −∞ as k → ∞. Such series
∑

j aj are called

asymptotic. If mj → −∞ then for every collection of amplitudes aj ∈ S
mj

ρ,δ there

exists an amplitude a satisfying (2.2). Obviously, if a′ is another amplitude satis-
fying (2.2) then a− a′ ∈ S−∞ (or, in other words, (2.2) defines a modulo S−∞).

Lemma 2.3. Let zτ := x + τ(y − x) where τ ∈ [0, 1]. If δ < ρ and a ∈ Smρ,δ then∫
ei(x−y)·ξa(x, y, ξ) dξ =

∫
ei(x−y)·ξσA,τ (zτ , ξ) dξ

modulo an infinitely differentiable function, where σA,τ (z, ξ) is an amplitude of
class Smρ,δ given by the asymptotic expansion

σA,τ (z, ξ)

∼
∑
α,β

(−i)|α|+|β| τ |α|(1− τ)|β|

α!β!
∂αx ∂βy ∂α+βξ a(x, y, ξ)

∣∣∣
y=x=z

, |ξ| → ∞ . (2.3)

Sketch of proof. Expand the amplitude a by Taylor’s formula at the point (x, y) =
(zτ , zτ ), replace (y − x)ei(x−y)·ξ with i∇ξei(x−y)·ξ and integrate by parts with
respect to ξ. �

The amplitude σA,τ (x, ξ) is called the τ-symbol of the PDO A. It is uniquely
defined by the operator A modulo S−∞. The 0-symbol is usually called just the
symbol and is denoted σA. The

1
2 -symbol and 1-symbol are said to be the Weyl

and the dual symbol respectively.
In the theory of PDOs, properties of operators are usually described and

results are stated in terms of their symbols. The following composition formula
plays a key role in the symbolic calculus.

Theorem 2.4. Let A ∈ Ψm1

ρ,δ and B ∈ Ψm2

ρ,δ . If δ < ρ then the composition AB is a

PDO of class Ψm1+m2

ρ,δ whose symbol admits the asymptotic expansion

σAB(x, ξ) ∼
∑
α

(−i)|α|

α!
∂αξ σA(x, ξ) ∂αx σB(x, ξ) , |ξ| → ∞ . (2.4)

Sketch of proof. From the inversion formula for the Fourier transform it follows
that the Schwartz kernel of AB is given by (c1) with the amplitude a(x, y, ξ) =
σA(x, ξ)σB,1(y, ξ). Applying Lemma 2.3 with τ = 0 to a, we obtain (2.4). �

Remark 2.5. Theorem 2.4 implies, in particular, that the resolvent of an elliptic
differential operator is a PDO. Using (2.4), one can also show that a PDO of order
m maps W s

2

⋂
C∞

0 into W s−m
2 , where W r

2 are the Sobolev spaces.
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Note that in the above lemmas the condition δ < ρ is of crucial importance;
if it is not fulfilled then the terms in the right-hand sides of (2.3) and (2.4) do not
form asymptotic series.

Clearly, the phase function (x − y) · ξ in (c1) depends on the choice of coor-
dinates on U . Passing to new coordinates x̃ and ỹ, we obtain

A(x̃, ỹ) = (2π)−n
∫

ei(x(x̃)−y(ỹ))·ξa(x(x̃), y(ỹ), ξ) dξ .

In a sufficiently small neighbourhood of the diagonal {x̃ = ỹ}, the new phase
function ϕ(x̃, ỹ, ξ) = (x(x̃)− y(ỹ)) · ξ can be written in the form

ϕ(x̃, ỹ, ξ) = (x̃− ỹ) · Φ(x̃, ỹ) ξ,

where Φ(x̃, ỹ) is a smooth n×n-matrix function such that detΦ(x̃, ỹ) �= 0. Chang-
ing variables η = Φ(x̃, ỹ) ξ, we see that

A(x̃, ỹ) = (2π)−n
∫

ei(x̃−ỹ)·ξã(x̃, ỹ, η) dη ,

where

ã(x̃, ỹ, η) = | detΦ(x̃, ỹ)|−1 a(x(x̃), y(ỹ),Φ−1(x̃, ỹ)η)

is a new amplitude. Thus Definition 2.2 does not depend on the choice of coordi-
nates. However, there are two obvious problems.

Problem 2.6. If a ∈ Smρ,δ then, generally speaking, the new amplitude ã belongs

only to the class Smρ,δ′ with δ′ := max{δ, 1−ρ}. If ρ < 1
2 then δ′ > ρ and the above

lemmas fail. Thus for δ < ρ < 1
2 it is impossible to define PDOs of class Smρ,δ on a

manifold and to develop a symbolic calculus using local coordinates.

Problem 2.7. If max{δ, 1− ρ} < ρ then the “main part” of the symbol σA (called
the principal symbol of A) behaves as a function on the cotangent bundle under
change of coordinates. However, lower-order terms in (2.3) do not have a clear
geometric meaning. Therefore, the coordinate approach does not allow one to
study the subtle properties of PDOs, which depend on the lower-order terms.

3. Linear connections

The above problems do not arise if we define the phase function (x − y) · ξ in an
invariant way, without using local coordinates. It is possible, in particular, when
the manifold is equipped with a linear connection. In this section we shall briefly
recall some relevant definitions and results from differential geometry.

Let M be an n-dimensional C∞-manifold. Further on we shall denote the
points of M by x, y or z. The same letters will be used for local coordinates on M .
Similarly, ξ, η and ζ will denote points of (or the dual coordinates) on the fibres
T ∗
xM , T ∗

yM and T ∗
zM of the cotangent bundle T ∗M .

We are going to consider operators acting in the spaces of κ-densities on M ,
κ ∈ R. Recall that a complex-valued “function” u on M is said to be a κ-density
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if it behaves under change of coordinates in the following way

u(y) = | det{∂xi/∂yj}|κ u
(
x(y)
)
.

The usual functions on M are 0-densities. The κ-densities are sections of some
complex linear bundle Ωκ over M . We denote by C∞(M ; Ωκ) and C∞

0 (M ; Ωκ)
the spaces of smooth κ-densities and smooth κ-densities with compact supports
respectively. If u ∈ C∞

0 (M ; Ωκ) and v ∈ C∞(M ; Ω1−κ) then the product u v is
a density and the integral

∫
M u v dx is independent of the choice of coordinates.

This allows one to define the inner product (u, v) =
∫
M

u v̄ dx on the space of

half-densities C∞
0 (M ; Ω1/2) and to introduce the Hilbert space L2(M ; Ω1/2) in the

standard way.
In this and the next sections we shall be assuming that the manifold M is

provided with a linear connection Γ (which may be non-complete). This means
that, for each local coordinate system, we have fixed a set of smooth “functions”
Γijk(x), i, j, k = 1, . . . , n, which behave under change of coordinates in the following
way, ∑

l

∂yi

∂xl
Γlpq(x) =

∑
p,q

∂yj

∂xp
Γijk
(
y(x)
) ∂yk

∂xq
+

∂2yi

∂xp ∂xq
. (3.1)

The “functions” Γijk(x) are called the Christoffel symbols . They can be chosen in

an arbitrary way (provided that (3.1) holds), and every set of Christoffel symbols
determines a linear connection of M .

A linear connection Γ is uniquely characterized by the torsion tensor T ijk :=

Γijk − Γikj and the curvature tensor

Ri
jkl := ∂ykΓ

i
lj − ∂ylΓ

i
kj +

∑
p

ΓikpΓ
p
lj −

∑
p

Γilp Γ
p
kj .

If both these tensors vanish on an open set U ⊂ M then one can choose local
coordinates on a neighbourhood of each point x ∈ U in such a way that Γijk = 0.

Such connections are called flat. A connection Γ is called symmetric if T ijk = 0.

Let ν =
∑

νk(y) ∂yk be a vector field on M . The equality (3.1) implies that

∇ν :=
∑
k

νk(y) ∂yk +
∑
i,j,k

Γikj(y) ν
k(y)ηi ∂ηj (3.2)

is a correctly defined vector field on T ∗M . The vector field (3.2) is called the
horizontal lift of ν . The horizontal lifts generate a n-dimensional subbundle HT ∗M
of the tangent bundle TT ∗M over T ∗M , which is called the horizontal distribution.
The vertical vector fields ∂η1 , . . . , ∂ηn generate another n-dimensional subbundle
V T ∗M ⊂ TT ∗M which is called the vertical distribution. Since HT ∗M ∩ V T ∗M =
{0} , the tangent space T(y,η)T

∗M at each point (y, η) ∈ T ∗M coincides with the
sum of its horizontal and vertical subspaces. Obviously, the horizontal subspaces
depend on the choice of Γ whereas the vertical subspaces do not.

A curve in the cotangent bundle T ∗M is said to be horizontal (or vertical) if
its tangent vectors belong to HT ∗M (or V T ∗M). For any given curve y(t) ⊂ M
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and covector η0 ∈ T ∗
y(0)M there exists a unique horizontal curve

(
y(t), η(t)

)
⊂

T ∗M starting at the point (y(0), η0) , whose projection onto M coincides with
y(t) . It is defined in local coordinates y by the equations

d

dt
ηj(t) −

∑
i,k

Γikj
(
y(t)
)
ẏk(t) ηi(t) = 0 , ∀j = 1, . . . , n ,

and is called the horizontal lift of y(t) . The corresponding linear transformation
η0 → η(t) is said to be the parallel displacement along the curve y(t). By duality,
horizontal curves and parallel displacements are defined in the tangent bundle TM
(and then in all the tensor bundles over M).

A curve y(t) ⊂ M is said to be a geodesic if the curve
(
y(t), ẏ(t)

)
⊂ TM is

horizontal or, equivalently, if

··
yk(t) +

∑
i,j

Γkij
(
y(t)
)
ẏi(t) ẏj(t) = 0 , ∀k = 1, . . . , n .

in any local coordinate system. If Ux is a sufficiently small neighbourhood of x
then for every y ∈ Ux there exists a unique geodesic γy,x(t) such that γy,x(0) = x
and γy,x(1) = y. The mapping Ux � y �→ γ̇y,x(0) ∈ TxM is a bijection between Ux
and a neighbourhood of the origin in TxM , and the corresponding coordinates on
Ux are called the normal coordinates . In the normal coordinates y centred at x we
have γy,x(t) = x + t(y − x), so that γ̇y,x(t) = y − x for all t ∈ [0, 1].

Let Φy,x : T ∗
xM → T ∗

yM be the parallel displacement along the geodesic
γy,x, and let Υy,x = | detΦy,x|. One can easily check that Υy,x is a density in y and
a (−1)-density in x (the map wx → Υy,xwx is the parallel displacement along γy,x
between the fibres of the bundle Ω). Note that Φy,x and Υy,x depend on the torsion
tensor, whereas the geodesics are determined only by the symmetric part of Γ.

Given local coordinates x = {x1, . . . , xn}, let us denote by ∇i the horizontal
lifts of vector fields ∂xi . For a multi-index α with |α| = q, let ∇αx = 1

q!

∑
∇i1 . . .∇iq

where the sum is taken over all ordered collections of indices i1, . . . , iq correspond-
ing to the multi-index α. The following simple lemma can be found, for instance,
in [Sa2, Section 3].

Lemma 3.1. If a ∈ C∞(T ∗M) then a(y,Φy,xξ) admits the following asymptotic
expansion,

a(y,Φy,xξ) ∼
∑
α

1

α!
γ̇αy,x∇αxa(x, ξ) , y → x . (3.3)

Sketch of proof. Write down the left-hand side in normal coordinates y centred at
x and apply Taylor’s formula. �

Remark 3.2. If a is a function on T ∗M then the “hypermatrix” {∂βξ∇αxa(x, ξ)}|α|=q
|β|=p

behaves as a (p, q)-tensor under change of coordinates. Therefore all the formulae
in the next section have an invariant meaning and do not depend on the choice of
coordinates.
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4. PDOs: a coordinate-free approach

Definition 4.1. We shall say that an amplitude a defined on M × T ∗M belongs to
the class Smρ,δ(Γ) with ρ, δ ∈ [0, 1] and m ∈ R if

sup
(x,z)∈K

|∂αx ∂βζ∇i1∇i2 . . .∇iqa(x, z, ζ)| ≤ CK;α,β,q (1 + |ξ|)m+δ(|α|+q)−ρ|β| (4.1)

for each compact set K ⊂ M ×M , all multi-indices α, β and all sets of indices
i1, . . . , iq, where ∇k are horizontal lifts of the vector fields ∂zk and CK;α,β,γ are
some positive constants.

From the definition of the horizontal lifts it follows that a ∈ Smρ,δ(Γ) with

δ ≥ 1− ρ if and only if a satisfies (2.1) in any local coordinate system. In this case
the class Smρ,δ(Γ) is the same for all linear connections Γ. If δ < 1− ρ then Smρ,δ(Γ)

depends on the choice of Γ. Note that (2.1) is a particular case of (4.1), in which
the connection Γ is flat.

Let us fix a sufficiently small neighbourhood V of the diagonal in M ×M
and define zτ = zτ (x, y) = γy,x(τ) , where τ ∈ [0, 1] is regarded as a parameter.
Consider the phase function

ϕτ (x, ζ, y) = −〈γ̇y,x(τ), ζ〉 , (x, y) ∈ V , ζ ∈ T ∗
zτ M , (4.2)

where 〈·, ·〉 denotes the standard pairing between vectors and covectors. The func-
tion ϕτ is invariantly defined and, by the above, coincides with (x−y) ·ζ in normal
coordinates y centred at x.

Definition 4.2. An operator A acting in the space of κ-densities on M is said to
be a PDO of class Ψmρ,δ(Ω

κ,Γ) if

(c) its Schwartz kernel A(x, y) is infinitely differentiable outside the diagonal
{x = y},

(c2) A(x, y) = (2π)−n pκ,τ (x, y)
∫
T∗
zτ
M eiϕτ (x,ζ,y)a(zs; zτ , ζ) dζ in a neighbour-

hood of the diagonal, where a ∈ Smρ,δ(Γ), pκ,τ := Υ1−κ
y,zτΥ

−κ
zτ ,x and s, τ ∈ [0, 1]

are some fixed numbers.

Remark 4.3. If y are normal coordinates centred at x then ϕτ (x, ζ, y) = (x−y) ·ζ
and the integral (c2) takes the form (c1). However, Definition 2.2 assumes that x
and y are the same local coordinates on U , whereas the above identity holds if we
choose coordinates y depending on the point x.

Remark 4.4. The weight factor pκ,τ is introduced for the following two reasons.

(1) It makes the definition independent of the choice of coordinates ζ in the
cotangent space T ∗

zτ M .
(2) Because of this factor, the Schwartz kernel behaves as a (1 − κ)-density in

y and κ-density in x, that is, (c2) defines an operator in the space of κ-
densities for all κ ∈ R and all s, τ ∈ [0, 1]. In particular, this allows us
to consider PDOs in the Hilbert space L2(M,Ω1/2) and to introduce Weyl
symbols (corresponding to τ = 1

2 ).
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One can replace pκ,τ in Definition 4.2 with any other smooth weight factor p(x, y)
which behaves in a similar way under change of coordinates. The precise choice
of the weight factor seems to be of little importance, since all formulae in the
symbolic calculi corresponding to different weight factors p and p̃ can easily be
deduced from each other by expanding the function p−1p̃ into an asymptotic series
of the form (3.3), replacing γ̇y,x(zτ ) e

iϕτ (x,ζ,y) with i∇ζ eiϕτ (x,ζ,y) and integrating
by parts with respect to ζ.

Lemma 4.5. If δ < ρ and a ∈ Smρ,δ(Γ) then for all s, τ ∈ [0, 1]

pκ,τ

∫
T∗
zτ
M

eiϕτ (x,ζ,y)a(zs; zτ , ζ) dζ = pκ,τ

∫
T∗
zτ
M

eiϕτ (x,ζ,y)σA,τ (zτ , ζ) dζ

and

pκ,τ

∫
T∗
zτ
M

eiϕτ (x,ζ,y)σA,τ (zτ , ζ) dζ = pκ,s

∫
T∗
zs
M

eiϕs(x,ζ,y)σA,s(zs, ζ) dζ

modulo C∞-densities, where σA,τ and σA,s are amplitudes of class Smρ,δ(Γ) given
by the asymptotic expansions

σA,τ (x, ξ) ∼
∑
α

(−i)|α| (s− τ)|α|

α!
∂αξ ∇αy a(y;x, ξ)

∣∣
y=x

, |ξ| → ∞ ,

σA,s(x, ξ) ∼
∑
α

(−i)|α| (τ − s)|α|

α!
∂αξ ∇αxσA,τ (x, ξ), |ξ| → ∞ .

Sketch of proof. The first identity is proved by applying (3.3) with x = zτ and
y = zs to the function a(·; zτ , ζ) with fixed (zτ , ζ), substituting γ̇zs,zτ eiϕτ = (τ −
s)∇ζeiϕτ and integrating by parts. The second is obtained in a similar way, after
changing variables ζ = Φzs,zτ ζ

′. �
Lemma 4.5 shows that Definition 4.2 does not depend on the choice of τ and

s, and that every PDO A is defined modulo Ψ−∞ by its τ -symbol σA,τ . The other
way round, for each linear connection Γ, the τ -symbol σA,τ is determined by the
operator A modulo S−∞.

If A ∈ Ψmρ,δ(Ω
κ,Γ) then, in a similar way, one can show that

σA∗,τ (x, ξ) ∼
∑
α

(−i)|α| (1− 2τ)|α|

α!
∂αξ ∇αxσA,τ (x, ξ), |ξ| → ∞ , (4.3)

where A∗ is the adjoint operator acting in the space of (1 − κ)-densities. In par-
ticular, for the Weyl symbols we have σA∗,1/2 − σA,1/2 ∈ S∞ for all κ ∈ R.

Remark 4.6. The full τ -symbol σA,τ depends on Γ and τ . If max{δ, 1 − ρ} < ρ
then all the τ -symbols σA,τ corresponding to different connections Γ coincide with
the principal symbol of A modulo a lower-order term. However, in the general
case it seems to be impossible to define a principal symbol of A without intro-
ducing an additional structure on the manifold M or a global phase function (see
Subsection 7.8).
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Let

Υκ(x, y, z) := Υ1−κ
y,z Υ2−κ

z,x Υ1−κ
x,y ,

ψ(x, ξ; y, z) := 〈γ̇y,x, ξ〉 − 〈γ̇z,x, ξ〉 − 〈γ̇y,z,Φz,xξ〉

and

P
(κ)
β,γ (x, ξ) =

(
(∂y + ∂z)

β∂γy
∑

|β′|≤|β|

1

β′!
Dβ′
ξ ∂β

′
y (eiψΥκ)

)∣∣∣
y=z=x

,

where y and z are normal coordinates centred at x. The functions P
(κ)
β,γ ∈C∞(T ∗M)

are polynomials in ξ ; we shall denote their degrees by d
(κ)
β,γ .

One can easily show that P
(κ)
0,γ ≡ 0, P

(κ)
β,0 ≡ 0 and d

(κ)
β,γ ≤ min{ |β|, |γ| } for any

connection Γ. Moreover, if Γ is symmetric then d
(κ)
β,γ ≤ min{ |β|, |γ|, (|β|+ |γ|)/3 }

[Sa2, Lemma 8.1].

Theorem 4.7. Let A ∈ Ψm1

ρ,δ (Ω
κ,Γ) and B ∈ Ψm2

ρ,δ (Ω
κ,Γ) , where ρ > δ. Assume,

in addition, that

(1) either ρ > 1/2 ,
(2) or the connection Γ is symmetric and ρ > 1/3 ,
(3) or at least one of the PDOs A and B belongs to Ψm1,0(Ω

κ,Γ).

Then AB ∈ Ψm1+m2

ρ,δ (Ωκ,Γ) and

σAB(x, ξ)

∼
∑
α,β,γ

1

α!

1

β!

1

γ!
P

(κ)
β,γ (x, ξ) Dα+β

ξ σA(x, ξ) Dγ
ξ∇αxσB(x, ξ) , |ξ| → ∞. (4.4)

The proof of Theorem 4.7 is similar to that of Theorem 2.4 (see [Sa2, Sec. 8]).

In particular, if the connection Γ is flat then P
(κ)
β,γ ≡ 0 as |β| + |γ| ≥ 1 and (4.4)

turns into (2.4).

Remark 4.8. The conditions on ρ and the estimates for d
(κ)
β,γ imply that the terms

in the right-hand side of (4.4) form an asymptotic series. It is plausible that the
composition formula (4.4) holds whenever the orders of the terms in the right-hand
side tend to −∞ as |α| + |β| + |γ| → ∞. However, it is not clear how this can be
proved.

Remark 4.9. Coefficients of the polynomials P
(κ)
β,γ are components of some tensors,

which are polynomials in the curvature and torsion tensors and their symmetric
covariant differentials.

In the same way as in the local theory of PDOs, Theorem 4.7 implies standard
results on the boundedness of PDOs in the Sobolev spaces and allows one to
construct the resolvent of an elliptic operator in the form of a PDO.
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5. Functions of the Laplacian

In this section we assume that M is a compact Riemannian manifold without

boundary and denote |ξ|x :=
√∑

i,j gij(x) ξiξj where ξ ∈ T ∗
xM and {gij} is the

metric tensor. It is well known that there exist a unique symmetric connection Γg

on M , called the Levi–Civita connection, such that the function |ξ|x is constant
along every horizontal curve in T ∗M .

Denote by Δ the Laplace operator acting in the space of half-densities; in
local coordinates

Δu(x) = gκ−1(x)
∑
i,j

∂xi

(
g(x) gij(x) ∂xj

(
g−κ(x)u(x)

))
,

where g := | det gij |−1/2 is the canonical Riemannian density. Let ν be a self-
adjoint first-order PDO such that −Δ + ν > 0, and let Aν :=

√
−Δ+ ν. The

operator Aν is a PDO of class Ψ1
1,0 whose symbol coincides with |ξ|x modulo S0

in any local coordinate system. Thus we have Aν ∈ Ψ1
1,0(Ω

1/2,Γ) for any linear
connection Γ.

Definition 5.1. If ρ ∈ (0, 1], let Smρ be the class of infinitely differentiable functions
ω on R such that

|∂jsω(s)| ≤ Cj (1 + |s|)m−jρ , ∀j = 0, 1, . . . , (5.1)

where Ck are some constants.

A natural conjecture is that the operator ω(Aν) is a PDO whenever ω ∈ Smρ .
If it is true then the symbol of ω(Aν) should coincide with ω(|ξ|x) modulo lower-
order terms. If ρ < 1/2 then, generally speaking, this function does not belong
to the class Smρ,δ with ρ > δ in any local coordinate system. However, since its
horizontal derivatives corresponding to the Levi–Civita connection are equal to
zero, we have ω(|ξ|x) ∈ Smρ,δ(Γg) for all ω ∈ Smρ . In particular, this implies the
following

Lemma 5.2. Let τ ∈ [0, 1) and Uτ (t) := exp(itAτν). Then Uτ (t) ∈ Ψm1−τ,0(Ω
1/2,Γg)

for all t ∈ R and σUτ (t)(x, ξ) = eit|ξ|
τ
x b(τ)(t, x, ξ), where b(τ) ∈ C∞(R×T ∗M) and

∂kt b
(τ) ∈ S0

1,0 for all k = 0, 1, . . . and each fixed t.

Sketch of proof. Write down Uτ (t) formally as an integral (c2) with an unknown
symbol of the form eit|ξ|

τ
x b(τ)(t, x, ξ), substitute the integral into the equation

∂tUτ (t) = iAτνUτ (t), apply the composition formula (4.4) to AτνUτ (t) and equate
terms of the same order in the right- and left-hand sides. �

Using Lemma 5.2, one can construct other functions of the operator Aν .

Theorem 5.3. If ω ∈ Smρ then ω(Aν) ∈ Ψmρ,0(Ω
1/2,Γg) and

σω(Aν) ∼ ω(|ξ|x) +
∞∑
j=1

cj,ν(x, ξ)ω(j)(|ξ|x) , |ξ| → ∞, (5.2)
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where ω(j) := ∂jsω and cj,ν(x, ξ) ∈ S0
1,0. The functions cj,ν are determined recur-

sively by the equations

σAk
ν
(x, ξ) = |ξ|kx +

k∑
j=1

k!

(k − j)!
|ξ|k−jx cj,ν(x, ξ). (5.3)

Sketch of proof. Define ωτ (s) = ω(s1/τ ), and let ω̂τ (t) be the Fourier transform of
ωτ . Then

ω(Aν) = (2π)−1

∫
ω̂τ (t) e

itAτ
ν dt.

Let ς ∈ C∞
0 (R) be equal to 1 in a neighbourhood of the origin and have support

contained in a small neighbourhood of the origin. Consider the operators

ω1(Aν) = (2π)−1

∫
ς(t) ω̂τ (t) e

itAτ
ν dt,

ω2(Aν) = (2π)−1

∫
(1− ς(t)) ω̂τ (t) e

itAτ
ν dt.

By integration by parts, the operator ω2(Aν) can be written as

ω2(Aν) = (2π)−1 A−k
ν

∫
Dk
t ((1− ς(t)) ω̂τ (t)) e

itAτ
ν dt.

Since k may be chosen arbitrarily large, this shows that ω2(Aν) has an infinitely
smooth kernel. By Lemma 5.2, the operator ω1(Aν) is a PDO whose symbol coin-
cides with

(2π)−1

∫ ∞

−∞
ς(t) ω̂τ (t) e

it|ξ|τx b(τ)(t, x, ξ) dt .

Expanding ς(t)b(τ)(t, x, ξ) by Taylor’s formula at t = 0, we see that the symbol of
ω1(Aν) admits an asymptotic expansion of the form (5.2) with some functions cj,ν .
These functions do not depend on ω and can be found by substituting ω(s) = sk

with k = 1, 2, . . . This leads to (5.3). �

Definition 5.4. If ρ ∈ (0, 1], let Smρ (g) be the class of C∞-functions on T ∗M which
admit asymptotic expansions of the form

a(x, ξ) ∼
∞∑
j=0

cj(x, ξ)ωj(|ξ|x) , |ξ| → ∞, (5.4)

where cj ∈ S0
1,0, ωj ∈ S

mj
ρ with m0 = m and mj → −∞. Denote by Ψmρ (Ω1/2,g)

the class of PDOs acting in the space of half-densities whose Γg-symbols belong
to Smρ (g).

Theorem 5.3 immediately implies that ω(Aν) ∈ Ψmρ (Ω
1/2,g) whenever ω ∈

Smρ . The other way round, any PDOs of class Ψmρ (Ω1/2,g) can be represented in
terms of functions of the operator Aν .
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Lemma 5.5. For each A ∈ Ψmρ (Ω
1/2,g) there exist PDOs Cj,ν ∈ Ψ0

1,0 and functions

ω̃j ∈ S
lj
ρ such that l0 = m, lj → −∞ and

A ∼
∞∑
j=0

Cj,ν ω̃j(Aν) , (5.5)

where ∼ means that the Schwartz kernel of the difference A −
∑k

j=0 Cj,ν ω̃j(Aν)
becomes smoother and smoother as k →∞.

Sketch of proof. Assume that (5.4) holds and denote by C0 the PDO with symbol

c0(x, ξ). Theorems 4.7 and 5.3 imply that A = C0 ω0(Aν) + A
(1)
ν where A

(1)
ν ∈

Ψl1ρ (Ω
1/2,g) with l1 ≤ max{m1,m0 − ρ}. The same arguments show that A

(1)
ν =

C1,ν ω̃1(Aν) + A
(2)
ν where C1,ν ∈ Ψ0

1,0, ω̃1 ∈ Sl1ρ and A
(2)
ν ∈ Ψl2ρ (Ω

1/2,g) where
l2 ≤ max{m2, l1 − ρ}. Repeatedly applying this procedure, we obtain a sequence

of operators A
(k)
ν ∈ Ψlkρ (Ω

1/2,g) such that A − A
(k)
ν =

∑k−1
j=0 Cj,ν ω̃j(Aν), where

Cj,ν and ω̃j satisfy the required conditions and lk → −∞ as k →∞. �
Since ω1(Aν)ω2(Aν) = ω1ω2 (Aν) for any two functions ω1 and ω2, combining

Theorem 4.7 and Lemma 5.5, we obtain

Corollary 5.6. If A ∈ Ψm1
ρ (Ω1/2,g) and B ∈ Ψm2

ρ (Ω1/2,g) then the composition

AB is a PDO of class Ψm1+m2
ρ (Ω1/2,g) whose symbol admits the asymptotic ex-

pansion (4.4).

Remark 5.7. Under the conditions of Corollary 5.6, the estimates on d
(κ)
β,γ obtained

in Section 4 do not directly imply that (4.4) is an asymptotic series, as it seems
to contain terms of growing orders. However, these “bad” terms cancel out due
to the symmetries of the curvature tensor. It would be interesting to find a direct
proof of Corollary 5.6, which does not use Lemma 5.5 (a relevant problem was
mentioned in Remark 4.8).

From the above results it follows that the restriction of the operator ω(Aν) to
an open subset of M is determined modulo Ψ−∞ by the restrictions of the metric
g and the operator ν to this subset. More precisely, we have the following

Corollary 5.8. Let υ ∈ C∞
0 (M), and let {υ} be the corresponding multiplication

operator. Consider the operator Ãν̃ generated by another metric g̃ and another
first-order PDO ν̃. If g̃ = g on the support of the function υ and ν̃ {υ} = ν {υ}
then

{υ}
(
ω(Aν)− ω(Ãν̃)

)
∈ Ψ−∞ and

(
ω(Aν)− ω(Ãν̃)

)
{υ} ∈ Ψ−∞

for every ω ∈ Smρ .

Sketch of proof. The multiplication operator {υ} is a PDO with symbol υ(x),
which belongs to Ψ0

ρ(Ω
1/2,g). Applying Lemma 5.5 and Corollary 5.6, we see

that {υ}
(
ω(Aν)−ω(Ãν̃)

)
and

(
ω(Aν)−ω(Ãν̃)

)
{υ} are PDOs whose full symbols

are identically equal to zero. �
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Remark 5.9. In a similar way, it is possible to define the classes Ψm
ρ (Ωκ,g) which

consist of PDOs acting in the space of κ-densities. Theorem 4.7 implies that A ∈
Ψmρ (Ωκ,g) if and only if g1/2−κAgκ−1/2 ∈ Ψmρ (Ω1/2,g). Using this observation,
one can easily reformulate all results of this section for operators A ∈ Ψmρ (Ω

κ,g).

6. An approximate spectral projection

In applications, one often has to deal with functions of an operator which depend
on additional parameters. It is more or less clear that the results of the previous
section can be extended to parameter-dependent functions ω under the assumption
that the estimates (5.1) hold uniformly with respect to the parameters. Therefore,
instead of formulating general statements, we shall consider an example which is
of particular interest for spectral theory.

Further on we assume that λ > 0 and denote by Ψ−∞(λ) the class of
parameter-dependent operators with infinitely smooth Schwartz kernels Aλ(x, y)
such that

lim
λ→∞

λp |∂αx ∂βyAλ(x, y)| = 0

for all multi-indices α, β and all p = 1, 2, . . . Similarly, let S−∞(λ) be the class of
parameter-dependent amplitudes aλ such that

(λ + |ξ|)p sup
(x,y)∈M

|∂αξ ∇βx∇γyaλ(y;x, ξ)| → 0 as λ + |ξ| → ∞

for all multi-indices α, β, γ and all p = 1, 2, . . .

Let us fix a small ε > 0 and a nonincreasing function f ∈ C∞(R) such that

f(s) =

{
1 if s ≤ 0;
0 if s ≥ ε,

and 0 ≤ f(s) ≤ 1 for all s ∈ R. If ρ ∈ (0, 1] and λ > 0, let

χρ(λ, s) := f(λ−ρ(s− λ)) .

For each fixed λ > 0, the function χρ vanishes on the interval [λ + ελρ,∞), is
identically equal to 1 on the interval (−∞, λ] and smoothly descends from 1 to
0 on the interval [λ, λ + ελρ]. Since this functions differs from the characteristic
function of the interval [−∞, λ] only on the relatively small interval (λ, λ + ελρ),
the operator χ(λ,Aν) can be thought of as an approximate spectral projection
of Aν corresponding to (−∞, λ]. The standard elliptic regularity theorem implies
that the operator χ(λ,Aν) has an infinitely differentiable Schwartz kernel for each
fixed λ.

The derivatives ∂jsχρ(λ, s) are equal to zero outside the interval (λ, λ+ ελρ).
Therefore

|∂jsχρ(λ, s)| ≤ C̃j (|s|+ λ)−jρ , ∀j = 0, 1, . . . , (6.1)
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for all s ∈ R and all λ > 1, where C̃j are some constants independent of λ and
s. The same arguments as in the proof of Theorem 5.3 show that χ(λ,Aν) is a
parameter-dependent PDO whose symbol admits the asymptotic expansion

σχ(λ,Aν) ∼ χ(λ, |ξ|x) +
∞∑
j=1

cj,ν(x, ξ)χ(j)(λ, |ξ|x) , λ + |ξ| → ∞, (6.2)

where cj,ν(x, ξ) are the same functions as in (5.3) and χ(j) denotes jth s-derivative
of the function χ.

Note that the functions χ(j)(λ, |ξ|x) belong to S−∞ for each fixed λ. However,
their rate of decay depends on λ. The asymptotic expansion (6.2) is uniform with
respect to λ; it defines σχ(λ,Aν) modulo S−∞(λ). Substituting the terms from (6.2)
into the integral (c2), we obtain an asymptotic expansion of the Schwartz kernel
of χ(λ,Aν) into a series of infinitely smooth half-densities, which decay more and
more rapidly as λ→∞. This expansion defines χ(λ,Aν) modulo Ψ−∞(λ).

Straightforward analysis of the proof of Theorem 4.7 shows that it remains
valid in the case where one of the operators belongs to Ψ0

1,0 and the other is a
parameter-dependent PDO whose symbol admits an asymptotic expansion of the
form (6.2). In this case (4.4) gives an expansion of σAB as λ+ |ξ| → ∞ and defines
the symbol modulo S−∞(λ).

Now, in the same way as in Section 5, one can show that the composition of
parameter-dependent PDOs whose symbols admit asymptotic expansions of the
form

σ(x, ξ) ∼
∞∑
j=0

cj(x, ξ)χ(j)(λ, |ξ|x) , λ+ |ξ| → ∞, cj ∈ Ψ0
1,0 (6.3)

is also a parameter-dependent PDO whose symbol is given by (4.4) modulo
S−∞(λ).

Let Πν(λ) be the spectral projection of the operator Aν corresponding to the
interval (−∞, λ). The above results imply the following

Theorem 6.1. Let υ ∈ C∞
0 (M), and let {υ} be the corresponding multiplication

operator. Consider the spectral projections Πν(λ) and Π̃ν̃(λ) generated by differ-
ent metrics g, g̃ and different first-order PDOs ν, ν̃ satisfying the conditions of
Section 5. If g̃ = g on the support of the function υ then

Πν(λ) {υ}
(
I − Π̃ν̃(λ + cλρ)

)
∈ Ψ−∞(λ) , ∀ c, ρ > 0. (6.4)

Sketch of proof. Assume that ρ ∈ (0, 1], and let χ(λ, s) be defined as above with
some ε < c/3. Then χ(λ, s) ≡ 1 for s ≥ λ and χ(λ, s − ελρ) ≡ 0 for s ≥ λ + cλρ.
It follows that

Πν(λ)χ(λ,Aν ) = Πν(λ) and χ(λ,Aν̃ − ελρI)
(
I −Πν̃(λ + cλρ)

)
= 0 .

Consequently, we have

Πν(λ)) {υ}
(
I −Πν̃(λ + cλρ)

)
= Πν(λ)χ(λ,Aν )) {υ}

(
I − χ(λ,Aν̃ − ελρI)

) (
I −Πν̃(λ + cλρ)

)
(6.5)
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Since χ(λ, s) = χ(λ, s)χ(λ, s − ελρ), the composition formula implies that

χ(λ,Aν )) {υ}
(
I − χ(λ,Aν̃ − ελρI)

)
∈ Ψ−∞(λ) .

Now the required result follows from (6.5) and the fact that the Schwartz kernel of
the spectral projection is polynomially bounded in λ with all its derivatives (see,
for instance, [SV, Section 1.8]). �

Remark 6.2. It is not surprising that the operator in the left-hand side of (6.4)
has a lower order than the spectral projections themselves as λ → ∞. However,
one would expect its norm to decay as a fixed negative power of λ, since the
perturbation Aν − Aν̃ is a more or less arbitrary PDO of order zero. We do not
know whether (6.4) can be obtained by other techniques (including that of Fourier
integral operators).

Remark 6.3. All results of this section can easily be extended to a noncompact
closed manifold M . In this case all the asymptotic expansions are unform on
compact subsets of M and M ×M .

7. Other known results and possible developments

7.1. Other definitions for scalar PDOs

If Γ is a linear connection, then the corresponding symbol of a PDO A can easily
be recovered from the asymptotic expansion of A(eiϕτ (x,ζ,y)χ(x, y)) as ζ → ∞,
where ϕτ is defined by (4.2) and χ is a smooth cut-off function or κ-density (we
suppose that x is fixed and that the operator acts in the variable y). After that,
all the standard formulae of the local theory of PDOs can be rewritten in terms of
their Γ-symbols. Moreover, making appropriate assumptions about the asymptotic
behaviour of A(eiϕτ (x,ζ,·)χ(x, y)), one can try to define various classes of PDOs
associated with the linear connection Γ.

This approach was introduced and developed by Harold Widom and Lance
Drager (see [Wi1], [Wi2] and [Dr]). Its main disadvantage is the absence of an
explicit formula representing the Schwartz kernel of a PDO via its symbol. As
a consequence, one has to assume that PDOs and the corresponding classes of
amplitudes are defined in local coordinates, which makes it impossible to extend
the definition to ρ < max{δ, 1− ρ}.

In [Pf1], Markus Pflaum defined a PDO in the space of functions by the
formula

Au(x) = (2π)−n
∫
T∗
xM

∫
TxM

χ(x, y) eiϕ0(x,ξ,y) a(x, ξ)u(y) dy dξ , (7.1)

where a(x, ξ) is a function on T ∗M of class Smρ,δ , y are normal coordinates centred
at x and χ is a smooth cut-off function vanishing outside a neighbourhood of the
diagonal. He obtained asymptotic expansions for the symbols of the adjoint oper-
ator and the composition of PDOs and, in the later paper [Pf2], extended them to
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τ -symbols. However, the results in [Pf1, Pf2] are stated and proved with the use of
local coordinates and, therefore, the author had to assume that max{δ, 1−ρ} < ρ.

Recall that under this condition the standard results of the local theory of
PDOs hold, and the only advantage of a coordinate-free calculus is that it helps
to fight Problem 2.7. A typical example, considered in [Pf1], is the PDO with a
symbol of the form (1 + |ξ|2)b(x) where b(x) is a smooth function on M . Formally
speaking, this PDO belongs only to the class Sm1,δ with m = supx b(x) and any

δ ∈ (0, 1). But its properties are determined by the values of the function b at all
points x ∈M ; in a sense, this operator has a variable order depending on x ∈M .
In such a situation, it is not sufficient to consider only the principal symbol. One
has to define a full symbol which can be done with the use of a linear connection.

It is clear that (7.1) differs from Definition 4.2 only by the choice of the weight
factor pκ,τ . Applying the procedure described in Remark 4.4, one can easily show
that

σA(x, ξ) ∼
∑
α

Pα(x) ∂
α
ξ a(x, ξ) , |ξ| → ∞ , (7.2)

where a(x, ξ) is the symbol appearing in (7.1) and Pα are components of some
tensor fields. Using (7.2), one can rewrite all the results obtained in [Sa2] in terms of
symbols defined by (7.1). This shows that Pflaum’s formulae can be reformulated in
terms of the horizontal derivatives∇αx and thus extended to the classes Ψmρ,δ(Ω

κ,Γ)
and τ -symbols.

In particular, Pflaum’s composition formula can be written in the form (4.4)

with some other polynomials P̃
(κ)
β,γ . For operators acting in the space of functions

and τ = 0, this result was established by Vladimir Sharafutdinov in [S1]. He chose
to give a direct proof instead of deducing the formula from (4.4) and (7.2) and, for
some reason, considered only the classes Ψm1,0. Sharafutdinov gave an alternative

description of the polynomials P̃
(0)
β,γ which may be useful for obtaining more explicit

composition formulae (this investigation was continued in [Ga]). He also proved
an analogue of (4.3) in the case κ = 1/2 and τ = 0 [S1, Theorem 6.1].

Remark 7.1. From (7.2) it easily follows that the degrees of the polynomials P̃
(κ)
β,γ

admit the same estimates as d
(κ)
β,γ (see Section 4).

7.2. Operators on sections of vector bundles

In [FK, Pf2, S2, Wi2] the authors considered PDOs acting between spaces of
sections of vector bundles over M . In this case, in order to construct a global
symbolic calculus, it is sufficient to define parallel displacement and horizontal
curves in the induced bundles over T ∗M . This can be achieved by introducing
linear connections on M and the vector bundles over M . After that the results
are stated and proved in the same way as in the scalar case (further details and
references can be found in the above papers).

A more radical approach was proposed by Cyril Levy in [Le]. He noticed
that in order to develop an intrinsic calculus of PDOs one actually needs only an
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exponential map, which does not have to be associated with a linear connection.
In his paper Levy assumed that the manifold M is noncompact and is provided
with a global exponential map (that is, M is a manifold with linearization in the
sense of [Bo]). He then defined associated maps in the induced vectors bundles
and constructed a global coordinate-free symbolic calculus.

Remark 7.2. All the papers mentioned in this subsection dealt only with symbols
whose restriction to compact subsets of M belong to Smρ,δ with ρ > max{δ, 1−ρ}. It
should be possible to extend their results to ρ < 1/2, using the technique outlined
in Section 4.

7.3. Noncompact manifolds

In order to study global properties of PDOs on a noncompact manifold M , one
has to assume that all estimates for symbols and their derivatives hold uniformly
for all x ∈M (rather than only on compact subsets of M , as in Definitions 2.1 and
4.1). In [Ba], Frank Baldus defined classes of symbols and developed an intrinsic
calculus of PDOs on a noncompact manifold M under the assumption that M
has an atlas satisfying certain global conditions. The statements and proofs in
[Ba] were given in terms of local coordinates, and global results were obtained by
considering the transition maps between coordinates charts. It is quite possible
that these results can be simplified or/and improved under the assumption that
M has a global exponential map (as in [Le]).

7.4. Other symbol classes

The paper [Ba] dealt with the more general classes of symbols S(m, g) instead of
Smρ,δ. The classes S(m, g) were introduced by L. Hörmander in [H1] (see also [H2]).
They are defined with the use of coordinates, and in each coordinate system Smρ,δ
is a particular case of S(m, g). It would be interesting to construct similar classes
S(m, g) associated with a linear connection (or an exponential map) and to study
the corresponding classes of symbols and PDOs.

Remark 7.3. Note that the introduction of “coordinate” classes S(m, g) does not
help to resolve Problem 2.6. The relation between these “coordinate” classes and
the classes Smρ,δ(Γ) was discussed in [Sa2, Remark 3.5].

7.5. Operators generated by vector fields

Let ν := {ν1, ν2, . . . , νn} be a family of smooth vector fields νj on M which span
TxM at every point x ∈ M . Consider the corresponding first-order differential
operators ∂νj and denote

∂αν :=
1

q!

∑
j1,...,jq

∂νj1 ∂νj2 . . . ∂νjq

where q = |α| and the sum is taken over all ordered sets of indices j1, . . . , jq
corresponding to the multi-index α = (α1, . . . , αn). In other words, ∂αν can be
thought of as the symmetrized composition of ∂νjk .
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The family ν generates a unique curvature-free connection Γν , with respect to
which all covariant derivatives of the vector fields νj are identically equal to zero.
The Γν-symbol of ∂αν coincides with σα1

1 . . . σαn
n , where σk = σk(x, ξ) := 〈νk, ξ〉

(see [Sa2, Example 5.4]). Since the functions σk are constant along horizontal
curves in T ∗M generated by the connection Γν , the operators ∂αν and their linear
combinations can be regarded as constant coefficient operators relative to the
connection Γν (or to the family of the vector fields ν).

This observation was used by Eugene Shargorodsky in [Sha], where he de-
veloped a complete theory of pseudodifferential operators generated by a family
of vector fields ν. He introduced anisotropic analogues of classes Smρ,δ, proved the
composition formula for the corresponding classes of PDOs, defined semi-elliptic
operators associated with the family ν, and constructed their resolvents. All the
results in [Sha] were obtained for operators acting on sections of vector bundles
equipped with linear connections (see Section 7.2).

7.6. Operators on Lie groups

In [RT], the authors defined full symbols of scalar PDOs on a compact Lie group
M in terms of its irreducible representations and developed a calculus for such
symbols. It would be interesting to compare their formulae with those obtained
by introducing an invariant linear connection Γ on M and applying the methods
of [Sa2] or [Sha].

7.7. Geometric aspects and physical applications

The importance of intrinsic approach in the theory of PDOs for quantum mechan-
ics is explained in the excellent review [Fu] by Stephen Fulling. Further discussions
can be found in the Ph.D. thesis [Gu]. Various geometric applications are consid-
ered in [BNPW] and [Vo]. We refer the interested reader to the above papers and
references therein.

7.8. Global phase functions

It is worth noticing that one does not need a linear connection or even an exponen-
tial map to define PDOs on a manifold in a coordinate-free manner. It is sufficient
to fix a globally defined phase function satisfying certain conditions.

Namely, let ϕ(x; y, η) be an infinitely differentiable function on M × T ∗M
such that

Imϕ(x; y, η) ≥ 0 , ϕ(x; y, λη) = λϕ(x; y, η)

for all x ∈M , (y, η) ∈ T ∗M and λ > 0, and

ϕ(x; y, η) = (x− y) · η + O(|x − y|2|η|) , x→ y ,

in any local coordinate system. If a(x; y, η) is a smooth function on M×T ∗M such
that a ∈ Sm1,0 in any local coordinate system then

A(x, y) :=

∫
eiϕ(x;y,η) a(x; y, η) dη
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is the Schwartz kernel of a PDO A ∈ Ψm1,0 acting in the space of functions. More-
over, there exists an amplitude aϕ(y, η) independent of x such that

A(x, y) −
∫

eiϕ(x;y,η) aϕ(y, η) dη ∈ C∞(M ×M) ,

and this amplitude aϕ is uniquely defined by A modulo S−∞. The operator A
belongs to Ψm1,0 if and only if aϕ ∈ Sm1,0 in any local coordinate system.

Remark 7.4. For a real-valued phase function ϕ these are standard results of the
theory of Fourier integral operators (see, for instance, [Shu, Section 19]). Complex-
valued phase functions were considered in [LSV].

It is natural to call aϕ the ϕ-symbol of the operator A. Clearly, all the stan-
dard results of the classical theory of PDOs can be rewritten in terms of their
ϕ-symbols. In particular, if A,B ∈ Ψm1,0 then the ϕ-symbol of the composition AB

is determined modulo S−∞ by an asymptotic series which involves ϕ-symbols of
A and B and their derivatives. Similarly, the ϕ-symbol of the adjoint operator A∗

is given by a series involving the derivatives of ϕ-symbol of A.
Obviously, the same formulae remain valid under milder assumptions about

the symbols. Thus it should be possible to introduce symbol classes associated
with the phase function ϕ and develop a symbolic calculus in these classes (as was
done in [Sa2] for the special phase function ϕτ generated by a linear connection).

Such a general approach may allow one to extend results of Section 6 to other
elliptic operators. It may also be useful for the study of solutions of hypoelliptic
equations and operators on noncompact manifolds.
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