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Department of Mathematics
Morgan State University
Baltimore, MD, USA

Mouffak Benchohra
Laboratoire de Mathématiques
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Preface

Fractional calculus (FC) generalizes integrals and derivatives to non-integer orders.
During the last decade, FC was found to play a fundamental role in the modeling
of a considerable number of phenomena, in particular, the modeling of memory-
dependent phenomena and complex media such as porous media. FC emerged
as an important and efficient tool for the study of dynamical systems where
classical methods reveal strong limitations. This book is devoted to the existence
and uniqueness of solutions for various classes of Darboux problem for hyperbolic
differential equations or inclusions involving the Caputo fractional derivative, the
best fractional derivative of the time. Some equations present delay which may
be finite, infinite, or state-dependent. Others are subject to impulsive effect. The
tools used include classical fixed point theorems as well as sharp (new) ones such
as the one by Dhage on ordered Banach algebras and the fixed point theorem
for contraction multivalued maps due to Covitz and Nadier, as well as some
generalizations of the Gronwall’s lemma. Each chapter concludes with a section
devoted to notes and bibliographical remarks and all abstract results are illustrated
by examples.

The content of this book is new and complements the existing literature in
fractional calculus. It is useful for researchers and graduate students for research,
seminars, and advanced graduate courses, in pure and applied mathematics, engi-
neering, biology, and all other applied sciences.

We owe a great deal to R.P. Agarwal, L. Górniewicz, J. Henderson, J.J. Nieto,
B.A. Slimani, J.J. Trujillo, A.N. Vityuk, and Y. Zhou for their collaboration
in research related to the problems considered in this book. We express our
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Finally, we thank the editorial assistance of Springer, especially Elizabeth Loew and
Jacob Gallay.
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Chapter 1
Introduction

Fractional calculus is a generalization of the ordinary differentiation and integration
to arbitrary non-integer order. The subject is as old as the differential calculus and
goes back to times when Leibniz and Newton invented differential calculus. One
owes to Leibniz in a letter to L’Hôspital, dated September 30, 1695 [181], the
exact birthday of the fractional calculus and the idea of the fractional derivative.
L’Hôspital asked the question as to the meaning of dny=dxn if n D 1

2
I i.e.,

what if n is fractional? Leibniz replied that d
1
2 x will be equal to x

p
dx W x. In

the letters to J. Wallis and J. Bernoulli (in 1697), Leibniz mentioned the possible
approach to fractional-order differentiation in that sense that for non-integer values
of n the definition could be the following: dnemx

dxn D mnemx: In 1730, Euler
mentioned interpolating between integral orders of a derivative and suggested to
use the following relationship: d

nxm

dxn D � .mC1/
� .m�nC1/x

m�n; where � .:/ is the (Euler’s)

Gamma function defined by � .�/ D R1
0 t ��1e�tdt; � > 0: Also for negative or

non-integer (rational) values of n: Taking m D 1 and n D 1
2
; Euler obtained:

d
1
2 x

dx
1
2

D
q

4x
�

D 2p
�
x
1
2 : In 1812, Laplace [1820 vol. 3, 85 and 186] defined a

fractional derivative by means of an integral, and in 1819 there appeared the first
discussion of a derivative of fractional order in a calculus text written by Lacroix
[171]. The first step to generalization of the notion of differentiation for arbitrary
functions was done by Fourier (1822) [125]. After introducing his famous formula

f .x/ D 1

2�

C1Z

�1
f .z/dz

C1Z

�1
cos.px � pz/dp;

Fourier made a remark that

dnf .x/

dxn
D 1

2�

C1Z

�1
f .z/dz

C1Z

�1
cos

�
px � pz C n

�

2

�
dp;
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2 1 Introduction

and this relationship could serve as a definition of the nth order derivative for
non-integer n: In 1823, Abel [38], considered the integral representation

xZ

0

S 0.�/
.x � �/˛ d� D  .x/;

for arbitrary ˛ and then wrote

S.x/ D sin.�˛/

�
x˛

1Z

0

 .xt/

.1 � t/1�˛
dt D 1

� .1� ˛/

d�˛ .x/
sx�˛ :

The first great theory of fractional derivation is due to Liouville (1832) [185].

I. In his first definition, according to exponential representation of a function

f .x/ D
1X

nD0
cneanx; he generalized the formula

d�f .x/

dx�
D

1X

nD0
cna

�
neanx:

II. Second type of his definition was Fractional Integral

�Z
˚.x/dx� D 1

.�1/�� .�/

1Z

x

.� � x/��1˚.�/d�;

�Z
˚.x/dx� D 1

� .�/

xZ

�1
.x � �/��1˚.�/d�:

III. Third definition includes Fractional derivative

d�F.x/

dx�
D .�1/�

h�

�

F.x/ � �

1
F.x C h/C �.� � 1/

1:2
F.x C 2h/� � � �

�

;

d�F.x/

dx�
D 1

h�

�

F.x/ � �

1
F.x � h/C �.� � 1/

1:2
F.x � 2h/� � � �

�

:

But the formula most often used today, called Riemann–Liouville integral, was
given by Riemann (1847). His definition of Fractional Integral is

D��f .x/ D 1

� .�/

xZ

c

.x � t/��1f .t/dt C  .t/:
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On these historical concepts, one will be able to refer to work of Dugowson
[117]. According to Riemann–Liouville the notion of fractional integral of
order ˛; ˛ > 0 for a function f .t/; is a natural consequence of the well-known
formula (Cauchy–Dirichlet), which reduces the calculation of the n�fold
primitive of a function f .t/ to a single integral of convolution type.

I n
aCf .t/ D 1

.n � 1/Š

tZ

a

.t � �/n�1f .�/d�; n 2 IN;

vanishes at t D a along with its derivatives of order 1; 2; : : : ; n�1:One requires
f .t/ and I n

aCf .t/ to be causal functions, that is, vanishing for t < 0: Then one
extends to any positive real value by using the Gamma function, .n � 1/Š D
� .n/: So, the left-sided mixed Riemann–Liouville integral of order ˛ of f is
defined by

I ˛
aCf .t/ D 1

� .˛/

tZ

a

.t � �/˛�1f .�/d�:

The operator of fractional derivative D˛f .t/ can be defined by the Transform
of Laplace integrals, the derivative of order ˛ < 0 a causal function f .t/ is
given by the Riemann–Liouville integral:

D˛f .t/ D
tZ

0

��˛�1

� .�˛/f .t � �/d�: (1.1)

If ˛ > 0; we can pose

D˛f .t/ D PF

tZ

0

��˛�1

� .�˛/f .t � �/d�; ˛ > 0; ˛ 62 IN;

where PF represents the finite part of the integral (Schwartz). In 1867,
Grünwald and Letnikov joined this definition which is sometimes useful

aD
˛
t f .t/ D lim

h!0
h�˛

Œ t�ah 	X

kD0
.�1/k.˛k/f .t � kh/ D

1X

kD0
.�1/k.˛k/f .t/: (1.2)

This definition of fractional derivative of a function f .t/ based on finite
differences is obtained from the classical definition of integer order deriva-
tive (Grünwald [137]). We can get an idea of the equivalence of defini-
tions (1.1) and (1.2) using the factorial function � .˛/ by Gauss: � .˛/ D
lim
k!1

kŠk˛

˛.˛ C 1/ � � � .˛ C k/
: A list of mathematicians, who have provided
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important contributions up to the middle of the last century, includes N.Ya. Sonin
(1869), A.V. Letnikov (1872), H. Laurent (1884), P.A. Nekrassov (1888),
A. Krug (1890), J. Hadamard (1892) , O. Heaviside (1892–1912), S. Pincherle
(1902), G.H. Hardy and J.E. Littlewood (1917–1928), H. Weyl (1917), P. Lévy
(1923), A. Marchaud (1927), H.T. Davis (1924–1936), E. L. Post (1930),
A. Zygmund (1935- 1945), E.R. Love (1938–1996), A. Erdélyi (1939–1965),
H. Kober (1940), D.V. Widder (1941), M. Riesz (1949), W. Feller (1952), and
K. Nishimoto (1987-). They considered the Cauchy Integral formula

f .n/.z/ D hŠ

2�i

Z

c

f .t/

.t � z/nC1 dt;

and substituted n by � to obtain

D�f .x/ D � .� C 1/

2�i

xCZ

c

f .t/

.t � z/�C1 dt:

The Riemann–Liouville definition of fractional calculus is the popular defini-
tion, it is this which shows joining of two previous definitions.

aD
˛
t f .t/ D 1

� .n � ˛/

� d

dt

�n
tZ

a

f .�/d�

.t � �/˛�nC1 I n � 1 � ˛ < n:

The Riemann–Liouville derivative has certain disadvantages when trying to
model real-world phenomena with fractional differential equations. Therefore,
we shall introduce a modified fractional differential operator caD

˛
t proposed by

Caputo (1967) first in his work on the theory of viscoelasticity [91] and 2 years
later in his book [92]. Caputo’s definition can be written as

c
aD

˛
t D 1

� .n � ˛/

tZ

a

f .n/.�/d�

.t � �/˛�nC1 I n � 1 � ˛ < n:

The Mittag-Leffler function is a generalization of the exponential function that
plays an important role in fractional calculus. The function was developed by
the Scandinavian mathematician Mittag-Leffler (1846–1927) [195, 196], who was
a contemporary of Oliver Heaviside(1850–1925). In 1993, Miller and Ross used
differential operator D as D˛f .t/ D D˛1D˛2 � � �D˛nf .t/I ˛ D .˛1; ˛2; : : : ; ˛n/;

in which D˛i are Riemann–Liouville or Caputo definitions. The idea of fractional
calculus and fractional order differential equations and inclusions has been a
subject of interest not only among mathematicians but also among physicists and
engineers. Indeed, we can find numerous applications in rheology, porous media,
viscoelasticity, electrochemistry, electromagnetism, signal processing, dynamics of
earthquakes, optics, geology, viscoelastic materials, biosciences, bioengineering,
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medicine, economics, probability and statistics, astrophysics, chemical engineering,
physics, splines, tomography, fluid mechanics, electromagnetic waves, nonlinear
control, control of power electronic, converters, chaotic dynamics, polymer science,
proteins, polymer physics, electrochemistry, statistical physics, thermodynamics,
neural networks, etc. [115,133,134,151,187,189,191,208,209,220,229,231,250].
The problem of the existence of solutions of Cauchy-type problems for ordinary
differential equations of fractional order and without delay in spaces of integrable
functions was studied in some works [164, 228]. The similar problem in spaces
of continuous functions was studied in [243]. Recently several papers have been
devoted to the study of hyperbolic partial integer order differential equations and
inclusions with local and nonlocal conditions; see for instance [85–88, 176], the
nonlocal conditions of this type can be applied in the theory of elasticity with better
effect than the initial or Darboux conditions. For similar results with set-valued
right-hand side we refer to [74–76,89,158,213]. During the last 10 years, hyperbolic
ordinary and partial differential equations and inclusions of fractional order have
been intensely studied by many mathematicians; see for instance [4–6,15,244–247].

In recent years, there has been a significant development in fractional calculus
techniques in ordinary and partial functional differential equations and inclusions,
some recent contributions can be seen in the monographs of Anastassiou [52],
Baleanu et al. [61], Diethelm [113], Kaczorek [156], Kilbas et al. [166], Laksh-
mikantham et al. [175], Miller and Ross [192], Podlubny [214], Samko et al. [225],
the papers of Abbas et al. [25, 30, 32, 35, 36], Abbas and Benchohra [5, 6, 9, 10],
Agarwal et al. [39, 43, 45, 46], Ahmad and Nieto [47], Ait Dads et al. [49],
Almeida and Torres [50, 51], Araya and Lizama [53], Arshad and Lupulescu [54],
Balachandran et al. [59, 60], Baleanu and Vacaru [62], Bazhlekova [64], Belarbi
et al. [66], Benchohra et al. [67–69, 71, 73], Burton [83], Chang and Nieto [94],
Darwish et al. [100], Danca and Diethelm [99], Debbouche [102], Debbouche and
Baleanu [103], Delbosco and Rodino [105], Denton and Vatsala [106], Diagana
et al. [112], Diethelm [114, 115], Dong et al. [116], El-Borai [118, 119], El-Borai
et al. [120, 121], El-Sayed [122–124], Furati and Tatar [131, 132], Henderson
and Ouahab [144, 145], Herzallah et al. [149, 150], Ibrahim [154], Kadem and
Baleanu [157], Kaufmann and Mboumi [163], Kilbas and Marzan [165], Kirane
et al. [167], Kiryakova and Luchko [168], Li et al. [183], Labidi and Tatar [170],
Lakshmikanthan [173], Lakshmikantham and Vatsala [178], Li and N’Guérékata
[182], Luchko [186], Magin et al. [188], Mainardi [189], Moaddy et al. [197],
Mophou [198], Mophou et al. [199–204], Muslih and Agrawal [205], Muslih et al.
[206], Nieto [207], Podlubny et al. [216], Ramrez and Vatsala [217], Razminia et al.
[218], Rivero et al. [219], Sabatier et al. [221], Salem [222–224], Samko et al. [226],
Tarasov [232], Tarasov and Edelman [233], Tenreiro Machado [234–236], Tenreiro
Machado et al. [237–239], Trigeassou et al. [240], Vzquez [241], Wang et al. [248],
Vityuk [242], Vityuk and Golushkov [244], Yu and Gao [249], Zhang [251], Zhou
et al. [253–255], and the references therein.

Applied problems require definitions of fractional derivative allowing the uti-
lization of physically interpretable initial conditions. Caputo’s fractional derivative,
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originally introduced by Caputo [90] and afterwards adopted in the theory of linear
viscoelasticity, satisfies this demand. For a consistent bibliography on this topic,
historical remarks, and examples, we refer to [41, 48, 49, 77, 214, 215].

The method of upper and lower solutions has been successfully applied to study
the existence of multiple solutions for initial and boundary value problems of the
first-and second-order partial differential equations. This method plays an important
role in the investigation of solutions for differential and partial differential equations
and inclusions. We refer to the monographs by Benchohra et al. [70], the papers
of Abbas and Benchohra [7, 8, 12, 14], Heikkila and Lakshmikantham [143], Ladde
et al. [172], Lakshmikantham and Pandit [176], Lakshmikantham et al. [177], Pandit
[213], and the references cited therein.

The theory of impulsive integer order differential equations and inclusions has
become important in some mathematical models of real processes and phenomena
studied in physics, chemical technology, population dynamics, biotechnology, and
economics. The study of impulsive fractional differential equations and inclusions
was initiated in the 1960s by Milman and Myshkis [193, 194]. At present the
foundations of the general theory are already laid, and many of them are investigated
in detail in the books of Benchohra et al. [70], Lakshmikantham et al. [174],
Samoilenko and Peresyuk [227], and the references therein. There was an intensive
development of the impulse theory, especially in the area of impulsive differential
equations and inclusions with fixed moments. The theory of impulsive differential
equations and inclusions with variable time is relatively less developed due to the
difficulties created by the state-dependent impulses. Some interesting extensions to
impulsive differential equations with variable times have been done by Bajo and Liz
[58], Abbas et al. [2, 26, 27], Abbas and Benchohra [13], Belarbi and Benchohra
[65], Benchohra et al. [70, 72], Frigon and O’Regan [128–130], Kaul et al. [160],
Kaul and Liu [161, 162], and the references cited therein. In the case of non-integer
order derivative, impulsive differential equations and inclusions have been initiated
in the papers [41, 77]. See also [40, 48, 49].

Functional differential equations with state-dependent delay appear frequently in
applications as model of equations and for this reason the study of these types of
equations has received great attention in the last year; see for instance [140, 141]
and the references therein. The literature related to partial functional differential
equations with state-dependent delay is limited; see for instance [11, 37, 148]. The
literature related to ordinary and partial functional differential equations with delay
for which 
.t; :/ D t or .
1.x; y; :/; 
2.x; y; :// D .x; y/ is very extensive; see for
instance [5, 6, 139] and the references therein.

Implicit differential equations involving the regularized fractional derivative
were analyzed by many authors, in the last year; see for instance [16, 17, 33, 34,
246, 247] and the references therein.

Integral equations are one of the useful mathematical tools in both pure and
applied analysis. This is particularly true of problems in mechanical vibrations
and the related fields of engineering and mathematical physics. There has been
a significant development in ordinary and partial fractional integral equations in
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recent years; see the monographs of Miller and Ross [192], Podlubny [214], Abbas
et al. [18–23, 28, 29], Banaś et al. [63], Darwish et al. [100], Dhage [107–111], and
the references therein.

In this book we are interested by initial value problems (IVP for short) for
partial hyperbolic functional differential equations and inclusions with Caputo’s
fractional derivative and partial hyperbolic implicit differential equations involving
the regularized fractional derivative. Our results may be interpreted as extensions
of previous results of Dawidowski and Kubiaczyk [101], Kamont [158], Kamont
and Kropielnicka [159] obtained for “classical” hyperbolic differential equations
and inclusions with integer order derivative and those of Kilbas and Marzan [165]
considered with fractional derivative and without delay. In fact, in the proof of our
theorems we essentially use several fixed-point techniques. This book is arranged
and organized as follows:

In Chap. 2, we introduce notations, definitions, and some preliminary notions.
In Sect. 2.1, we give some notations from the theory of Banach spaces and Banach
algebras. Section 2.2 is concerned to recall some basic definitions and facts on
partial fractional calculus theory. In Sect. 2.3, we give some properties of set-valued
maps. Section 2.4 is devoted to fixed-points theory, here we give the main theorems
that will be used in the following chapters. In Sect. 2.5, we give some generalizations
of Gronwall’s lemmas for two independent variables and singular kernel.

In Chap. 3, we shall be concerned by fractional order partial functional differ-
ential equations. In Sect. 3.2, we study initial value problem for a class of partial
hyperbolic differential equations. We give two results, one based on Banach fixed-
point theorem and the other based on the nonlinear alternative of Leray–Schauder
type. We present two similar results to nonlocal problems. An example will be
presented in the last illustrating the abstract theory. Section 3.3 is concerned to study
a system of perturbed partial hyperbolic differential equations. We give two results,
one based on Banach fixed-point theorem and other based on a fixed-point theorem
due to Burton and Kirk for the sum of contraction and completely continuous
operators. Also, we give similar results to nonlocal problems and we present an
illustrative example. Section 3.4 is devoted to study initial value problem for partial
neutral functional differential equations. We present some existence results using
Krasnoselskii’s fixed-point theorem. Also we present an example illustrating the
applicability of the imposed conditions. In Sect. 3.5, we shall be concerned by
partial hyperbolic differential equations in Banach algebras. We shall prove the
existence of solutions, as well as the existence of extremal solutions. Our approach
is based, for the existence of solutions, on a fixed-point theorem due to Dhage under
Lipschitz and Carathéodory conditions, and for the existence of extremal solutions,
on the concept of upper and lower solutions combined with a fixed-point theorem
on ordered Banach algebras established by Dhage under certain monotonicity
conditions. An example is presented in the last part of this section. In Sect. 3.6, we
investigate the existence of solutions for a class of initial value problem for partial
hyperbolic differential equations by using the lower and upper solutions method
combined with Schauder’s fixed-point theorem. In Sect. 3.7, we study a system of
partial hyperbolic differential equations with infinite delay. We present two results,



8 1 Introduction

one based on Banach fixed-point theorem and the other based on the nonlinear
alternative of Leray–Schauder type. Section 3.8 is devoted to study the existence and
uniqueness of solutions of some classes of partial functional and neutral functional
hyperbolic differential equations with state-dependent delay. Some examples will
be presented in the last part of this section. In the last section of this paper, we
shall be concerned by global uniqueness results for partial hyperbolic differential
equations. We investigate the global existence and uniqueness of solutions of four
classes of partial hyperbolic differential equations with finite and infinite delays and
we present some illustrative examples.

In Chap. 4, we shall be concerned by functional partial differential inclusions.
In Sect. 4.2, we investigate the existence of solutions of a class of partial hyperbolic
differential inclusions with finite delay. We shall present two existence results, when
the right-hand side is convex as well as nonconvex valued. The first result relies on
the nonlinear alternative of Leray–Schauder type. In the second result, we shall
use the fixed-point theorem for contraction multivalued maps due to Covitz and
Nadler. In Sect. 4.3, we prove a Filippov-type existence result for a class of partial
hyperbolic differential inclusions by applying the contraction principle in the space
of selections of the multifunction instead of the space of solutions. The second result
is about topological structure of the solution set, more exactly, we prove that the
solution set is not empty and compact. Section 4.4 is devoted to an existence result
of solutions for functional differential inclusions. Our proof relies on the nonlinear
alternative of Leray–Schauder combined with lower and upper solutions method.
Section 4.5 deals with the existence of solutions for the initial value problems for
fractional-order hyperbolic and neutral hyperbolic functional differential inclusions
with infinite delay by using the nonlinear alternative of Leray–Schauder type for
multivalued operators. In Sect. 4.6, we investigate the existence of solutions for
a system of integral inclusions of fractional order. Our approach is based on
appropriate fixed-point theorems, namely Bohnenblust–Karlin fixed-point theorem
for the convex case and Covitz-Nadler for the nonconvex case.

In Chap. 5, we shall be concerned with functional impulsive partial hyperbolic
differential equations. Section 5.2 deals with the existence and uniqueness of
solutions of a class of partial hyperbolic differential equations with fixed time
impulses. We present two results, the first one is based on Banach’s contraction
principle and the second one on the nonlinear alternative of Leray–Schauder type.
As an extension to nonlocal problems, we present two similar results. Finally
we present an illustrative example. In Sect. 5.3, we investigate the existence and
uniqueness of solutions of a class of partial hyperbolic differential equations with
variable time impulses. We present two results, the first one is based on Schaefer’s
fixed-point and the second one on Banach’s contraction principle. As an extension
to nonlocal problems, we present two similar results. An example will be presented
in the last illustrating the abstract theory. Section 5.4 deals with the existence
of solutions and extremal solutions to partial hyperbolic differential equations of
fractional order with impulses in Banach algebras under Lipschitz and Carathéodory
conditions and certain monotonicity conditions. Finally we present an illustrative
example. Section 5.5 deals with the existence of solutions to partial functional
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differential equations with impulses at variable times and infinite delay. Our works
will be considered by using the nonlinear alternative of Leray–Schauder type and
we present an illustrative example. Section 5.6 is devoted to study the existence and
uniqueness of solutions of two classes of partial hyperbolic differential equations
with fixed time impulses and state-dependent delay. We present two results for
each of our problems, the first one is based on Banach’s contraction principle and
the second one on the nonlinear alternative of Leray–Schauder type. In Sect. 5.7,
we investigate the existence and uniqueness of solutions of two classes of partial
hyperbolic differential equations with variable time impulses and state-dependent
delay, we present existence results for our problems based on Schaefer’s fixed-
point. In Sect. 5.8, we investigate the existence of solutions for a class of initial
value problem for impulsive partial hyperbolic differential equations by using the
lower and upper solutions method combined with Schauder’s fixed-point theorem.

In Chap. 6, we shall be concerned with impulsive partial hyperbolic functional
differential inclusions. Section 6.2 deals with the existence of solutions of a class
of partial hyperbolic differential inclusions with fixed time impulses. We shall
present existence results when the right-hand side is convex as well as nonconvex
valued. We present three results, the first one is based on the nonlinear alternative of
Leray–Schauder type. In the second result, we shall use the fixed-point theorem for
contraction multivalued maps due to Covitz and Nadler. The third result relies on
the nonlinear alternative of Leray–Schauder type for single-valued map combined
with a selection theorem due to Bressan and Colombo for lower semicontinuous
multivalued operators with closed and decomposable values. In Sect. 6.3, we
investigate the existence of solutions of some classes of partial impulsive hyperbolic
differential inclusions at variable times by using the nonlinear alternative of Leray–
Schauder type. In Sect. 6.4, we use the upper and lower solutions method combined
with fixed-point theorem of Bohnnenblust-Karlin for investigating the existence of
solutions of a class of partial hyperbolic differential inclusions at fixed moments of
impulse.

In Chap. 7, we shall be concerned with implicit partial hyperbolic differential
equations.In Section 7.2 we investigate the existence and uniqueness of solutions for
implicit partial hyperbolic functional differential equations. We present two results,
the first one is based on Banach’s contraction principle and the second one on
the nonlinear alternative of Leray–Schauder type. Section 7.3 deals with a global
uniqueness result for fractional-order implicit differential equations, we make use
of the nonlinear alternative of Leray–Schauder type for contraction maps on Fréchet
spaces. To illustrate the result an example is provided. In Sect. 7.4, we shall be
concerned with implicit partial hyperbolic differential equations with finite delay,
infinite delay, and with state-dependent delay. We present two results for each of
our problems, the first one is based on Banach’s contraction principle and the second
one on the nonlinear alternative of Leray–Schauder type. We illustrate our results by
some examples. Section 7.5 deals with the existence and uniqueness of solutions of a
class of implicit impulsive partial hyperbolic differential equations. We present two
results for our problem, the first one is based on Banach’s contraction principle and
the second one on the nonlinear alternative of Leray–Schauder type. To illustrate
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the results an example is provided. In Sect. 7.6, we shall be concerned with the
existence and uniqueness of solutions of two classes of partial implicit impulsive
hyperbolic differential equations with fixed time impulses and state-dependent
delay. We present two results for each of our problems, the first one is based on
Banach’s contraction principle and the second one on the nonlinear alternative of
Leray–Schauder type. Also, we present some illustrative examples.

In Chap. 8, we shall be concerned with Riemann–Liouville integral equations
of fractional order. In Sect. 8.2 we study the existence and uniqueness of solutions
of a certain Fredholm-type Riemann–Liouville integral equation of two variables
by using Banach contraction principle. Section 8.3 deals with the existence and
uniqueness of solutions for a system of integral equations of fractional order with
multiple time delay by using some fixed-point theorems. We illustrate our results
with some examples. In Sect. 8.4 we prove an existence result for a nonlinear
quadratic Volterra integral equation of fractional order. Our technique is based
on a fixed-point theorem due to Dhage [109]. Finally, an example illustrating the
main existence result is presented in the last section. Section 8.5 deals with the
existence and global asymptotic stability of solutions of a class of fractional order
functional integral equations by using the Schauder fixed-point theorem. Also, we
obtain some results about the asymptotic stability of solutions of the equation in
question. Finally, we present an example illustrating the applicability of the imposed
conditions. In Sect. 8.6 we prove the existence and local asymptotic attractivity of
solutions for a functional integral equation of Riemann–Liouville fractional order in
Banach algebras, by using a fixed-point theorem of Dhage [109]. Also, we present
an example illustrating the applicability of the imposed conditions.



Chapter 2
Preliminary Background

In this chapter, we introduce notations, definitions, and preliminary facts that will
be used in the remainder of this book.

2.1 Notations and Definitions

Let J WD Œ0; a	 � Œ0; b	I a; b > 0 and 
 > 0: Denote L
.J;Rn/ the space of
Lebesgue-integrable functions u W J ! R

n with the norm

kukL
 D
0

@
aZ

0

bZ

0

ku.x; y/k
dydx

1

A

1



;

where k:k denotes a suitable complete norm on R
n:AlsoL1.J;Rn/ is endowed with

norm k:kL1 defined by

kukL1 D
aZ

0

bZ

0

ku.x; y/kdydx:

Let L1.J;Rn/ be the Banach space of measurable functions u W J ! R
n which

are bounded, equipped with the norm

kukL1 D inffc > 0 W ku.x; y/k � c; a:e: .x; y/ 2 J g:
As usual, by AC.J;Rn/ we denote the space of absolutely continuous functions
from J into R

n; and C.J;Rn/ is the Banach space of all continuous functions from
J into R

n with the norm

kuk1 D sup
.x;y/2J

ku.x; y/k:

Also C.J;R/ is endowed with norm k:k1 defined by kuk1 D sup
.x;y/2J

ju.x; y/j:

S. Abbas et al., Topics in Fractional Differential Equations, Developments
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Define a multiplication “ � ” by

.u � v/.x; y/ D u.x; y/v.x; y/; for .x; y/ 2 J:

Then C.J;R/ is a Banach algebra with above norm and multiplication.
If u 2 C.Œ�˛; a	 � Œ�ˇ; b	;Rn/I a; b; ˛; ˇ > 0 then for any .x; y/ 2 J define

u.x;y/ by

u.x;y/.s; t/ D u.x C s; y C t/;

for .s; t/ 2 Œ�˛; 0	� Œ�ˇ; 0	: Here u.x;y/.:; :/ represents the history of the state from
time .x � ˛; y � ˇ/ up to the present time .x; y/:

2.2 Properties of Partial Fractional Calculus

In this section, we introduce notations, definitions, and preliminary lemmas con-
cerning partial fractional calculus theory.

Definition 2.1 ([216, 225]). The Riemann–Liouville fractional integral of order
˛ 2 .0;1/ of a function h 2 L1.Œ0; b	;Rn/I b > 0 is defined by

I ˛0 h.t/ D 1

� .˛/

tZ

0

.t � s/˛�1h.s/ds:

Definition 2.2 ([216, 225]). The Riemann–Liouville fractional derivative of order
˛ 2 .0; 1	 of a function h 2 L1.Œ0; b	;Rn/ is defined by

D˛
0 h.t/ D d

dt
I 1�˛0 h.t/

D 1

� .1 � ˛/

d

dt

tZ

0

.t � s/�˛h.s/dsI for almost all t 2 Œ0; b	:

Definition 2.3 ([216, 225]). The Caputo fractional derivative of order ˛ 2 .0; 1	 of
a function h 2 L1.Œ0; b	;Rn/ is defined by

cD˛
0 h.t/ D I 1�˛0

d

dt
h.t/

D 1

� .1 � ˛/

tZ

0

.t � s/�˛
d

ds
h.s/dsI for almost all t 2 Œ0; b	:
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Definition 2.4 ([166, 225]). Let ˛ 2 .0;1/ and u 2 L1.J;Rn/: The partial
Riemann–Liouville integral of order ˛ of u.x; y/ with respect to x is defined by
the expression

I ˛0;xu.x; y/ D 1

� .˛/

xZ

0

.x � s/˛�1u.s; y/dsI for almost all .x; y/ 2 J:

Analogously, we define the integral

I ˛0;yu.x; y/ D 1

� .˛/

yZ

0

.y � s/˛�1u.x; s/dsI for almost all .x; y/ 2 J:

Definition 2.5 ([166, 225]). Let ˛ 2 .0; 1	 and u 2 L1.J;Rn/: The Riemann–
Liouville fractional derivative of order ˛ of u.x; y/ with respect to x is defined by

.D˛
0;xu/.x; y/ D @

@x
I 1�˛0;x u.x; y/I for almost all .x; y/ 2 J:

Analogously, we define the derivative

.D˛
0;yu/.x; y/ D @

@y
I 1�˛0;y u.x; y/I for almost all .x; y/ 2 J:

Definition 2.6 ([166, 225]). Let ˛ 2 .0; 1	 and u 2 L1.J;Rn/: The Caputo
fractional derivative of order ˛ of u.x; y/ with respect to x is defined by the
expression

cD˛
0;xu.x; y/ D I 1�˛0;x

@

@x
u.x; y/I for almost all .x; y/ 2 J:

Analogously, we define the derivative

cD˛
0;yu.x; y/ D I 1�˛0;y

@

@y
u.x; y/I for almost all .x; y/ 2 J:

Definition 2.7 ([244]). Let r D .r1; r2/ 2 .0;1/ � .0;1/ and u 2 L1.J;Rn/:

The left-sided mixed Riemann–Liouville integral of order r of u is defined by

.I r0 u/.x; y/ D 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1u.s; t/dtds:
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In particular,

.I 00 u/.x; y/ D u.x; y/; .I �0 u/.x; y/ D
xZ

0

yZ

0

u.s; t/dtdsI for almost all .x; y/ 2 J;

where � D .1; 1/:

For instance, I r0 u exists for all r1; r2 > 0; when u 2 L1.J;Rn/: Note also that
when u 2 C.J;Rn/; then .I r0 u/ 2 C.J;Rn/I moreover,

.I r0 u/.x; 0/ D .I r0 u/.0; y/ D 0I x 2 Œ0; a	; y 2 Œ0; b	:

Example 2.8. Let �; ! 2 .�1;1/ and r D .r1; r2/ 2 .0;1/ � .0;1/; then

I r0 x
�y! D � .1C �/� .1C !/

� .1C �C r1/� .1C ! C r2/
x�Cr1y!Cr2 I for almost all .x; y/ 2 J:

By 1 � r we mean .1 � r1; 1 � r2/ 2 Œ0; 1/ � Œ0; 1/: Denote by D2
xy WD @2

@x@y
; the

mixed second-order partial derivative.

Definition 2.9 ([244]). Let r 2 .0; 1	 � .0; 1	 and u 2 L1.J;Rn/: The
Caputo fractional-order derivative of order r of u is defined by the expression
.cDr

0u/.x; y/ D .I 1�r0 D2
xyu/.x; y/ and the mixed fractional Riemann–Liouville

derivative of order r of u is defined by the expression .Dr
0u/.x; y/ D .D2

xyI
1�r
0 u/

.x; y/:

The case � D .1; 1/ is included and we have

.cD�
0 u/.x; y/ D .D�

0 u/.x; y/ D .D2
xyu/.x; y/I for almost all .x; y/ 2 J:

Example 2.10. Let �; ! 2 .�1;1/ and r D .r1; r2/ 2 .0; 1	 � .0; 1	; then

Dr
0x

�y! D � .1C �/� .1C !/

� .1C � � r1/� .1C ! � r2/
x��r1y!�r2 I for almost all .x; y/ 2 J:

Definition 2.11 ([247]). For a function u W J ! R
n; we set

q.x; y/ D u.x; y/ � u.x; 0/� u.0; y/C u.0; 0/:

By the mixed regularized derivative of order r D .r1; r2/ 2 .0; 1	 � .0; 1	 of a
function u.x; y/; we name the function

D
r

0u.x; y/ D Dr
0q.x; y/:

The function

D
r1
0;xu.x; y/ D D

r1
0;x Œu.x; y/ � u.0; y/	;
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is called the partial r1�order regularized derivative of the function u.x; y/ W J ! R
n

with respect to the variable x: Analogously, we define the derivative

D
r2
0;yu.x; y/ D D

r2
0;y Œu.x; y/ � u.x; 0/	:

Let a1 2 Œ0; a	; zC D .a1; 0/ 2 J; Jz D Œa1; a	 � Œ0; b	: For w 2 L1.Jz;R
n/; the

expression

.I rzCw/.x; y/ D 1

� .r1/� .r2/

xZ

a1

yZ

0

.x � s/r1�1.y � t/r2�1w.s; t/dtds;

is called the left-sided mixed Riemann–Liouville integral of order r of w:
The Caputo fractional-order derivative of order r of w is defined by .cDr

zCw/.x; y/ D
.I 1�r

zC D2
xyw/.x; y/ and the mixed fractional Riemann–Liouville derivative of order

r of w is defined by .Dr
zCw/.x; y/ D .D2

xyI
1�r
zC w/.x; y/:

Let f; g 2 L1.J;Rn/:
Lemma 2.12 ([5,6]). A function u 2 AC.J;Rn/ such that its mixed derivativeD2

xy

exists and is integrable on J is a solution of problems

8
ˆ̂
<

ˆ̂
:

.cDr
0u/.x; y/ D f .x; y/I .x; y/ 2 J;

u.x; 0/ D '.x/I x 2 Œ0; a	; u.0; y/ D  .y/I y 2 Œ0; b	;
'.0/ D  .0/;

if and only if u.x; y/ satisfies

u.x; y/ D �.x; y/C .I r0 f /.x; y/I .x; y/ 2 J;

where

�.x; y/ D '.x/C  .y/ � '.0/:

Lemma 2.13 ([35]). A function u 2 AC.J;Rn/ such that the mixed derivative
D2
xy.u � g/ exists and is integrable on J is a solution of problems

8
ˆ̂
<

ˆ̂
:

cDr
0Œu.x; y/ � g.x; y/	 D f .x; y/I .x; y/ 2 J;

u.x; 0/ D '.x/I x 2 Œ0; a	; u.0; y/ D  .y/I y 2 Œ0; b	;
'.0/ D  .0/;

if and only if u.x; y/ satisfies

u.x; y/ D �.x; y/Cg.x; y/�g.x; 0/�g.0; y/Cg.0; 0/CI r0 .f /.x; y/I .x; y/ 2 J:
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Let h 2 C.Œxk; xkC1	 � Œ0; b	;Rn/; zk D .xk; 0/; 0 D x0 < x1 < � � � < xm <

xmC1 D a and

�k.x; y/ D u.x; 0/C u.xC
k ; y/ � u.xC

k ; 0/I k D 0; : : : ; m:

Lemma 2.14 ([7, 8]). A function u 2 AC.Œxk; xkC1	 � Œ0; b	;Rn/I k D 0; : : : ; m

whose r-derivative exists on Œxk; xkC1	 � Œ0; b	; k D 0; : : : ; m is a solution of the
differential equation

.cDr
zk

u/.x; y/ D h.x; y/I .x; y/ 2 Œxk; xkC1	 � Œ0; b	;

if and only if u.x; y/ satisfies

u.x; y/ D �k.x; y/C .I rzkh/.x; y/I .x; y/ 2 Œxk; xkC1	 � Œ0; b	:

Let J0 D Œ0; x1	�Œ0; b	; Jk D .xk; xkC1	�Œ0; b	I k D 1; : : : ; m; Ik W Rn ! R
nI

k D 0; 1; : : : ; m and denote �.x; y/ WD �0.x; y/I .x; y/ 2 J:
Lemma 2.15 ([7, 8]). Let h W J ! R

n be continuous. A function u whose
r-derivative exists on Jk I k D 0; : : : ; m is a solution of the fractional integral
equation

u.x; y/ D

8
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
:̂

�.x; y/C 1
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1h.s; t/dtdsI

if .x; y/ 2 Œ0; x1	 � Œ0; b	;

�.x; y/C
kX

iD1
.Ii .u.x

�
i ; y//� Ii .u.x

�
i ; 0///

C 1
� .r1/� .r2/

kX

iD1

xiZ

xi�1

yZ

0

.xi � s/r1�1.y � t/r2�1h.s; t/dtds

C 1
� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1h.s; t/dtdsI

if .x; y/ 2 .xk; xkC1	 � Œ0; b	; k D 1; : : : ; m;

if and only if u is a solution of the fractional IVP

(
cDr

xk
u.x; y/ D h.x; y/I .x; y/ 2 Jk; k D 0; : : : ; m:

u.xC
k ; y/ D u.x�

k ; y/C Ik.u.x�
k ; y//I y 2 Œ0; b	I k D 1; : : : ; m:
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Lemma 2.16 ([2]). Let h W J ! R
n be continuous. A function u whose r-derivative

exists on Jk I k D 0; : : : ; m is a solution of the fractional integral equation

u.x; y/ D

8
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
:

�.x; y/C 1
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1h.s; t/dtdsI

if .x; y/ 2 Œ0; x1	 � Œ0; b	;
'.x/C Ik.u.xk; y// � Ik.u.xk; 0//

C 1
� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1h.s; t/dtdsI

if .x; y/ 2 .xk; xkC1	 � Œ0; b	; k D 1; : : : ; m;

if and only if u is a solution of the fractional IVP

(
cDr

xk
u.x; y/ D h.x; y/I .x; y/ 2 Jk I k D 0; : : : ; m;

u.xC
k ; y/ D Ik.u.xk; y//I y 2 Œ0; b	; k D 1; : : : ; m:

Let f 2 C.J;R�/; g 2 L1.J;R/ and �0.x; y/ D '.x/

f .x;0/
C  .y/

f .0;y/
� '.0/

f .0;0/
:

Lemma 2.17 ([32]). A function u 2 AC.J;R/ such that the mixed derivative
D2
xy.

u
f
/ exists and is integrable on J is a solution of problems

8
ˆ̂
<

ˆ̂
:

cDr
0

�
u.x;y/
f .x;y/

�
D g.x; y/; .x; y/ 2 J;

u.x; 0/ D '.x/I x 2 Œ0; a	; u.0; y/ D  .y/I y 2 Œ0; b	;
'.0/ D  .0/;

if and only if u.x; y/ satisfies

u.x; y/ D f .x; y/
�
�0.x; y/C .I r0 g/.x; y/

�
I .x; y/ 2 J:

Let f 2 C.Œxk; xkC1	� Œ0; b	;R�/; g 2 L1.Œxk; xkC1	� Œ0; b	;R/, zk D .xk; 0/,
and

�0;k.x; y/ D u.x; 0/

f .x; 0/
C u.xC

k ; y/

f .xC
k ; y/

� u.xC
k ; 0/

f .xC
k ; 0/

I k D 0; : : : ; m:

Lemma 2.18 ([3]). A function u 2 AC.Œxk; xkC1	 � Œ0; b	;R/; k D 0; : : : ; m such
that the mixed derivativeD2

xy.
u
f
/ exists and is integrable on Œxk; xkC1	�Œ0; b	; k D

0; : : : ; m is a solution of the differential equation

cDr
zk

� u

f

�
.x; y/ D g.x; y/I .x; y/ 2 Œxk; xkC1	 � Œ0; b	;
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if and only if u.x; y/ satisfies

u.x; y/ D f .x; y/
�
�0;k.x; y/C .I rzk g/.x; y/

�
I .x; y/ 2 Œxk; xkC1	 � Œ0; b	:

Let �0 WD �0;0:

Lemma 2.19 ([3]). Let f W J ! R
�; g W J ! R be continuous. A function u

such that the mixed derivativeD2
xy.

u
f
/ exists and is integrable on Jk I k D 0; : : : ; m

is a solution of the fractional integral equation

u.x; y/ D

8
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
:̂

f .x; y/Œ�0.x; y/C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t /r2�1g.s; t/dtds	I

if .x; y/ 2 Œ0; x1	 � Œ0; b	;

f .x; y/Œ�0.x; y/C
kX

iD1

 
Ii .u.x�

i ; y//

f .xC
i ; y/

� Ii .u.x�
i ; 0//

f .xC
i ; 0/

!

C 1

� .r1/� .r2/

kX

iD1

xiZ

xi�1

yZ

0

.xi � s/r1�1.y � t /r2�1g.s; t/dtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t /r2�1g.s; t/dtds	I

if .x; y/ 2 .xk; xkC1	 � Œ0; b	; k D 1; : : : ;m;

if and only if u is a solution of the fractional IVP

8
<

:

cDr
xk

�
u
f

�
.x; y/ D g.x; y/I .x; y/ 2 Jk I k D 0; : : : ; m;

u
�
xC
k ; y

� D u
�
x�
k ; y

�C Ik
�
u
�
x�
k ; y

�� I y 2 Œ0; b	I k D 1; : : : ; m:

2.3 Properties of Set-Valued Maps

Let .X; k � k/ be a Banach space. Denote P.X/ D fY 2 X W Y ¤ ;g; Pcl .X/ D
fY 2 P.X/ W Y closedg; Pb.X/ D fY 2 P.X/ W Y boundedg; Pcp.X/ D fY 2
P.X/ W Y compactg l, and Pcp;cv.X/ D fY 2 P.X/ W Y compact and convexg:
Definition 2.20. A multivalued map T W X ! P.X/ is convex (closed) valued if
T .x/ is convex (closed) for all x 2 X: T is bounded on bounded sets if T .B/ D
[x2BT .x/ is bounded inX for all B 2 Pb.X/ .i:e: supx2B supy2T .x/ kyk < 1/: T

is called upper semicontinuous (u.s.c.) on X if for each x0 2 X , the set T .x0/
is a nonempty closed subset of X , and if for each open set N of X containing
T .x0/; there exists an open neighborhood N0 of x0 such that T .N0/ � N: T is
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lower semi-continuous (l.s.c.) if the set fx 2 X W T .x/ \ A 6D ;g is open for any
open subset A � X: T is said to be completely continuous if T .B/ is relatively
compact for every B 2 Pb.X/: T has a fixed point if there is x 2 X such that
x 2 T .x/: The fixed point set of the multivalued operator T will be denoted by
F ixT: A multivalued map G W X ! Pcl .Rn/ is said to be measurable if for every
v 2 R

n; the function x 7�! d.v; G.x// D inffkv � zk W z 2 G.x/g is measurable.

For more details on multivalued maps see the books of Aubin and Cellina
[56], Aubin and Frankowska [57], Deimling [104], Gorniewicz [135], Hu and
Papageorgiou [153], and Kisielewicz [169].

Lemma 2.21 ([153]). Let G be a completely continuous multivalued map with
nonempty compact values, then G is u.s.c. if and only if G has a closed graph
(i.e., un ! u; wn ! w; wn 2 G.un/ imply w 2 G.u/).
Definition 2.22. A multivalued map F W J � R

n ! P.Rn/ is said to be
Carathéodory if

(i) .x; y/ 7�! F.x; y; u/ is measurable for each u 2 R
n:

(ii) u 7�! F.x; y; u/ is upper semicontinuous for almost all .x; y/ 2 J:
F is said to be L1-Carathéodory if .i/; .i i/ and the following condition holds;

(iii) For each c > 0, there exists �c 2 L1.J;RC/ such that

kF.x; y; u/kP D supfkf k W f 2 F.x; y; u/g
� �c.x; y/ for all kuk � c and for a:e: .x; y/ 2 J:

For each u 2 C.J;Rn/, define the set of selections of F by

SF;u D ˚
w 2 L1.J;Rn/ W w.x; y/ 2 F.x; y; u.x; y// a.e. .x; y/ 2 J � :

Definition 2.23. Let A be a subset of J �R
n:A is L˝B measurable if A belongs

to the �algebra generated by all sets of the form N ˝ D where N is Lebesgue
measurable in J and D is Borel measurable in R

n: A subset I of L1.J;Rn/ is
decomposable if for all u; v 2 I andN � J measurable, uI C vJ�N 2 I; where
J stands for the characteristic function of J:

Definition 2.24. Let F W J � R
n ! P.Rn/ be a multivalued map with nonempty

compact values. Assign to F the multivalued operator F W C.J;Rn/ ! P
.L1.J;Rn// by letting F.u/ D SF;u: We say F is l.s.c. if F is l.s.c. and has
nonempty closed and decomposable values.

The above operator F is called the Niemytzki operator associated to F:

Definition 2.25. Let X be a separable metric space and N W X ! P.L1.J;Rn//
be a multivalued operator. We say N has property .BC / if
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1. N is lower semicontinuous (l.s.c.)
2. N has nonempty closed and decomposable values

Next we state a selection theorem due to Bressan and Colombo.

Lemma 2.26 (Bressan-Colombo [82]). Let X be a separable metric space and
N W X ! P.L1.J;Rn// be a multivalued operator which has property .BC /: Then
N has a continuous selection , i.e., there exists a continuous function (single-valued)
g W X ! L1.J;Rn/ such that g.u/ 2 N.u/ for every u 2 X:

Let .X; d/ be a metric space induced from the normed space .X; k � k/. Consider
Hd W P.X/ � P.X/ �! RC [ f1g given by

Hd.A;B/ D max

	

sup
a2A

d.a; B/; sup
b2B

d.A; b/




;

where d.A; b/ D inf
a2A d.a; b/; d.a; B/ D inf

b2B d.a; b/: Then .Pb;cl .X/;Hd / is a

metric space and .Pcl .X/;Hd / is a generalized metric space (see [169]).

Definition 2.27. A multivalued operatorN W X ! Pcl .X/ is called

(a) � -Lipschitz if and only if there exists � > 0 such that

Hd.N.u/; N.v// � �d.u; v/ for each u; v 2 X;

(b) A contraction if and only if it is � -Lipschitz with � < 1.

Now, we recall some basic definitions and facts on the theory of Banach algebras.
Let X be a Banach algebra with norm k � k:
Definition 2.28. An operator T W X ! X is called compact if T .X/ is a relatively
compact bounded subset of X . Similarly T W X ! X is called totally bounded
if T maps a bounded subset of X into the relatively compact subset of X . Finally
T W X ! X is called completely continuous operator if it is continuous and totally
bounded operator on X:

It is clear that every compact operator is totally bounded, but the converse may
not be true.

Definition 2.29. A function f W J � R ! R is called Chandrabhan if

(i) The function .x; y/ ! f .x; y; z/ is measurable for each z 2 R

(ii) The function z ! f .x; y; z/ is nondecreasing for almost each .x; y/ 2 J
Definition 2.30. A nonempty closed set K in a Banach algebra X is called a
cone if

(i) K CK � K

(ii) �K � K for � 2 R; � � 0

(iii) f�Kg \K D 0, where 0 is the zero element of X
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The coneK is called to be positive if

(iv) K ıK � K , where “ı” is a multiplication composition in X

We introduce an order relation � in X as follows. Let u; v 2 X . Then u � v if
and only if v � u 2 K . A cone K is said to be normal if the norm k � k is monotone
increasing on K . It is known that if the cone K is normal in X , then every order-
bounded set in X is norm-bounded. For any v;w 2 X; v � w, the order interval
Œv;w	 is a set in X given by

Œv;w	 D fu 2 X W v � u � wg :

Lemma 2.31 (Dhage [108]). Let K be a positive cone in a real Banach algebraX
and let u1; u2; v1; v2 2 K be such that u1 � v1 and u2 � v2. Then u1u2 � v1v2.

2.4 Fixed Point Theorems

By U and @U we denote the closure of U and the boundary ofU respectively. Let us
start by stating a well-known result, the nonlinear alternative.

Theorem 2.32 (Nonlinear alternative of Leray Schauder type [136]). Let X be
a Banach space and C a nonempty convex subset of X . Let U a nonempty open
subset of C with 0 2 U and T W U ! C continuous and compact operator.
Then either

(a) T has fixed points or
(b) There exist u 2 @U and � 2 .0; 1/ with u D �T .u/

The multivalued version of nonlinear alternative:

Lemma 2.33 ([136]). Let X be a Banach space and C a nonempty convex subset
ofX . Let U a nonempty open subset of C with 0 2 U and T W U ! P.C / an upper
semicontinuous and compact multivalued operator.
Then either

(a) T has fixed points or
(b) There exist u 2 @U and � 2 .0; 1/ with u 2 �T .u/
Theorem 2.34 (Schaefer [146]). Let X be a Banach space and N W X ! X

completely continuous operator. If the set

E.N/ D fu 2 X W u D �N.u/ for some � 2 .0; 1/g

is bounded, then N has fixed points.

The nonlinear alternative of Schaefer type recently proved by Dhage [107] is
embodied in the following theorem.
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Theorem 2.35 (Dhage [107]). Let X be a Banach algebra and let A;B W X ! X

be two operators satisfying

(a) A is Lipschitz with a Lipschitz constant ˛
(b) B is compact and continuous
(c) ˛M < 1, where M D kB.X/k WD supfkBzk W z 2 Xg.

Then either

(i) The equation �ŒAuBu	 D u has a solution for 0 < � < 1, or
(ii) The set E D fu 2 X W �ŒAuBu	 D u; 0 < � < 1g is unbounded.

Other single-valued fixed point theorems:

Theorem 2.36 (Burton-Kirk [84]). LetX be a Banach space, andA;B W X ! X

two operators satisfying:

(i) A is a contraction
(ii) B is completely continuous.

Then either

(a) The operator equation u D A.u/C B.u/ has a solution, or

(b) The set E D fu 2 X W u D �A.
u

�
/C �B.u/g is unbounded for � 2 .0; 1/

Theorem 2.37 (Krasnoselskii [44]). LetX be a Banach space, letD be a bounded
closed convex subset ofX and letA;B be maps ofD intoX such thatAuCBv 2 D
for every .u; v/ 2 D: If A is a contraction and B is completely continuous, then the
equation
Aw C Bw D w has a solution w on D:

Next we state two multivalued fixed point theorems

Lemma 2.38 (Bohnenblust-Karlin [81]). Let X be a Banach space and K 2
Pcl;cv.X/ and suppose that the operator G W K ! Pcl;cv.K/ is upper semicon-
tinuous and the set G.K/ is relatively compact in X: ThenG has a fixed point inK:

Lemma 2.39 (Covitz–Nadler [96]). Let .X; d/ be a complete metric space. If N W
X ! Pcl .X/ is a contraction , then N has fixed points.

We will make use of the following fixed point theorems of Dhage [108] for
proving the existence of extremal solutions for our problems in Sects. 3.5 and 5.4
under certain monotonicity conditions.

Theorem 2.40. Let K be a cone in a Banach algebra X and let v;w 2 X . Suppose
that A;B W Œv;w	 ! K are two operators such that

(a) A is completely continuous
(b) B is totally bounded
(c) Au1Bu2 2 Œv;w	 for all u1; u2 2 Œv;w	
(d) A and B are nondecreasing
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Further if the coneK is positive and normal, then the operator equationAuBu D u
has a least and a greatest positive solution in Œv;w	.

Theorem 2.41. Let K be a cone in a Banach algebra X and let v;w 2 X . Suppose
that A;B W Œv;w	 ! K are two operators such that

(a) A is Lipschitz with a Lipschitz constant ˛
(b) B is totally bounded
(c) Au1 Bu2 2 Œv;w	 for all u1; u2 2 Œv;w	
(d) A and B are nondecreasing

Further if the coneK is positive and normal, then the operator equationAuBu D u
has a least and a greatest positive solution in Œv;w	, whenever ˛M < 1, where
M D kB.Œv;w	/k WD supfkBuk W u 2 Œv;w	g.

Remark 2.42. Note that hypothesis (c) of Theorems 2.40 and 2.41 holds if the
operators A and B are positive monotone increasing and there exist elements v and
w in X such that v � AvBv and AwBw � w.

2.5 Gronwall Lemmas

In the sequel we will make use of the following generalizations of Gronwall’s
lemmas for two independent variables and singular kernel.

Lemma 2.43 ([142]). Let � W J ! Œ0;1/ be a real function and !.:; :/ be a
nonnegative, locally integrable function on J: If there are constants c > 0 and
0 < r1; r2 < 1 such that

�.x; y/ � !.x; y/C c

xZ

0

yZ

0

�.s; t/

.x � s/r1.y � t/r2 dtds;

then there exists a constant ı D ı.r1; r2/ such that

�.x; y/ � !.x; y/C ıc

xZ

0

yZ

0

!.s; t/

.x � s/r1.y � t/r2
dtds;

for every .x; y/ 2 J:
Lemma 2.44 ([142]). Let �; ! W J ! Œ0;1/ be nonnegative, locally integrable
functions on J: If there are constants c > 0 and 0 < r1; r2 < 1 such that

�.x; y/ � !.x; y/C c

xZ

0

yZ

0

�.s; t/

.x � s/1�r1 .y � t/1�r2 dtds;
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then, for every .x; y/ 2 J;

�.x; y/ � !.x; y/C
xZ

0

yZ

0

1X

jD1

�
c� .r1/� .r2/

�j
!.s; t/dtds

� .jr1/� .jr2/.x � s/1�jr1.y � t/1�jr2
:

If !.x; y/ D ! constant on J; then the inequality (3.8) is reduced to

�.x; y/ � !E.r1;r2/

�
c� .r1/� .r2/x

r1yr2
�
;

where E.r1;r2/ is the Mittag-Leffler function [166], defined by

E.r1;r2/.z/ WD
1X

kD1

zk

� .kr1 C 1/� .kr2 C 1/
I rj ; z 2 C; <e.rj / > 0I j D 1; 2:



Chapter 3
Partial Hyperbolic Functional Differential
Equations

3.1 Introduction

In this chapter, we shall present existence results for some classes of IVP for partial
hyperbolic differential equations with fractional order.

3.2 Partial Hyperbolic Differential Equations

3.2.1 Introduction

This section is concerned with the existence and uniqueness of solutions to
fractional order IVP, for the system

.cDr
0u/.x; y/ D f .x; y; u.x;y//; if .x; y/ 2 J WD Œ0; a	 � Œ0; b	; (3.1)

u.x; y/ D �.x; y/; if .x; y/ 2 QJ WD Œ�˛; a	 � Œ�ˇ; b	n.0; a	 � .0; b	; (3.2)

u.x; 0/ D '.x/; x 2 Œ0; a	; u.0; y/ D  .y/; y 2 Œ0; b	; (3.3)

where ˛; ˇ; a; b > 0; cDr
0 is the standard Caputo’s fractional derivative of order

r D .r1; r2/ 2 .0; 1	 � .0; 1	; f W J � C ! R
n is a given function, � W QJ !

R
n is a given continuous function, ' W Œ0; a	 ! R

n;  W Œ0; b	 ! R
n are given

absolutely continuous functions with '.x/ D �.x; 0/;  .y/ D �.0; y/ for each
x 2 Œ0; a	; y 2 Œ0; b	 and C WD C.Œ�˛; 0	 � Œ�ˇ; 0	;Rn/ is the space of continuous
functions on Œ�˛; 0	 � Œ�ˇ; 0	:

Next we consider the following nonlocal initial value problem

.cDr
0u/.x; y/ D f .x; y; u.x;y//; if .x; y/ 2 J; (3.4)

S. Abbas et al., Topics in Fractional Differential Equations, Developments
in Mathematics 27, DOI 10.1007/978-1-4614-4036-9 3,
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u.x; y/ D �.x; y/; if .x; y/ 2 QJ ; (3.5)

u.x; 0/CQ.u/ D '.x/; x 2 Œ0; a	; u.0; y/CK.u/ D  .y/; y 2 Œ0; b	; (3.6)

where f; �; ';  are as in problem (3.1)–(3.3) and Q;K W C.J;Rn/ ! R
n are

continuous functions.

3.2.2 Existence of Solutions

Let us start by defining what we mean by a solution of the problem (3.1)–(3.3).

Definition 3.1. A function u 2 C.a;b/ WD C.Œ�˛; a	 � Œ�ˇ; b	;Rn/ whose mixed
derivative D2

xy exists and is integrable is said to be a solution of (3.1)–(3.3) if u

satisfies (3.1) and (3.3) on J and the condition (3.2) on QJ :
Further, we present conditions for the existence and uniqueness of a solution of

problem (3.1)–(3.3).

Theorem 3.2. Assume that the following hypotheses hold:

(3.2.1) f W J � C ! R
n is a continuous function.

(3.2.2) For any u; v 2 C and .x; y/ 2 J; there exists k > 0 such that

kf .x; y; u/ � f .x; y; v/k � kku � vkC :

If

kar1br2

� .r1 C 1/� .r2 C 1/
< 1; (3.7)

then there exists a unique solution for IVP (3.1)–(3.3) on Œ�˛; a	 � Œ�ˇ; b	:
Proof. Transform the problem (3.1)–(3.3) into a fixed-point problem. Consider the
operatorN W C.a;b/ ! C.a;b/ defined by,

N.u/.x; y/ D

8
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
:̂

�.x; y/; .x; y/ 2 QJ ;

�.x; y/C 1
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�f .s; t; u.s;t //dtds; .x; y/ 2 J:
(3.8)
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Let v;w 2 C.a;b/: Then, for .x; y/ 2 Œ�˛; a	 � Œ�ˇ; b	;

kN.v/.x; y/ �N.w/.x; y/k

� 1

� .r1/� .r2/

xZ

0

yZ

0

kf .s; t; v.s;t //� f .s; t;w.s;t //k

�j.x � s/r1�1jj.y � t/r2�1jdtds

� k

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1kv.s;t / � w.s;t /kCdtds

� k

� .r1/� .r2/
kv � wkJ

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1dtds

� kxr1yr2

� .r1 C 1/� .r2 C 1/
kv � wkJ :

Consequently,

kN.v/�N.w/kJ � kar1br2

� .r1 C 1/� .r2 C 1/
kv � wkJ :

By (3.7), N is a contraction, and hence N has a unique fixed point by Banach’s
contraction principle. ut
Theorem 3.3. Assume that (3.2.1) and the following hypothesis hold:

(3.3.1) There exist p; q 2 C.J;RC/ such that

kf .x; y; u/k � p.x; y/C q.x; y/kukC ;

for .x; y/ 2 J and each u 2 C: Then the IVP (3.1)–(3.3) have at least one solution
on Œ�˛; a	 � Œ�ˇ; b	:
Proof. Transform the problem (3.1)–(3.3) into a fixed point problem. Consider the
operator N defined in (3.8). We shall show that the operator N is continuous and
completely continuous.

Step 1: N is continuous. Let fung be a sequence such that un ! u in C.a;b/: Let
� > 0 be such that kunk � �. Then
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kN.un/.x; y/ �N.u/.x; y/k

� 1

� .r1/� .r2/

xZ

0

yZ

0

jx � sjr1�1jy � t jr2�1kf .s; t; un.s;t // � f .s; t; u.s;t //kdtds

� 1

� .r1/� .r2/

aZ

0

bZ

0

jx � sjr1�1jy � t jr2�1

� sup
.s;t /2J

kf .s; t; un.s;t //� f .s; t; u.s;t //kdtds

� ar1br2kf .:; :; un.:;://� f .:; :; u.:;://k1
r1r2� .r1/� .r2/

:

Since f is a continuous function, we have

kN.un/ �N.u/k1 � ar1br2kf .:; :; un.:;://� f .:; :; u.:;://k1
� .r1 C 1/� .r2 C 1/

! 0 as n ! 1:

Step 2: N maps bounded sets into bounded sets in C.a;b/: Indeed, it is enough to

show that, for any �� > 0; there exists a positive constant
�
` such that, for each

u 2 B�� D fu 2 C.a;b/ W kuk1 � ��g; we have kN.u/k1 �
�
`: By .H3/ we have

for each .x; y/ 2 J;
kN.u/.x; y/k

� k�.x; y/k C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1kf .s; t; u.s;t //kdtds

� k�.x; y/k C 1

� .r1/� .r2/

�
�
�
�
�
�

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1p.s; t/dtds

�
�
�
�
�
�

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1q.s; t/ku.s;t /k1dtds

� k�.x; y/k C kpk1
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1dtds

C kqk1��

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1dtds:

Thus

kN.u/k1 � k�k1 C kpk1 C kqk1��

� .r1 C 1/� .r2 C 1/
ar1br2 WD

�
`:
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Step 3: N maps bounded sets into equicontinuous sets in C.a;b/: Let .x1; y1/;
.x2; y2/ 2 .0; a	 � .0; b	; x1 < x2; y1 < y2; B�� be a bounded set of C.a;b/ as
in Step 2, and let u 2 B�� : Then

kN.u/.x2; y2/�N.u/.x1; y1/k D k�.x1; y1/� �.x2; y2/k

C 1

� .r1/� .r2/

�
�
�
�
�
�

x1Z

0

y1Z

0

Œ.x2 � s/r1�1.y2 � t/r2�1 � .x1 � s/r1�1.y1 � t/r2�1	

�f .s; t; u.s;t //dtdsC 1

� .r1/� .r2/

x2Z

x1

y2Z

y1

.x2�s/r1�1.y2�t/r2�1f .s; t; u.s;t //dtds

C 1

� .r1/� .r2/

x1Z

0

y2Z

y1

.x2 � s/r1�1.y2 � t/r2�1f .s; t; u.s;t //dtds

C 1

� .r1/� .r2/

x2Z

x1

y1Z

0

.x2 � s/r1�1.y2 � t/r2�1f .s; t; u.s;t //dtds

�
�
�
�
�
�

� k�.x1; y1/� �.x2; y2/k C kpk1 C kqk1��

� .r1/� .r2/

�
x1Z

0

y1Z

0

Œ.x1 � s/r1�1.y1 � t/r2�1 � .x2 � s/r1�1.y2 � t/r2�1	dtds

Ckpk1 C kqk1��

� .r1/� .r2/

x2Z

x1

y2Z

y1

.x2 � s/r1�1.y2 � t/r2�1dtds

Ckpk1 C kqk1��

� .r1/� .r2/

x1Z

0

y2Z

y1

.x2 � s/r1�1.y2 � t/r2�1dtds

Ckpk1 C kqk1��

� .r1/� .r2/

x2Z

x1

y1Z

0

.x2 � s/r1�1.y2 � t/r2�1dtds

� k�.x1; y1/� �.x2; y2/k

C kpk1 C kqk1��

� .r1 C 1/� .r2 C 1/
Œ2y

r2
2 .x2 � x1/r1 C 2x

r1
2 .y2 � y1/

r2

Cxr11 yr21 � xr12 yr22 � 2.x2 � x1/r1.y2 � y1/
r2 	:
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As x1 ! x2; y1 ! y2 the right-hand side of the above inequality tends to zero.
The equicontinuity for the cases x1 < x2 < 0; y1 < y2 < 0 and x1 � 0 � x2;

y1 � 0 � y2 is obvious. As a consequence of Steps 1–3, together with the Arzela–
Ascoli theorem, we can conclude that N is continuous and completely continuous.

Step 4: A priori bounds. We now show there exists an open set U � C.a;b/ with
u ¤ �N.u/; for � 2 .0; 1/ and u 2 @U: Let u 2 C.a;b/ and u D �N.u/ for some
0 < � < 1: Thus for each .x; y/ 2 J;

u.x; y/ D ��.x; y/C �

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t; u.s;t //dtds:

This implies by (3.3.1) that, for each .x; y/ 2 J; we have

ku.x; y/k � k�.x; y/k C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�Œp.s; t/C q.s; t/ku.s;t /kC 	dtds

� k�.x; y/k C kpk1
� .r1 C 1/� .r2 C 1/

ar1br2

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1q.s; t/ku.s;t /kC dtds:

We consider the function � defined by

�.x; y/ D supfku.s; t/k W �˛ � s � x; �ˇ � t � y; 0 � x � a; 0 � y � bg:
Let .x�; y�/ 2 Œ�˛; x	� Œ�ˇ; y	 be such that �.x; y/ D ku.x�; y�/k: If .x�; y�/ 2
J; then by the previous inequality, we have for .x; y/ 2 J;

�.x; y/ � k�.x; y/k C kpk1
� .r1 C 1/� .r2 C 1/

ar1br2

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1q.s; t/�.s; t/dtds

� k�.x; y/k C kpk1
� .r1 C 1/� .r2 C 1/

ar1br2

C kqk1
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1�.s; t/dtds:

If .x�; y�/ 2 QJ ; then �.x; y/ D k�kC and the previous inequality holds.
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By Lemma 2.43, there exists a constant ı D ı.r1; r2/ such that

�.x; y/ �
�

k�k1 C ar1br2kpk1
� .r1 C 1/� .r2 C 1/



�
2

41C ıkqk1
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1dtds
3

5

�
�

k�k1 C ar1br2kpk1
� .r1 C 1/� .r2 C 1/



�
�

1C ıar1br2kqk1
� .r1 C 1/� .r2 C 1/



WD M:

Since for every .x; y/ 2 J; ku.x;y/kC � �.x; y/; we have

kuk1 � max.k�kC ;M/ WD R:

Set
U D fu 2 C.a;b/ W kuk1 < RC 1g:

By our choice of U; there is no u 2 @U such that u D �N.u/; for � 2 .0; 1/: As a
consequence of the nonlinear alternative of Leray–Schauder type [136], we deduce
that N has a fixed point u in U which is a solution to problem (3.1)–(3.3). ut

Now we present two similar existence results for the nonlocal problem (3.4)–
(3.6).

Definition 3.4. A function u 2 C.a;b/ is said to be a solution of (3.4)–(3.6) if u
satisfies (3.4) and (3.6) on J and the condition (3.5) on QJ :
Theorem 3.5. Assume that (3.2.1), (3.2.2), and the following conditions,

(3.5.1) There exists Qk > 0 such that

kQ.u/�Q.v/k � Qkku � vk1; for any u; v 2 C.J;Rn/;

(3.5.2) There exists k� > 0 such that

kK.u/�K.v/k � k�ku � vk1; for any u; v 2 C.J;Rn/

hold. If

Qk C k� C kar1br2

� .r1 C 1/� .r2 C 1/
< 1; (3.9)

then there exists a unique solution for IVP (3.4)–(3.6) on Œ�˛; a	 � Œ�ˇ; b	:
Theorem 3.6. Assume that (3.2.1), (3.3.1), and the following conditions
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(3.6.1) There exists Qd > 0 such that

kQ.u/k � Qd.1C kuk1/; for any u 2 C.J;Rn/;

(3.6.2) There exists d� > 0 such that

kK.u/k � d�.1C kuk1/; for any u 2 C.J;Rn/

hold, then there exists at least one solution for IVP (3.4)–(3.6) on Œ�˛; a	� Œ�ˇ; b	:

3.2.3 An Example

As an application of our results we consider the following partial hyperbolic
functional differential equations of the form:

.cDr
0u/.x; y/ D 1

.3exCyC2/.1C ju.x � 1; y � 2/j/ ; if .x; y/ 2 Œ0; 1	 � Œ0; 1	;
(3.10)

u.x; 0/ D x; u.0; y/ D y2I x; y 2 Œ0; 1	; (3.11)

u.x; y/ D x C y2; .x; y/ 2 Œ�1; 1	 � Œ�2; 1	n.0; 1	 � .0; 1	: (3.12)

Set

f .x; y; u.x;y// D 1

.3exCyC2/.1C ju.x � 1; y � 2/j/ ; .x; y/ 2 Œ0; 1	 � Œ0; 1	:

For each u; u 2 R and .x; y/ 2 Œ0; 1	 � Œ0; 1	 we have

jf .x; y; u.x;y// � f .x; y; u.x;y//j � 1

3e2
ku � ukC :

Hence condition (3.2.2) is satisfied with k D 1
3e2 . We shall show that condition (3.7)

holds with a D b D 1. Indeed

kar1br2

� .r1 C 1/� .r2 C 1/
D 1

3e2� .r1 C 1/� .r2 C 1/
< 1;

which is satisfied for each .r1; r2/ 2 .0; 1	 � .0; 1	. Consequently, Theorem 3.2
implies that problem (3.10)–(3.12) has a unique solution defined on Œ�1; 1	�Œ�2; 1	:
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3.3 Perturbed Partial Differential Equations

3.3.1 Introduction

In this section we discuss the existence of solutions to the Darboux problem for the
fractional order IVP, for the system

.cDr
0u/.x; y/ D f .x; y; u.x;y//C g.x; y; u.x;y//; if .x; y/ 2 J; (3.13)

u.x; y/ D �.x; y/; if .x; y/ 2 QJ WD Œ�˛; a	 � Œ�ˇ; b	n.0; a	 � .0; b	; (3.14)

u.x; 0/ D '.x/; x 2 Œ0; a	; u.0; y/ D  .y/; y 2 Œ0; b	; (3.15)

where J D Œ0; a	 � Œ0; b	; a; b; ˛; ˇ > 0; f; g W J � C ! R are given functions,
� W QJ ! R is a given continuous function, ' W Œ0; a	 ! R;  W Œ0; b	 ! R are
given absolutely continuous functions with '.x/ D �.x; 0/;  .y/ D �.0; y/ for
each x 2 Œ0; a	; y 2 Œ0; b	 and C WD C.Œ�˛; 0	� Œ�ˇ; 0	;R/: Next we consider the
following nonlocal initial value problem:

.cDr
0u/.x; y/ D f .x; y; u.x;y//C g.x; y; u.x;y//; if .x; y/ 2 J; (3.16)

u.x; y/ D �.x; y/; if .x; y/ 2 QJ ; (3.17)

u.x; 0/CQ.u/ D '.x/; x 2 Œ0; a	; u.0; y/CK.u/ D  .y/; y 2 Œ0; b	; (3.18)

where f; g; �; ';  are as in problem (3.13)–(3.15) and Q;K W C.J;R/ ! R are
continuous functions.

3.3.2 Existence of Solutions

Let us start by defining what we mean by a solution of the problem (3.13)–(3.15).

Definition 3.7. A function u 2 C.a;b/ WD C.Œ�˛; a	 � Œ�ˇ; b	;R/ whose mixed
derivative D2

xy exists and integrable is said to be a solution of (3.13)–(3.15) if u

satisfies (3.13) and (3.15) on J and the condition (3.14) on QJ .

Theorem 3.8. Assume that the following hypotheses

(3.8.1) The functions f; g W J � C ! R are continuous,
(3.8.2) There exists k > 0 such that for .x; y/ 2 J

kg.x; y; u/ � g.x; y; v/k � kku � vkC ; for any u; v 2 C;

(3.8.3) There exist p; q 2 C.J;RC/ such that



34 3 Partial Hyperbolic Functional Differential Equations

jf .x; y; u/j � p.x; y/C q.x; y/kukC ; for .x; y/ 2 J and u 2 C;

hold. If
kar1br2

� .r1 C 1/� .r2 C 1/
< 1; (3.19)

then the IVP (3.13)–(3.15) have at least one solution on Œ�˛; a	 � Œ�ˇ; b	:
Proof. Consider the operators F;G W C.a;b/ ! C.a;b/ defined by

F.u/.x; y/ D

8
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
:

�.x; y/; .x; y/ 2 QJ ;

�.x; y/C 1
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�f .s; t; u.s;t //dtds; .x; y/ 2 J;

and

G.u/.x; y/ D

8
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
:

0; .x; y/ 2 QJ ;
1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�g.s; t; u.s;t //dtds; .x; y/ 2 J:

Then the problem of finding the solutions of the IVP (3.13)–(3.15) is reduced to
finding the solutions of the operator equation F.u/.s; t/ C G.u/.s; t/ D u.s; t/;
.s; t/ 2 J: We shall show that the operators F and G satisfy all the conditions of
Theorem 2.36 The proof will be given in several steps.

Step 1: F is continuous. Let fung be a sequence such that un ! u in C.a;b/: Let
� > 0 such that kunk1 � � and kuk1 � �. Then

jF.un/.x; y/ � F.u/.x; y/j

� 1

� .r1/� .r2/

xZ

0

yZ

0

jx � sjr1�1jy � t jr2�1jf .s; t; un.s;t // � f .s; t; u.s;t //jdtds

� jjf .�; �; un.�;�// � f .�; �; u.�;�//jj1
� .r1/� .r2/

aZ

0

bZ

0

jx � sjr1�1jy � t jr2�1dtds:

Since f is a continuous function, we have

jjN.un/�N.u/jj1 � ar1br2 jjf .�; �; un.�;�//� f .�; �; u.�;�//jj1
� .r1 C 1/� .r2 C 1/

! 0 as n ! 1:
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Step 2: F maps bounded sets into bounded sets in C.a;b/: Indeed, it is enough
show that, for any �� > 0; there exists a positive constant ` such that, for each
u 2 B�� D fu 2 C.a;b/ W kuk1 � ��g; we have kN.u/k1 � `: By (3.8.3) we have
for each .x; y/ 2 J;

jF.u/.x; y/j � j�.x; y/j C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�jf .s; t; u.s;t //jdtds

� j�.x; y/j C kpk1 C kqk1��

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1dtds:

Thus

kF.u/k1 � k�k1 C kpk1 C kqk1��

� .r1 C 1/� .r2 C 1/
ar1br2 WD `:

Step 3: F maps bounded sets into equicontinuous sets in C.a;b/: Let .x1; y1/;
.x2; y2/ 2 .0; a	 � .0; b	; x1 < x2; y1 < y2; B�� be a bounded set of C.a;b/ as
in Step 2, and let u 2 B�� : Then

jF.u/.x2; y2/ � F.u/.x1; y1/j

� j�.x2; y2/� �.x1; y1/j C 1

� .r1/� .r2/

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

x1Z

0

y1Z

0

�
.x2 � s/r1�1.y2 � t/r2�1

� .x1 � s/r1�1.y1 � t/r2�1�f .s; t; u.s;t //dtds
ˇ
ˇ

C
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

1

� .r1/� .r2/

x2Z

x1

y2Z

y1

.x2 � s/r1�1.y2 � t/r2�1f .s; t; u.s;t //dtds
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

C
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

1

� .r1/� .r2/

x1Z

0

y2Z

y1

.x2 � s/r1�1.y2 � t/r2�1f .s; t; u.s;t //dtds
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

C
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

1

� .r1/� .r2/

x2Z

x1

y1Z

0

.x2 � s/r1�1.y2 � t/r2�1f .s; t; u.s;t //dtds
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

� j�.x2; y2/� �.x1; y1/j

C kpk1 C kqk1��

� .r1 C 1/� .r2 C 1/

�
2y

r2
2 .x2 � x1/

r1 C 2x
r1
2 .y2 � y1/

r2

Cxr11 yr21 � x
r1
2 y

r2
2 � 2.x2 � x1/

r1.y2 � y1/r2
�
:
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As x1 ! x2; y1 ! y2 the right-hand side of the above inequality tends to zero. The
equicontinuity for the cases x1 < x2 < 0; y1 < y2 < 0 and x1 � 0 � x2; y1 �
0 � y2 is obvious. As a consequence of Steps 1–3, together with the Arzela–Ascoli
theorem, we can conclude that F W C.a;b/ ! C.a;b/ is continuous and completely
continuous.

Step 4: G is a contraction. Let u; v 2 C.a;b/: Then, for each .x; y/ 2 J we, have

kG.u/.x; y/ �G.v/.x; y/k � 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�jg.s; t; u.s;t // � g.s; t; v.s;t //jdtds

� kku � vk1
r1r2� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1dtds:

Thus,

kG.u/�G.v/k1 � kar1br2

� .r1 C 1/� .r2 C 1/
ku � vk1;

Since by (3.19),G is a contraction.

Step 5: A priori bounds. Now it remains to show that the set

E D
n
u 2 C.J;R/ W u D �F.u/C �G

� u

�

�
; for some 0 < � < 1

o

is bounded. Let u 2 E ; then u D �F.u/C �G. u
�
/ for some 0 < � < 1: Thus, for

each .x; y/ 2 J we have

u.x; y/ D ��.x; y/C �

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t; u.s;t //dtds

C �

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1g
�
s; t;

u.s;t /
�

�
dtds:

This implies by (3.8.2) and (3.8.3) that, for each .x; y/ 2 J; we have
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ju.x; y/j � j�.x; y/j C kpk1
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1dtds

C kqk1
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1ku.s;t /kC dtds

C �

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�
ˇ
ˇ
ˇg
�
s; t;

u.s;t /
�

�
� g.s; t; 0/

ˇ
ˇ
ˇ dtds

C �

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1jg.s; t; 0/jdtds

� j�.x; y/j C kpk1
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1dtds

C kqk1
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1ku.s;t /kC dtds

C k

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1ku.s;t /kC dtds

C ar1br2g�

� .r1 C 1/� .r2 C 1/
;

where g� D sup
.s;t /2J

kg.s; t; 0/k: We consider the function � defined by

�.x; y/ D supfju.s; t/j W 0 � s � x; 0 � t � y; 0 � x � a; 0 � y � bg:

Let .x�; y�/ 2 Œ�˛; x	 � Œ�ˇ; y	 be such that �.x; y/ D ju.x�; y�/j: If .x�; y�/ 2
J; then by the previous inequality, we have for .x; y/ 2 J

�.x; y/ � j�.x; y/j C ar1br2.kpk1 C g�/
� .r1 C 1/� .r2 C 1/

C kqk1 C k

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1�.s; t/dtds:
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If .x�; y�/ 2 QJ ; then �.x; y/ D k�kC and the previous inequality holds. If .x; y/ 2
J; Lemma 2.43 implies that there exists

�
k D

�
k.r1; r2/ such that

�.x; y/ �
�

j�.x; y/j C ar1br2.kpk1 C g�/
� .r1 C 1/� .r2 C 1/

�

�
0

@1C
�
k

kqk1 C k

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1dtds
1

A

�
�

j�.x; y/jCar1br2.kpk1Cg�/
� .r1C1/� .r2C1/

��

1C
�
k
.kqk1Ck/ar1br2
� .r1C1/� .r2C1/

�

WD �
R:

Since for every .x; y/ 2 J; ku.x;y/kC � �.x; y/; we have

kuk1 � max.k�kC ;
�
R/ WD A:

This shows that the set E is bounded. As a consequence of Theorem 2.36, we deduce
that F CG has a fixed point u which is a solution to problem (3.13)–(3.15). ut

Now we present (without proof) two existence results for the nonlocal problem
(3.16)–(3.18).

Definition 3.9. A function u 2 C.a;b/ is said to be a solution of (3.16)–(3.18) if u
satisfies equations (3.16) and (3.18) on J and the condition (3.17) on QJ :
Theorem 3.10. Assume (3.8.1)–(3.8.3) and the following conditions

(3.10.1) There exists Qk > 0 such that

jQ.u/�Q.v/j � Qkku � vk1; for any u; v 2 C.J;R/;

(3.10.2) There exists k� > 0 such that

jK.u/�K.v/j � k�ku � vk1; for any u; v 2 C.J;R/

hold. If

Qk C k� C kar1br2

� .r1 C 1/� .r2 C 1/
< 1;

then there exists at least one solution for IVP (3.16)–(3.18) on Œ�˛; a	 � Œ�ˇ; b	:
Theorem 3.11. Assume (3.8.1)–(3.8.3) and the following conditions

(3.11.1) There exists Qd > 0 such that

jQ.u/j � Qd.1C kuk1/; for any u 2 C.J;R/;
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(3.11.2) There exists d� > 0 such that

jK.u/j � d�.1C kuk1/; for any u 2 C.J;R/

hold. If (3.19) is satisfied, then there exists at least one solution for IVP
(3.16)–(3.18) on Œ�˛; a	 � Œ�ˇ; b	:

3.3.3 An Example

As an application of our results we consider the following partial perturbed
functional differential equations of the form

.cDr
0u/.x; y/ D 1C 3exCyC2.ju.x � 1; y � 2/j C 2/

3exCyC2.1C ju.x � 1; y � 2/j/ ; if .x; y/ 2 Œ0; 1	 � Œ0; 1	;
(3.20)

u.x; 0/ D x; u.0; y/ D y2I x; y 2 Œ0; 1	; (3.21)

u.x; y/ D x C y2; .x; y/ 2 Œ�1; 1	 � Œ�2; 1	n.0; 1	 � .0; 1	: (3.22)

Set

f .x; y; u.x;y// D ju.x � 1; y � 2/j C 2

1C ju.x � 1; y � 2/j ; .x; y/ 2 Œ0; 1	 � Œ0; 1	;

and

g.x; y; u.x;y// D 1

3exCyC2.1C ju.x � 1; y � 2/j/ ; .x; y/ 2 Œ0; 1	 � Œ0; 1	:

For each u; u 2 R and .x; y/ 2 Œ0; 1	 � Œ0; 1	 we have

jg.x; y; u.x;y// � g.x; y; u.x;y//j � 1

3e2
ku � ukC :

Hence condition (3.8.2) is satisfied with k D 1

3e2
. We shall show that condition

(3.19) holds with a D b D 1. Indeed

kar1br2

� .r1 C 1/� .r2 C 1/
D 1

3e2� .r1 C 1/� .r2 C 1/
< 1;

which is satisfied for each .r1; r2/ 2 .0; 1	�.0; 1	. Also, the function f is continuous
on Œ0; 1	 � Œ0; 1	 � Œ0;1/ and

jf .x; y;w/j � jwj C 2; for each .x; y;w/ 2 Œ0; 1	 � Œ0; 1	 � Œ0;1/:
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Thus conditions (3.8.1) and (3.8.3) hold. Consequently, Theorem 3.8 implies that
problems (3.20)–(3.22) have at least one solution defined on Œ�1; 1	 � Œ�2; 1	.

3.4 Neutral Partial Differential Equations

3.4.1 Introduction

This section is concerned with the existence of solutions of fractional order IVP for
the system

cDr
0

h
u.x; y/ � g.x; y; u.x;y//

i
D f .x; y; u.x;y//I if .x; y/ 2 J WD Œ0; a	 � Œ0; b	;

(3.23)

u.x; y/ D �.x; y/I if .x; y/ 2 QJ WD Œ�˛; a	 � Œ�ˇ; b	n.0; a	 � .0; b	; (3.24)

u.x; 0/ D '.x/; x 2 Œ0; a	; u.0; y/ D  .y/; y 2 Œ0; b	; (3.25)

where a; b; ˛; ˇ > 0; f; g W J � C ! R
n are given functions, �; ';  are as in

problem (3.1)–(3.3) and C WD C.Œ�˛; 0	 � Œ�ˇ; 0	;Rn/: We present some existing
results for the problem (3.23)–(3.25) using Krasnoselskii’s fixed point theorem.

3.4.2 Existence of Solutions

Let us start by defining what we mean by a solution of the problem (3.23)–(3.25).

Definition 3.12. A function u 2 C.a;b/ D C.Œ�˛; a	 � Œ�ˇ; b	;Rn/ is said to be
a solution of (3.1)–(3.3) if u satisfies equations (3.23) and (3.25) on J and the
condition (3.24) on QJ .

For each ı > 0 we consider the following set,

Aı D
(

u 2 C.a;b/ W uj QJ D � and sup
.x;y/2J

ku.x; y/ � �.x; y/k � ı

)

:

Theorem 3.13. Assume that the following hypotheses

(3.13.1) The function .x; y/ 7! f .x; y; u/ is measurable on J for each u 2 C ,
(3.13.2) The function u 7! f .x; y; u/ is continuous on C for a.e. .x; y/ 2 J ,
(3.13.3) There exist 0 < r3 < minfr1; r2g and a real-valued function m.x; y/ 2

L
1
r3 .J / such that

kf .x; y; u.x;y/k � m.x; y/; for any u 2 Aı and for .x; y/ 2 J;
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(3.13.4) For any u 2 Aı I g.x; y; u.x;y// D g1.x; y; u.x;y//C g2.x; y; u.x;y//;
(3.13.5) g1 is continuous and for any u; v 2 Aı and .x; y/ 2 J; we have

kg1.x; y; u/ � g1.x; y; v/k � lku � vk1; where 0 < l <
1

4
;

(3.13.6) g2 is completely continuous and for any bounded set � 2 Aı; the set
f.x; y/ ! g2.x; y; u.x;y//; u 2 �g is equicontinuous in C.J;Rn/

are satisfied. Then the IVP (3.23)–(3.25) have at least one solution on Œ�˛; a	 �
Œ�ˇ; b	.
Proof. First, it is easy to obtain that f is Lebesgue measurable on J according to
conditions (3.13.1) and (3.13.2). A direct calculation gives that .x � s/r1�1.y �
t/r2�1 2 L 1

1�r3 .Œ0; x	 � Œ0; y	/; for .x; y/ 2 J: In the light of the Hölder inequality
and (3.13.3), we obtain that .x�s/r1�1.y�t/r2�1f .s; t; u.s;t // is Lebesgue integrable
with respect to .s; t/ 2 Œ0; x	 � Œ0; y	 for all .x; y/ 2 J and u 2 Aı; and

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1kf .s; t; u.s;t //kdtds

� k.x � s/r1�1.y � t/r2�1k
L

1
1�r3 .Œ0;x	�Œ0;y	/

kmk
L
1
r3 .J /

:

Let e� 2 Aı be defined as e�j QJ D �; e�.x; y/ D �.x; y/ for all .x; y/ 2 J: If u
is a solution of the IVP (3.23)–(3.25), let u.x; y/ D e�.x; y/ C v.x; y/; .x; y/ 2
Œ�˛; a	� Œ�ˇ; b	; then we have u.x;y/ D e�.x;y/ C v.x;y/; .x; y/ 2 Œ�˛; a	� Œ�ˇ; b	:
Thus according to (3.13.4), the function v satisfies the equation

v.x; y/ D 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�f .s; t;e�.s;t/ C v.s;t //dtds

Cg1.x; y;e�.x;y/ C v.x;y//C g2.x; y;e�.x;y/ C v.x;y//

�g1.x; 0;e�.x;0/ C v.x;0// � g2.x; 0;e�.x;0/ C v.x;0//

�g1.0; y;e�.0;y/ C v.0;y// � g2.0; y;e�.0;y/ C v.0;y//

Cg1.0; 0; �.0; 0/C v.0;0//C g2.0; 0; �.0; 0/C v.0;0//I .x; y/ 2 J:
(3.26)

Since g1; g2 are continuous and u is continuous in .x; y/ there exists a0; b0 > 0;

when .x; y/ 2 Œ0; a0/ � Œ0; b0/;

kg1.x; y;e�.x;y/ C v.x;y// � g1.0; 0; �.0; 0/C v.0;0//k � ı

7
; (3.27)
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and

kg2.x; y;e�.x;y/ C v.x;y// � g2.0; 0; �.0; 0/C v.0;0//k � ı

7
: (3.28)

Choose

.�; �/ D
n
.a; b/; .a0; b0/; .a00; b00/

o
;

where

.a00; b00/ D
0

@
�
ı� .r1/� .r2/.1C 
1/

1�r3
7M

� 1
.1C
1/.1�r3/

;

�
ı� .r1/� .r2/.1C 
2/

1�r3
7M

� 1
.1C
2/.1�r3/

1

A ;

and


1 D r1 � 1
1 � r3 ; 
2 D r2 � 1

1 � r3 and M D kmk
L
1
r3 .J /

:

Define Eı as follows:

Eı D fv 2 C.Œ�˛; �	�Œ�ˇ; �	;Rn/ W v.x; y/ D 0; for .x; y/ 2 QJ and kvk � ıg:
Then Eı is a closed bounded and convex subset of C.Œ�˛; �	 � Œ�ˇ; �	;Rn/: On Eı
we define the operators U and V as follows:

U.v/.x; y/ D

8
<̂

:̂

0; .x; y/ 2 QJ ;
g1.x; y;e�.x;y/ C v.x;y// � g1.x; 0;e�.x;0/ C v.x;0//
�g1.0; y;e�.0;y/Cv.0;y//Cg1.0; 0; �.0; 0/Cv.0;0// .x; y/ 2 Œ0; �	 � Œ0; �	;

V .v/.x; y/ D

8
ˆ̂
ˆ̂
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
ˆ̂
ˆ̂
:̂

0; .x; y/ 2 QJ ;
1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t /r2�1

�f .s; t;e�.s;t/ C v.s;t//dtds

Cg2.x; y;e�.x;y/ C v.x;y//� g2.x; 0;e�.x;0/ C v.x;0//

�g2.0; y;e�.0;y/ C v.0;y//C g2.0; 0; �.0; 0/C v.0;0// .x; y/ 2 Œ0; �	� Œ0; �	:

It is easy to see that if the operator equation

v D U v C V v; (3.29)

has a solution v 2 Eı if and only if v is a solution of (3.26). Thus u.x; y/ D
e�.x; y/ C v.x; y/ is a solution of (3.23)–(3.25) on Œ0; �	 � Œ0; �	: Therefore, the
existence of a solution of the IVP (3.23)–(3.25) is equivalent to (3.29) having a
fixed point in Eı: Now we show that U C V has a fixed point in Eı: The proof is
divided into three steps.
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Step 1: U uCV v 2 Eı for every u; v 2 Eı. In fact, for every u; v 2 Eı; U uCV v 2
C.Œ�˛; �	 � Œ�ˇ; �	;Rn/: Also, it is obvious that .U u C V v/.x; y/ D 0; .x; y/ 2
Œ�˛; �	 � Œ�ˇ; �	: Moreover, for .x; y/ 2 Œ0; �	 � Œ0; �	 by (3.26)–(3.28) and the
condition (3.13.3) we have

kU u.x; y/C V v.x; y/k
� kg1.x; y;e�.x;y/ C u.x;y//� g1.0; 0;e� C u/k

C k � g1.x; 0;e�.x;0/ C u.x;0//C g1.0; 0; �.0; 0/C u.0;0//k
C k � g1.0; y;e�.0;y/ C u.0;y//C g1.0; 0; �.0; 0/C u.0;0//k
C kg2.x; y;e�.x;y/ C v.x;y//� g2.0; 0; �.0; 0/C v.0;0//k
C k � g2.x; 0;e�.x;0/ C v.x;0//C g2.0; 0; �.0; 0/C v.0;0//k
C k � g2.0; y;e�.0;y/ C v.0;y//C g2.0; 0; �.0; 0/C v.0;0//k

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

� kf .s; t;e�.s;t/ C v.s;t //kdtds

� 1

� .r1/� .r2/

0

@
xZ

0

yZ

0

.x � s/
r1�1
1�r3 .y � t/

r2�1
1�r3 dtds

1

A

1�r3

�
0

@
xZ

0

yZ

0

.m.s; t//
1
r3 dtds

1

A

r3

C 6ı

7

� 1

� .r1/� .r2/

0

@
xZ

0

yZ

0

.x � s/
r1�1
1�r3 .y � t/

r2�1
1�r3 dsdt

1

A

1�r3

�
0

@
aZ

0

bZ

0

.m.s; t//
1
r3 dtds

1

A

r3

C 6ı

7

� 6ı

7
C M�.1C
1/.1�r3/�.1C
2/.1�r3/

� .r1/� .r2/.1C 
1/.1�r3/.1C 
2/.1�r3/

� ı:

Therefore,

kU u C V vk D sup
.x;y/2Œ0;�	�Œ0;�	

kU u.x; y/C V v.x; y/k � ı;

which means that U u C V v 2 Eı for every u; v 2 Eı:



44 3 Partial Hyperbolic Functional Differential Equations

Step 2: U is a contraction onEı . For any u; u 2 Eı; u.x;y/Ce�.x;y/; u.x;y/Ce�.x;y/ 2
Aı: So by (3.13.5), we get that

kU u � U uk D g1.x; y;e�.x;y/ C u.x;y// � g1.x; y;e�.x;y/ C u.x;y//

C g1.x; 0;e�.x;0/ C u.x;0//� g1.x; 0;e�.x;0/ C u.x;0//

C g1.0; y;e�.0;y/ C u.0;y//� g1.0; y;e�.0;y/ C u.0;y//

C g1.0; 0; �.0; 0/C u.0;0// � g1.0; 0; �.0; 0/C u.0;0//

� 4lku � uk1;

which implies that
kU u � U uk � 4lku � uk1:

In view of 0 < 4l < 1; U is a contraction on Eı:

Step 3: V is a completely continuous operator. Let

V1.v/.x; y/ D
8
<̂

:̂

0; .x; y/ 2 QJ ;
g2.x; y;e�.x;y/ C v.x;y//� g2.x; 0;e�.x;0/ C v.x;0//

�g2.0; y;e�.0;y/ C v.0;y//C g2.0; 0; �.0; 0/C v.0;0//; .x; y/ 2 Œ0; �	� Œ0; �	;

V2.v/.x; y/ D

8
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
:

0; .x; y/ 2 QJ ;
1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�f .s; t;e�.s;t/ C v.s;t //dtds; .x; y/ 2 Œ0; �	 � Œ0; �	:
Clearly, V D V1 C V2: Since g2 is completely continuous, V1 is continuous and
fV1v W v 2 Eıg is uniformly bounded. From the condition that the set f.x; y/ !
g2.x; y; u.x;y/ W u 2 �g be equicontinuous for any bounded set � in Aı; we can
conclude that V1 is a completely continuous operator. On the other hand, for any
.x; y/ 2 Œ0; �	 � Œ0; �	; we have

kV2v.x; y/k � 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1kf .s; t;e�.s;t/ C v.s;t //kdtds

� 1

� .r1/� .r2/

0

@
xZ

0

yZ

0

.x � s/ r1�1
1�r3 .y � t/ r2�1

1�r3 dtds

1

A

1�r3

�
0

@
xZ

0

yZ

0

.m.s; t//
1
r3 dtds

1

A

r3

� M�.1C
1/.1�r3/�.1C
2/.1�r3/

� .r1/� .r2/.1C 
1/.1�r3/.1C 
2/.1�r3/
:



3.4 Neutral Partial Differential Equations 45

Hence, fV2v W v 2 Eıg is uniformly bounded. Now, we will prove that fV2v W v 2 Eıg
is equicontinuous. Let .x1; y1/; .x2; y2/ 2 .0; �	 � .0; �	; x1 < x2; y1 < y2 and let
u 2 Eı: Then

k V2.v/.x2; y2/� V2.v/.x1; y1/k � 1

� .r1/� .r2/

�
�
�
�
�
�

x1Z

0

y1Z

0

Œ.x2 � s/r1�1.y2 � t/r2�1

� .x1 � s/r1�1.y1 � t/r2�1	f .s; t;e�.s;t/ C v.s;t ///dtds

C 1

� .r1/� .r2/

x2Z

x1

y2Z

y1

.x2 � s/r1�1.y2 � t/r2�1f .s; t;e�.s;t/ C v.s;t //dtds

�
�
�
�
�
�

C 1

� .r1/� .r2/

x1Z

0

y2Z

y1

.x2 � s/r1�1.y2 � t/r2�1kf .s; t;e�.s;t/ C v.s;t //kdtds

C 1

� .r1/� .r2/

x2Z

x1

y1Z

0

.x2 � s/r1�1.y2 � t/r2�1kf .s; t;e�.s;t/ C v.s;t //kdtds

� M

�.r1/� .r2/

0

@
x1Z

0

y1Z

0

Œ.x1 � s/
1.y1 � t/
2 � .x2 � s/
1 .y2 � t/
2 	dtds
1

A

1�r3

C M

� .r1/� .r2/

0

@
x2Z

x1

y2Z

y1

.x2 � s/
1.y2 � t/
2dtds

1

A

1�r3

C M

� .r1/� .r2/

0

@
x1Z

0

y2Z

y1

.x2 � s/
1.y2 � t/
2dtds

1

A

1�r3

C M

� .r1/� .r2/

0

@
x2Z

x1

y1Z

0

.x2 � s/
1.y2 � t/
2dtds

1

A

1�r3

As x1 ! x2; y1 ! y2 the right-hand side of the above inequality tends to zero.
The equicontinuity for the cases x1 < x2 < 0; y1 < y2 < 0 and x1 � 0 � x2;

y1 � 0 � y2 is obvious, which means that fV2v W v 2 Eıg is equicontinuous.
Moreover, it is clear that V2 is continuous. So V2 is a completely continuous operator.
Then V D V1 C V2 is a completely continuous operator. Therefore, Krasnoselskii’s
fixed point theorem (Theorem 2.37, [44]) shows that U CV has a fixed point onEı
which is a solution to problem (3.23)–(3.25). ut
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In the case where g1 D 0; we get the following result.

Theorem 3.14. Assume that (3.13.1)–(3.13.3) and g satisfy (3.13.6). Then the IVP
(3.23)–(3.25) has at least one solution Œ�˛; a	 � Œ�ˇ; b	:

In the case where g2 D 0; we get the following result.

Theorem 3.15. Assume that (3.13.1)–(3.13.3) and g satisfy (3.13.5). Then the IVP
(3.23)–(3.25) have at least one solution Œ�˛; a	 � Œ�ˇ; b	:

3.4.3 An Example

As an application of our results we consider the following partial hyperbolic
functional differential equations of the form:

cDr
0

�

u.x; y/ � exCyu.x � 1; y � 2/� 1

3exCyC2.1C ju.x � 1; y � 2/j/
�

D exCyC2ju.x � 1; y � 2/j
1C ju.x � 1; y � 2/j ; if .x; y/ 2 Œ0; 1	 � Œ0; 1	; (3.30)

u.x; 0/ D x; u.0; y/ D y2I x; y 2 Œ0; 1	; (3.31)

u.x; y/ D x C y2; .x; y/ 2 Œ�1; 1	 � Œ�2; 1	n.0; 1	 � .0; 1	: (3.32)

Set

f .x; y; u.x;y// D exCyC2ju.x � 1; y � 2/j
1C ju.x � 1; y � 2/j ; .x; y/ 2 Œ0; 1	 � Œ0; 1	;

g.x; y; u.x;y// D g1.x; y; u.x;y//C g2.x; y; u.x;y//; .x; y/ 2 Œ0; 1	 � Œ0; 1	;
where

g1.x; y; u.x;y// D 1

3exCyC2.1C ju.x � 1; y � 2/j/ ;

g2.x; y; u.x;y// D exCyu.x � 1; y � 2/:

For each .x; y/ 2 Œ0; 1	 � Œ0; 1	 we have

jg1.x; y; u.x;y// � g1.x; y; u.x;y//j � 1

3e2
ku � ukC :

Hence conditions (3.13.4) and (3.13.5) are satisfied with l D 1

3e2
. It is clear that

conditions (3.13.1), (3.13.2), (3.13.3), and (3.13.6) hold with m.x; y/ D exCyC2:
Consequently, Theorem 3.13 implies that problems (3.30)–(3.32) have at least one
solution defined on Œ�1; 1	 � Œ�2; 1	:
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3.5 Discontinuous Partial Differential Equations in Banach
Algebras

3.5.1 Introduction

This section is concerned with the existence of solutions of fractional order IVP, for
the system

cDr
0

�
u.x; y/

f .x; y; u.x; y//

�

D g.x; y; u.x; y//; if .x; y/ 2 J; (3.33)

u.x; 0/ D '.x/; x 2 Œ0; a	; u.0; y/ D  .y/; y 2 Œ0; b	; (3.34)

where J D Œ0; a	 � Œ0; b	; a; b > 0; f W J � R ! R
�; g W J � R ! R are

given functions satisfying suitable conditions and ' W Œ0; a	 ! R;  W Œ0; b	 ! R

are given absolutely continuous functions with '.0/ D  .0/: We prove existence
of extremal solutions under discontinuous nonlinearity under certain Lipschitz and
monotonicity conditions.

3.5.2 Existence of Solutions

Let us start by defining what we mean by a solution of the problem (3.33)–(3.34).

Definition 3.16. A function u 2 C.J;R/ is said to be a solution of (3.33)–
(3.34), if

(i) The function .x; y/ 7! � u.x;y/
f .x;y;u.x;y//

�
is absolutely continuous,

(ii) u satisfies the equations (3.33)–(3.34) on J

Now, we are concerned with the existence of solutions for the problem (3.33)–
(3.34). Note that if the function f is continuous on J � R, then from the continuity
of ' and  it follows that � 2 C.J;R/: Let

h� D khkL1 :

Theorem 3.17. Assume that the hypotheses

(3.17.1) The function f is continuous on J � R

(3.17.2) There exists a function ˛ 2 C.J;RC/ such that

jf .x; y; z/ � f .x; y; z/j � ˛.x; y/jz � zj; for all .x; y/ 2 J; for all z; z 2 R

(3.17.3) The function g is Carathéodory, and there exists h 2 L1.J;RC/ such that

jg.x; y; z/j � h.x; y/; a.e. .x; y/ 2 J; for all z 2 R
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hold. If

k˛k1
�

k�k1 C ar1br2h�

� .r1 C 1/� .r2 C 1/



< 1; (3.35)

Then the IVP (3.33)–(3.34) have at least one solution on J:

Proof. Let X WD C.J;R/. Define two operatorsA and B on X by

Au.x; y/ D f .x; y; u.x; y//I .x; y/ 2 J; (3.36)

Bu.x; y/ D �.x; y/C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

� g.s; t; u.s; t// dtdsI .x; y/ 2 J: (3.37)

Clearly A and B define the operators A;B W X ! X . Now solving (3.33)–(3.34)
is equivalent to solving (3.46), which is further equivalent to solving the operator
equation

Au.x; y/Bu.x; y/ D u.x; y/; .x; y/ 2 J: (3.38)

We show that operators A and B satisfy all the assumptions of Theorem 2.35. First
we shall show that A is a Lipschitz. Let u1; u2 2 X: Then by (3.17.2),

jAu1.x; y/ �Au2.x; y/j D jf .x; y; u1.x; y// � f .x; y; u2.x; y//j
� ˛.x; y/ju1.x; y/ � u2.x; y/j
� k˛k1ku1 � u2k1:

Taking the maximum over .x; y/ in the above inequality yields

kAu1 � Au2k1 � k˛k1ku1 � u2k1;

and so A is a Lipschitz with a Lipschitz constant k˛k1. Next, we show that B is a
compact operator on X . Let fung be a sequence in X . From (3.17.3) it follows that

kBunk1 � k�k1 C ar1br2h�

� .r1 C 1/� .r2 C 1/
:

As a result fBun W n 2 Ng is a uniformly bounded set inX . Let .x1; y1/; .x2; y2/2J:
Then
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jBun.x1; y1/ � Bun.x2; y2/j � j�.x1; y1/� �.x2; y2/j

C 1

� .r1/� .r2/

ˇ
ˇ
ˇ

x1Z

0

y1Z

0

�
.x2 � s/r1�1.y2 � t/r2�1 � .x1 � s/r1�1.y1 � t/r2�1�

� g.s; t; un.s; t//dtds
ˇ
ˇ
ˇ

C 1

� .r1/� .r2/

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

x2Z

x1

y2Z

y1

.x2 � s/r1�1.y2 � t/r2�1g.s; t; un.s; t//dtds

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

C 1

� .r1/� .r2/

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

x1Z

0

y2Z

y1

.x2 � s/r1�1.y2 � t/r2�1g.s; t; un.s; t//dtds

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

C 1

� .r1/� .r2/

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

x2Z

x1

y1Z

0

.x2 � s/r1�1.y2 � t/r2�1g.s; t; un.s; t//dtds

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

� j�.x1; y1/� �.x2; y2/j

C h�

� .r1 C 1/� .r2 C 1/

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

x1Z

0

y1Z

0

Œ.x2 � s/r1�1.y2 � t/r2�1

� .x1 � s/r1�1.y1 � t/r2�1	dtds

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

C h�

� .r1/� .r2/

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

x2Z

x1

y2Z

y1

.x2 � s/r1�1.y2 � t/r2�1dtds

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

C h�

� .r1/� .r2/

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

x1Z

0

y2Z

y1

.x2 � s/r1�1.y2 � t/r2�1dtds

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

C h�

� .r1/� .r2/

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

x2Z

x1

y1Z

0

.x2 � s/r1�1.y2 � t/r2�1dtds

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

� j�.x1; y1/� �.x2; y2/j
C h�

� .r1 C 1/� .r2 C 1/
Œ2y

r2
2 .x2 � x1/

r1 C 2x
r1
2 .y2 � y1/r2

C x
r1
1 y

r2
1 � xr12 yr22 � 2.x2 � x1/r1.y2 � y1/

r2	:

! 0; as .x1; y1/ ! .x2; y2/:
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From this we conclude that fBun W n 2 Ng is an equicontinuous set in X: Hence
B W X ! X is compact by Arzelà–Ascoli theorem. Moreover,

M D kB.X/k

� j�.x; y/j C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1jg.s; t; u.s; t//jdtds

� k�k1 C ar1br2h�

� .r1 C 1/� .r2 C 1/
;

and so,

˛M � k˛k1
�

k�k1 C ar1br2h�

� .r1 C 1/� .r2 C 1/

�

< 1;

by assumption (3.35). To finish, it remains to show that either the conclusion (i) or
the conclusion (ii) of Theorem 2.35 holds. We now will show that the conclusion (ii)
is not possible. Let u 2 X be any solution to (3.33)–(3.34). Then, for any � 2 .0; 1/
we have

u.x; y/ D �Œf .x; y; u.x; y//	

0

@�.x; y/

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1g.s; t; u.s; t//dtds
1

A ;

for .x; y/ 2 J: Therefore,

ju.x; y/j � jf .x; y; u.x; y//j
0

@j�.x; y/j

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1jg.s; t; u.s; t//jdtds
1

A

� �jf .x; y; u.x; y// � f .x; y; 0/j C jf .x; y; 0/j�

�
0

@j�.x; y/j C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1h.s; t/ dtds

1

A

� .k˛k1kuk1 C f �/
�

k�k1 C ar1br2h�

� .r1 C 1/� .r2 C 1/

�

;
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where f � D sup.x;y/2J jf .x; y; 0/j, and consequently

kuk1 �
f �

h
k�k1 C ar1 br2h�

� .r1C1/� .r2C1/
i

1 � k˛k1
h
k�k1 C ar1 br2h�

� .r1C1/� .r2C1/
i WD M:

Thus the conclusion (ii) of Theorem 2.35 does not hold. Therefore the IVP
(3.33)–(3.34) has a solution on J: ut

3.5.3 Existence of Extremal Solutions

We equip the space C.J;R/ with the order relation � with the help of the cone
defined by

K D fu 2 C.J;R/ W u.x; y/ � 0; 8.x; y/ 2 J g:
Thus u � Nu if and only if u.x; y/ � Nu.x; y/ for each .x; y/ 2 J: It is well known
that the cone K is positive and normal in C.J;R/ ([143]). If u; Nu 2 C.J;R/ and
u � Nu, we put

Œu; u	 D fu 2 C.J;R/ W u � u � Nug:
Definition 3.18. A function u.�; �/ 2 C.J;R/ is said to be a lower solution of
(3.33)–(3.34) if we have

cDr
0

h u.x; y/

f .x; y; u.x; y//

i
� g.x; y; u.x; y//; .x; y/ 2 J;

u.x; 0/ � '.x/; u.0; y/ �  .y/; .x; y/ 2 J:

Similarly a function Nu.�; �/ 2 C.J;R/ is said to be an upper solution of (3.33)–(3.34)
if we have

cDr
0

h Nu.x; y/
f .x; y; Nu.x; y//

i
� g.x; y; Nu.x; y//; .x; y/ 2 J;

Nu.x; 0/ � '.x/; Nu.0; y/ �  .y/; .x; y/ 2 J:

Definition 3.19. A solution uM of the problem (3.33)–(3.34) is said to be maximal
if for any other solution u to the problem (3.33)–(3.34) one has u.x; y/ � uM.x; y/,
for all .x; y/ 2 J: Again a solution um of the problem (3.33)–(3.34) is said to be
minimal if um.x; y/ � u.x; y/, for all .x; y/ 2 J where u is any solution of the
problem (3.33)–(3.34) on J:

Let

Qh� D k QhkL1 :
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Theorem 3.20. Assume that the hypotheses (3.17.2) and

(3.20.1) f W J � RC ! R
�C; g W J � RC ! RC,  .y/ � 0 on Œ0; b	 and

'.x/

f .x; 0; '.x//
� '.0/

f .0; 0; '.0//
for all x 2 Œ0; a	;

(3.20.2) The functions f and g are Chandrabhan,
(3.20.3) There exists a function Qh 2 L1.J;RC/ such that

jg.x; y; z/j � Qh.x; y/; a.e. .x; y/ 2 J; for all z 2 R;

(3.20.4) The problem (3.33)–(3.34) has a lower solution u and an upper solution u
with u � u;

hold. If

k˛k1

"

k�k1 C ar1br2 Qh�

� .r1 C 1/� .r2 C 1/

#

< 1;

then the problem (3.33)–(3.34) has a minimal and a maximal positive solution on J:

Proof. Let X D C.J;R/ and consider a closed interval Œu; u	 in X which is well
defined in view of hypothesis (3.20.4). Define two operators A;B W Œu; u	 ! X

by (3.36) and (3.37), respectively. Clearly A and B define the operators A;B W
Œu; u	 ! K . Now solving (3.33)–(3.34) is equivalent to solving (3.46), which is
further equivalent to solving the operator equation

Au.x; y/Bu.x; y/ D u.x; y/; .x; y/ 2 J: (3.39)

We show that operators A and B satisfy all the assumptions of Theorem 2.41. As in
Theorem 3.17 we can prove that A is Lipschitz with a Lipschitz constant k˛k1 and
B is a completely continuous operator on Œu; u	. Now hypothesis (3.20.2) implies
that A and B are nondecreasing on Œu; u	. To see this, let u1; u2 2 Œu; u	 be such that
u1 � u2. Then by (3.20.2), we get

Au1.x; y/ D f .x; y; u1.x; y// � f .x; y; u2.x; y// D Au2.x; y/; 8.x; y/ 2 J;

and

Bu1.x; y/ D �.x; y/C 1

� .r1/� .r2/

xZ

0

yZ

0

.x�s/r1�1.y�t/r2�1g.s; t; u1.s; t//dtds

� �.x; y/C 1

� .r1/� .r2/

xZ

0

yZ

0

.x�s/r1�1.y�t/r2�1g.s; t; u2.s; t//dtds

D Bu2.x; y/; 8.x; y/ 2 J:
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SoA andB are nondecreasing operators on Œu; u	. Again hypothesis (3.20.4) implies

u.x; y/ D Œf .x; y; u.x; y//	

0

@�.x; y/

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1g.s; t; u.s; t// dtds

1

A

� Œf .x; y; z.x; y//	

0

@�.x; y/

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1g.s; t; z.s; t//dtds
1

A

� Œf .x; y; u.x; y//	

0

@�.x; y/

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1g.s; t; u.s; t//dtds
1

A

� u.x; y/;

for all .x; y/ 2 J and z 2 Œu; u	: As a result

u.x; y/ � Az.x; y/Bz.x; y/ � u.x; y/; 8.x; y/ 2 J and z 2 Œu; u	:

Hence AzBz 2 Œu; u	, for all z 2 Œu; u	.
Notice for any u 2 Œu; u	,

M D kB.Œu; u	/k

� j�.x; y/j C 1

� .r1/� .r2/

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1g.t; s; u.t; s//dtds

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

� k�k1 C ar1br2 Qh�

� .r1 C 1/� .r2 C 1/
:

and so,

˛M � k˛k1

 

k�k1 C ar1br2 Qh�

� .r1 C 1/� .r2 C 1/

!

< 1:
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Thus the operators A and B satisfy all the conditions of Theorem 2.41 and so the
operator equation (3.37) has a least and a greatest solution in Œu; u	. This further
implies that the problem (3.33)–(3.34) has a minimal and a maximal positive
solution on J: ut
Theorem 3.21. Assume that hypotheses (3.17.1), (3.20.1)–(3.20.4) hold. Then the
problem (3.33)–(3.34) has a minimal and a maximal positive solution on J:

Proof. Let X D C.J;R/. Consider the order interval Œu; u	 in X and define two
operators A and B on Œu; u	 by (3.36) and (3.37), respectively. Then the problem
(3.33)–(3.34) is transformed into an operator equation Au.x; y/Bu.x; y/ D
u.x; y/, .x; y/ 2 J in a Banach algebra X: Notice that (3.20.1) implies A;B W
Œu; u	 ! K: Since the coneK in X is normal, Œu; u	 is a norm-bounded set in X:

Next we show thatA is completely continuous on Œu; u	. Now the coneK in X is
normal, so the order interval Œu; u	 is norm-bounded. Hence there exists a constant
% > 0 such that kuk � % for all u 2 Œu; u	: As f is continuous on the compact set
J � Œ�%; %	, it attains its maximum , sayM . Therefore, for any subset S of Œu; u	 we
have

kA.S/k D supfjAuj W u 2 Sg
D sup

n
sup

.x;y/2J
jf .x; y; u.x; y//j W u 2 S

o

� sup
n

sup
.x;y/2J

jf .x; y; u/j W u 2 Œ�%; %	
o

� M:

This shows that A.S/ is a uniformly bounded subset of X: We note that the
function f .x; y; u/ is uniformly continuous on J � Œ�%; %	. Therefore, for any
.x1; y1/; .x2; y2/ 2 J we have

jf .x1; y1; u/� f .x2; y2; u/j ! 0 as .x1; y1/ ! .x2; y2/;

for all u 2 Œ�%; %	: Similarly for any u1; u2 2 Œ�%; %	

jf .x; y; u1/� f .x; y; u2/j ! 0 as u1 ! u2;

for all .x; y/ 2 J: Hence any .x1; y1/; .x2; y2/ 2 J , and for any u 2 S one has

jAu.x1; y1/� Au.x2; y2/j D jf .x1; y1; u.x1; y1//� f .x2; y2; u.x2; y2//j
� jf .x1; y1; u.x1; y1//� f .x2; y2; u.x1; y1/j

Cjf .x2; y2; u.x1; y1//� f .x2; y2; u.x2; y2//j
! 0 as .x1; y1/ ! .x2; y2/:
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This shows that A.S/ is an equicontinuous set in K: Now an application of the
Arzelà–Ascoli theorem yields that A is a completely continuous operator on Œu; u	:

Next it can be shown as in the proof of Theorem 3.20 thatB is a compact operator
on Œu; u	:Now an application of Theorem 2.40 yields that the problems (3.33)–(3.34)
have a minimal and maximal positive solution on J . ut

3.5.4 An Example

As an application of our results we consider the following partial hyperbolic
functional differential equations of the form:

cDr
0

�
u.x; y/

f .x; y; u.x; y//

�

D g.x; y; u.x; y//; if .x; y/ 2 Œ0; 1	 � Œ0; 1	; (3.40)

u.x; 0/ D '.x/; x 2 Œ0; 1	; u.0; y/ D  .y/; y 2 Œ0; 1	; (3.41)

where f; g W Œ0; 1	 � Œ0; 1	 � R ! R defined by

f .x; y; u/ D 1

exCyC10.1C juj/ (3.42)

and

g.x; y; u/ D 1

exCyC8.1C u2/
: (3.43)

The functions '; W Œ0; 1	 ! R are defined by

'.x/ D x2e�10 and  .y/ D ye�10; for all x; y 2 Œ0; 1	: (3.44)

We show that the functions'; ; f , and g satisfy all the hypotheses of Theorem 3.17.
We have f W Œ0; 1	 � Œ0; 1	 � R ! R

�C, g W Œ0; 1	 � Œ0; 1	 � R ! RC: Clearly, the
function f satisfies (3.17.1) and (3.17.2) with ˛.x; y/ D 1

exCyC10 and k˛k1 D 1
e10 :

Also, the function g satisfies (3.17.3) with h.x; y/ D 1

exCyC8 and h� D 1
e8 :A simple

computation gives

�.x; y/ D exx2.1C x2/C eyy.1C jyj/;

and k�k1 � 4e:We shall show that condition (3.35) holds. Indeed

k˛k1
�

k�k1 C ar1br2h�

� .r1 C 1/� .r2 C 1/



� 1

e10

�

4eC 1

e8� .r1 C 1/� .r2 C 1/



< 1;

for some .r1; r2/ 2 .0; 1	�.0; 1	:Hence by Theorem 3.17, the problem (3.40)–(3.41)
have a solution defined on Œ0; 1	 � Œ0; 1	.
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3.6 Upper and Lower Solutions Method for Partial
Hyperbolic Differential Equations

3.6.1 Introduction

This section deals with the existence of solutions to the Darboux problem for the
fractional order IVP , for the system

.cDr
0u/.x; y/ D f .x; y; u.x; y//I if .x; y/ 2 J; (3.45)

u.x; 0/ D '.x/; x 2 Œ0; a	; u.0; y/ D  .y/; y 2 Œ0; b	; (3.46)

where J D Œ0; a	� Œ0; b	; a; b > 0; f W J �R ! R; ' W Œ0; a	 ! R;  W Œ0; b	 !
R are given absolutely continuous functions with '.0/ D  .0/:

3.6.2 Main Result

Let us start by defining what we mean by a solution of the problem (3.45)–(3.46).

Definition 3.22. A function u 2 C.J;R/ whose mixed derivative D2
xy exists

and integrable is said to be a solution of (3.45)–(3.46) if u satisfies (3.45) and (3.46)
on J:

Definition 3.23. A function z 2 C.J;R/ is said to be a lower solution of (3.45)–
(3.46) if z satisfies

.cDr
0z/.x; y/ � f .x; y; z.x; y//; z.x; 0/ � '.x/; z.0; y/ �  .y/ on J;

and z.0; 0/ � '.0/:

The function z is said to be an upper solution of (3.45)–(3.46) if the reversed
inequalities hold.

Further, we present conditions for the existence of a solution of our problem.

Theorem 3.24. Assume that the following hypotheses:

(3.24.1) The function f W J � R ! R is continuous,
(3.24.2) There exist v and w 2 C.J;R/; lower and upper solutions for the problem

(3.45)–(3.46) such that v � w;

hold. Then the problems (3.45)–(3.46) have at least one solution u such that

v.x; y/ � u.x; y/ � w.x; y/ for all .x; y/ 2 J:
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Proof. Transform the problems (3.45)–(3.46) into a fixed point problem. Consider
the following modified problems:

.cDr
0u/.x; y/ D g.x; y; u.x; y//; if .x; y/ 2 J; (3.47)

u.x; 0/ D '.x/; u.0; y/ D  .y/; x 2 Œ0; a	; y 2 Œ0; b	; (3.48)

where

g.x; y; u.x; y// D f .x; y; h.x; y; u.x; y///;

h.x; y; u.x; y// D maxfv.x; y/;minfu.x; y/;w.x; y/gg;

for each .x; y/ 2 J: A solution to (3.47)–(3.48) is a fixed point of the operator
N W C.J;R/ ! C.J;R/ defined by

N.u/.x; y/ D �.x; y/C 1

� .r1/� .r2/

xZ

0

yZ

0

.x�s/r1�1.y�t/r2�1g.s; t; u.s; t//dtds:

Notice that g is a continuous function, and from (3.24.2) there exists M > 0 such
that

jg.x; y; u/j � M; for each .x; y/ 2 J; and u 2 IR: (3.49)

Set

� D k�k1 C Mar1br2

� .r1 C 1/� .r2 C 1/
;

and
D D fu 2 C.J;R/ W kuk1 � �g:

Clearly D is a closed convex subset of C.J;R/ and that N maps D into D. We
shall show that N satisfies the assumptions of Schauder’s fixed point theorem. The
proof will be given in several steps.

Step 1: N is continuous. Let fung be a sequence such that un ! u in D: Then

jN.un/.x; y/ �N.u/.x; y/j

� 1

� .r1/� .r2/

xZ

0

yZ

0

jx�sjr1�1jy�t jr2�1jg.s; t; un.s; t// � g.s; t; u.s; t//jdtds

� kg.:; :; un.:; :// � g.:; :; u/k1
� .r1/� .r2/

aZ

0

bZ

0

jx�sjr1�1jy � t jr2�1dtds:

Since g is a continuous function, we have

kN.un/�N.u/k1 � ar1br2kg.:; :; un.:; :// � g.:; :; u.:; ://k1
� .r1 C 1/� .r2 C 1/

! 0 as n ! 1:
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Step 2: N.D/ is bounded. This is clear since N.D/ � D and D is bounded.

Step 3: N.D/ is equicontinuous. Let .x1; y1/; .x2; y2/ 2 .0; a	 � .0; b	; x1 < x2;

y1 < y2 and u 2 D: Then

jN.u/.x2; y2/ �N.u/.x1; y1/j
D j�.x1; y1/� �.x2; y2/j

C
ˇ
ˇ
ˇ

1

� .r1/� .r2/

x1Z

0

y1Z

0

Œ.x2 � s/r1�1.y2 � t/r2�1 � .x1 � s/r1�1.y1 � t/r2�1	

�g.s; t; u.s; t//dtds

C 1

� .r1/� .r2/

x2Z

x1

y2Z

y1

.x2 � s/r1�1.y2 � t/r2�1g.s; t; u.s; t//dtds

C 1

� .r1/� .r2/

x1Z

0

y2Z

y1

.x2 � s/r1�1.y2 � t/r2�1g.s; t; u.s; t//dtds

C 1

� .r1/� .r2/

x2Z

x1

y1Z

0

.x2 � s/r1�1.y2 � t/r2�1g.s; t; u.s; t//dtds
ˇ
ˇ
ˇ

� j�.x1; y1/� �.x2; y2/j

C M

� .r1 C 1/� .r2 C 1/
Œ2y

r2
2 .x2 � x1/r1 C 2x

r1
2 .y2 � y1/

r2

Cxr11 yr21 � xr12 yr22 � 2.x2 � x1/
r1.y2 � y1/

r2 	:

As x1 ! x2; y1 ! y2 the right-hand side of the above inequality tends to zero.
As a consequence of steps 1–3 together with the Arzelá–Ascoli theorem, we can
conclude that N W D ! D is continuous and compact. From an application of
Schauder’s theorem, we deduce thatN has a fixed point u which is a solution of the
problem (3.47)–(3.48).

Step 4: The solution u of (3.47)–(3.48) satisfies

v.x; y/ � u.x; y/ � w.x; y/ for all .x; y/ 2 J:

We prove that
u.x; y/ � w.x; y/ for all .x; y/ 2 J:

Assume that u � w attains a positive maximum on J at .x; y/ 2 J I i.e.,

.u � w/.x; y/ D maxfu.x; y/� w.x; y/ W .x; y/ 2 J g > 0:
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We distinguish the following cases.

Case 1. If .x; y/ 2 .0; a/ � Œ0; b	 there exists .x�; y�/ 2 .0; a/ � Œ0; b	 such that

Œu.x; y�/� w.x; y�/	C Œu.x�; y/� w.x�; y/	 � Œu.x�; y�/� w.x�; y�/	 � 0I
for all .x; y/ 2 .Œx�; x	 � fy�g/[ .fx�g � Œy�; b	/; (3.50)

and
u.x; y/ � w.x; y/ > 0; for all .x; y/ 2 .x�; x	 � Œy�; b	: (3.51)

By the definition of h one has

cDru.x; y/ D f .x; y;w.x; y// for all .x; y/ 2 Œx�; x	 � Œy�; b	:

An integration on Œx�; x	 � Œy�; y	 for each .x; y/ 2 Œx�; x	 � Œy�; b	 yields

u.x; y/C u.x�; y�/� u.x; y�/ � u.x�; y/

D 1

� .r1/� .r2/

Z x

x�

Z y

y�

.x � s/r1�1.y � t/r2�1f .s; t;w.s; t//dtds: (3.52)

From (3.52) and using the fact that w is an upper solution to (3.45)–(3.46) we get

u.x; y/C u.x�; y�/ � u.x; y�/� u.x�; y/ � w.x; y/C w.x�; y�/

�w.x; y�/� w.x�; y/;

which gives,

Œu.x; y/ � w.x; y/	 � Œu.x; y�/ � w.x; y�/	C Œu.x�; y/ � w.x�; y/	

�Œu.x�; y�/ � w.x�; y�/	: (3.53)

Thus from (3.50), (3.51), and (3.53) we obtain the contradiction

0 < Œu.x; y/ � w.x; y/	 � Œu.x; y�/ � w.x; y�/	C Œu.x�; y/ � w.x�; y/	

�Œu.x�; y�/� w.x�; y�/	 � 0I for all .x; y/

2 Œx�; x	 � Œy�; b	:

Case 2. If x D 0; then w.0; y/ < u.0; y/ � w.0; y/ which is a contradiction. Thus

u.x; y/ � w.x; y/ for all .x; y/ 2 J:

Analogously, we can prove that u.x; y/ � v.x; y/I for all .x; y/ 2 J: This shows
that the problems (3.47)–(3.48) have a solution u satisfying v � u � w which is
solution of (3.45)–(3.46). ut
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3.7 Partial Functional Differential Equations with Infinite
Delay

3.7.1 Introduction

In this section we discuss the existence of solutions to the Darboux problem for the
fractional order IVP, for the system

.cDr
0u/.x; y/ D f .x; y; u.x;y//; if .x; y/ 2 J; (3.54)

u.x; y/ D �.x; y/; if .x; y/ 2 QJ 0; (3.55)

u.x; 0/ D '.x/; x 2 Œ0; a	; u.0; y/ D  .y/; y 2 Œ0; b	; (3.56)

where J D Œ0; a	 � Œ0; b	; a; b > 0; QJ 0 D .�1; a	 � .�1; b	n.0; a	 � .0; b	; f W
J �B ! R

n; � W QJ 0 ! R
n are given continuous functions, '; are as in problems

(3.1)–(3.3) and B is called a phase space that will be specified later. We denote by
u.x;y/ the element of B defined by

u.x;y/.s; t/ D u.x C s; y C t/I .s; t/ 2 .�1; 0	 � .�1; 0	;

here u.x;y/.:; :/ represents the history of the state from time �1 up to the present
time x and from time �1 up to the present time y:

Next we consider the following initial value problem for partial neutral functional
differential equations:

cDr
0

�
u.x; y/ � g.x; y; u.x;y//

�
D f .x; y; u.x;y//; if .x; y/ 2 J; (3.57)

u.x; y/ D �.x; y/; if .x; y/ 2 QJ 0; (3.58)

u.x; 0/ D '.x/; x 2 Œ0; a	; u.0; y/ D  .y/; y 2 Œ0; b	; (3.59)

where f; �; ';  are as in problems (3.54)–(3.56) and g W J � B ! R
n is a given

continuous function.

3.7.2 The Phase Space B

The notation of the phase space B plays an important role in the study of both
qualitative and quantitative theory for functional differential equations. A usual
choice is a seminormed space satisfying suitable axioms , which was introduced
by Hale and Kato [138]. For further applications see for instance, the books
[139, 152, 179] and their references. For any .x; y/ 2 J denote E.x;y/ WD Œ0; x	 �
f0g [ f0g � Œ0; y	I furthermore, in case x D a; y D b we write simply E:
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Consider the space .B; k.:; :/kB/, the seminormed linear space of functions mapping
.�1; 0	�.�1; 0	 into R

n; and satisfying the following fundamental axioms which
were adapted from those introduced by Hale and Kato for ordinary differential
functional equations:

.A1/ If z W .�1; a	 � .�1; b	 ! R
n is continuous on J and z.x;y/ 2 B; for

all .x; y/ 2 E; then there are constants H;K;M > 0 such that for any
.x; y/ 2 J the following conditions hold:

.i/ z.x;y/ is in B
.i i/ kz.x; y/k � Hkz.x;y/kB
.i i i/ kz.x;y/kB � K sup.s;t /2Œ0;x	�Œ0;y	 kz.s; t/k CM sup.s;t /2E.x;y/ kz.s;t /kB

.A2/ For the function z.:; :/ in .A1/; z.x;y/ is a B-valued continuous function on J:

.A3/ The space B is complete.

Now, we present some examples of phase spaces [97, 98].

Example 3.25. Let B be the set of all functions � W .�1; 0	�.�1; 0	 ! R
n which

are continuous on Œ�˛; 0	 � Œ�ˇ; 0	; ˛; ˇ � 0; with the seminorm

k�kB D sup
.s;t /2Œ�˛;0	�Œ�ˇ;0	

k�.s; t/k:

Then we have H D K D M D 1: The quotient space bB D B=k:kB is isometric to
the space C.Œ�˛; 0	� Œ�ˇ; 0	;Rn/ of all continuous functions from Œ�˛; 0	� Œ�ˇ; 0	
into R

n with the supremum norm, this means that partial differential functional
equations with finite delay are included in our axiomatic model.

Example 3.26. Let � be a real constant and Let C� be the set of all continuous
functions � W .�1; 0	�.�1; 0	 ! R

n for which a limit limk.s;t /k!1 e�.sCt /�.s; t/
exists, with the norm

k�kC� D sup
.s;t /2.�1;0	�.�1;0	

e�.sCt /k�.s; t/k:

Then we haveH D 1 and K D M D maxfe��.aCb/; 1g:
Example 3.27. Let ˛; ˇ; � � 0 and let

k�kCL� D sup
.s;t /2Œ�˛;0	�Œ�ˇ;0	

k�.s; t/k C
0Z

�1

0Z

�1
e�.sCt /k�.s; t/kdtds:
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be the seminorm for the space CL� of all functions � W .�1; 0	 � .�1; 0	 ! R
n

which are continuous on Œ�˛; 0	 � Œ�ˇ; 0	 measurable on .�1;�˛	 � .�1; 0	 [
.�1; 0	 � .�1;�ˇ	; and such that k�kCL� < 1: Then

H D 1; K D
0Z

�˛

0Z

�ˇ
e�.sCt /dtds; M D 2:

3.7.3 Main Results

Let us start by defining what we mean by a solution of the problems (3.54)–(3.56).
Let the space

˝ WD ˚
u W .�1; a	 � .�1; b	 ! R

n W u.x;y/ 2 B for .x; y/ 2 E and

ujJ 2 C.J;Rn/g :

Definition 3.28. A function u 2 ˝ is said to be a solution of (3.54)–(3.56) if u
satisfies (3.54) and (3.56) on J and the condition (3.55) on QJ 0:

Our first existence result for the IVP (3.54)–(3.56) is based on the Banach
contraction principle.

Theorem 3.29. Assume that the following hypotheses hold:

(3.29.1) There exists ` > 0 such that

kf .x; y; u/ � f .x; y; v/k � `ku � vkB; for any u; v 2 B and .x; y/ 2 J:

If

`Kar1br2

� .r1 C 1/� .r2 C 1/
< 1; (3.60)

then there exists a unique solution for IVP (3.54)–(3.56) on .�1; a	 � .�1; b	:

Proof. Transform the problems (3.54)–(3.56) into a fixed point problem. Consider
the operatorN W ˝ ! ˝ defined by

N.u/.x; y/ D

8
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
:

�.x; y/; .x; y/ 2 QJ 0;

�.x; y/C 1
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1

�.y � t/r2�1f .s; t; u.s;t //dtds; .x; y/ 2 J:

(3.61)

Let v.:; :/ W .�1; a	 � .�1; b	 ! R
n be the function defined by
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v.x; y/ D
	
�.x; y/; .x; y/ 2 QJ 0;
�.x; y/; .x; y/ 2 J:

Then v.x;y/ D � for all .x; y/ 2 E: For each w 2 C.J;Rn/ such that w.x; y/ D 0

for each .x; y/ 2 E . We denote by w the function defined by

w.x; y/ D
	
0; .x; y/ 2 QJ 0;
w.x; y/ .x; y/ 2 J:

If u.:; :/ satisfies the integral equation

u.x; y/ D �.x; y/C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t; u.s;t //dtds;

we can decompose u.:; :/ as u.x; y/ D w.x; y/Cv.x; y/I .x; y/ 2 J;which implies
u.x;y/ D w.x;y/ C v.x;y/; for every .x; y/ 2 J; and the function w.:; :/ satisfies

w.x; y/ D 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t;w.s;t / C v.s;t //dtds:

Set

C0 D fw 2 C.J;Rn/ W w.x; y/ D 0 for .x; y/ 2 Eg;

and let k:k.a;b/ be the seminorm in C0 defined by

kwk.a;b/ D sup
.x;y/2E

kw.x;y/kB C sup
.x;y/2J

kw.x; y/k D sup
.x;y/2J

kw.x; y/k; w 2 C0:

C0 is a Banach space with norm k:k.a;b/: Let the operator P W C0 ! C0 be
defined by

.Pw/.x; y/ D 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t;w.s;t / C v.s;t //dtds;

(3.62)

for each .x; y/ 2 J: The operator N has a fixed point, which is equivalent to P
having a fixed point, and so we turn to proving that P has a fixed point. We shall
show that P W C0 ! C0 is a contraction map. Indeed, consider w;w� 2 C0: Then
we have for each .x; y/ 2 J
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kP.w/.x; y/ � P.w�/.x; y/k

� 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�kf .s; t;w.s;t / C v.s;t //� f .s; t;w�
.s;t / C v.s;t //kdtds

� 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1`kw.s;t / � w�
.s;t /k

� 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1`K

� sup
.s;t /2Œ0;x	�Œ0;y	

kw.s; t/ � w�.s; t/kdtds

� `K

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1dtdskw � w�k.a;b/:

Therefore

kP.w/ � P.w�/k.a;b/ � `Kar1br2

� .r1 C 1/� .r2/C 1
kw � w�k.a;b/:

and hence P is a contraction. Therefore, P has a unique fixed point by Banach’s
contraction principle. ut

Now we give an existence result based on the nonlinear alternative of Leray–
Schauder type [136].

Theorem 3.30. Assume that the following hypotheses hold:

(3.30.1) There exist p; q 2 C.J;RC/ such that

kf .x; y; u/k � p.x; y/C q.x; y/kukB ; for .x; y/ 2 J and each u 2 B:

Then the IVP (3.54)–(3.56) have at least one solution on .�1; a	 � .�1; b	:

Proof. Let P W C0 ! C0 be defined as in (3.62). We shall show that the operator P
is continuous and completely continuous.

Step 1: P is continuous. Let fwng be a sequence such that wn ! w in C0: Then

kP.wn/.x; y/�P.w/.x; y/k � 1

� .r1/� .r2/

xZ

0

yZ

0

.x�s/r1�1.y�t/r2�1

�kf .s; t;wn.s;t /Cvn.s;t //�f .s; t;w.s;t /Cv.s;t //kdtds:
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Since f is a continuous function, we have

kP.wn/� P.w/k1 � xr1yr2kf .:; :;wn.:;:/ C vn.:;://� f .:; :;w.:;:/ C v.:;://k1
� .r1 C 1/� .r2 C 1/

� ar1br2kf .:; :;wn.:;:/ C vn.:;://� f .:; :;w.:;:/ C v.:;://k1
� .r1 C 1/� .r2 C 1/

! 0 as n ! 1:

Step 2: P maps bounded sets into bounded sets in C0: Indeed, it is enough to show

that, for any � > 0; there exists a positive constant
�
` such that, for each w 2 B� D

fw 2 C0 W kwk.a;b/ � �g; we have kP.w/k1 �
�
`: Let w 2 B�: By (3.30.1) we have

for each .x; y/ 2 J;

kP.w/.x; y/k � 1

� .r1/� .r2/

xZ

0

yZ

0

.x�s/r1�1.y�t/r2�1kf .s; t;w.s;t /Cv.s;t //kdtds

� kpk1
� .r1/� .r2/

xZ

0

xZ

0

.x � s/r1�1.y � t/r2�1dtds

C kqk1��

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1dtds

� kpk1 C kqk1��

� .r1 C 1/� .r2 C 1/
ar1br2 WD `�;

where

kw.s;t / C v.s;t /kB � kw.s;t /kB C kv.s;t /kB
� K�CKk�.0; 0/k CM k�kB WD ��:

Hence, kP.w/k1 � `�:

Step 3:P maps bounded sets into equicontinuous sets in C0: Let .x1; y1/; .x2; y2/ 2
.0; a	 � .0; b	; x1 < x2; y1 < y2; B� be a bounded set as in step 2, and let w 2 B�:
Then
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kP.w/.x2; y2/� P.w/.x1; y1/k

� 1

� .r1/� .r2/

�
�
�
�
�
�

x1Z

0

y1Z

0

�
.x2 � s/r1�1.y2 � t/r2�1 � .x1 � s/r1�1.y1 � t/r2�1

�

� f .s; t; u.s;t //dtds C 1

� .r1/� .r2/

x2Z

x1

y2Z

y1

.x2 � s/r1�1.y2 � t/r2�1

�f .s; t;w.s;t / C v.s;t //dtds
�
�

C 1

� .r1/� .r2/

x1Z

0

y2Z

y1

.x2 � s/r1�1.y2 � t/r2�1kf .s; t;w.s;t / C v.s;t //kdtds

C 1

� .r1/� .r2/

x2Z

x1

y1Z

0

.x2 � s/r1�1.y2 � t/r2�1kf .s; t;w.s;t / C v.s;t //kdtds

� kpk1 C kqk1�
� .r1 C 1/� .r2 C 1/

Œy
r2
2 .x2 � x1/r1 C x

r1
2 .y2 � y1/r2

� .x2 � x1/r1.y2 � y1/r2 C x
r1
1 y

r2
1 � x

r1
2 y

r2
2 	

C kpk1 C kqk1�
� .r1 C 1/� .r2 C 1/

.x2 � x1/r1.y2 � y1/r2

C kpk1 C kqk1�
� .r1 C 1/� .r2 C 1/

Œx
r1
2 � .x2 � x1/r1	.y2 � y1/r2

C kpk1 C kqk1�
� .r1 C 1/� .r2 C 1/

.x2 � x1/r1 Œyr22 � .y2 � y1/
r2 	

� kpk1 C kqk1�
� .r1 C 1/� .r2 C 1/

Œ2y
r2
2 .x2 � x1/

r1 C 2x
r1
2 .y2 � y1/r2

C x
r1
1 y

r2
1 � xr12 yr22 � 2.x2 � x1/r1.y2 � y1/

r2 	:

As x1 ! x2; y1 ! y2 the right-hand side of the above inequality tends to zero.
The equicontinuity for the cases x1 < x2 < 0; y1 < y2 < 0 and x1 � 0 � x2;

y1 � 0 � y2 is obvious. As a consequence of Steps 1–3, together with the Arzela–
Ascoli theorem , we can conclude that P W C0 ! C0 is continuous and completely
continuous.

Step 4: A priori bounds. We now show that there exists an open set U � C0 with
w ¤ �P.w/; for � 2 .0; 1/ and w 2 @U: Let w 2 C0 and w D �P.w/ for some
0 < � < 1: Thus for each .x; y/ 2 J;

w.x; y/ D �

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t; u.s;t //dtds:
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This implies by (3.30.1) that, for each .x; y/ 2 J; we have

kw.x; y/k � 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1Œp.s; t/

Cq.s; t/kw.s;t / C v.s;t /kB	dtds

� kpk1ar1br2
� .r1 C 1/� .r2 C 1/

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x�s/r1�1.y�t/r2�1q.s; t/

�kw.s;t /Cv.s;t /kBdtds:

But

kw.s;t / C v.s;t /kB � kw.s;t /kB C kv.s;t /kB
� K supfw.Qs; Qt / W .Qs; Qt/ 2 Œ0; s	 � Œ0; t 	g

CM k�kB CKk�.0; 0/k: (3.63)

If we name z.s; t/ the right-hand side of (3.63), then we have

kw.s;t / C v.s;t /kB � z.x; y/;

and therefore, for each .x; y/ 2 J we obtain

kw.x; y/k � kpk1ar1br2
� .r1 C 1/� .r2 C 1/

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1q.s; t/z.s; t/dtds:

(3.64)

Using the above inequality and the definition of z for each .x; y/ 2 J , we have

z.x; y/ � M k�kB CKk�.0; 0/k C Kkpk1ar1br2
� .r1 C 1/� .r2 C 1/

C Kkpk1
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1z.s; t/dtds:

Then by Lemma 2.43, there exists ı D ı.r1; r2/ such that we have

kz.x; y/k � R C ı
Kkqk1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1Rdtds;
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where

R D M k�kB CKk�.0; 0/k C Kkpk1ar1br2
� .r1 C 1/� .r2 C 1/

:

Hence

kzk1 � RC RıKkqk1ar1br2
� .r1 C 1/� .r2 C 1/

WD fM:

Then, (3.64) implies that

kwk1 � ar1br2

� .r1 C 1/� .r2 C 1/
.kpk1 CfMkqk1/ WD M �:

Set
U D fw 2 C0 W kwk.a;b/ < M � C 1g:

P W U ! C0 is continuous and completely continuous. By our choice of U; there is
no w 2 @U such that w D �P.w/; for � 2 .0; 1/: As a consequence of the nonlinear
alternative of Leray–Schauder type [136], we deduce thatN has a fixed point which
is a solution to problem (3.54)–(3.56). ut

Now we present two similar existence results for the problem (3.57)–(3.59).

Definition 3.31. A function u 2 ˝ is said to be a solution of (3.57)–(3.59) if u
satisfies (3.57) and (3.59) on J and the condition (3.58) on QJ 0:

Theorem 3.32. Assume that (3.29.1) holds and moreover
(3.32.1) There exists a nonnegative constant `0 such that

kg.x; y; u/ � g.x; y; v/k � `0ku � vkB; for each .x; y/ 2 J; and u; v 2 B:

If

K

�

4`0 C `ar1br2

� .r1 C 1/� .r2 C 1/



< 1; (3.65)

then there exists a unique solution for IVP (3.57)–(3.59) on .�1; a	 � .�1; b	:

Proof. Consider the operatorN1 W ˝ ! ˝ defined by

N1.u/.x; y/ D

8
ˆ̂
ˆ̂
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
ˆ̂
ˆ̂
:

�.x; y/; .x; y/ 2 QJ 0;
�.x; y/C g.x; y; u.x;y//� g.x; 0; u.x;0//
�g.0; y; u.0;y//C g.0; 0; u.0;0//

C 1
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�f .s; t; u.s;t //dtds; .x; y/ 2 J:
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In analogy to Theorem 3.29, we consider the operator P1 W C0 ! C0 defined by

P1.x; y/ D g.x; y;w.x;y/ C v.x;y//� g.x; 0;w.x;0/ C v.x;0//

�g.0; y;w.0;y/ C v.0;y//C g.0; 0;w.0;0/ C v.0;0//

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t;w.s;t / C v.s;t //dtds;

.x; y/ 2 J:
We shall show that the operator P1 is a contraction. Let w; w� 2 C0, then following
the steps of Theorem 3.29, we have

kP1.w/.x; y/ � P1.w�/.x; y/k
� kg.x; y;w.x;y/ C v.x;y// � g.x; y;w�.x;y/ C v.x;y//k

Ckg.x; 0;w.x;0/ C v.x;0// � g.x; 0;w�.x;0/ C v.x;0//k
Ckg.0; y;w.0;y/ C v.0;y//� g.0; y;w�.0;y/ C v.0;y//k
Ckg.0; 0;w C v/ � g.0; 0;w�.0;0/ C v.0;0//k

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�kf .s; t;w.s;t / C v.s;t // � f .s; t;w�.s;t / C v.s;t //kdtds

� 4`0Kkw � w�k.a;b/ C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�`Kkw � w�kdtds:

Therefore

kP1.w/� P1.w�/k.a;b/ � K

�

4`0 C `ar1br2

� .r1 C 1/� .r2/C 1



kw � w�k.a;b/:

which implies by (3.65) that P1 is a contraction. Hence P1 has a unique fixed point
by Banach’s contraction principle. ut

Our last existence result for the IVP (3.57)–(3.59) is based on the nonlinear
alternative of Leray–Schauder type.

Theorem 3.33. Assume (3.29.1)–(3.30.1) and the following conditions:

(3.33.1) The function g is continuous and completely continuous, and for any
bounded set D in ˝; the set f.x; y/ ! g.x; y; u.x;y/ W u 2 Dg; is
equicontinuous in C.J;Rn/;
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(3.33.2) There exist constants d1; d2 � 0 such that 0 � d1K < 1
4

and

kg.x; y; u/k � d1kukB C d2; .x; y/ 2 J; u 2 B:

Then the IVP (3.57)–(3.59) have at least one solution on .�1; a	 � .�1; b	:

Proof. Let P1 W C0 ! C0 defined as in Theorem 3.32. We shall show that the
operator P1 is continuous and completely continuous. Using (3.33.1) it suffices to
show that the operatorP defined in (3.62) is continuous and completely continuous.
This was proved in Theorem 3.30. We now show there exists an open set U � C0
with w ¤ �P1.w/; for � 2 .0; 1/ and w 2 @U: Let w 2 C0 and w D �p1.w/ for
some 0 < � < 1: Thus for each .x; y/ 2 J;

w.x; y/ D �Œg.x; y;w.x;y/ C v.x;y//� g.x; 0;w.x;0/ C v.x;0//

�g.0; y;w.0;y/ C v.0;y//C g.0; 0;w.0;0/ C v.0;0//	

C �

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t;w.s;t / C v.s;t //dtds;

and

kw.x; y/k D 4d1kw.x;y/ C v.x;y/kB C kpk1ar1br2
� .r1 C 1/� .r2 C 1/

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x�s/r1�1.y�t/r2�1q.s; t/kw.s;t /Cv.s;t /kBdtds:

Using the above inequality and the definition of z we have that

kzk1 � R1 C R1ıKkq�k1ar1br2
.1 � 4d1K/� .r1 C 1/� .r2 C 1/

WD L;

where

R1 D 1

1 � 4d1K

�

8d2K C Kkpk1ar1br2
� .r1 C 1/� .r2 C 1/



;

and

kq�k1 D kqk1
1 � 4d1K :

Then

kwk1 � 4d1k�kBC8d2C4Ld1 C ar1br2

� .r1C1/� .r2C1/.kpk1CLkqk1/ WD L�:



3.7 Partial Functional Differential Equations with Infinite Delay 71

Set

U1 D fw 2 C0 W kwk.a;b/ < L� C 1g:
By our choice of U1; there is no w 2 @U such that w D �P1.w/; for � 2 .0; 1/: As a
consequence of the nonlinear alternative of Leray–Schauder type [136], we deduce
that N1 has a fixed point which is a solution to problem (3.57)–(3.59). ut

3.7.4 An Example

As an application of our results we consider the following partial hyperbolic
functional differential equations of the form:

.cDr
0u/.x; y/ D cexCy��.xCy/ku.x;y/k

.exCy C e�x�y/.1C ku.x;y/k/ ; if .x; y/ 2 J WD Œ0; 1	 � Œ0; 1	;
(3.66)

u.x; 0/ D x; u.0; y/ D y2; x 2 Œ0; 1	; y 2 Œ0; 1	; (3.67)

u.x; y/ D x C y2; .x; y/ 2 QJ 0; (3.68)

where QJ 0 WD .�1; 1	� .�1; 1	n.0; 1	� .0; 1	; c D 2
� .r1C1/� .r2C1/ and � a positive

real constant.
Let

B� D
	

u 2 C..�1; 0	 � .�1; 0	;R/ W lim
k.�;�/k!1

e�.�C�/u.�; �/ exists in R




:

The norm of B� is given by

kuk� D sup
.�;�/2.�1;0	�.�1;0	

e�.�C�/ju.�; �/j:

Let

E WD Œ0; 1	 � f0g [ f0g � Œ0; 1	;
and u W .�1; 1	 � .�1; 1	 ! R such that u.x;y/ 2 B� for .x; y/ 2 E; then

lim
k.�;�/k!1

e�.�C�/u.x;y/.�; �/ D lim
k.�;�/k!1

e�.��xC��y/u.�; �/

D e��.xCy/ lim
k.�;�/k!1

e�.�C�/u.�; �/ < 1:
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Hence u.x;y/ 2 B� : Finally we prove that

ku.x;y/k� D K supfju.s; t/j W .s; t/ 2 Œ0; x	 � Œ0; y	g
CM supfku.s;t /k� W .s; t/ 2 E.x;y/g;

whereK D M D 1 and H D 1:

If x C � � 0; y C � � 0 we get

ku.x;y/k� D supfju.s; t/j W .s; t/ 2 .�1; 0	 � .�1; 0	g;

and if x C � � 0; y C � � 0 then we have

ku.x;y/k� D supfju.s; t/j W .s; t/ 2 Œ0; x	 � Œ0; y	g:

Thus for all .x C �; y C �/ 2 Œ0; 1	 � Œ0; 1	; we get

ku.x;y/k� D supfju.s; t/j W .s; t/ 2 .�1; 0	 � .�1; 0	g
C supfju.s; t/j W .s; t/ 2 Œ0; x	 � Œ0; y	g:

Then

ku.x;y/k� D supfku.s;t /k� W .s; t/ 2 Eg C supfju.s; t/j W .s; t/ 2 Œ0; x	 � Œ0; y	g:

.B� ; k:k� / is a Banach space. We conclude that B� is a phase space . Set

f .x; y; u.x;y// D cexCy��.xCy/ku.x;y/k
.exCy C e�x�y/.1C ku.x;y//k ; .x; y/ 2 Œ0; 1	 � Œ0; 1	:

For each u; u 2 B� and .x; y/ 2 Œ0; 1	 � Œ0; 1	 we have

jf .x; y; u.x;y//� f .x; y; u.x;y//j � exCyku � ukB
c.exCy C e�x�y/

� 1

c
ku � ukB:

Hence condition (3.29.1) is satisfied with ` D 1
c
. Since a D b D K D 1 we get

`ar1br2K

� .r1 C 1/� .r2 C 1/
D 1

c� .r1 C 1/� .r2 C 1/
D 1

2
< 1;

for each .r1; r2/ 2 .0; 1	 � .0; 1	. Consequently Theorem 3.29 implies that problem
(3.66)–(3.68) has a unique solution defined on .�1; 1	 � .�1; 1	:
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3.8 Partial Hyperbolic Differential Equations
with State-Dependent Delay

3.8.1 Introduction

The first result of this section deals with the existence and uniqueness of solutions
to fractional order IVP, for the system

.cDr
0u/.x; y/ D f .x; y; u.
1.x;y;u.x;y//;
2.x;y;u.x;y////; if .x; y/ 2 J; (3.69)

u.x; y/ D �.x; y/; if .x; y/ 2 QJ WD Œ�˛; a	 � Œ�ˇ; b	n.0; a	 � .0; b	; (3.70)

u.x; 0/ D '.x/; x 2 Œ0; a	; u.0; y/ D  .y/; y 2 Œ0; b	; (3.71)

where J D Œ0; a	 � Œ0; b	; a; b; ˛; ˇ > 0; � 2 C. QJ ;Rn/; f W J � C ! R
n; 
1 W

J �C ! Œ�˛; a	; 
2 W J �C ! Œ�ˇ; b	 are given functions, '; are as in problem
(3.1)–(3.3) and C WD C.Œ�˛; 0	 � Œ�ˇ; 0	;Rn/:

Next we consider the following system of partial neutral hyperbolic differential
equations of fractional order:

cDr
0Œu.x; y/ � g.x; y; u.
1.x;y;u.x;y//;
2.x;y;u.x;y////	

D f .x; y; u.
1.x;y;u.x;y//;
2.x;y;u.x;y////; if .x; y/ 2 J; (3.72)

u.x; y/ D �.x; y/; if .x; y/ 2 QJ ; (3.73)

u.x; 0/ D '.x/; x 2 Œ0; a	; u.0; y/ D  .y/; y 2 Œ0; b	; (3.74)

where f; 
1; 
2; �; ';  are as in problem (3.69)–(3.71) and g W J � C ! R
n is

a given continuous function.
The third result deals with the existence of solutions to fractional order partial

differential equations

.cDr
0u/.x; y/ D f .x; y; u.
1.x;y;u.x;y//;
2.x;y;u.x;y////; if .x; y/ 2 J; (3.75)

u.x; y/ D �.x; y/; if .x; y/ 2 QJ 0 WD Œ�1; a	 � Œ�1; b	n.0; a	 � .0; b	; (3.76)

u.x; 0/ D '.x/; x 2 Œ0; a	; u.0; y/ D  .y/; y 2 Œ0; b	; (3.77)

where ';  are as in problem (3.69)–(3.71),f W J �B ! R
n; � 2 C. QJ 0;Rn/; 
1 W

J � B ! .�1; a	; 
2 W J � B ! .�1; b	 and B is a phase space .
Finally we consider the following initial value problem for partial neutral

functional differential equations:

cDr
0Œu.x; y/ � g.x; y; u.
1.x;y;u.x;y//;
2.x;y;u.x;y////	

D f .x; y; u.
1.x;y;u.x;y//;
2.x;y;u.x;y////; if .x; y/ 2 J; (3.78)
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u.x; y/ D �.x; y/; if .x; y/ 2 QJ 0; (3.79)

u.x; 0/ D '.x/; x 2 Œ0; a	; u.0; y/ D  .y/; y 2 Œ0; b	; (3.80)

where f; 
1; 
2; �; ';  are as in problems (3.75)–(3.77) and g W J � B ! R
n is

a given continuous function.

3.8.2 Existence of Solutions for Finite Delay

Definition 3.34. A function u 2 C.a;b/ WD C.Œ�˛; a	 � Œ�ˇ; b	;Rn/ is said to be
a solution of (3.69)–(3.71) if u satisfies (3.69) and (3.71) on J and the condition
(3.70) on QJ :
Set R WD R.
�

1 ;

�
2 /

D f.
1.s; t; u/; 
2.s; t; u// W .s; t; u/ 2 J � C; 
i .s; t; u/ � 0I i D 1; 2g:

We always assume that 
1 W J �C ! Œ�˛; a	; 
2 W J �C ! Œ�ˇ; b	 are continuous
and the function .s; t/ 7�! u.s;t / is continuous from R into C:

Further, we present conditions for the existence and uniqueness of a solution of
problem (3.69)–(3.71).

Theorem 3.35. Let us assume that the following hypotheses hold:

(3.35.1) The f W J � C ! R
n is continuous.

(3.35.2) There exists k > 0 such that

kf .x; y; u/� f .x; y; v/k � kku � vkC ; for any u; v 2 C and .x; y/ 2 J:

If
kar1br2

� .r1 C 1/� .r2 C 1/
< 1; (3.81)

then there exists a unique solution for IVP (3.69)–(3.71) on Œ�˛; a	 � Œ�ˇ; b	:
Proof. Transform the problem (3.69)–(3.71) into a fixed point problem. Consider
the operatorN W C.a;b/ ! C.a;b/ defined by

N.x; y/ D

8
ˆ̂
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
ˆ̂
:

�.x; y/I .x; y/ 2 QJ ;

�.x; y/C 1
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�f .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtdsI .x; y/ 2 J:
(3.82)
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Let v;w 2 C.a;b/: Then, for .x; y/ 2 Œ�˛; a	 � Œ�ˇ; b	;

kN.v/.x; y/ �N.w/.x; y/k

� 1

� .r1/� .r2/

xZ

0

yZ

0

j.x � s/r1�1jj.y � t/r2�1j

�kf .s; t; v.
1.s;t;u.s;t //;
2.s;t;u.s;t //// � f .s; t;w.
1.s;t;u.s;t //;
2.s;t;u.s;t ////kdtds

� k

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1kv.
1.s;t;u.s;t //;
2.s;t;u.s;t ///

�w.
1.s;t;u.s;t //;
2.s;t;u.s;t ///kC dtds

� k

� .r1/� .r2/
kv � wkC

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1dtds:

Consequently,

kN.v/�N.w/kC.a;b/ � kar1br2

� .r1 C 1/� .r2 C 1/
kv � wkC :

By (3.81), N is a contraction, and hence N has a unique fixed point by Banach’s
contraction principle. ut
Theorem 3.36. Assume (3.35.1) and the following hypothesis hold:

(3.36.1) There exist p; q 2 C.J;RC/ such that

kf .x; y; u/k � p.x; y/C q.x; y/kukC ; for each u 2 C and .x; y/ 2 J:

Then the IVP (3.69)–(3.71) have at least one solution on Œ�˛; a	 � Œ�ˇ; b	:
Proof. Transform the problems (3.69)–(3.71) into a fixed point problem. Consider
the operator N defined in (3.82). We shall show that the operator N is continuous
and completely continuous.

Step 1: N is continuous. Let fung be a sequence such that un ! u in C.a;b/: Let
� > 0 be such that kunk � �. Then
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kN.un/.x; y/ �N.u/.x; y/k

� 1

� .r1/� .r2/

xZ

0

yZ

0

j.x � s/r1�1.y � t/r2�1j

�kf .s; t; un.
1.s;t;un.s;t//;
2.s;t;un.s;t////
�f .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////kdtds

� 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

� sup
.s;t /2J

kf .s; t; un.
1.s;t;un.s;t//;
2.s;t;un.s;t////

�f .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////kdtds

� kf .:; :; un.:;:// � f .:; :; u/k1
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1dtds:

Since f is a continuous function, we have

kN.un/ �N.u/k1 � ar1br2kf .:; :; un.:;://� f .:; :; u.:;://k1
� .r1 C 1/� .r2 C 1/

! 0 as n ! 1:

Step 2: N maps bounded sets into bounded sets in C.a;b/: Indeed, it is enough to

show that, for any �� > 0; there exists a positive constant
�
` such that, for each

u 2 B�� D fu 2 C.a;b/ W kuk1 � ��g; we have kN.u/k1 �
�
`: By (3.36.1) we have

for each .x; y/ 2 J;

kN.u/.x; y/k � k�.x; y/k C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�kf .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////kdtds

� k�.x; y/k C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1p.s; t/dtds

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1q.s; t/



3.8 Partial Hyperbolic Differential Equations with State-Dependent Delay 77

�ku.
1.s;t;u.s;t //;
2.s;t;u.s;t ///k1dtds

� k�.x; y/k C kpk1
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1dtds

C kqk1��

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1dtds:

Thus

kN.u/k1 � k�k1 C kpk1 C kqk1��

� .r1 C 1/� .r2 C 1/
ar1br2 WD

�
`:

Step 3:N maps bounded sets into equicontinuous sets inC.a;b/: Let .x1; y1/; .x2; y2/
2 .0; a	 � .0; b	; x1 < x2; y1 < y2; B�� be a bounded set of C.a;b/ as in Step 2, and
let u 2 B�� : Then

kN.u/.x2; y2/�N.u/.x1; y1/k � k�.x1; y1/ � �.x2; y2/k

C 1

� .r1/� .r2/

�
�
�
�
�
�

x1Z

0

y1Z

0

�
.x2 � s/r1�1.y2 � t/r2�1 � .x1 � s/r1�1.y1 � t/r2�1

�

� f .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds

C 1

� .r1/� .r2/

x2Z

x1

y2Z

y1

.x2 � s/r1�1.y2 � t/r2�1f .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds

�
�
�
�
�
�

C 1

� .r1/� .r2/

x1Z

0

y2Z

y1

.x2 � s/r1�1.y2 � t/r2�1kf .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////kdtds

C 1

� .r1/� .r2/

x2Z

x1

y1Z

0

.x2 � s/r1�1.y2 � t/r2�1kf .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////kdtds

� k�.x1; y1/� �.x2; y2/k

C kpk1 C kqk1��

� .r1 C 1/� .r2 C 1/
Œ2y

r2
2 .x2 � x1/r1 C 2x

r1
2 .y2 � y1/

r2

C x
r1
1 y

r2
1 � xr12 yr22 � 2.x2 � x1/

r1.y2 � y1/
r2 	:

As x1 ! x2; y1 ! y2 the right-hand side of the above inequality tends to zero. The
equicontinuity for the cases x1 < x2 < 0; y1 < y2 < 0 and x1 � 0 � x2; y1 �
0 � y2 is obvious. As a consequence of Steps 1–3, together with the Arzela–Ascoli
theorem, we can conclude that N W C.a;b/ ! C.a;b/: is continuous and completely
continuous.
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Step 4: A priori bounds. We now show that there exists an open set U � C.a;b/:

with u ¤ �N.u/; for � 2 .0; 1/ and u 2 @U: Let u 2 C.a;b/:/ and u D �N.u/ for
some 0 < � < 1: Thus for each .x; y/ 2 J;

u.x; y/ D ��.x; y/C �

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�f .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds:

This implies by (3.36.1) that, for each .x; y/ 2 J; we have

ku.x; y/k � k�.x; y/k C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�Œp.s; t/C q.s; t/ku.
1.s;t;u.s;t //;
2.s;t;u.s;t ///kC 	dtds

� k�.x; y/k C kpk1
� .r1 C 1/� .r2 C 1/

ar1br2

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1q.s; t/ku.s;t /kC dtds:

We consider the function � defined by

�.x; y/ D supfku.s; t/k W �˛ � s � x; �ˇ � t � y; 0 � x � a; 0 � y � bg:

Let .x�; y�/ 2 Œ�˛; x	� Œ�ˇ; y	 be such that �.x; y/ D ku.x�; y�/k: If .x�; y�/ 2
J; then by the previous inequality, we have for .x; y/ 2 J;

�.x; y/ � k�.x; y/k C kpk1
� .r1 C 1/� .r2 C 1/

ar1br2

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1q.s; t/�.s; t/dtds

� k�.x; y/k C kpk1
� .r1 C 1/� .r2 C 1/

ar1br2

C kqk1
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1�.s; t/dtds:
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If .x�; y�/ 2 QJ ; then �.x; y/ D k�kC and the previous inequality holds. By Lemma
2.43 we have

�.x; y/ �
�

k�.x; y/k C ar1br2kpk1
� .r1 C 1/� .r2 C 1/

�

�
0

@1C kqk1
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1dtds

1

A

�
�

k�.x; y/k C ar1br2kpk1
� .r1 C 1/� .r2 C 1/

��
ar1br2kqk1

� .r1 C 1/� .r2 C 1/

�

WD M:

Since for every .x; y/ 2 J; ku.x;y/kC � �.x; y/; we have

kuk1 � max.k�kC ;M/ WD R:

Set
U D fu 2 C.a;b/ W kuk1 < RC 1g:

By our choice of U; there is no u 2 @U such that u D �N.u/; for � 2 .0; 1/: As a
consequence of the nonlinear alternative of Leray–Schauder type [136], we deduce
that N has a fixed point u in U which is a solution to problem (3.69)–(3.71). ut

Now, we present existence results for the problem (3.72)–(3.74). We give two
results, the first one considered by using Banach’s contraction principle (Theorem
3.38) and the second result is based on the nonlinear alternative of Leray–Schauder
(Theorem 3.39).

Definition 3.37. A function u 2 C.a;b/ is said to be a solution of (3.72)–(3.74) if u
satisfies equations (3.72) and (3.74) on J and the condition (3.73) on QJ .

Theorem 3.38. Assume (3.35.1) and the following hypotheses hold:

(3.38.1) The function g W J � C ! R
n is continuous.

(3.38.2) There exists a constant c1 > 0 such that for every .x; y/ 2 J

kg.x; y; u/ � g.x; y; v/k � c1ku � vkC ; for any u; v 2 C

(3.38.3) There exists a constant ` > 0 such that for every .x; y/ 2 J;

kf .x; y; u/ � f .x; y; v/k � `ku � vkC ; for any u; v 2 C:

If

4c1 C `ar1br2

� .r1 C 1/� .r2 C 1/
< 1; (3.83)

then there exists a unique solution for the IVP (3.72)–(3.74) on Œ�˛; a	 � Œ�ˇ; b	:
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Proof. Consider the operatorN1 W C.a;b/ ! C.a;b/ defined by

N1.u/.x; y/ D

8
ˆ̂
ˆ̂
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
ˆ̂
ˆ̂
:̂

�.x; y/; .x; y/ 2 QJ ;
�.x; y/C g.x; y; u.x;y//
�g.x; 0; u.x;0// � g.0; y; u.0;y//C g.0; 0; u/

C 1
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�f .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds; .x; y/ 2 J;

(3.84)

We shall show that the operatorN1 is a contraction. Let v;w 2 C.a;b/. Then we have

kN1.v/.x; y// �N1.w/.x; y/k
� kg.x; y; v.x;y//� g.x; y;w.x;y//k C kg.x; 0; v.x;0//� g.x; 0;w.x;0//k

Ckg.0; y; v.0;y//� g.0; y;w.0;y//k C kg.0; 0; v/� g.0; 0;w/k

C 1

� .r1/� .r2/

xZ

0

yZ

0

jx � sjr1�1jy � t jr2�1

�kf .s; t; v.
1.s;t;u.s;t //;
2.s;t;u.s;t //// � f .s; t;w.
1.s;t;u.s;t //;
2.s;t;u.s;t ////kdtds

� c1.kv.x;y/ � w.x;y/kC C kv.x;0/ � w.x;0/kC C kv.0;y/ � w.0;y/kC C kv � wkC /

C 1

� .r1/� .r2/

xZ

0

yZ

0

Œ.x � s/r1�1.y � t/r2�1

� sup
.s;t /2J

kf .s; t; v.
1.s;t;u.s;t //;
2.s;t;u.s;t ////

�f .s; t;w.
1.s;t;u.s;t //;
2.s;t;u.s;t ////k	dtds
� 4c1kv � wkŒ�˛;a	�Œ�ˇ;b	

C `

� .r1/� .r2/
kv � wkŒ�˛;a	�Œ�ˇ;b	

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1dtds

� 4c1kv � wkŒ�˛;a	�Œ�ˇ;b	 C `xr1yr2

� .r1 C 1/� .r2 C 1/
kv � wkŒ�˛;a	�Œ�ˇ;b	 :

Consequently

kN1.v/.x; y/�N1.w/.x; y/k �
�

4c1 C `ar1br2

� .r1 C 1/� .r2 C 1/



kv�wkŒ�˛;a	�Œ�ˇ;b	 :



3.8 Partial Hyperbolic Differential Equations with State-Dependent Delay 81

By (3.83), N1 is a contraction , and hence N1 has a unique fixed point by Banach’s
contraction principle. ut
Our second existence result for IVP (3.72)–(3.74) is based on the nonlinear
alternative of Leray–Schauder.

Theorem 3.39. Assume (3.35.1), (3.38.1) and that the following hypotheses
hold:

(3.39.1) There exist p; q 2 C.J;RC/ such that

kf .x; y; u/k � p.x; y/C q.x; y/kukC for .x; y/ 2 J and u 2 C:

(3.39.2) The function g is completely continuous , and for any bounded set B in
C.a;b/; the set f.x; y/ ! g.x; y; u.x;y// W u 2 Bg is equicontinuous in
C.J;Rn/; and there exist constants 0 < d1 < 1

4
; d2 > 0 such that

kg.x; y; u/k � d1kukC C d2; .x; y/ 2 J; u 2 C:

Then the IVP (3.72)–(3.74) have at least one solution on Œ�˛; a	 � Œ�ˇ; b	:
Proof. Consider the operator N1 defined in (3.84). We shall show that the operator
N1 is continuous and completely continuous . Using .H 0

55/ it suffices to show that
the operatorN2 W C.a;b/ ! C.a;b/ defined by

N2.u/.x; y/ D

8
ˆ̂
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
ˆ̂
:

�.x; y/; .x; y/ 2 QJ ;
�.x; y/

C 1
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�f .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds; .x; y/ 2 J;

is continuous and completely continuous . As in Theorem 3.6 [6], we can show that
N2 is continuous and completely continuous. We now show there exists an open set
U � C.a;b/ with u ¤ �N1.u/; for � 2 .0; 1/ and u 2 @U:
Let u 2 C.a;b/ and u D �N1.u/ for some 0 < � < 1: Then for each .x; y/ 2 J;

u.x; y/ D �
�
�.x; y/C g.x; y; u.x;y// � g.x; 0; u.x;0//� g.0; y; u.0;y//C g.0; 0; u/

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

� f .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds
�
:
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This implies by (3.39.1) and (3.39.2) that, for each .x; y/ 2 J; we have

ku.x; y/k � k�.x; y/k C d1.ku.x;y/kC C ku.x;0/kC C ku.0;y/kC C kukC /C 4d2

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1Œp.s; t/C q.s; t/

�ku.
1.s;t;u.s;t //;
2.s;t;u.s;t ///kC 	dtds

� k�.x; y/k C 4d2 C 4d1kukŒ�˛;a	�Œ�ˇ;b	 C ar1br2kpk1
� .r1 C 1/� .r2 C 1/

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1q.s; t/ku.s;t /kC dtds:

We consider the function ! defined by

!.x; y/ D supfu.s; t/ W �˛ � s � x; � ˇ � t � yg; 0 � x � a; 0 � y � b:

Let .x�; y�/ 2 Œ�˛; x	� Œ�ˇ; y	 such that !.x; y/ D ku.x�; y�/k: By the previous
inequality we have, for .x; y/ 2 J;

!.x; y/ � 1

1 � 4d1

2

4k�.x; y/k C 4d2 C ar1br2kpk1
� .r1 C 1/� .r2 C 1/

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1q.s; t/!.s; t/dtds

3

5

� 1

1 � 4d1

2

4k�.x; y/k C 4d2 C ar1br2kpk1
� .r1 C 1/� .r2 C 1/

C kqk1
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1!.s; t/dtds

3

5 :

If .x�; y�/ 2 QJ ; then !.x; y/ D k�kC and the previous inequality holds. Then
Lemma 2.43 implies
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!.x; y/ � 1

1 � 4d1
�

k�.x; y/k C 4d2 C ar1br2kpk1
� .r1 C 1/� .r2 C 1/

�

�
0

@1C kqk1
.1 � 4d1/� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1dtds

1

A

� 1

1 � 4d1
�

k�.x; y/k C 4d2 C ar1br2kpk1
� .r1 C 1/� .r2 C 1/

�

�
�

1C ar1br2kqk1
.1 � 4d1/� .r1 C 1/� .r2 C 1/

�

WD M:

Since for every .x; y/ 2 J; ku.x;y/kC � !.x; y/; we have

kuk1 � maxfk�kC ;M g WD R:

Set

U1 D fu 2 C.a;b/ W kuk1 < RC 1g:

The operator N1 W U1 ! C.a;b/ is continuous and completely continuous. From
the choice of U there is no u 2 @U1 such that u D �N1.u/ for � 2 .0; 1/: As a
consequence of the nonlinear alternative of Leray–Schauder type [136], we deduce
that N1 has fixed point u in U1; which is a solution of the IVP (3.72)–(3.74). ut

3.8.3 Existence of Solutions for Infinite Delay

Let us start in this section by defining what we mean by a solution of the problem
(3.75)–(3.77). Let the space

˝ WD fu W .�1; a	 � .�1; b	 ! R
n W u.x;y/ 2 B for .x; y/ 2 E

and ujJ 2 C.J;Rn/g:

Definition 3.40. A function u 2 ˝ is said to be a solution of (3.75)–(3.77) if u
satisfies (3.75) and (3.77) on J and the condition (3.76) on QJ 0:

Set R0 WD R0
.
�
1 ;


�
2 /

D f.
1.s; t; u/; 
2.s; t; u// W .s; t; u/ 2 J � B; 
i .s; t; u/ � 0I i D 1; 2g:
We always assume that 
1 W J � B ! .�1; a	; 
2 W J � B ! .�1; b	 are
continuous and the function .s; t/ 7�! u.s;t / is continuous from R0 into B:
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We will need to introduce the following hypothesis:

.C�/ There exists a continuous bounded function L W R0
.
�
1 ;


�
2 /

! .0;1/ such
that

k�.s;t/kB � L.s; t/k�kB ; for any.s; t/ 2 R0:

In the sequel we will make use of the following generalization of a consequence of
the phase space axioms ([147], Lemma 2.1).

Lemma 3.41. If u 2 ˝; then

ku.s;t /kB D .M C L0/k�kB CK sup
.�;�/2Œ0;maxf0;sg	�Œ0;maxf0;tg	

ku.�; �/k;

where

L0 D sup
.s;t /2R0

L.s; t/:

Our first existence result for the IVP (3.75)–(3.77) is based on the Banach
contraction principle.

Theorem 3.42. Assume that the following hypothesis holds:

(3.42.1) There exists `0 > 0 such that

kf .x; y; u/� f .x; y; v/k � `0ku � vkB; for any u; v 2 B and .x; y/ 2 J:

If

`0Kar1br2
� .r1 C 1/� .r2 C 1/

< 1; (3.85)

then there exists a unique solution for IVP (3.75)–(3.77) on .�1; a	 � .�1; b	:

Proof. Transform the problem (3.75)–(3.77) into a fixed point problem. Consider
the operatorN W ˝ ! ˝ defined by

N.u/.x; y/ D

8
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
:

�.x; y/; .x; y/ 2 QJ 0;

�.x; y/C 1
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�f .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds; .x; y/ 2 J:
(3.86)

Let v.:; :/ W .�1; a	 � .�1; b	 ! R
n be a function defined by
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v.x; y/ D
	
�.x; y/; .x; y/ 2 QJ 0;
�.x; y/; .x; y/ 2 J:

Then v.x;y/ D � for all .x; y/ 2 E: For each w 2 C.J;Rn/ with w.x; y/ D 0 for
each .x; y/ 2 E we denote by w the function defined by

w.x; y/ D
	
0; .x; y/ 2 QJ 0;
w.x; y/ .x; y/ 2 J:

If u.:; :/ satisfies the integral equation

u.x; y/ D �.x; y/C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�f .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds;
we can decompose u.:; :/ as u.x; y/ D w.x; y/Cv.x; y/I .x; y/ 2 J;which implies
u.x;y/ D w.x;y/ C v.x;y/; for every .x; y/ 2 J; and the function w.:; :/ satisfies

w.x; y/ D 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�f .s; t;w.
1.s;t;u.s;t //;
2.s;t;u.s;t /// C v.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds:

Set
C0 D fw 2 ˝ W w.x; y/ D 0 for .x; y/ 2 Eg;

and let k:k.a;b/ be the seminorm in C0 defined by

kwk.a;b/ D sup
.x;y/2E

kw.x;y/kB C sup
.x;y/2J

kw.x; y/k D sup
.x;y/2J

kw.x; y/k; w 2 C0:

C0 is a Banach space with norm k:k.a;b/: Let the operator P W C0 ! C0 be
defined by

.Pw/.x; y/ D 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

� f .s; t;w.
1.s;t;u.s;t //;
2.s;t;u.s;t /// C v.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds;

(3.87)

for each .x; y/ 2 J: The operator N has a fixed point if and only if P has a
fixed point, and so we turn to proving that P has a fixed point. We shall show that
P W C0 ! C0 is a contraction map. Indeed, consider w;w� 2 C0: Then we have for
each .x; y/ 2 J
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kP.w/.x; y/ � P.w�/.x; y/k

� 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�kf .s; t;w.
1.s;t;u.s;t //;
2.s;t;u.s;t /// C v.
1.s;t;u.s;t //;
2.s;t;u.s;t ////

�f .s; t;w�
.
1.s;t;u.s;t //;
2.s;t;u.s;t /// C v.
1.s;t;u.s;t //;
2.s;t;u.s;t ////kdtds

� 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1`0

�kw.
1.s;t;u.s;t //;
2.s;t;u.s;t /// � w�
.
1.s;t;u.s;t //;
2.s;t;u.s;t ///kBdtds

� `0

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1kw.s;t / � w�
.s;t /kBdtds

� `0K
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

� sup
.s;t /2Œ0;x	�Œ0;y	

kw.s; t/ � w�.s; t/kdtds

� `0K
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1dtdskw � w�k.a;b/dtds:

Therefore

kP.w/ � P.w�/k.a;b/ � `0Kar1br2
� .r1 C 1/� .r2/C 1

kw � w�k.a;b/:

and hence P is a contraction. Therefore, P has a unique fixed point by Banach’s
contraction principle. ut

Now we give an existence result based on the nonlinear alternative of Leray–
Schauder type [136].

Theorem 3.43. Assume .C�/ and the following hypothesis:

(3.43.1) There exist p; q 2 C.J;RC/ such that

kf .x; y; u/k � p.x; y/C q.x; y/kukB for .x; y/ 2 J and each u 2 B:

Then the IVP (3.75)–(3.77) have at least one solution on .�1; a	 � .�1; b	:
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Proof. Let P W C0 ! C0 defined as in (3.87). We shall show that the operator P is
continuous and completely continuous.

Step 1: P is continuous. Let fwng be a sequence such that wn ! w in C0: Then

kP.wn/.x; y/ � P.w/.x; y/k � 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�kf .s; t;wn.
1.s;t;un.s;t//;
2.s;t;un.s;t/// C vn.
1.s;t;un.s;t//;
2.s;t;un.s;t////

�f .s; t;w.
1.s;t;u.s;t //;
2.s;t;u.s;t /// C v.
1.s;t;u.s;t //;
2.s;t;u.s;t ////kdtds

� 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�kf .s; t;wn.s;t / C vn..s;t / � f .s; t;w.s;t / C v.s;t //kdtds:

Since f is a continuous function, we have

kP.wn/� P.w/k1 � xr1yr2kf .:; :;wn.:;:/ C vn.:;://� f .:; :;w.:;:/ C v.:;://k1
� .r1 C 1/� .r2 C 1/

� ar1br2kf .:; :;wn.:;:/ C vn.:;://� f .:; :;w.:;:/ C v.:;://k1
� .r1 C 1/� .r2 C 1/

! 0 as n ! 1:

Step 2: P maps bounded sets into bounded sets in C0: Indeed, it is enough to show

that, for any � > 0; there exists a positive constant
�
` such that, for each w 2 B� D

fw 2 C0 W kwk.a;b/ � �g; we have kP.w/k1 �
�
`:

Lemma 3.41 implies that

kw.s;t / C v.s;t /kB � kw.s;t /kB C kv.s;t /kB
� K�CKk�.0; 0/k C .M C L0/k�kB:

Set

�� WD K�CKk�.0; 0/k C .M C L0/k�kB:
Let w 2 B�: By .C2/ we have for each .x; y/ 2 J;
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kP.w/.x; y/k � 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�kf .s; t;w.
1.s;t;u.s;t //;
2.s;t;u.s;t /// C v.
1.s;t;u.s;t //;
2.s;t;u.s;t ////kdtds

� 1

� .r1/� .r2/

�
�
�
�
�
�

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1p.s; t/dtds

�
�
�
�
�
�

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1q.s; t/

�kw.
1.s;t;u.s;t //;
2.s;t;u.s;t /// C v.
1.s;t;u.s;t //;
2.s;t;u.s;t ///kBdtds

� kpk1
� .r1/� .r2/

xZ

0

xZ

0

.x � s/r1�1.y � t/r2�1dtds

C kqk1��

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1dtds

� kpk1 C kqk1��

� .r1 C 1/� .r2 C 1/
ar1br2 WD `�:

Step 3:P maps bounded sets into equicontinuous sets in C0: Let .x1; y1/; .x2; y2/ 2
.0; a	 � .0; b	; x1 < x2; y1 < y2; B� be a bounded set as in step 2, and let w 2 B�:
Then

kP.w/.x2; y2/� P.w/.x1; y1/k

� 1

� .r1/� .r2/

�
�
�
�
�
�

x1Z

0

y1Z

0

Œ.x2 � s/r1�1.y2 � t/r2�1 � .x1 � s/r1�1.y1 � t/r2�1	

� f .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds

C 1

� .r1/� .r2/

x2Z

x1

y2Z

y1

.x2 � s/r1�1.y2 � t/r2�1

�f .s; t;w.
1.s;t;u.s;t //;
2.s;t;u.s;t /// C v.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds
�
�

C 1

� .r1/� .r2/

x1Z

0

y2Z

y1

.x2 � s/r1�1.y2 � t/r2�1
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� kf .s; t;w.
1.s;t;u.s;t //;
2.s;t;u.s;t /// C v.
1.s;t;u.s;t //;
2.s;t;u.s;t ////kdtds

C 1

� .r1/� .r2/

x2Z

x1

y1Z

0

.x2 � s/r1�1.y2 � t/r2�1

� kf .s; t;w.
1.s;t;u.s;t //;
2.s;t;u.s;t /// C v.
1.s;t;u.s;t //;
2.s;t;u.s;t ////kdtds

� kpk1 C kqk1�
� .r1/� .r2/

x1Z

0

y1Z

0

Œ.x1 � s/r1�1.y1 � t/r2�1

� .x2 � s/r1�1.y2 � t/r2�1	dtds

C kpk1 C kqk1�
� .r1/� .r2/

x2Z

x1

y2Z

y1

.x2 � s/r1�1.y2 � t/r2�1dtds

C kpk1 C kqk1�
� .r1/� .r2/

x1Z

0

y2Z

y1

.x2 � s/r1�1.y2 � t/r2�1dtds

C kpk1 C kqk1�
� .r1/� .r2/

x2Z

x1

y1Z

0

.x2 � s/r1�1.y2 � t/r2�1dtds

� kpk1 C kqk1�
� .r1 C 1/� .r2 C 1/

Œ2y
r2
2 .x2 � x1/

r1 C 2x
r1
2 .y2 � y1/

r2

C x
r1
1 y

r2
1 � xr12 yr22 � 2.x2 � x1/r1.y2 � y1/

r2 	:

As x1 ! x2; y1 ! y2 the right-hand side of the above inequality tends to zero.
The equicontinuity for the cases x1 < x2 < 0; y1 < y2 < 0 and x1 � 0 � x2;

y1 � 0 � y2 is obvious. As a consequence of Steps 1–3, together with the Arzela–
Ascoli theorem, we can conclude that P W C0 ! C0 is continuous and completely
continuous.

Step 4: A priori bounds. We now show there exists an open set U � C0 with
w ¤ �P.w/; for � 2 .0; 1/ and w 2 @U: Let w 2 C0 and w D �P.w/ for some
0 < � < 1: Then for each .x; y/ 2 J;

w.x; y/ D �

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�f .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds:
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This implies by (3.43.1) that, for each .x; y/ 2 J; we have

kw.x; y/k � 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t /r2�1Œp.s; t/

Cq.s; t/kw.
1.s;t;u.s;t/ /;
2.s;t;u.s;t/ // C v.
1.s;t;u.s;t/ /;
2.s;t;u.s;t/ //kB	dtds

� kpk1ar1br2

� .r1 C 1/� .r2 C 1/

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t /r2�1q.s; t/kw.s;t / C v.s;t /kBdtds:

But

kw.s;t / C v.s;t /kB � kw.s;t /kB C kv.s;t /kB
� K supfw.Qs; Qt / W .Qs; Qt/ 2 Œ0; s	 � Œ0; t 	g

C.M C L0/k�kB CKk�.0; 0/k: (3.88)

If we name z.s; t/ the right-hand side of (3.88), then we have

kw.s;t / C v.s;t /kB � z.x; y/;

and therefore, for each .x; y/ 2 J , we obtain

kw.x; y/k � kpk1ar1br2
� .r1 C 1/� .r2 C 1/

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1q.s; t/z.s; t/dtds:

(3.89)

Using the above inequality and the definition of z for each .x; y/ 2 J we have

z.x; y/ � .M CL0/k�kB CKk�.0; 0/k C Kkpk1ar1br2
� .r1 C 1/� .r2 C 1/

C Kkpk1
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1z.s; t/dtds:
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Then by Lemma 2.43, there exists ı D ı.r1; r2/ such that we have

kz.x; y/k � R C ı
Kkqk1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1Rdtds;

where

R D .M C L0/k�kB CKk�.0; 0/k C Kkpk1ar1br2
� .r1 C 1/� .r2 C 1/

:

Hence

kzk1 � RC RıKkqk1ar1br2
� .r1 C 1/� .r2 C 1/

WD fM:

Then, (3.89) implies that

kwk1 � ar1br2

� .r1 C 1/� .r2 C 1/
.kpk1 CfMkqk1/ WD M �:

Set
U D fw 2 C0 W kwk.a;b/ < M � C 1g:

P W U ! C0 is continuous and completely continuous. By our choice of U; there is
no w 2 @U such that w D �P.w/; for � 2 .0; 1/: As a consequence of the nonlinear
alternative of Leray–Schauder type [136], we deduce thatN has a fixed point which
is a solution to problem (3.75)–(3.77). ut

Now we present two similar existence results for the problems (3.78)–(3.80).

Definition 3.44. A function u 2 ˝ is said to be a solution of (3.78)–(3.80) if u
satisfies (3.78) and (3.80) on J and the condition (3.79) on QJ 0:

Theorem 3.45. Assume that (3.42.1) holds and moreover (3.45.1) There exists a
nonnegative constant c2 such that

kg.x; y; u/ � g.x; y; v/k � c2ku � vkB; for each .x; y/ 2 J; and u; v 2 B:

If

K

�

4c2 C `0ar1br2
� .r1 C 1/� .r2 C 1/



< 1; (3.90)

then there exists a unique solution for IVP (3.78)–(3.80) on .�1; a	 � .�1; b	:

Proof. Consider the operatorN1 W ˝ ! ˝ defined by
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N1.u/.x; y/ D

8
ˆ̂
ˆ̂
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
ˆ̂
ˆ̂
:̂

�.x; y/; .x; y/ 2 QJ 0;
�.x; y/C g.x; y; u.x;y// � g.x; 0; u.x;0//
�g.0; y; u.0;y//C g.0; 0; u.0;0//

C 1
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

f .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds; .x; y/ 2 J:

In analogy to Theorem 3.42, we consider the operator P1 W C0 ! C0 defined by

P1.x; y/ D g.x; y;w.x;y/ C v.x;y//� g.x; 0;w.x;0/ C v.x;0//

�g.0; y;w.0;y/ C v.0;y//C g.0; 0;w.0;0/ C v.0;0//

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�f .s; t;w.
1.s;t;u.s;t //;
2.s;t;u.s;t ///

Cv.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds; .x; y/ 2 J:

We shall show that the operator P1 is a contraction. Let w; w� 2 C0, then following
the steps of Theorem 3.42, we have

kP1.w/.x; y/ � P1.w�/.x; y/k
� kg.x; y;w.x;y/ C v.x;y// � g.x; y;w�.x;y/ C v.x;y//k

Ckg.x; 0;w.x;0/ C v.x;0// � g.x; 0;w�.x;0/ C v.x;0//k
Ckg.0; y;w.0;y/ C v.0;y//� g.0; y;w�.0;y/ C v.0;y//k
Ckg.0; 0;w C v/ � g.0; 0;w�.0;0/ C v.0;0//k

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�kf .s; t;w.
1.s;t;u.s;t //;
2.s;t;u.s;t /// C v.
1.s;t;u.s;t //;
2.s;t;u.s;t ////

�f .s; t;w�.
1.s;t;u.s;t //;
2.s;t;u.s;t /// C v.
1.s;t;u.s;t //;
2.s;t;u.s;t ////kdtds

� 4c2Kkw � w�k.a;b/ C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�`0Kkw � w�kdtds:
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Therefore

kP1.w/� P1.w�/k.a;b/ � K

�

4c2 C `0ar1br2
� .r1 C 1/� .r2/C 1



kw � w�k.a;b/:

which implies by (3.90) that P1 is a contraction. Hence P1 has a unique fixed point
by Banach’s contraction principle. ut

Our last existence result for the IVP (3.78)–(3.80) is based on the nonlinear
alternative of Leray–Schauder type.

Theorem 3.46. Assume .C�/, (3.42.1), (3.43.1), and the following conditions:

(3.46.1) The function g is continuous and completely continuous, and for any
bounded set D in ˝; the set f.x; y/ ! g.x; y; u.x;y/ W u 2 Dg; is
equicontinuous in C.J;Rn/;

(3.46.2) There exist constants d1; d2 � 0 such that 0 � d1K < 1
4

and

kg.x; y; u/k � d1kukB C d2; .x; y/ 2 J; u 2 B:

Then the IVP (3.78)–(3.80) have at least one solution on .�1; a	 � .�1; b	:

Proof. Let P1 W C0 ! C0 defined as in Theorem 3.45. We shall show that the
operator P1 is continuous and completely continuous. Using (3.46.1) it suffices to
show that the operator P2 W C0 ! C0 defined by

P2.w/.x; y/ D g.x; y;w.x;y/ C v.x;y// � g.x; 0;w.x;0/ C v.x;0//

�g.0; y;w.0;y/ C v.0;y//C g.0; 0;w.0;0/ C v.0;0//

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�f .s; t;w.
1.s;t;u.s;t //;
2.s;t;u.s;t /// C v.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds;

is continuous and completely continuous . This was proved in Theorem 3.36. We
now show there exists an open set U � C0 with w ¤ �P2.w/; for � 2 .0; 1/

and w 2 @U: Let w 2 C0 and w D �p2.w/ for some 0 < � < 1: Then for each
.x; y/ 2 J;

w.x; y/ D �Œg.x; y;w.x;y/ C v.x;y//� g.x; 0;w.x;0/ C v.x;0//

�g.0; y;w.0;y/ C v.0;y//C g.0; 0;w.0;0/ C v.0;0//	

C �

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�f .s; t;w.
1.s;t;u.s;t //;
2.s;t;u.s;t /// C v.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds;
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and

kw.x; y/k D 4d1kw.x;y/ C v.x;y/kB C kpk1ar1br2
� .r1 C 1/� .r2 C 1/

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x�s/r1�1.y�t/r2�1q.s; t/kw.s;t /Cv.s;t /kBdtds:

Using the above inequality and the definition of z we have that

kzk1 � R1 C R1ıKkq�k1ar1br2
.1 � 4d1K/� .r1 C 1/� .r2 C 1/

WD L;

where

R1 D 1

1 � 4d1K

�

8d2K C Kkpk1ar1br2
� .r1 C 1/� .r2 C 1/



;

and

kq�k1 D kqk1
1 � 4d1K :

Then

kwk1 � 4d1k�kBC8d2C4Ld1C ar1br2

� .r1C1/� .r2C1/.kpk1 C Lkqk1/ WD eL:

Set
U1 D fw 2 C0 W kwk.a;b/ < eLC 1g:

By our choice of U1; there is no w 2 @U such that w D �P2.w/; for � 2 .0; 1/: As a
consequence of the nonlinear alternative of Leray–Schauder type [136], we deduce
that N1 has a fixed point which is a solution to problems (3.78)–(3.80). ut

3.8.4 Examples

3.8.4.1 Example 1

As an application of our results we consider the following fractional order hyper-
bolic partial functional differential equations of the form:

.cDr
0u/.x; y/ D ju.x � �1.u.x; y//; y � �2.u.x; y///jq C 2

10exCyC4.1C ju.x � �1.u.x; y//; y � �2.u.x; y///j/ ;

if .x; y/ 2 Œ0; 1	 � Œ0; 1	; (3.91)
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u.x; 0/ D x; u.0; y/ D y2; x 2 Œ0; 1	; y 2 Œ0; 1	; (3.92)

u.x; y/ D x C y2; .x; y/ 2 Œ�1; 1	 � Œ�2; 1	n.0; 1	 � .0; 1	; (3.93)

where �1 2 C.R; Œ0; 1	/; �2 2 C.R; Œ0; 2	/. Set


1.x; y; '/ D x � �1.'.0; 0//; .x; y; '/ 2 J � C.Œ�1; 0	 � Œ�2; 0	;R/;


2.x; y; '/ D y � �2.'.0; 0//; .x; y; '/ 2 J � C.Œ�1; 0	 � Œ�2; 0	;R/;

f .x; y; '/ D j'jC2
.10exCyC4/.1Cj'j/ ; .x; y/ 2 Œ0; 1	� Œ0; 1	; ' 2 C.Œ�1; 0	� Œ�2; 0	;R/:

For each '; ' 2 C.Œ�1; 0	 � Œ�2; 0	;R/ and .x; y/ 2 Œ0; 1	 � Œ0; 1	 we have

jf .x; y; '/ � f .x; y; '/j � 1

10e4
k' � 'kC :

Hence conditions (3.35.1) and (3.35.2) are satisfied with k D 1

10e4
. We shall show

that condition (3.81) holds with a D b D 1. Indeed

kar1br2

� .r1 C 1/� .r2 C 1/
D 1

10e4� .r1 C 1/� .r2 C 1/
< 1;

which is satisfied for each .r1; r2/ 2 .0; 1	 � .0; 1	: Consequently, Theorem 3.35
implies that problems (3.91)–(3.93) have a unique solution defined on Œ�1; 1	 �
Œ�2; 1	.

3.8.4.2 Example 2

Consider the following fractional order hyperbolic partial functional differential
equations of the form

.cDr
0u/.x; y/ D ju.x � �1.u.x; y//; y � �2.u.x; y///j

10exCyC4.1C ju.x � �1.u.x; y//; y � �2.u.x; y///j/ ;

if .x; y/ 2 Œ0; 1	 � Œ0; 1	; (3.94)

u.x; 0/ D x; u.0; y/ D y2; x 2 Œ0; 1	; y 2 Œ0; 1	; (3.95)

u.x; y/ D x C y2; .x; y/ 2 Œ�1; 1	 � Œ�2; 1	n.0; 1	 � .0; 1	; (3.96)

where �1 2 C.R; Œ0; 1	/; �2 2 C.R; Œ0; 2	/. Theorem 3.36 implies that problem
(3.94)–(3.95) has at least one solution defined on Œ�1; 1	 � Œ�2; 1	.
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3.8.4.3 Example 3

Consider now the following fractional order hyperbolic partial neutral functional
differential equations of the form

cDr
0

�

u.x; y/ � 1

4exCyC5.1C ju.x � �1.u.x; y//; y � �2.u.x; y///j/
�

D ju.x � �1.u.x; y//; y � �2.u.x; y///j C 2

10exCyC4.1C ju.x � �1.u.x; y//; y � �2.u.x; y///j/ ;

if .x; y/ 2 Œ0; 1	 � Œ0; 1	; (3.97)

u.x; 0/ D x; u.0; y/ D y2; x 2 Œ0; 1	; y 2 Œ0; 1	; (3.98)

u.x; y/ D x C y2; .x; y/ 2 Œ�1; 1	 � Œ�2; 1	n.0; 1	 � .0; 1	; (3.99)

where �1 2 C.R; Œ0; 1	/; �2 2 C.R; Œ0; 2	/: We can easily show that hypotheses
.H 0

51/ � .H 0
53/ are satisfied and condition (3.83) holds with a D b D 1.

Consequently, Theorem 3.38 implies that problems (3.97)–(3.99) have a unique
solution defined on Œ�1; 1	 � Œ�2; 1	:

3.8.4.4 Example 4

We consider now the following fractional order partial hyperbolic differential
equations with infinite delay of the form:

.cDr
0u/.x; y/ D cexCy��.xCy/

exCy C e�x�y

� ju.x � �1.u.x; y//; y � �2.u.x; y///j
1C ju.x � �1.u.x; y//; y � �2.u.x; y///j ;

if .x; y/ 2 Œ0; 1	 � Œ0; 1	; (3.100)

u.x; 0/ D x; u.0; y/ D y2; x 2 Œ0; 1	; y 2 Œ0; 1	; (3.101)

u.x; y/ D x C y2; .x; y/ 2 .�1; 1	 � .�1; 1	n.0; 1	 � .0; 1	; (3.102)

where J WD Œ0; 1	 � Œ0; 1	; c D 2
� .r1C1/� .r2C1/ ; � a positive real constant, and

�1; �2 2 C.R; Œ0;1//: Let B� be the phase space defined in the Example of
Sect. 3.7. Set


1.x; y; '/ D x � �1.'.0; 0//; .x; y; '/ 2 J � B� ;


2.x; y; '/ D y � �2.'.0; 0//; .x; y; '/ 2 J � B� ;
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f .x; y; '/ D cexCy��.xCy/j'j
.exCy C e�x�y/.1C j'j/ ; .x; y/ 2 Œ0; 1	 � Œ0; 1	; ' 2 B� :

For each '; ' 2 B� and .x; y/ 2 Œ0; 1	 � Œ0; 1	 we have

jf .x; y; '/ � f .x; y; '/j � 1

c
k' � 'k� :

Hence condition (3.42.1) is satisfied with `0 D 1

c
. Since a D b D K D 1 we get

K`0ar1br2K
� .r1 C 1/� .r2 C 1/

D 1

c� .r1 C 1/� .r2 C 1/
D 1

2
< 1;

for each .r1; r2/ 2 .0; 1	�.0; 1	. Consequently, Theorem 3.42 implies that problems
(3.100)–(3.102) have a unique solution defined on .�1; 1	 � .�1; 1	.

3.8.4.5 Example 5

Consider the following partial neutral functional differential equations of the form:

cDr
0

�

u.x; y/ � 1

.3exCyC2/.1C ju.x � �1.u.x; y//; y � �2.u.x; y///j
�

D exCyC2ju.x � �1.u.x; y//; y � �2.u.x; y///j
1C ju.x � �1.u.x; y//; y � �2.u.x; y///j ;

if .x; y/ 2 Œ0; 1	 � Œ0; 1	; (3.103)

u.x; 0/ D x; u.0; y/ D y2; x 2 Œ0; 1	; y 2 Œ0; 1	; (3.104)

u.x; y/ D x C y2; .x; y/ 2 .�1; 1	 � .�1; 1	n.0; 1	 � .0; 1	; (3.105)

where �1; �2 2 C.R; Œ0;1//: Let B WD B�D0: Set


1.x; y; '/ D x � �1.'.0; 0//; .x; y; '/ 2 J � B;

2.x; y; '/ D y � �2.'.0; 0//; .x; y; '/ 2 J �B;

f .x; y; '/ D exCyC2j'j
1C j'j ; .x; y/ 2 Œ0; 1	 � Œ0; 1	; ' 2 B

and

g.x; y; '/ D 1

.3exCyC2/.1C j'j/ :
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For each '; ' 2 B and .x; y/ 2 Œ0; 1	 � Œ0; 1	 we have

jg.x; y; '/ � g.x; y; '/j � 1

3e2
k' � 'kB:

Hence condition (3.45.1) holds with c2 D 1

3e2
.

It is clear that condition (3.42.1) holds with `0 D e2: Since a D b D K D 1 we
get

KŒ4c2 C `0ar1br2K
� .r1 C 1/� .r2 C 1/

	 < 1;

for each .r1; r2/ 2 .0; 1	�.0; 1	. Consequently, Theorem 3.45 implies that problems
(3.103)–(3.105) have a unique solution defined on .�1; 1	 � .�1; 1	.

3.9 Global Uniqueness Results for Partial Hyperbolic
Differential Equations

3.9.1 Introduction

In this section, we provide sufficient conditions for the global existence and unique-
ness of some classes of fractional order partial hyperbolic differential equations.
Firstly, we present a global existence and uniqueness of solutions to fractional order
IVP , for the system

.cDr
0u/.x; y/ D f .x; y; u.x;y//; if .x; y/ 2 J1; (3.106)

u.x; y/ D �.x; y/; if .x; y/ 2 QJ1; (3.107)

u.x; 0/ D '.x/; x 2 Œ0;1/; u.0; y/ D  .y/; y 2 Œ0;1/; (3.108)

where J1 D Œ0;1/ � Œ0;1/; ˛; ˇ > 0; QJ1 WD Œ�˛;1/ � Œ�ˇ;1/n.0;1/ �
.0;1/; f W J1 � C ! R

n; � 2 C. QJ1;Rn/; ';  W Œ0;1/ ! R
n; are given

absolutely continuous functions with '.x/ D �.x; 0/ and  .y/ D �.0; y/ for each
x; y 2 Œ0;1/ and C WD C.Œ�˛; 0	 � Œ�ˇ; 0	/: If u 2 C.Œ�˛;1/ � Œ�ˇ;1/;Rn/;

then for any .x; y/ 2 J1 define u.x;y/ by

u.x;y/.s; t/ D u.x C s; y C t/; for .s; t/ 2 Œ�˛; 0	 � Œ�ˇ; 0	:

Next we consider the following IVP for partial neutral functional differential
equations with finite delay of the form:

cDr
0

�
u.x; y/ � g.x; y; u.x;y//

�
D f .x; y; u.x;y//; if .x; y/ 2 J1; (3.109)
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u.x; y/ D �.x; y/; if .x; y/ 2 QJ1; (3.110)

u.x; 0/ D '.x/; x 2 Œ0;1/; u.0; y/ D  .y/; y 2 Œ0;1/; (3.111)

where f; �; ';  are as in problems (3.106)–(3.108) and g W J1 � C ! R
n is a

given function. The third result deals with the existence of solutions to fractional
order partial hyperbolic functional differential equations with infinite delay of the
form

.cDr
0u/.x; y/ D f .x; y; u.x;y//I if .x; y/ 2 J1; (3.112)

u.x; y/ D �.x; y/I if .x; y/ 2 QJ 01; (3.113)

u.x; 0/ D '.x/; x 2 Œ0;1/; u.0; y/ D  .y/; y 2 Œ0;1/; (3.114)

where '; are as in problems (3.106)–(3.108) and QJ 01 D R
2n.0;1/� .0;1/; f W

J1 � B ! R
n; � 2 C. QJ 01;Rn/ and B is a phase space. We denote by u.x;y/ the

element of B defined by

u.x;y/.s; t/ D u.x C s; y C t/I .s; t/ 2 .�1; 0	 � .�1; 0	:

Finally we consider the following initial value problem for partial neutral functional
differential equations with infinite delay :

cDr
0

�
u.x; y/ � g.x; y; u.x;y//

�
D f .x; y; u.x;y//; if .x; y/ 2 J1; (3.115)

u.x; y/ D �.x; y/; if .x; y/ 2 QJ 01; (3.116)

u.x; 0/ D '.x/; x 2 Œ0;1/; u.0; y/ D  .y/; y 2 Œ0;1/; (3.117)

where f; �; ';  are as in problem (3.112)–(3.114) and g W J1 �B ! R
n is a given

continuous function.
Let X be a Fréchet space with a family of seminorms fk � kngn2N. We assume that

the family of seminorms fk � kng verifies:

kxk1 � kxk2 � kxk3 � : : : for every x 2 X:
Let Y � X , we say that Y is bounded if for every n 2 N, there exists Mn > 0 such
that

kykn � Mn for all y 2 Y:
To X we associate a sequence of Banach spaces f.Xn; k � kn/g as follows : For
every n 2 N, we consider the equivalence relation 	n defined by : x 	n y if and
only if kx � ykn D 0 for x; y 2 X . We denote Xn D .X j�n ; k � kn/ the quotient
space, the completion of Xn with respect to k � kn. To every Y � X , we associate
a sequence fY ng of subsets Y n � Xn as follows : For every x 2 X , we denote
Œx	n the equivalence class of x of subset Xn and we defined Y n D fŒx	n W x 2 Y g:
We denote Y n, intn.Y n/ and @nY n, respectively, the closure, the interior, and the
boundary of Y n with respect to k � kn inXn: For more information about this subject
see [127].
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Definition 3.47. Let X be a Fréchet space . A function N W X �! X is said to be
a contraction if for each n 2 IN there exists kn 2 .0; 1/ such that

kN.u/�N.v/kn � knku � vkn for all u; v 2 X:

Theorem 3.48. [127] Let X be a Fréchet space and Y � X a closed subset in X:
Let N W Y �! X be a contraction such that N.Y / is bounded. Then one of the
following statements holds:

(a) The operatorN has a unique fixed point.
(b) There exists � 2 Œ0; 1/; n 2 IN and u 2 @nY n such that ku � �N.u/kn D 0:

3.9.2 Global Result for Finite Delay

For each p 2 N we consider following set Cp D C.Œ�˛; p	 � Œ�ˇ; p	;Rn/ and we
define in C1 WD C.Œ�˛;1/ � Œ�ˇ;1/;Rn/ the seminorms by

kukp D supfku.x; y/k W �˛ � x � p; �ˇ � y � pg:

Then C1 is a Fréchet space with the family of seminorms fkukpgp2N:
Let us start by defining what we mean by a solution of the problem (3.106)–

(3.108).

Definition 3.49. A function u 2 C1 whose mixed derivative D2
xy exists and is

integrable is said to be a solution of (3.106)–(3.108) if u satisfies (3.106) and (3.108)
on J1 and the condition (3.107) on QJ1:

Further, we present conditions for the existence and uniqueness of a solution of
problems (3.106)–(3.108).

Theorem 3.50. Let J0 WD Œ0; p	 � Œ0; p	I p 2 IN: Assume that

(3.50.1) The function f W J1 � C ! R
n is continuous

(3.50.2) For each p 2 IN; there exists lp 2 C.J0;RC/ such that for each .x; y/ 2
J0

kf .x; y; u/ � f .x; y; v/k � lp.x; y/ku � vkC ; for each u; v 2 C

If
l�ppr1Cr2

� .r1 C 1/� .r2 C 1/
< 1; (3.118)

where
l�p D sup

.x;y/2J0
lp.x; y/;
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then there exists a unique solution for IVP (3.106)–(3.108) on Œ�˛;1/ � Œ�ˇ;1/:

Proof. Transform the problems (3.106)–(3.108) into a fixed point problem. Con-
sider the operator N W C1 ! C1 defined by

N.u/.x; y/ D

8
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
:

�.x; y/; .x; y/ 2 QJ1;

�.x; y/

C 1
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t; u.s;t//dtds; .x; y/ 2 J1:

Let u be a possible solution of the problem u D �N.u/ for some 0 < � < 1: This
implies that for each .x; y/ 2 J0; we have

u.x; y/ D ��.x; y/C �

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t; u.s;t //dtds:

This implies by (3.50.2) that

ku.x; y/k � k�.x; y/k C f �pr1Cr2
� .r1 C 1/� .r2 C 1/

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1lp.s; t/ku.s;t /kC dtds;

where
f � D sup

.x;y/2J0
kf .x; y; 0/k:

We consider the function � defined by

�.x; y/ D supfku.s; t/k W �˛ � s � x; � ˇ � t � y; x; y 2 Œ0; p	g:

Let .x�; y�/ 2 Œ�˛; x	� Œ�ˇ; y	 be such that �.x; y/ D ku.x�; y�/k: If .x�; y�/ 2
J0; then by the previous inequality, we have for .x; y/ 2 J0;

ku.x; y/k � k�.x; y/k C f �pr1Cr2
� .r1 C 1/� .r2 C 1/

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1lp.s; t/�.s; t/dtds:

(3.119)
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If .x�; y�/ 2 QJ1; then �.x; y/ D k�kC and the previous inequality holds. By
(3.119) we obtain that

�.x; y/ � k�.x; y/k C f �pr1Cr2
� .r1 C 1/� .r2 C 1/

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1lp.s; t/�.s; t/dtds

� k�.x; y/k C f �pr1Cr2
� .r1 C 1/� .r2 C 1/

C l�p
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1�.s; t/dtds;

and Lemma 2.43 implies that there exists a constant ı D ı.r1; r2/ such that

�.x; y/ �
�

k�kp C f �pr1Cr2
� .r1 C 1/� .r2 C 1/

��

1C ıl�p
� .r1 C 1/� .r2 C 1/

�

WD Mp:

Then from (3.119) we have

kukp � k�kp C f �pr1Cr2
� .r1 C 1/� .r2 C 1/

C Mpl
�
p

� .r1 C 1/� .r2 C 1/

WD M �
p :

Since for every .x; y/ 2 J0; ku.x;y/kC � �.x; y/; we have

kukp � max.k�kC ;M �
p / WD Rp:

Set

U D fu 2 C1 W kukp � Rp C 1 for all p 2 INg:

We shall show that N W U �! Cp is a contraction map. Indeed, consider v;w 2 U:
Then for each .x; y/ 2 J0; we have

kN.v/.x; y/ �N.w/.x; y/k

� 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1kf .s; t; v.s;t // � f .s; t;w.s;t //kdtds
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� 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1l.p;q/.s; t/kv.s;t / � w.s;t /kC dtds

� l�ppr1Cr2

� .r1 C 1/� .r2 C 1/
kv � wkp:

Thus

kN.v/�N.w/kp � l�ppr1Cr2

� .r1 C 1/� .r2 C 1/
kv � wkp:

Hence by (3.118), N W U �! Cp is a contraction. By our choice of U; there is no
u 2 @nU n such that u D �N.u/; for � 2 .0; 1/: As a consequence of Theorem 3.48,
we deduce that N has a unique fixed point u in U which is a solution to problem
(3.106)–(3.108). ut

Now we present a global existence and uniqueness result for the problems
(3.109)–(3.111).

Definition 3.51. A function u 2 C.Œ�˛;1/ � Œ�ˇ;1/;Rn/ is said to be a global
solution of (3.109)–(3.111) if u satisfies (3.109) and (3.111) on J1 and the condition
(3.110) on QJ1:

Theorem 3.52. Assume that (3.50.1), (3.50.2): and the following condition hold

(3.52.1) For each p D 1; 2; : : :, there exists a constant cp with 0 < cp <
1
4

such
that for each .x; y/ 2 J0 we have

kg.x; y; u/ � g.x; y; v/k � cpku � vk; for each u; v 2 C:

If

4cp C l�ppr1Cr2

� .r1 C 1/� .r2 C 1/
< 1;

then there exists a unique solution for IVP (3.109)–(3.111) on Œ�˛;1/ � Œ�ˇ;1/:

Proof. Transform the problems (3.109)–(3.111) into a fixed point problem. Con-
sider the operator N1 W C1 ! C1 defined by

N1.u/.x; y/ D

8
ˆ̂
ˆ̂
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
ˆ̂
ˆ̂
:

�.x; y/; .x; y/ 2 QJ1;
�.x; y/C g.x; y; u.x;y// � g.x; 0; u.x;0//
�g.0; y; u.0;y//C g.0; 0; u.0;0//

C 1
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�f .s; t; u.s;t //dtds; .x; y/ 2 J1;
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In order to use the nonlinear alternative, we shall obtain a priori estimates for the
solutions of the integral equation

u.x; y/ D �.�.x; y/Cg.x; y; u.x;y//�g.x; 0; u.x;0//�g.0; y; u.0;y//Cg.0; 0; u.0;0//

C �

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t; u.s;t //dtds;

for some � 2 .0; 1/: Then using (3.50.1), (3.50.2), (3.52.1), and (3.119) we get

ku.x; y/k � k�.x; y/k C f �pr1Cr2
� .r1 C 1/� .r2 C 1/

Ckg.x; y; u.x;y//kCkg.x; 0; u.x;0//kCkg.0; y; u.0;y//k
Ckg.0; 0; u.0;0///k

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1lp.s; t/�.s; t/dtds;

then we obtain

ku.x; y/k � k�.x; y/k C f �pr1Cr2
� .r1 C 1/� .r2 C 1/

C4cp�.x; y/Ckg.x; y; 0/kCkg.x; 0; 0/kCkg.0; y; 0/kCkg.0; 0; 0/k

C l�p
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1�.s; t/dtds: (3.120)

Replacing (3.120) in the definition of �.x; y/ we get

�.x; y/ � 1

1 � 4cp

�

k�.x; y/k C f �pr1Cr2
� .r1 C 1/� .r2 C 1/

C 4g�


C
el�p

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1�.s; t/dtds;
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whereel�p D l�p
1�4cp and g�

p D sup
.x;y/2J0

kg.x; y; 0/k: By Lemma 2.43, there exists a

constant ı D ı.r1; r2/ such that

k�kp � 1

1 � 4cp
�

k�kp C f �pr1Cr2
� .r1 C 1/� .r2 C 1/

C 4g�
p



�
"

1C ıel�p
� .r1 C 1/� .r2 C 1/

#

WD Dp: (3.121)

Then from (3.120) and (3.121) we get

kukp � k�kp C f �pr1Cr2
� .r1 C 1/� .r2 C 1/

C 4g�
p

C 4cpDp C Dpl
�
p

� .r1 C 1/� .r2 C 1/
WD D�

p:

Since for every .x; y/ 2 J0; ku.x;y/kC � �.x; y/; we have

kukp � max.k�kC ;D�
p/ WD R�

p:

Set
U1 D fu 2 C1 W kukp � R�

p C 1 for all p D 1; 2; : : :g:
Clearly, U1 is a closed subset of C0: As in Theorem 3.50, we can show that N1 W
U1 �! Cp is a contraction operator. Indeed

kN1.v/�N1.w/kp �
 

4cp C l�ppr1Cr2

� .r1 C 1/� .r2 C 1/

!

kv � wkp;

for each v;w 2 U1; and .x; y/ 2 J0: From the choice of U1; there is no u 2 @nU
n
1

such that u D �N1.u/; for some � 2 .0; 1/: As a consequence of Theorem 3.48,
we deduce that N1 has a unique fixed point u in U1 which is a solution to problem
(3.109)–(3.111). ut

3.9.3 Global Result for Infinite Delay

In this section we present a global existence and uniqueness result for problem
(3.112)–(3.114). Let the space

˝ WD fu W R2 ! R
n W u.x;y/ 2 B for .x; y/ 2 E1 and ujJ1

2 C.J1;Rn/g;

where E1 D Œ0;1/ � f0g [ f0g � Œ0;1/:
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Definition 3.53. A function u 2 ˝ is said to be a solution of (3.112)–(3.114) if u
satisfies (3.13) and (3.114) on J1 and the condition (3.113) on QJ 01:

For each p 2 IN we consider the following set;

C 0
p D fu W .�1; p	 � .�1; p	 ! R

n W u 2 B \ C.J0;Rn/; u.x;y/ D 0

for .x; y/ 2 E.p;p/g;

and we define in

C 01 WD fu W R2 ! R
n W u 2 B \ C.Œ0;1/ � Œ0;1/;Rn/; u.x;y/ D 0

for .x; y/ 2 E1g

the seminorms by

kukp0 D sup
.x;y/2Ep

ku.x;y/kB C sup
.x;y/2J0

ku.x; y/k

D sup
.x;y/2J0

ku.x; y/k; u 2 C 0
p:

Then C 01 is a Fréchet space with the family of seminorms fkukp0g:
Further, we present conditions for the existence and uniqueness of a solution of

problems (3.112)–(3.114).

Theorem 3.54. (3.54.1) The function f W J1 � B �! R
n is continuous,

(3.54.2) For each p 2 IN there exists l 0p 2 C.J0;Rn/ such that for .x; y/ 2 J0; we
have

kf .x; y; u/ � f .x; y; v/k � l 0p.x; y/ku � vkB; for each u; v 2 B:

If

Kl
0�
p p

r1Cr2

� .r1 C 1/� .r2 C 1/
< 1; (3.122)

where

l
0�
p D sup

.x;y/2J0
l 0p.x; y/;

then there exists a unique solution for IVP (3.112)–(3.114) on R
2:

Proof. Transform the problems (3.112)–(3.114) into a fixed point problem. Con-
sider the operator N 0 W ˝ ! ˝ defined by
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N 0.u/.x; y/ D

8
ˆ̂
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
ˆ̂
:

�.x; y/I .x; y/ 2 QJ 01;
�.x; y/

C 1
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�f .s; t; u.s;t //dtdsI .x; y/ 2 J1:

Let v.:; :/ W R2 ! R
n: be a function defined by

v.x; y/ D
	
�.x; y/I .x; y/ 2 QJ 01;
�.x; y/I .x; y/ 2 J1:

Then v.x;y/ D � for all .x; y/ 2 E1: For each w 2 C.J;Rn/ with w.x; y/ D 0; for
all .x; y/ 2 E1; we denote by w the function defined by

w.x; y/ D
	
0I .x; y/ 2 QJ 01;
w.x; y/I .x; y/ 2 J1:

If u.:; :/ satisfies the integral equation

u.x; y/ D �.x; y/C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t; u.s;t //dtds;

we can decompose u.:; :/ as u.x; y/ D w.x; y/C v.x; y/; x; y � 0; which implies
that u.x;y/ D w.x;y/ C v.x;y/; for every x; y � 0; and the function w.:; :/ satisfies

w.x; y/ D 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t;w.s;t / C v.s;t //dtds:

Let the operator P 0 W C 01 ! C 01 be defined by

.P 0w/.x; y/ D 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�f .s; t;w.s;t / C v.s;t //dtdsI .x; y/ 2 J1: (3.123)

The operator N 0 has a fixed point if and only if P 0 has a fixed point, and so we
turn to prove that P 0 has a fixed point. We shall use the alternative to prove that P 0
has a fixed point. Let w be a possible solution of the problem w D P 0.w/ for some
0 < � < 1: This implies that for each .x; y/ 2 J0; we have
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w.x; y/ D �

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t;w.s;t / C v.s;t ///dtds:

This implies by (3.54.1) that

kw.x; y/k � f �
p p

r1Cr2

� .r1 C 1/� .r2 C 1/
C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

l 0p.s; t/kw.s;t / C v.s;t //kBdtds; (3.124)

where

f �
p D supfkf .x; y; 0/k W .x; y/ 2 J0g:

But

kw.s;t / C v.s;t /kB � kw.s;t /kB C kv.s;t /kB
� K supfu.Qs; Qt/ W .Qs; Qt/ 2 Œ0; s	 � Œ0; t 	g

CM k�kB CKk�.0; 0/k: (3.125)

If we name z.s; t/ the right-hand side of (3.125), then we have

kw.s;t / C v.s;t /kB � z.s; t/: (3.126)

Therefore, from (3.124) and (3.126) we get

kw.x; y/k � f �
p p

r1Cr2

� .r1 C 1/� .r2 C 1/

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1l 0p.s; t/z.s; t/dtds:

(3.127)

Replacing (3.127) in the definition of w; we have that

kz.x; y/k � Kf �
p p

r1Cr2

� .r1 C 1/� .r2 C 1/
CM k�kB

C Kl
0�
p

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1z.s; t/dtds:
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By Lemma 2.43, there exists a constant ı D ı.r1; r2/ such that

kzkp0 �
 

Kf �
p p

r1Cr2

� .r1 C 1/� .r2 C 1/
CM k�kB

!

�
 

1C ıKl
0�
p

� .r1 C 1/� .r2 C 1/

!

WD fM:

Then from (3.127) we have

kwkp0 � fM
l

0�
p p

r1Cr2

� .r1 C 1/� .r2 C 1/
C f �

p p
r1Cr2

� .r1 C 1/� .r2 C 1/
WD fM �:

Set

U 0 D fw 2 C 01 W kwkp0 � fM � C 1 for all p 2 INg:
We shall show that P 0 W U 0 �! C 0

p is a contraction map. Indeed, consider w;w� 2
U 0: Then for each .x; y/ 2 J0; we have

kP 0.w/.x; y/ � P 0.w�/.x; y/k

� 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�kf .s; t;w.s;t / C v.s;t //� f .s; t;w�
.s;t / C v.s;t //kdtds

� 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1l 0p.s; t/kw.s;t / � w�
.s;t /kBdtds

� K
l

0�
p p

r1Cr2

� .r1 C 1/� .r2 C 1/
kw � w�kp0 :

Thus

kP 0.w/� P 0.w�/kp0 � Kl
0�
p p

r1Cr2

� .r1 C 1/� .r2 C 1/
kw � w�kp0 :

Hence by (3.122), P 0 W U 0 �! C 0
p is a contraction. By our choice of U 0; there

is no w 2 @n.U
0/n such that w D �P 0.w/; for � 2 .0; 1/: As a consequence of

Theorem 3.48, we deduce that N 0 has a unique fixed point which is a solution to
problems (3.112)–(3.114). ut

Now we present an existence result for the problems (3.115)–(3.117).



110 3 Partial Hyperbolic Functional Differential Equations

Definition 3.55. A function u 2 ˝ is said to be a global solution of (3.115)–(3.117)
if u satisfies (3.115) and (3.117) on J1 and the condition (3.116) on QJ 01:

Theorem 3.56. Let f; g W J1 � B �! R
n be continuous functions. Assume that

(3.54.1), (3.54.2), and the following condition hold:

(3.56.1) For each p D 1; 2; : : : ; there exists a constant c0
p with 0 < Kc0

p <
1
4

such
that for any .x; y/ 2 J0; we have

kg.x; y; u/ � g.x; y; v/k � c0
pku � vkB; for any u; v 2 B:

If

4c0
p C Kl

0�
p p

r1Cr2

� .r1 C 1/� .r2 C 1/
< 1; for each p 2 IN;

then there exists a unique solution for IVP (3.115)–(3.117) on R
2:

Proof. Consider the operatorN 0
1 W ˝ ! ˝ defined by

N 0
1.u/.x; y/ D

8
ˆ̂
ˆ̂
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
ˆ̂
ˆ̂
:

�.x; y/; .x; y/ 2 QJ 01;
�.x; y/C g.x; y; u.x;y// � g.x; 0; u.x;0//
�g.0; y; u.0;y//C g.0; 0; u.0;0//

C 1
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�f .s; t; u.s;t //dtds; .x; y/ 2 J1:

In analogy to Theorem 3.54, we consider the operatorP 0
1 W C 01 ! C 01 defined by

P 0
1.w/.x; y/ D g.x; y;w.x;y/ C v.x;y// � g.x; 0;w.x;0/ C v.x;0//

�g.0; y;w.0;y/ C v.0;y//C g.0; 0;w.0;0/ C v.0;0//

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�f .s; t;w.s;t / C v.s;t //dtds; .x; y/ 2 J:
In order to use the nonlinear alternative, we shall obtain a priori estimates for the
solutions of the integral equation

w.x; y/ D �.g.x; y;w.x;y/ C v.x;y// � g.x; 0;w.x;0/ C v.x;0//

�g.0; y;w.0;y/ C v.0;y//C g.0; 0;w.0;0/ C v.0;0///

C �

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t;w.s;t / C v.s;t //dtds;
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for some � 2 .0; 1/: Then from (3.54.1), (3.54.2), (3.56.1), (3.124) and (3.126) we
get

kw.x; y/k � f �
p p

r1Cr2

� .r1 C 1/� .r2 C 1/
C 4c0

pz.x; y/

Ckg.x; y; 0/k C kg.x; 0; 0/k C kg.0; y; 0/k C kg.0; 0; 0/k

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1l 0p.s; t/z.s; t/dtds: (3.128)

Replacing (3.128) in the definition of z.x; y/ we get

z.x; y/ � 1

1 � 4Kcp

"

M k�kB C 4Kk�.0; 0/k C 4Kkg.0; 0; �.0; 0//k

C 4Kg�
p C Kf �

p p
r1Cr2

� .r1 C 1/� .r2 C 1/

#

C
Ql 0�
p

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1z.s; t/dtds;

where Ql 0�
p .x; y/ D l

0�
p

1�4Kcp ; g
�
p D supfkg.x; y; 0/k W .x; y/ 2 J0g:

By (3.128) and Lemma 2.43, there exists a constant ı D ı.r1; r2/ such that

z.x; y/ � 1

1 � 4Kcp

"

M k�kB C 4Kk�.0; 0/k C 4Kkg.0; 0; �.0; 0//k

C4Kg�
p C Kf �

p p
r1Cr2

� .r1 C 1/� .r2 C 1/

#

�
"

1C ı Ql 0�
p

� .r1 C 1/� .r2 C 1/

#

WD D0: (3.129)

Then from (3.128) and (3.129) we get

kwkp0 � .D0l 0�
p C f �

p /p
r1Cr2

� .r1 C 1/� .r2 C 1/
C 4c0

pD
0 C 4g�

p

WD D0�:
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Since for every .x; y/ 2 J0; kw.x;y/kB � z.x; y/; we have

kwkp0 � max.k�kB;D0�/ WD R0�:

Set
U 0
1 D fw 2 C 01 W kwkp0 � R0� C 1g:

Clearly, U 0
1 is a closed subset of C 01: As in Theorem 3.54, we can show that P 0

1 W
U 0
1 �! C 01 is a contraction operator. From the choice of U 0

1; there is no w 2 @nU n
1

such that w D �P 0
1.w/; for some � 2 .0; 1/: As a consequence of Theorem 3.48,

we deduce that N 0
1 has a unique fixed point which is a solution to problem (3.115)–

(3.117). ut

3.9.4 Examples

3.9.4.1 Example 1

As an application of our results we consider the following partial hyperbolic
functional differential equations with finite delay of the form

cDr
0u.x; y/ D cp

exCyC2.1C ju.x � 1; y � 2/j/ ; if .x; y/ 2 Œ0;1/ � Œ0;1/;

(3.130)

u.x; 0/ D x; u.0; y/ D y2; x; y 2 Œ0;1/; (3.131)

u.x; y/ D x C y2; .x; y/ 2 Œ�1;1/ � Œ�2;1/n.0;1/ � .0;1/; (3.132)

where

cp D � .r1 C 1/� .r2 C 1/

pr1Cr2
I p 2 IN�:

Set

f .x; y; u.x;y// D cp

exCyC2.1C ju.x � 1; y � 2/j/ I .x; y/ 2 Œ0;1/ � Œ0;1/:

For each p 2 IN� and .x; y/ 2 J0 we have

jf .x; y; u.x;y// � f .x; y; u.x;y//j � cp

e2
ku � ukC :

Hence conditions (3.50.1) and (3.50.2) are satisfied with l�p D cp

e2
: We shall show

that condition (3.118) holds for all p 2 IN�: Indeed

l�ppr1Cr2

� .r1 C 1/� .r2 C 1/
D 1

e2
< 1;
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which is satisfied for each .r1; r2/ 2 .0; 1	 � .0; 1	. Consequently, Theorem 3.50
implies that problems (3.130)–(3.132) have at least one solution defined on Œ�1;1/

�Œ�2;1/:

3.9.4.2 Example 2

We consider now the following partial hyperbolic functional differential equations
with infinite delay of the form:

.cDr
0u/.x; y/ D 4exCy

cp�2.exCy C e�x�y/

�
�xZ

�1

�yZ

�1

e�.�C�/u.x C �; y C �/d�d�

.1C .x C �/2/.1C .y C �/2/
I

if .x; y/ 2 Œ0;1/ � Œ0;1/; (3.133)

u.x; y/ D x C y2I .x; y/ 2 R
2n.0;1/ � .0;1/; (3.134)

u.x; 0/ D x; u.0; y/ D y2; x 2 Œ0;1/; y 2 Œ0;1/; (3.135)

where cp D 3pr1Cr2

� .r1C1/� .r2C1/ ; p 2 IN�, and � a positive real constant. Let B� be the
phase space defined in the Example of Sect. 3.7 and let

f .x; y; u/ D 4exCy

cp�2.exCy C e�x�y/

�xZ

�1

�yZ

�1

e�.�C�/u.x C �; y C �/

.1C .x C �/2/.1C .y C �/2/
d�d� I

for each .x; y; u/ 2 J1 � B� : Then for each u; v 2 B� ; we have

jf .x; y; u/ � f .x; y; v/j

D
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

4exCy

cp�2.exCy C e�x�y/

�xZ

�1

�yZ

�1

e�.�C�/u.x C �; y C �/

.1C .x C �/2/.1C .y C �/2/
d�d�

� 4exCy

cp�2.exCy C e�x�y/

�xZ

�1

�yZ

�1

e�.�C�/v.x C �; y C �/

.1C .x C �/2/.1C .y C �/2/
d�d�

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

� 4exCy

cp�2.exCyCe�x�y/

�xZ

�1

�yZ

�1

e�.�C�/ju.xC�; yC�/�v.xC�; yC�/j
.1C .x C �/2/.1C .y C �/2/

d�d�
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� 4exCy

cp�2.exCy C e�x�y/

0Z

�1

0Z

�1

e�.�C�/ju.�; �/� v.�; �/j
.1C �2/.1C �2/

d�d�

� 4exCy

cp�2.exCy C e�x�y/

1Z

0

1Z

0

1

.1C �2/.1C �2/
d�d�ku � vk�

� exCy

cp.exCy C e�x�y/
ku � vk� :

Hence condition (3.54.2) is satisfied with l 0p.x; y/ D exCy

cp.exCyCe�x�y/
: Since

l 0� D sup

	
exCy

cp.exCy C e�x�y/
W .x; y/ 2 Œ0;1/ � Œ0;1/




� 1

cp

andK D 1; we have

Kl 0�pr1Cr2
� .r1 C 1/� .r2 C 1/

D 1

3
< 1:

Hence condition (3.122) holds for each .r1; r2/ 2 .0; 1	 � .0; 1	 and all p 2 IN�:
Consequently, Theorem 3.54 implies that problems (3.133)–(3.135) have a unique
solution defined on R

2:

3.10 Notes and Remarks

The results of Chap. 3 are taken from Abbas and Benchohra [5–7,10,14] and Abbas
et al. [3, 30, 32, 35, 37]. Other results may be found in [41, 44, 66, 71, 110, 244, 245,
247, 249, 251–255].



Chapter 4
Partial Hyperbolic Functional Differential
Inclusions

4.1 Introduction

In this chapter, we shall present existence results for some classes of initial
value problems for partial hyperbolic differential inclusions with fractional order
involving the Caputo fractional derivative, when the right-hand side is convex as
well as nonconvex valued. Some results rely on the nonlinear alternative of Leray–
Schauder type. In other results, we shall use the fixed-point theorem for contraction
multivalued maps due to Covitz and Nadler.

4.2 Partial Hyperbolic Differential Inclusions

4.2.1 Introduction

This section deals with the existence of solutions to fractional order IVP, for the
system

�
cDr

0u
�
.x; y/ 2 F �x; y; u.x;y/

�
; if .x; y/ 2 J WD Œ0; a	 � Œ0; b	; (4.1)

u.x; y/ D �.x; y/; if .x; y/ 2 QJ WD Œ�˛; a	 � Œ�ˇ; b	n.0; a	 � .0; b	; (4.2)

u.x; 0/ D '.x/; x 2 Œ0; a	; u.0; y/ D  .y/; y 2 Œ0; b	; (4.3)

where a; b; ˛; ˇ > 0; F W J � C ! P.R/ is a compact-valued multivalued map,
P.R/ is the family of all subsets of R; � 2 C. QJ ;R/; ' W Œ0; a	 ! R;  W Œ0; b	 !
R are given absolutely continuous functions with '.x/ D �.x; 0/;  .y/ D �.0; y/

for each x 2 Œ0; a	; y 2 Œ0; b	, and C WD C.Œ�˛; 0	 � Œ�ˇ; 0	;R/:

S. Abbas et al., Topics in Fractional Differential Equations, Developments
in Mathematics 27, DOI 10.1007/978-1-4614-4036-9 4,
© Springer Science+Business Media New York 2012
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4.2.2 The Convex Case

In this section, we are concerned with the existence of solutions for the problems
(4.1)–(4.3) when the right-hand side is compact and convex valued.

Definition 4.1. A function u 2 C.a;b/ WD C.Œ�˛; a	 � Œ�ˇ; b	;R/ such that its
mixed derivative D2

xy exists on J is said to be a solution of (4.1)–(4.3), if there
exists a function f 2 L1.J;R/ with f .x; y/ 2 F.x; y; u.x;y//, for a.e. .x; y/ 2 J ,
such that .cDr

0u/.x; y/ D f .x; y/ for a.e. .x; y/ 2 J , and u satisfies (4.3) on J and
the condition (4.2) on QJ :
Theorem 4.2. Assume the following hypotheses hold:

(4.2.1) F W J � R �! Pcp;cv.R/ is a Carathéodory multivalued map.
(4.2.2) There exist p 2 C.J;RC/ and � W Œ0;1/ ! .0;1/ continuous and

nondecreasing such that

kF.x; y; u/kP � p.x; y/�.juj/ for .x; y/ 2 J and each u 2 R;

(4.2.3) There exists l 2 C.J;RC/ such that

Hd.F.x; y; u/; F .x; y; u// � l.x; y/ju � uj for every u; u 2 R;

and
d.0; F.x; y; 0// � l.x; y/; a.e. .x; y/ 2 J;

(4.2.4) There exists a numberM > 0 such that

M

k�k1 C �.M/p�ar1br2
� .r1 C 1/� .r2 C 1/

> 1; (4.4)

where p� D sup
.x;y/2J

p.x; y/: Then the IVP (4.1)–(4.3) have at least one solution on

Œ�˛; a	 � Œ�ˇ; b	:
Proof. Transform the problems (4.1)–(4.3) into a fixed-point problem. Consider the
multivalued operatorN W C.a;b/ ! P.C.a;b// defined by N.u/ D fh 2 C.a;b/g with

h.x; y/ D

8
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
:

�.x; y/; .x; y/ 2 QJ ;
�.x; y/

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t/dtds; .x; y/ 2 J ;

where f 2 SF;u.
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Remark 4.3. Clearly, from Lemma 2.12, the fixed points of N are solutions to
(4.1)–(4.3).

We shall show thatN satisfies the assumptions of the nonlinear alternative of Leray–
Schauder type . The proof will be given in several steps.

Step 1: N.u/ is convex for each u 2 C.a;b/: Indeed, if h1; h2 belong to N.u/, then
there exist f1; f2 2 SF;u such that for each .x; y/ 2 J we have

hi .x; y/ D �.x; y/C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t /r2�1fi .s; t/dtds; i D 1; 2:

Let 0 � d � 1. Then, for each .x; y/ 2 J , we have

.dh1 C .1 � d/h2/.x; y/ D �.x; y/C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�Œdf1.s; t/C .1 � d/f2.s; t/	dtds;

and for each .x; y/ 2 QJ , we have

.dh1 C .1 � d/h2/.x; y/ D �.x; y/:

Since SF;y is convex (because F has convex values), we have

dh1 C .1 � d/h2 2 N.u/:

Step 2: N maps bounded sets into bounded sets in C.a;b/: Let B�� D fu 2 C.a;b/ W
kuk1 � ��g be a bounded set in C.a;b/ and u 2 B�� . Then for each h 2 N.u/, there
exists f 2 SF;u such that

h.x; y/ D �.x; y/C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t/dtds:

By .4:2:2/ we have for each .x; y/ 2 J ,

jh.x; y/j � j�.x; y/j C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1jf .s; t/jdtds

� j�.x; y/j C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1p.s; t/�.ku.s;t /k/dtds:
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Then

khk1 � k�k1 C �.��/ar1br2p�

� .r1 C 1/� .r2 C 1/
WD `1:

On the other hand, for each .x; y/ 2 QJ ,

khk1 � k�k1 WD `2:

Thus, for each .x; y/ 2 Œ�˛; a	 � Œ�ˇ; b	,

khk1 � min f`1; `2g WD `:

Step 3: N maps bounded sets into equicontinuous sets of C.a;b/: Let .x1; y1/;
.x2; y2/ 2 J; x1 < x2 and y1 < y2; B�� be a bounded set of C.a;b/ as in Step
2, let u 2 B�� and h 2 N.u/, then

jh.x2; y2/� h.x1; y1/j

D
ˇ
ˇ
ˇ�.x2; y2/ � �.x1; y1/C 1

� .r1/� .r2/

x1Z

0

y1Z

0

Œ.x2 � s/r1�1.y2 � t/r2�1

�.x1 � s/r1�1.y1 � t/r2�1	f .s; t/dtds

C 1

� .r1/� .r2/

x2Z

x1

y2Z

y1

.x2 � s/r1�1.y2 � t/r2�1f .s; t/dtds

C 1

� .r1/� .r2/

x1Z

0

y2Z

y1

.x2 � s/r1�1.y2 � t/r2�1f .s; t/dtds

C 1

� .r1/� .r2/

x2Z

x1

y1Z

0

.x2 � s/r1�1.y2 � t/r2�1f .s; t/dtds
ˇ
ˇ
ˇ

� j�.x1; y1/ � �.x2; y2/j

C p��.��/
� .r1 C 1/� .r2 C 1/

�
2y

r2
2 .x2 � x1/

r1 C 2x
r1
2 .y2 � y1/r2

Cxr11 yr21 � xr12 yr22 � 2.x2 � x1/r1.y2 � y1/
r2
�
:

As x1 �! x2 and y1 �! y2, the right-hand side of the above inequality tends
to zero. The equicontinuity for the cases x1 < x2 < 0; y1 < y2 < 0 and x1 �
0 � x2; y1 � 0 � y2 is obvious. As a consequence of Steps 1–3 together with the
Arzelá–Ascoli theorem, we can conclude that N is completely continuous.
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Step 4: N has a closed graph. Let un ! u�; hn 2 N.un/, and hn ! h�: We need
to show that h� 2 N.u�/.
hn 2 N.un/ means that there exists fn 2 SF;un such that, for each .x; y/ 2 J ,

hn.x; y/ D �.x; y/C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1fn.s; t/dtds;

and for .x; y/ 2 QJ ; hn.x; y/ D �.x; y/:

We must show that there exists f� 2 SF;u�
such that, for each .x; y/ 2 J ,

h�.x; y/ D �.x; y/C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1f�.s; t/dtds;

and for .x; y/ 2 QJ ; h�.x; y/ D �.x; y/:

Since F.x; y; �/ is upper semicontinuous, then for every " > 0, there exist
n0.�/ � 0 such that for every n � n0; we have

fn.x; y/ 2 F.x; y; un.x;y// � F.x; y; u�.x;y//C "B.0; 1/; a.e. .x; y/ 2 J:

Since F.:; :; :/ has compact values, then there exists a subsequence fnm such that

fnm.�; �/ ! f�.�; �/ as m ! 1

and

f�.x; y/ 2 F.x; y; u�.x;y//; a.e. .x; y/ 2 J:
For every w 2 F.x; y; u�.x;y//, we have

jfnm.x; y/ � u�.x; y/j � jfnm.x; y/ � wj C jw � f�.x; y/j:

Then

jfnm.x; y/ � f�.x; y/j � d
�
fnm.x; y/; F.x; y; u�.x;y//

�
:

By an analogous relation, obtained by interchanging the roles of fnm and f�, it
follows that

jfnm.x; y/ � u�.x; y/j � Hd

�
F.x; y; un.x;y//; F .x; y; u�.x;y//

�

� l.x; y/kun � u�k1:
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Then

jhn.x;y/ � h�.x;y/j � 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1jfm.s; t/

�f�.s; t/jdtds

� l�kunm � u�k1
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1dtds;

where l� D sup
.x;y/2J

l.x; y/: Hence

khnm � h�k1 � ar1br2l�

� .r1 C 1/� .r2 C 1/
junm � u�k1 ! 0 as m ! 1:

Step 5: A priori bounds on solutions. Let u be a possible solution of the problems
(4.1)–(4.3). Then, there exists f 2 SF;u such that, for each .x; y/ 2 J ,

ju.x; y/j � j�.x; y/j C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t /r2�1jf .s; t/jdtds

� j�.x; y/j C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t /r2�1p.s; t/ .ku.s;t /k/dtds

� j�.x; y/j C �.ku.s;t /k/
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t /r2�1p.s; t/dtds

� k�k1 C �.kuk1/p�ar1br2

� .r1 C 1/� .r2 C 1/
;

and for each .x; y/ 2 QJ ; ju.x; y/j D j�.x; y/j: This implies by .4:2:2/ that, for
each .x; y/ 2 J , we have

kuk1

k�k1 C �.kuk1/p�ar1br2
� .r1 C 1/� .r2 C 1/

< 1

Then by condition (4.4), there existsM such that kuk1 6D M:

Let

U D fu 2 C.a;b/ W kuk1 < M �g;



4.2 Partial Hyperbolic Differential Inclusions 121

where M � D minfM; k�kC g: The operator N W U ! P.C.a;b// is upper
semicontinuous and completely continuous. From the choice of U , there is no
u 2 @U such that u 2 �N.u/ for some � 2 .0; 1/:As a consequence of the nonlinear
alternative of Leray–Schauder type (Lemma 2.33, [136]), we deduce that N has a
fixed point u in U which is a solution of the problems (4.1)–(4.3). ut

We present another existence result for problems (4.1)–(4.3) using Bohnenblust–
Karlin fixed-point theorem [81].

Theorem 4.4. Assume (4.2.1), (4.2.2) and the following hypothesis holds:

(4.4.1) There exist p 2 C.J;RC/ such that

kF.x; y; u/kP � p.x; y/.juj C 1/ for .x; y/ 2 J and each u 2 R:

If

� .r1 C 1/� .r2 C 1/ > p�ar1br2; (4.5)

then problems (4.1)–(4.3) have at least one solution.

Proof. We shall show that the operator N defined in Theorem 4.2 satisfies fixed-
point theorem. Let 
 > 0 be such that


 >
� .r1 C 1/� .r2 C 1/k�k1 C p�ar1br2
� .r1 C 1/� .r2 C 1/� p�ar1br2

;

and consider the subset

D
 D fu 2 C.a;b/ W kuk1 � 
g:

Clearly, the subset D
 is closed, bounded, and convex. From (4.5) we have
N.D
/ � D
. As before the multivalued operator N W D
 ! P.D
/ is upper
semicontinuous and completely continuous. Hence Lemma 2.38 implies that N has
a fixed point which is a solution to problems (4.1)–(4.3). ut

4.2.3 The Nonconvex Case

We present now a result for the problems (4.1)–(4.3) with a nonconvex-valued right-
hand side. Our considerations are based on the fixed-point theorem for contraction
multivalued maps given by Covitz and Nadler [96].

Theorem 4.5. Assume (4.2.3) and the following hypothesis holds:

(4.5.1) F W J � R �! Pcp.R/ has the property that F.�; u/ W J ! Pcp.R/ is
measurable for each u 2 R:
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If

l�ar1br2
� .r1 C 1/� .r2 C 1/

< 1; (4.6)

then the IVP (4.1)–(4.3) has at least one solution on J:

Remark 4.6. For each u 2 C.a;b/; the set SF;u is nonempty since by .4:5:1/; F has
a measurable selection (see [93], Theorem III.6).

Proof. We shall show that N satisfies the assumptions of Lemma 2.39. The proof
will be given in two steps.

Step 1: N.u/ 2 Pcl .C.a;b// for each u 2 C.a;b/: Indeed, let .un/n�0 2 N.u/ such
that un �! Qu in C.a;b/: Then, Qu 2 C.a;b/ and there exists fn.:; :/ 2 SF;u such that,
for each .x; y/ 2 J;

un.x; y/ D �.x; y/C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1fn.s; t/dtds;

and for each .x; y/ 2 QJ ;
un.x; y/ D �.x; y/:

Using the fact that F has compact values and from .4:2:3/; we may pass to a
subsequence if necessary to get that fn.:; :/ converges weakly to f in L1w.J;R/ (the
space endowed with the weak topology). A standard argument shows that fn.:; :/
converges strongly to f and hence f 2 SF;u: Then, for each .x; y/ 2 J;

un.x; y/ �! Qu.x; y/ D �.x; y/C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t/dtds;

and for each .x; y/ 2 QJ ; un.x; y/ �! Qu.x; y/ D �.x; y/:

So, Qu 2 N.u/:
Step 2: There exists � < 1 such that

Hd.N.u/; N.u// � �ku � uk1 for each u; u 2 C.a;b/:

Let u; u 2 C.a;b/ and h 2 N.u/: Then, there exists f .x; y/ 2 F.x; y; u.x;y// such
that for each .x; y/ 2 J

h.x; y/ D �.x; y/C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t/dtds;

and for each .x; y/ 2 QJ ; h.x; y/ D �.x; y/:
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From .4:2:3/ it follows that

Hd.F.x; y; u.x;y//; F .x; y; u.x;y/// � l.x; y/ju.x;y/ � u.x;y/j:
Hence, there exists w 2 F.x; y; u.x;y// such that

jf .x; y/ � wj � l.x; y/ju.x;y/ � u.x;y/j; .x; y/ 2 J:
Consider U W J ! P.R/ given by

U.x; y/ D fw 2 R W jf .x; y/ � wj � l.x; y/ju.x;y/ � u.x;y/jg:
Since the multivalued operator U1.x; y/ D U.x; y/ \ F.x; y; u.x;y// is measurable
(see Proposition III.4 in [93]), there exists a function f .x; y/ which is a measurable
selection for U1. So, f .x; y/ 2 F.x; y; u.x;y//, and for each .x; y/ 2 J;

jf .x; y/ � f .x; y/j � l.x; y/ju.x;y/ � u.x;y/j:
Let us define for each .x; y/ 2 J

h.x; y/ D �.x; y/C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t/dtds;

and for each .x; y/ 2 QJ ; h.x; y/ D �.x; y/: Then for each .x; y/ 2 QJ ;
kh � hk1 D 0; and for each .x; y/ 2 J

jh.x; y/ � h.x; y/j � 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1jf .s; t/

�f .s; t/jdtds

� 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1l.s; t/ku.s;t /

�u.s;t /kdtds

� 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1l.s; t/ku.s;t /

�u.s;t /kdtds

� ku.:;://� u.:;://k1
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1l.s; t/dtds:
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Thus, for each .x; y/ 2 Œ�˛; a	 � Œ�ˇ; b	

kh � hk1 � l�ar1br2
� .r1 C 1/� .r2 C 1/

ku � uk1:

By an analogous relation, obtained by interchanging the roles of u and u; it follows
that

Hd.N.u/; N.u// � l�ar1br2
� .r1 C 1/� .r2 C 1/

ku � uk1:

So by (4.6), N is a contraction and thus, by Lemma 2.39, N has a fixed point u
which is solution to (4.1)–(4.3). ut

4.2.4 An Example

As an application of the main results, we consider the fractional differential
inclusion

cDru.x; y/ 2 F.x; y; u.x;y//; a.e. .x; y/ 2 J D Œ0; 1	 � Œ0; 1	; (4.7)

u.x; y/ D x C y2; a.e. .x; y/ 2 .Œ�1; 1	 � Œ�2; 1	/ n.0; 1	 � .0; 1	; (4.8)

u.x; 0/ D x; u.0; y/ D y2; x 2 Œ0; 1	; y 2 Œ0; 1	; (4.9)

where r D .r1; r2/ 2 .0; 1	 � .0; 1	: Set

F.x; y; u.x;y// D ˚
u 2 R W f1.x; y; u.x;y// � u � f2.x; y; u.x;y//

�
;

where f1; f2 W Œ0; 1	 � Œ0; 1	 � C.Œ�1; 0	 � Œ�2; 0	;R/ ! R: We assume that
for each .x; y/ 2 J; f1.x; y; :/ is lower semicontinuous (i.e., the set fz 2
C.Œ�1; 0	 � Œ�2; 0	;R/ W f1.x; y; z/ > �g is open for each � 2 R), and assume
that for each .x; y/ 2 J; f2.x; y; :/ is upper semicontinuous (i.e., the set fz 2
C.Œ�1; 0	 � Œ�2; 0	;R/ W f2.x; y; z/ < �g is open for each � 2 R). Assume that
there are p 2 C.J;RC/ and  � W Œ0;1/ ! .0;1/ continuous and nondecreasing
such that

max .jf1.x; y; z/j; jf2.x; y; z/j/ � p.x; y/ �.kzk/;
for each .x; y/ 2 J and all z 2 C.Œ�1; 0	 � Œ�2; 0	;R/:

It is clear that F is compact and convex valued, and it is upper semi-continuous
(see [104]). Since all the conditions of Theorem 4.2 are satisfied, problem (4.7)–
(4.9) has at least one solution u on Œ�1; 1	 � Œ�2; 1	:
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4.3 Existence Results for Partial Hyperbolic Differential
Inclusions

4.3.1 Introduction

In this section we study the following fractional order IVP, for the system:

.cDr
0u/.x; y/ 2 F.x; y; u.x; y//; if .x; y/ 2 J; (4.10)

u.x; 0/ D '.x/; x 2 Œ0; a	; u.0; y/ D  .y/; y 2 Œ0; b	; (4.11)

where J D Œ0; a	 � Œ0; b	; a; b > 0; F W J � R
n ! P.Rn/ is a compact-valued

multivalued map, P.Rn/ is the family of all subsets of Rn; ' W Œ0; a	 ! R
n;  W

Œ0; b	 ! R
n are given absolutely continuous functions with '.0/ D  .0/:

4.3.2 Existence of Solutions

Let us start by defining what we mean by a solution of the problems (4.10) and
(4.11).

Definition 4.7. A function u 2 C.J;Rn/ with its mixed derivative D2
xy exists and

is integrable is said to be a solution of (4.10) and (4.11), if there exists a function
f 2 L1.J;Rn/ with f .x; y/ 2 F.x; y; u.x; y// such that .cDr

0u/.x; y/ D f .x; y/;

and u satisfies (4.11) on J:

Definition 4.8. Let .X; d/ be a metric space and consider a set-valued map T on
X with nonempty closed values in X: T is said to be a �-contraction if there exists
0 < � < 1 such that for each u; v 2 X;

Hd.T .u/; T .v// � �d.u; v/:

Remark 4.9. If X is complete, then every set-valued contraction has a fixed point.

We denote by Fix.T / the set of all fixed points of the set-valued map T: Obviously,
Fix.T / is closed.

Lemma 4.10 ([184]). Let X be a complete metric space and suppose that T1; T2
are �-contractions with closed values in X: Then

Hd.Fix.T1/;Fix.T2// � 1

1 � �
sup
z2X

d.T1.z/; T2.z//:
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Theorem 4.11. Assume that the following hypotheses:

(4.11.1) F W J � R
n �! Pcl .Rn/ has the property that

F.�; �; u/ W J ! Pcl.R
n/ is measurable for each u 2 R

n;

(4.11.2) There exists l 2 C.J;RC/ such that

Hd.F.x; y; u/; F .x; y; u// � l.x; y/ku � uk for every u; u 2 R
n;

and

d.0; F.x; y; 0// � l.x; y/; a.e. .x; y/ 2 J;
are satisfied and let v.:; :/ 2 L1.J;Rn/ be such that there exists q.:; :/ 2
L1.J;R/ with

d.cDr
0v.x; y/; F.x; y; v.x; y/// � q.x; y/ for each .x; y/ 2 J:

If

ar1br2 l�

� .r1 C 1/� .r2 C 1/
< 1; (4.12)

where l� D supfl.x; y/ W .x; y/ 2 J g; then for every � > 0 there exists
u.:; :/ a solution of (4.10) and (4.11) satisfying for all .x; y/ 2 J

ku � vk1 � ar1br2kqk1
� .r1 C 1/� .r2 C 1/� ar1br2l�

C �: (4.13)

Proof. For w.:; :/ 2 L1.J;Rn/ define the following set-valued maps:

Mw.x; y/ D F
�
x; y; �.x; y/C .I r0w/.x; y/

�
I .x; y/ 2 J; (4.14)

T .w/ D f�.:; :/ 2 L1.J;Rn/I �.x; y/ 2 Mw.x; y/g; .x; y/ 2 J: (4.15)

It follows from Lemma 2.12 that u.:; :/ is a solution of (4.10) and (4.11) if and only if
cDu.:; :/ is a fixed point of T:We shall prove first that T .w/ is nonempty and closed
for every w 2 L1.J;Rn/: The fact that the set-valued map Mw.:; :/ is measurable is
well known. For example, the map

.x; y/ ! �.x; y/C .I r0w/.x; y/

can be approximated by step functions and we can apply Theorem III. 40 in [93].
Since the values of F are closed with the measurable selection theorem (Theorem
III.6 in [93]) we infer thatMw.:; :/ admits a measurable selection �. First (4.14) and
(4.15) imply that for each .x; y/ 2 J;



4.3 Existence Results for Partial Hyperbolic Differential Inclusions 127

k�.x; y/k � d
�
0; F.x; y; 0/

�
C dH

�
F.x; y; 0/; F.x; y; �.x; y/ C .I r0w/.x; y//

�

� l.x; y/.1C k�k1 C .I r0w/.x; y//;

which shows that � 2 L1.J;Rn/ and T .w/ is nonempty. On the other hand, the set
T .w/ is also closed. Indeed, if �n 2 T .w/ and k�n � �k1 ! 0 then we can pass
to a subsequence �nk 2 T .w/ such that �nk .x; y/ ! �.x; y/ for a.e. .x; y/ 2 J;

and we find that � 2 T .w/: We show next that T .:/ is a contraction on L1.J;Rn/:
Let z; z 2 L1.J;Rn/ be given, � 2 T .z/ and let ı > 0: Consider the following
set-valued map:

G.x; y/DMz.x; y/ \
	

u 2 R
n W k�.x; y/�uk � ı

ab
C l.x; y/.I r0 .z � z//.x; y/




:

From Proposition III.4 in [93], G is measurable and from .4:11:1/ and .4:11:2/; G
has nonempty closed values. Therefore, there exists �.:; :/ a measurable selection
of G.:; :/: It follows that � 2 T .w/ and according to the definition of the norm we
have for each .x; y/ 2 J;

k� � �k1 D
aZ

0

bZ

0

k�.x; y/ � �.x; y/kdydx

�
aZ

0

bZ

0

ı

ab
dydx C

aZ

0

bZ

0

l.x; y/.I r0 .z � z//.x; y/dydx

� ı C 1

� .r1/� .r2/

aZ

0

bZ

0

2

4
aZ

0

bZ

0

l.x; y/.x � s/r1�1.y � t/r2�1dydx

3

5

�kz.s; t/ � z.s; t/kdtds

� ı C ar1br2l�

� .r1 C 1/� .r2 C 1/
kz � zk1;

hence

k� � �k1 � ı C ar1br2l�

� .r1 C 1/� .r2 C 1/
kz � zk1:

Since ı > 0 was chosen arbitrary, we deduce that

d.�; T .w// � ar1br2l�

� .r1 C 1/� .r2 C 1/
kz � zk1:
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Replacing z by z we obtain

dH .T .z/; T .z// � ar1br2l�

� .r1 C 1/� .r2 C 1/
kz � zk1;

thus by (4.12), T is a contraction on L1.J;Rn/: We consider next the following
set-valued maps:

F .x; y; u/ D F.x; y; u/C q.x; y/Œ�1; 1	I .x; y; u/ 2 J � R
n;

Mw.x; y/ D F1

�
x; y; �.x; y/C .I r0w/.x; y/

�
I .x; y/ 2 J;

T .w/ D f�.:; :/ 2 L1.J;Rn/I �.x; y/ 2 Mw.x; y/g; .x; y/ 2 J:

Obviously, F .:; :; :/ satisfies hypotheses .4:11:1/ and .4:11:2/: Repeating the
previous step of the proof we obtain that T is also a contraction on L1.J;Rn/ with
closed nonempty values. We prove next the following estimate:

dH.T .w/; T .w// �
aZ

0

bZ

0

q.x; y/dydx: (4.16)

Let � 2 T .w/; ı > 0 and define

G.x; y/ D Mw.x; y/ \
	

z 2 R
n W k�.x; y/ � zk � q.x; y/C ı

ab




:

With the same arguments used for the set-valued map G.:; :/; we deduce thatG.:; :/
is measurable with nonempty closed values. Hence let  .:; :/ be a measurable
selection of G.:; :/: It follows that  2 T .w/ and one has for each .x; y/ 2 J;

k� �  k1 D
aZ

0

bZ

0

k�.x; y/ �  .x; y/kdydx

�
aZ

0

bZ

0

�

q.x; y/C ı

ab

�

dydx

� ı C
aZ

0

bZ

0

q.x; y/dydx:

Since ı is arbitrary, as above we obtain (4.16). We apply Lemma 4.10 and we infer
that



4.3 Existence Results for Partial Hyperbolic Differential Inclusions 129

dH .Fix.T /;Fix.T // � 1

1 � ar1 br2 l�

� .r1C1/� .r2C1/

aZ

0

bZ

0

q.x; y/dydx

D � .r1 C 1/� .r2 C 1/

� .r1 C 1/� .r2 C 1/� ar1br2 l�

aZ

0

bZ

0

q.x; y/dydx:

Since cDr
0v.:; :/ 2 Fix.T / it follows that there exists w 2 Fix.T / such that for any

� > 0 we have

kcDr
0v � wk1 � � .r1 C 1/� .r2 C 1/

� .r1 C 1/� .r2 C 1/� ar1br2l�
aZ

0

bZ

0

q.x; y/dydx

C�� .r1 C 1/� .r2 C 1/

ar1br2
: (4.17)

We define

u.x; y/ D �.x; y/C .I r0w/.x; y/I .x; y/ 2 J:
By (4.17) we get for each .x; y/ 2 J;

ku � vk1 D
aZ

0

bZ

0

ku.x; y/ � v.x; y/kdydx

� 1

� .r1/� .r2/

aZ

0

bZ

0

2

4
aZ

0

bZ

0

.x � s/r1�1.y � t/r2�1dydx

3

5

�kw.s; t/ �c Dr
0v.s; t/kdtds

� ar1br2

� .r1 C 1/� .r2 C 1/
kw �c Dr

0vk1

� ar1br2kqk1
� .r1 C 1/� .r2 C 1/� ar1br2l� C �:

Hence, for all .x; y/ 2 J;

ku � vk1 � ar1br2kqk1
� .r1 C 1/� .r2 C 1/� ar1br2l�

C �: ut
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Remark 4.12. Suppose that the assumptions in Theorem 4.11 are satisfied with
v 
 0; then for every � > 0; problems (4.10) and (4.11) have at least one solution u
on J such that

kuk1 � ar1br2kqk1
� .r1 C 1/� .r2 C 1/� ar1br2l�

C �:

4.3.3 Qualitative Properties and Topological Structure
of the Solution Set

4.3.3.1 Topological Structure of the Solution Set

Now, we present a result on the topological structure of the set of solutions of (4.10)
and (4.11).

Theorem 4.13. Assume that (4.11.1), (4.11.2), and the following hypothesis
hold:

(4.13.1) There exists p.:; :/ 2 C.J;RC/ such that

kF.x; y; z/kP � p.x; y/ for .x; y/ 2 J and each z 2 R
n:

Then the solution set of (4.10) and (4.11) in not empty and compact in C.J;Rn/.

Proof. Let

S D fu 2 C.J;Rn/ W u is solution of (4.10) and (4.11)g:

From Theorem 4.11, S 6D ;. Now, we can prove that S is compact. Let .un/n2IN 2
S; then there exists fn 2 SF;un such that for .x; y/ 2 J;

un.x; y/ D �.x; y/C .I r0 fn/.x; y/:

From .4:13:1/ we can prove that there exists a constantM > 0 such that

kunk1 � M; for every n � 1:

We can easily show that the set fun W n � 1g is equicontinuous in C.J;Rn/I hence
by Arzéla–Ascoli theorem we can conclude that there exists a subsequence (denoted
again by fung) of fung such that un converges to u in C.J;Rn/: We shall show that
there exist f .:; :/ 2 F.:; :; u:/ such that

u.x; y/ D �.x; y/C .I r0 f /.x; y/:
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Since F.x; y; :/ is upper semicontinuous, then for every " > 0, there exists
n0."/ � 0 such that for every n � n0; we have

fn.x; y/ 2 F.x; y; un.x; y// � F.x; y; u.x; y//C "B.0; 1/; a.e. .x; y/ 2 J:

Since F has compact values, there exists subsequence fnm.:/ such that

fnm.:; :/ ! f .:; :/ as m ! 1
and

f .x; y/ 2 F.x; y; u.x; y//; a.e. .x; y/ 2 J:
It is clear that

kfnm.x; y/k � p.x; y/; a.e. .x; y/ 2 J:
By Lebesgue’s dominated convergence theorem, we conclude that f 2 L1.J;Rn/

which implies that f 2 SF;u: Thus

u.x; y/ D �.x; y/C .I r0 f /.x; y/I .x; y/ 2 J:

Hence S 2 Pcp.C.J;Rn//: ut

4.3.3.2 On the Set of Solutions for the Darboux Problem for Fractional
Order Partial Hyperbolic Differential Inclusions

Now, we prove the arcwise connectedness of the solution set for the IVP, for the
system

cDr
0u.x; y/ 2 F

�
x; y; u.x; y/;G

�
x; y; u.x; y/

��
I if .x; y/ 2 J WD Œ0; a	 � Œ0; b	;

(4.18)8
ˆ̂
<

ˆ̂
:

u.x; 0/ D '.x/I x 2 Œ0; a	;
u.0; y/ D  .y/I y 2 Œ0; b	;
'.0/ D  .0/;

(4.19)

where a; b > 0; F W J � R
n � R

n ! P.Rn/; G W J � R
n ! P.Rn/ are given

multifunctions, ' 2 AC.Œ0; a	;Rn/ and  2 AC.Œ0; b	;Rn/:
Given a continuous function d W J ! .0;1/;we denote byL1 the Banach space

of all (equivalence class of) Lebesgue measurable functions w W J ! R
n; endowed

with the norm

kwkL1 D
aZ

0

bZ

0

d.x; y/kw.x; y/kdydx: (4.20)
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Definition 4.14. A space X is said to be arcwise connected if any two distinct
points can be joined by an arc, i.e., a path f which is a homeomorphism between
the unit interval Œ0; 1	 and its image f .Œ0; 1	/: A metric space Z is called absolute
retract if, for any metric space X and any X0 2 Pcl .X/; every continuous function
g W X0 ! Z has a continuous extension g W X ! Z over X:

Every continuous image of an absolute retract is an arcwise connected space.
Let S be a separable Banach space. Set E WD L1.J /:

Lemma 4.15 ([190]). Assume that G W S � E ! Pcl .E/ and F W S � E �
E ! Pcl .E/ are Hausdorff continuous multifunctions with decomposable values,
satisfying the following conditions:

(a) There exists L 2 Œ0; 1/ such that, for every s 2 S and every u; u0 2 E;
Hd.G.s; u/; G.s; u

0// � Lku � u0k1:
(b) There exists M 2 Œ0; 1/ such that L C M < 1 and for every s 2 S and every

u; v;w; z 2 E:
Hd.F.s; u; z/; F .s; v;w//k � M.ku � vk1 C kz � wk1/:

Set Fix.� .s; :// D fu 2 E W u 2 � .s; u/g; where

� .s; u/ D F.s; u; G.s; u//I .s; u/ 2 S �E:
Then

1. For every s 2 S the set Fix.� .s; :// is nonempty and arcwise connected.
2. For any si 2 S; and any ui 2 Fix.� .s; ://I i D 1; : : : ; p, there exists

a continuous function �.s/ 2 Fix.� .s; :// for all s 2 S and �.si / D ui I
i D 1; : : : ; p:

Lemma 4.16 ([190]). Let U W J ! Pcl .Rn/ and V W J � R
n ! Pcl .Rn/ be two

multifunctions, satisfying the following conditions:

(a) U is measurable and there exists 
 2 E such thatHd.U.x; y//; f0g/ � 
.x; y/

for almost all .x; y/ 2 J:
(b) The multifunction .x; y/ ! V.x; y; u/ is measurable for every u 2 E:
(c) The multifunction u ! V.x; y; u/ is Hausdorff continuous for all .x; y/ 2 J:
Let v W J ! R

n be a measurable selection from .x; y/ ! V.x; y; U.x; y//: Then
there exists a selection u 2 E such that v.x; y/ 2 V.x; y; u.x; y//I .x; y/ 2 J:
Lemma 4.17 ([80]). Let � 2 .0; 1/ and let N W J ! Œ0;1/ be an integrable
function. Then there exists a continuous function d W J ! .0;1/ which, for every
.x; y/ 2 J; satisfies
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aZ

x

bZ

y

N.s; t/d.s; t/dtds D �.d.x; y/ � 1/:

Theorem 4.18. Let G W J � R
n ! Pcl .Rn/ and F W J � R

n � R
n ! Pcl .Rn/ be

two set-valued maps, satisfying the following assumptions:

(4.18.1) The set-valued maps .x; y/ ! F.x; y; u; v/ and .x; y/ ! G.x; y; u/ are
measurable for all u; v 2 R

n:

(4.18.2) There exists a positive integrable function l W J ! R such that, for every
u; u0 2 R

n;

Hd .G.x; y; u/; G.x; y; u
0// � l.x; y/ku � u0kI a.e. .x; y/ 2 J:

(4.18.3) There exists a positive integrable function m W J ! R and � 2 Œ0; 1	 such
that, for every u; v; u0; v0 2 R

n;

Hd .F.x; y; u; v/; G.x; y; u
0; v// � m.x; y/ku � u0kC�.kv � v0kI a.e. .x; y/ 2 J:

(4.18.4) There exist positive integrable functions f; g W J ! R such that

Hd.f0g; F .x; y; f0g; f0g// � f .x; y/; a.e. .x; y/ 2 J

and
Hd.f0g; G.x; y; f0g// � g.x; y/I a.e. .x; y/ 2 J:

Then,

1. For every � 2 M; the solution set S.�/ of problems (4.18) and (4.19) is
nonempty and arcwise connected in the space C.J /:

2. For any �i 2 M and any ui 2 S.�/I i D 1; : : : ; p; there exists a continuous
function s W M ! C.J / such that s.�/ 2 S.�/ for any � 2 M and s.�i / D
ui I i D 1; : : : ; p:

3. The set S D [�2MS.�/ is arcwise connected in the space C.J /:

Proof. In what follows N.x; y/ D maxfl.x; y/;m.x; y/I .x; y/ 2 J g and take
� 2 .0; 1/ such that 2� C � < 1 and d W J ! .0;1/ in (4.20) is the corresponding
mapping found in Lemma 4.17.

1. For � 2 M and u 2 L1; set

u�.x; y/ D �.x; y/C .I r� u/.x; y/I .x; y/ 2 J:

Define the multifunctions ˛ W M � L1 ! P.L1/ and ˇ W M � L1 � L1 !
P.L1/ by

˛.�; u/ D fv 2 L1 W v.x; y/ 2 G.x; y; u�.x; y//I a:e: .x; y/ 2 J g;
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ˇ.�; u; v/ D fw 2 L1 W w.x; y/ 2 F.x; y; u�.x; y/; v.x; y//I a:e: .x; y/ 2 J g;

where � 2 M and u; v 2 L1: We prove that ˛ and ˇ satisfy the hypotheses of
Lemma 4.15.

Since u� is measurable and G satisfies hypotheses .4:18:1/ and .4:18:2/;
the multifunction G� W .x; y/ ! G.x; y; u�.x; y// is measurable and G� 2
Pcl .L1/; G� has a measurable selection. Therefore due to hypothesis .4:18:4/;
we get ˛.�; u/ 6D ;: Also, by simple computation, it follows that the set ˛.�; u/
is closed and decomposable. In the same way we obtain that ˛.�; u/ 2 Pcl .L1/
is a decomposable set.

Set d WD R a
0

R b
0
d.x; y/dydx: Pick .�; u/; .�1; u1/ 2 M � L1 and choose

v 2 ˛.�; u/: For each � > 0 there exists v1 2 ˛.�1; u1/ such that, for every
.x; y/ 2 J one has

kv.x; y/ � v1.x; y/k � Hd

�
G.x; y; u�.x; y//; G.x; y; u�1.x; y//

�
C �

� N.x; y/
�
k�.x; y/ � �1.x; y/k C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

ku.s; t/ � u1.s; t/kdtds
�

C �:

Hence, for any � > 0;

kv � v1kL1 � k� � �1k1
aZ

0

bZ

0

d.x; y/N.x; y/dydx

C 1

� .r1/� .r2/

aZ

0

bZ

0

d.x; y/N.x; y/

�
0

@
xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1ku.s; t/�u1.s; t/kdtds

1

AdydxC�d

� �.d.a; b/� 1/k�� �1k1 C 1

� .r1/� .r2/

aZ

0

bZ

0

ku.s; t/ � u1.s; t/k

�
0

@
aZ

s

bZ

t

.x � s/r1�1.y � t/r2�1d.x; y/N.x; y/dydx

1

A dtds C �d
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� �.d.a; b/� 1/k� � �1k1

C 1

� .r1/� .r2/

Z a

0

Z b

0

ku.s; t/ � u1.s; t/k

�
� Z a

s

Z b

t

.x � s/ r1�1
1�r3 .y � t/ r2�1

1�r3 dydx
�1�r3

�
� Z a

s

Z b

t

d
1
r3 .x; y/N

1
r3 .x; y/dydx

�r3
dtds C �d;

where 0 < r3 < minfr1; r2g: Then, for any � > 0;

kv � v1kL1 � �.d.a; b/� 1/k� � �1k1 C a.!1C1/.1�r3/b.!2C1/.1�r3/
.!1 C 1/.1�r3/.!2 C 1/.1�r3/� .r1/� .r2/

�
Z a

0

Z b

0
�r3
�
d

1
r3 .s; t/N

1�r3
r3 .s; t/ � 1

�r3ku.s; t/ � u1.s; t/kdtds C �d;

where !1 D r1�1
1�r3 ; !2 D r2�1

1�r3 : Thus, for any � > 0;

kv � v1kL1 � �.d.a; b/� 1/k���1k1C a.!1C1/.1�r3/b.!2C1/.1�r3/

.!1 C 1/.1�r3/.!2 C 1/.1�r3/� .r1/� .r2/
��r3N �ku � u1kL1 C �d;

where N � D sup
.x;y/2J

N
1�r3
r3 .x; y/: Hence, for any � > 0;

kv � v1kL1 � �.d.a; b/� 1/k�� �1k1

C �r3N �a.!1C1/.1�r3/b.!2C1/.1�r3/

.!1 C 1/.1�r3/.!2 C 1/.1�r3/� .r1/� .r2/
ku � u1kL1 C �d:

This implies that,

dL1.v; ˛.�1; u1// � �.d.a; b/� 1/k� � �1k1

C �r3N �a.!1C1/.1�r3/b.!2C1/.1�r3/

.!1 C 1/.1�r3/.!2 C 1/.1�r3/� .r1/� .r2/
ku � u1kL1 ;

for all v 2 ˛.�; u/: Therefore,

dL1.˛.�; u/; ˛.�1; u1// � �.d.a; b/� 1/k� � �1k1

C �r3N �a.!1C1/.1�r3/b.!2C1/.1�r3/

.!1 C 1/.1�r3/.!2 C 1/.1�r3/� .r1/� .r2/
:
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Consequently,

Hd.˛.�; u/; ˛.�1; u1// � �.d.a; b/� 1/k�� �1k1

C �r3N �a.!1C1/.1�r3/b.!2C1/.1�r3/

.!1 C 1/.1�r3/.!2 C 1/.1�r3/� .r1/� .r2/
;

which shows that ˛ is Hausdorff continuous and satisfies the assumptions of
Lemma 4.15. Also, by the same method, we obtain that the multifunction ˇ

is Hausdorff continuous and satisfies the assumptions of Lemma 4.15. Define
� .�; u/ D ˇ.�; u; ˛.�; u//I .�; u/ 2 M � L1: According to Lemma 4.15, the
set Fix.� .s; :/ D fu 2 E W u 2 � .s; u/g is nonempty and arcwise connected in L1:
Moreover, for fixed �i 2 M and ui 2 Fix.� .�i ; ://I i D 1; : : : ; p; there exists a
continuous function � W M ! L1 such that

�.�/ 2 Fix.� .�; :/I for all � 2 M; (4.21)

�.�/ D ui I i D 1; : : : ; p: (4.22)

We shall prove that

Fix.� .�; :// D ˚
u 2 L1 W u.x; y/ 2 F.x; y; u�.x; y/;G.x; y; u�.x; y///I

�a:e: .x; y/ 2 J � : (4.23)

Denote by A.�/ the right-hand side of (4.23). If u 2 Fix.� .�; :// then there is
v 2 ˛.�; v/ such that u 2 ˇ.�; u; v/: Therefore, v.x; y/ 2 G.x; y; u�.x; y// and

u.x; y/ 2 F.x; y; u�.x; y/; v.x; y// � F.x; y; u�.x; y/;G.x; y; u�.x; y///I
� a:e: .x; y/ 2 J;

so that Fix.� .�; :// � A.�/: Let now u 2 A.�/: By Lemma 4.16, there exists a
selection v 2 L1 of the multifunction .x; y/ ! G.x; y; u�.x; y// satisfying

u.x; y/ 2 F.x; y; u�.x; y/; v.x; y//I a.e. .x; y/ 2 J:
Hence v 2 ˛.�; v/ and u 2 ˇ.�; u; v/ and thus u 2 � .�; u/; which implies that
A.�/ � Fix.� .�; :// and so that (4.23).

We next note that the function T W L1 ! C.J /;

T .u/.x; y/ D I r� u.x; y/I .x; y/ 2 J
is continuous and one has

S.�/ D �C T .Fix.� .�; :///I � 2 M: (4.24)

Since Fix.� .�; :// is nonempty and arcwise connected in L1; the set S.�/ has the
same properties in C.J /:
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2. Let �i 2 M and let ui 2 S.�i /I i D 1; : : : ; p be fixed. By (4.24) there exists
vi 2 Fix.� .�i ; :// such that

ui D �i C T .vi /I i D 1; : : : ; p:

If � W M ! L1 is a continuous function satisfying (4.21) and (4.22) we define,
for every � 2 M;

S.�/ D �C T .�.�//:

Obviously, the function s W M ! C.J / is continuous, s.�/ 2 S.�/ for all
� 2 M; and

S.�i/ D �i C T .�.�i// D �i C T .vi / D ui I i D 1; : : : ; p:

3. Let u1; u2 2 S D S
�2M S.�/ and choose �i 2 MI i D 1; 2 such that

ui 2 S.�i /I i D 1; 2: From the conclusion of 2 we deduce the existence of
a continuous function s W M ! S.J / satisfying s.�i / D ui I i D 1; 2 and
s.�/ 2 S.�/I � 2 M: Let h W Œ0; 1	 ! M be a continuous function such that
h.0/ D �1 and h.1/ D �2: Then the function s ıh W Œ0; 1	 ! C.J / is continuous
and verifies

s ı h.0/ D u1; s ı h.1/ D u2;

s ı h.�/ 2 S.h.�// � S I � 2 M: ut

4.3.3.3 On the Set of Solutions of Fractional Order Riemann–Liouville
Integral Inclusions

Now, we prove the arcwise connectedness of the solution set for the following
Fredholm-type fractional-order Riemann–Liouville integral inclusion:

u.x; y/ D �.x; y/C 1

� .r1/� .r2/

aZ

0

bZ

0

.a � s/r1�1.b � t /r2�1f .x; y; s; t; �.s; t//dtds;

(4.25)

�.x; y/ 2 F
�
x; y; u.x; y/;G

�
x; y; u.x; y/

��
I if .x; y/ 2 J WD Œ0; a	 � Œ0; b	;

(4.26)

where a; b; r1; r2 2 .0;1/; � W J ! R
n; f W J�J�R

n ! R
n are given functions,

F W J � R
n � R

n ! P.Rn/; G W J � R
n ! P.Rn/ are given multifunctions.

Theorem 4.19. Let G W J � R
n ! Pcl .Rn/ and F W J � R

n � R
n ! Pcl .Rn/ be

two set-valued maps, satisfying the following assumptions:
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(4.19.1) The set-valued maps .x; y/ ! F.x; y; u; v/ and .x; y/ ! G.x; y; u/ are
measurable for all u; v 2 R

n:

(4.19.2) There exists a positive integrable function l W J ! R such that, for every
u; u0 2 R

n;

Hd .G.x; y; u/; G.x; y; u
0// � l.x; y/ku � u0kI a.e. .x; y/ 2 J:

(4.19.3) There exists a positive integrable function m W J ! R and � 2 Œ0; 1	 such
that, for every u; v; u0; v0 2 R

n;

Hd .F.x; y; u; v/; G.x; y; u
0; v// � m.x; y/ku � u0k C �kv � v0kI

we deduce the existence of a continuous .x; y/ 2 J:

(4.19.4) There exist positive integrable functions f1; f2 W J ! R such that

Hd.f0g; F .x; y; f0g; f0g// � f1.x; y/; a.e. .x; y/ 2 J
Hd.f0g; G.x; y; f0g// � f2.x; y/I

we deduce the existence of a continuous .x; y/ 2 J:

(4.19.5) The function f W J � J � R
n ! R

n is continuous and bounded and there
exists a constantM > 0 such that

kf .x; y; s; t; �1/� f .x; y; s; t; �2/k � M k�1 � �2kI �1; �2 2 R
n:

Then,

1. For every � 2 C.J /; the solution set S.�/ of problems (4.25) and (4.26) is
nonempty and arcwise connected in the space C.J /:

2. For any �i 2 C.J / and any ui 2 S.�/I i D 1; : : : ; p; there exists a continuous
function s W C.J / ! C.J / such that s.�/ 2 S.�/ for any � 2 C.J / and
s.�i / D ui I i D 1; : : : ; p:

3. The set S D [�2C.J /S.�/ is arcwise connected in the space C.J /:

Proof. In what follows N.x; y/ D maxfl.x; y/;m.x; y/I .x; y/ 2 J g and � 2
.0; 1/ will be taken such that 2� C � < 1 and d W J ! .0;1/ in (4.20) is the
corresponding mapping found in Lemma 4.17.

1. For � 2 C.J / and u 2 L1; set

u�.x; y/ D �.x; y/C 1

� .r1/� .r2/

aZ

0

bZ

0

.a � s/r1�1.b � t/r2�1

�f .x; y; s; t; �.s; t//dtdsI .x; y/ 2 J:
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Define the multifunctions ˛ W C.J / � L1 ! P.L1/ and ˇ W C.J / �L1 �L1 !
P.L1/ by

˛.�; �/ D fv 2 L1 W v.x; y/ 2 G.x; y; u�.x; y//I a.e. .x; y/ 2 J;
ˇ.�; �; v/ D fw 2 L1 W w.x; y/ 2 F.x; y; u�.x; y/; v.x; y//I a.e. .x; y/ 2 J;

where � 2 C.J / and �; v 2 L1: We prove that ˛ and ˇ satisfy the hypothesis of
Lemma 4.15.

Since u� is measurable and G satisfies hypothesis .4:19:1/ and .4:19:2/;
the multifunction G� W .x; y/ ! G.x; y; u�.x; y// is measurable and G� 2
Pcl .L1/; G� has a measurable selection. Therefore due to hypothesis .4:19:4/;
we get ˛.�; �/ 6D ;: Also, by simple computation, it follows that the set ˛.�; �/
is closed and decomposable. In the same way we obtain that ˛.�; �/ 2 Pcl .L1/
is a decomposable set.

Set d WD R a
0

R b
0 d.x; y/dydx: Pick .�; �/; .�1; �1/ 2 C.J / � L1 and choose

v 2 ˛.�; �/: For each � > 0 there exists v1 2 ˛.�1; �1/ such that, for every
.x; y/ 2 J , one has

kv.x; y/ � v1.x; y/k � Hd

�
G.x; y; u�.x; y//; G.x; y; u�1 .x; y//

�
C �

� N.x; y/
�
k�.x; y/ � �1.x; y/k

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1M k�.s; t/

��1.s; t/kdtds
�

C �:

Thus, for any � > 0;

kv � v1kL1 � k� � �1k1
aZ

0

bZ

0

d.x; y/N.x; y/dydx

C M

� .r1/� .r2/

aZ

0

bZ

0

d.x; y/N.x; y/

�
0

@
aZ

0

bZ

0

.a � s/r1�1.b � t/r2�1k�.s; t/ ��1.s; t/kdtds

1

AdydxC�d
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� �.d.a; b/� 1/k�� �1k1 C M

� .r1/� .r2/

aZ

0

bZ

0

k�.s; t/ � �1.s; t/k

�
0

@
aZ

s

bZ

t

.a � s/r1�1.b � t/r2�1d.x; y/N.x; y/dydx

1

A dtds C �d

� �.d.a; b/� 1/k�� �1k1

C M

� .r1/� .r2/

aZ

0

bZ

0

k�.s; t/ � �1.s; t/k

�
0

@
aZ

s

bZ

t

.a � s/
r1�1
1�r3 .b � t/

r2�1
1�r3 dydx

1

A

1�r3

�
0

@
aZ

s

bZ

t

d
1
r3 .x; y/N

1
r3 .x; y/dydx

1

A

r3

dtds C �d;

where 0 < r3 < minfr1; r2g: Then, for any � > 0;

kv � v1kL1 � �.d.a; b/� 1/k� � �1k1

C Ma.!1C1/.1�r3/b.!2C1/.1�r3/

.!1 C 1/.1�r3/.!2 C 1/.1�r3/� .r1/� .r2/

�
aZ

0

bZ

0

�r3
�
d

1
r3 .s; t/N

1�r3
r3 .s; t/ � 1

�r3k�.s; t/

��1.s; t/kdtds C �d;

where !1 D r1�1
1�r3 ; !2 D r2�1

1�r3 : Then, for any � > 0;

kv � v1kL1 � �.d.a; b/� 1/k�� �1k1

C Ma.!1C1/.1�r3/b.!2C1/.1�r3/

.!1 C 1/.1�r3/.!2 C 1/.1�r3/� .r1/� .r2/
��r3N �k� � �1kL1 C �d;
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where N � D sup
.x;y/2J

N
1�r3
r3 .x; y/: Hence, for any � > 0; we have

kv � v1kL1 � �.d.a; b/� 1/k�� �1k1

C M�r3N �a.!1C1/.1�r3/b.!2C1/.1�r3/

.!1 C 1/.1�r3/.!2 C 1/.1�r3/� .r1/� .r2/
k� � �1kL1 C �d:

This implies that

dL1.v; ˛.�1; �1// � �.d.a; b/ � 1/k� � �1k1

C M�r3N �a.!1C1/.1�r3/b.!2C1/.1�r3/

.!1 C 1/.1�r3/.!2 C 1/.1�r3/� .r1/� .r2/
k� � �1kL1 ;

for all v 2 ˛.�; u/: Therefore,

dL1.˛.�; �/; ˛.�1; �1// � �.d.a; b/� 1/k� � �1k1

C M�r3N �a.!1C1/.1�r3/b.!2C1/.1�r3/

.!1 C 1/.1�r3/.!2 C 1/.1�r3/� .r1/� .r2/
k���1kL1 :

Consequently,

Hd.˛.�; �/; ˛.�1; �1// � �.d.a; b/� 1/k� � �1k1

C M�r3N �a.!1C1/.1�r3/b.!2C1/.1�r3/

.!1 C 1/.1�r3/.!2 C 1/.1�r3/� .r1/� .r2/
k���1kL1 ;

which shows that ˛ is Hausdorff continuous and satisfies the assumptions of
Lemma 4.15. Also, by the same method, we obtain that the multifunction ˇ
is Hausdorff continuous and satisfies the assumptions of Lemma 4.15. Define
� .�; �/ D ˇ.�; �; ˛.�; �//I .�; �/ 2 C.J / � L1: According to Lemma 4.15,
the set Fix.� .s; :/ D f� 2 E W � 2 � .s; �/g is nonempty and arcwise connected
in L1: Moreover, for fixed �i 2 C.J / and �i 2 Fix.� .�i ; ://I i D 1; : : : ; p;

there exists a continuous function � W C.J / ! L1 such that

�.�/ 2 Fix.� .�; :/I for all � 2 C.J /; (4.27)

�.�/ D �i I i D 1; : : : ; p: (4.28)

We shall prove that

Fix.� .�; :// D ˚
� 2 L1 W �.x; y/ 2 F.x; y; u�.x; y/;G.x; y; u�.x; y///I

a.e. .x; y/ 2 J g : (4.29)
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Denote by A.�/ the right-hand side of (4.29). If � 2 Fix.� .�; :// then there is
v 2 ˛.�; v/ such that � 2 ˇ.�; �; v/: Therefore, v.x; y/ 2 G.x; y; u�.x; y// and

�.x; y/ 2 F.x; y; u�.x; y/; v.x; y// � F.x; y; u�.x; y/;

�G.x; y; u�.x; y///I a.e. .x; y/ 2 J;

so that Fix.� .�; :// � A.�/: Let now � 2 A.�/: By Lemma 4.16, there exists a
selection v 2 L1 of the multifunction .x; y/ ! G.x; y; u�.x; y// satisfying

�.x; y/ 2 F.x; y; u�.x; y/; v.x; y//I a.e. .x; y/ 2 J:

Hence v 2 ˛.�; v/ and � 2 ˇ.�; �; v/ and thus � 2 � .�; u/; which implies that
A.�/ � Fix.� .�; :// and so that (4.29).

We next note that by .4:19:5/; the function T W L1 ! C.J /;

T .�/.x; y/ D 1

� .r1/� .r2/

aZ

0

bZ

0

.a � s/r1�1.b � t/r2�1

� f .x; y; s; t; �.s; t//dtdsI .x; y/ 2 J;
is continuous and one has

S.�/ D �C T .Fix.� .�; :///I � 2 C.J /: (4.30)

Since Fix.� .�; :// is nonempty and arcwise connected in L1; the set S.�/ has
the same properties in C.J /:

2. Let �i 2 C.J / and let ui 2 S.�i /I i D 1; : : : ; p be fixed. By (4.30) there exists
vi 2 Fix.� .�i ; :// such that

ui D �i C T .vi /I i D 1; : : : ; p:

If � W C.J / ! L1 is a continuous function satisfying (4.27) and (4.28) we define,
for every � 2 C.J /;

S.�/ D �C T .�.�//:

Obviously, the function s W C.J / ! C.J / is continuous, s.�/ 2 S.�/ for all
� 2 C.J /; and

S.�i/ D �i C T .�.�i// D �i C T .vi / D ui I i D 1; : : : ; p:

3. Let u1; u2 2 S D S
�2M S.�/ and choose �i 2 MI i D 1; 2 such that

ui 2 S.�i /I i D 1; 2: From the conclusion of 2 we deduce the existence of
a continuous function s W C.J / ! S.J / satisfying s.�i / D ui I i D 1; 2 and
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s.�/ 2 S.�/I � 2 C.J /: Let h W Œ0; 1	 ! C.J / be a continuous function such
that h.0/ D �1 and h.1/ D �2: Then the function s ı h W Œ0; 1	 ! C.J / is
continuous and verifies

s ı h.0/ D u1; s ı h.1/ D u2;

s ı h.�/ 2 S.h.�// � S I � 2 C.J /:
ut

Corollary 4.20. Consider the following Fredholm-type integral inclusion:

u.x; y/ D �.x; y/C
aZ

0

bZ

0

f .x; y; s; t; �.s; t//dtds; (4.31)

�.x; y/ 2 F
�
x; y; u.x; y/;G

�
x; y; u.x; y/

��
I if .x; y/ 2 J WD Œ0; a	 � Œ0; b	:

(4.32)

Suppose that Hypotheses (4.19.1)–(4.19.5) hold. Then,

1. For every � 2 C.J /; the solution set S 0.�/ of problems (4.31) and (4.32) is
nonempty and arcwise connected in the space C.J /:

2. For any �i 2 C.J / and any ui 2 S 0.�/I i D 1; : : : ; p; there exists a continuous
function s0 W C.J / ! C.J / such that s0.�/ 2 S 0.�/ for any � 2 C.J / and
s0.�i / D ui I i D 1; : : : ; p:

3. The set S 0 D [�2C.J /S 0.�/ is arcwise connected in the space C.J /:

4.4 Upper and Lower Solutions Method for Partial
Differential Inclusions

4.4.1 Introduction

This section deals with the existence of solutions to the Darboux problem for the
fractional order hyperbolic differential inclusion

.cDr
0u/.x; y/ 2 F.x; y; u.x; y//; if .x; y/ 2 J; (4.33)

u.x; 0/ D '.x/; x 2 Œ0; a	; u.0; y/ D  .y/; y 2 Œ0; b	; (4.34)

where J D Œ0; a	 � Œ0; b	; a; b > 0; F W J � R
n ! P.Rn/ is a compact-valued

multivalued map and '; are as in problems (4.10) and (4.11)
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4.4.2 Main Result

Let us start by defining what we mean by a solution of problem (4.33) and (4.34).

Definition 4.21. A function u 2 C.J;Rn/ is said to be a solution of (4.33) and
(4.34), if there exists a function f 2 L1.J;Rn/ with f .x; y/ 2 F.x; y; u.x; y//
such that .cDr

0u/.x; y/ D f .x; y/; and u satisfies the (4.34) on J:

Let z; Nz 2 C.J;Rn/ be such that

z.x; y/ D .z1.x; y/; z2.x; y/; : : : ; zn.x; y//; .x; y/ 2 J
and

Nz.x; y/ D .Nz1.x; y/; Nz2.x; y/; : : : ; Nzn.x; y//; .x; y/ 2 J:
The notation z � Nz means that

zi .x; y/ � Nzi .x; y/; i D 1; : : : ; n:

Theorem 4.22. Assume that the following hypotheses:

(4.22.1) F W J � R
n �! Pcp;cv.R

n/ is L1-Carathéodory
(4.22.2) There exists l 2 C.J;RC/ such that

Hd.F.x; y; u/; F .x; y; u// � l.x; y/ku � uk for every u; u 2 R
n

and

d.0; F.x; y; 0// � l.x; y/; a.e. .x; y/ 2 J
(4.22.3) There exist v and w 2 C.J;Rn/; lower and upper solutions for the prob-

lems (4.33) and (4.34) such that v.x; y/ � w.x; y/ for each .x; y/ 2 J
hold. Then problem (4.33) and (4.34) has at least one solution u such that

v.x; y/ � u.x; y/ � w.x; y/ for all .x; y/ 2 J:

Proof. Transform problem (4.33) and (4.34) into a fixed-point problem. Consider
the following modified problem:

.cDr
0u/.x; y/ 2 F.x; y; g.u.x; y///; if .x; y/ 2 J; (4.35)

u.x; 0/ D '.x/; u.0; y/ D  .y/; x 2 Œ0; a	 and y 2 Œ0; b	; (4.36)

where g W C.J;Rn/ �! C.J;Rn/ be the truncation operator defined by
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.gu/.x; y/ D
8
<

:

v.x; y/; u.x; y/ < v.x; y/;
u.x; y/; v.x; y/ � u.x; y/ � w.x; y/;
w.x; y/; u.x; y/ > w.x; y/:

A solution to (4.35) and (4.36) is a fixed point of the operator G W C.J;Rn/ �!
P.C.J;Rn// defined by

G.u/ D

8
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
:

h 2 C.J;Rn/ W
h.x; y/ D �.x; y/

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t/dtds; .x; y/ 2 J ;

where f 2 QSF;g.u/ D ff 2 SF;g.u/ W f .x; y/ � f1.x; y/ on A1 and f .x; y/ �
f2.x; y/ on A2g; A1 D f.x; y/ 2 J W u.x; y/ < v.x; y/ � w.x; y/g; A2 D
f.x; y/ 2 J W u.x; y/ � w.x; y/ < u.x; y/g:
Remark 4.23. (A) For each u 2 C.J;Rn/, the set QSF;g.u/ is nonempty. In fact,

.4:15:1/ implies that there exists f3 2 SF;g.u/, so we set

f D f1A1 C f2A2 C f3A3 ;

where Ai is the characteristic function of Ai I i D 1; 2; and

A3 D f.x; y/ 2 J W v.x; y/ � u.x; y/ � w.x; y/g:

Then, by decomposability, f 2 QSF;g.u/;
(B) By the definition of g it is clear that F.:; :; g.u/.:; :// is an L1-Carathéodory

multivalued map with compact convex values and there exists �1 2 C.J;RC/
such that

kF.x; y; g.u.x; y///kP � �1.x; y/ for each u 2 R
n:

Set

� D k�k1 C ar1br2��
1

� .r1 C 1/� .r2 C 1/
;

where

��
1 D supf�1.x; y/ W .x; y/ 2 J g

and

D D fu 2 C.J;Rn/ W kuk1 � �g:
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Clearly D is a closed convex subset of C.J;Rn/ and that G maps D into D: We
shall show thatD satisfies the assumptions of Lemma 2.38. The proof will be given
in several steps.

Step 1: G.u/ is convex for each u 2 D. Indeed, if h1; h2 belong toG.u/, then there
exist u1; u2 2 SF;g.u/ such that for each .x; y/ 2 J we have

hi .x; y/ D �.x; y/

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1ui .s; t/dtds; i D 1; 2:

Let 0 � � � 1. Then, for each .x; y/ 2 J , we have

.�h1 C .1� �/h2/.x; y/ D �.x; y/C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�Œ�u1.s; t/C .1 � �/u2.s; t/	dtds:

Since QSF;g.u/ is convex (because F has convex values), we have

�h1 C .1 � �/h2 2 G.u/:

Step 2: G.D/ is bounded. This is clear since G.D/ � D and D is bounded.

Step 3: G.D/ is equicontinuous. Let .x1; y1/; .x2; y2/ 2 J; x1 < x2 and y1 < y2;
let u 2 D and h 2 G.u/, then there exists z 2 SF;g.u/ such that for each .x; y/ 2 J
we have

kh.x2; y2/ �h.x1; y1/k

D
�
�
��.x2; y2/ � �.x1; y1/C 1

� .r1/� .r2/

x1Z

0

y1Z

0

Œ.x2 � s/r1�1.y2 � t/r2�1

�.x1 � s/r1�1.y1 � t/r2�1	z.s; t/dsdt

C 1

� .r1/� .r2/

x1Z

0

y2Z

y1

.x2 � s/r1�1.y2 � t/r2�1z.s; t/dtds

C 1

� .r1/� .r2/

x2Z

x1

y1Z

0

.x2 � s/r1�1.y2 � t/r2�1z.s; t/dtds
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C 1

� .r1/� .r2/

x2Z

x1

y2Z

y1

.x2 � s/r1�1.y2 � t/r2�1z.s; t/dtds
�
�
�

� k�.x1; y1/ � �.x2; y2/k

C ��
1

� .r1 C 1/� .r2 C 1/
Œ2y

r2
2 .x2 � x1/

r1 C 2x
r1
2 .y2 � y1/

r2

Cxr11 yr21 � x
r1
2 y

r2
2 � 2.x2 � x1/

r1.y2 � y1/r2	:

As x1 �! x2 and y1 �! y2, the right-hand side of the above inequality tends to
zero. As a consequence of Steps 1–3 together with the Arzelá–Ascoli theorem, we
can conclude that G W D �! P.D/ is compact.

Step 4: G has a closed graph. Let un ! u�; hn 2 G.un/, and hn ! h�. We need
to show that h� 2 G.u�/.
hn 2 G.un/ means that there exists zn 2 QSF;g.un/ such that, for each .x; y/ 2 J;

hn.x; y/ D �.x; y/C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1zn.s; t/dtds:

We must show that there exists z� 2 QSF;g.u�/ such that, for each .x; y/ 2 J ,

h�.x; y/ D �.x; y/C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1z�.s; t/dtds:

Since F.x; y; �/ is upper semicontinuous, then for every " > 0, there exist n0.�/ � 0

such that for every n � n0; we have

fn.x; y/ 2 F.x; y; un.x; y// � F.x; y; u�.x; y//C "B.0; 1/; a.e. .x; y/ 2 J:

Since F.:; :; :/ has compact values, then there exists a subsequence fnm such that

fnm.�; �/ ! f�.�; �/ as m ! 1

and
f�.x; y/ 2 F.x; y; u�/.x; y/; a.e. .x; y/ 2 J:

For every w 2 F.x; y; u�.x; y//, we have

kfnm.x; y/ � u�.x; y/k � kfnm.x; y/ � wk C kw � f�.x; y/k:
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Then

kfnm.x; y/ � f�.x; y/k � d
�
fnm.x; y/; F.x; y; u�.x; y//

�
:

By an analogous relation, obtained by interchanging the roles of fnm and f�, it
follows that

kfnm.x; y/ � u�.x; y/k � Hd.F.x; y; un.x; y//; F.x; y; u�.x; y//
� l.x; y/kun � u�k1:

Then

khnm.x; y/ � h�.x; y/k � 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1kfnm.s; t/

�f�.s; t/kdtds

� kunm � u�k1
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1l.s; t/dtds

� ar1br2l�

� .r1 C 1/� .r2 C 1/
kunm � u�k1;

where

l� D supfl.x; y/ W .x; y/ 2 J g:
Hence

khnm � h�k1 � ar1br2l�

� .r1 C 1/� .r2 C 1/
kunm � u�k1 ! 0 as m ! 1:

Step 5: The solution u of (4.35) and (4.36) satisfies

v.x; y/ � u.x; y/ � w.x; y/ for all .x; y/ 2 J:

We prove that
u.x; y/ � w.x; y/ for all .x; y/ 2 J:

Assume that u � w attains a positive maximum on J at .x; y/ 2 J I i.e.,

.u � w/.x; y/ D maxfu.x; y/ � w.x; y/ W .x; y/ 2 J g > 0:

We distinguish the following cases.
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Case 1 If .x; y/ 2 .0; a/ � Œ0; b	 there exists .x�; y�/ 2 .0; a/ � Œ0; b	 such that

Œu.x; y�/� w.x; y�/	C Œu.x�; y/ � w.x�; y/	

� Œu.x�; y�/� w.x�; y�/	 � 0I for all .x; y/ 2 .Œx�; x	� fy�g/[ .fx�g � Œy�; b	/
(4.37)

and
u.x; y/ � w.x; y/ > 0; for all .x; y/ 2 .x�; x	 � Œy�; b	: (4.38)

By the definition of g one has

cDr
0u.x; y/ 2 F.x; y; g.u.x; y/// for all .x; y/ 2 Œx�; x	 � Œy�; b	;

then there exists f 2 F.x; y; g.u.x; y/// such that

cDr
0u.x; y/ D f .x; y/ for all .x; y/ 2 Œx�; x	 � Œy�; b	:

An integration on Œx�; x	 � Œy�; y	 for each .x; y/ 2 Œx�; x	 � Œy�; b	 yields

u.x; y/C u.x�; y�/� u.x; y�/ � u.x�; y/

D 1

� .r1/� .r2/

xZ

x�

yZ

y�

.x � s/r1�1.y � t/r2�1f .s; t/dtds: (4.39)

From (4.39) and using the fact that w is an upper solution to (3.1)–(3.2) we get

u.x; y/Cu.x�; y�/�u.x; y�/�u.x�; y/ � w.x; y/Cw.x� ; y�/�w.x; y�/�w.x�; y/;

which gives

Œu.x; y/ � w.x; y/	 � Œu.x; y�/ � w.x; y�/	C Œu.x�; y/ � w.x�; y/	

�Œu.x�; y�/ � w.x�; y�/	: (4.40)

Thus from (4.37), (4.38) and (4.40) we obtain the contradiction

0 < Œu.x; y/ � w.x; y/	

� Œu.x; y�/� w.x; y�/	C Œu.x�; y/� w.x�; y/	 � Œu.x�; y�/� w.x�; y�/	 � 0I
for all .x; y/ 2 Œx�; x	 � Œy�; b	:



150 4 Partial Hyperbolic Functional Differential Inclusions

case 2 If x D 0; then w.0; y/ < u.0; y/ � w.0; y/ which is a contradiction. Thus

u.x; y/ � w.x; y/ for all .x; y/ 2 J:

Analogously, we can prove that u.x; y/ � v.x; y/; for all .x; y/ 2 J: This shows
that the problems (4.35) and (4.36) have a solution u satisfying v � u � w which is
a solution of (4.33) and (4.34). ut

4.5 Partial Functional Differential Inclusions
with Infinite Delay

4.5.1 Introduction

This section deals with the existence of solutions to fractional order IVP , for the
system

.cDr
0u/.x; y/ 2 F.x; y; u.x;y//; if .x; y/ 2 J; (4.41)

u.x; y/ D �.x; y/; if .x; y/ 2 QJ 0; (4.42)

u.x; 0/ D '.x/; x 2 Œ0; a	; u.0; y/ D  .y/; y 2 Œ0; b	; (4.43)

where J D Œ0; a	 � Œ0; b	; a; b > 0; QJ 0 D .�1; a	 � .�1; b	n.0; a	 � .0; b	; F W
J � B ! P.Rn/ is a multivalued map with compact, convex values, P.Rn/ is the
family of all subsets of Rn; � W QJ 0 ! R

n is a given continuous function, '; are as
in problem (3.1)–(3.3) and B is a phase space. Next we consider the following IVP
for partial neutral functional differential inclusions:

cDr
0Œu.x; y/ � g.x; y; u.x;y//	 2 F.x; y; u.x;y//; if .x; y/ 2 J; (4.44)

u.x; y/ D �.x; y/; if .x; y/ 2 QJ 0; (4.45)

u.x; 0/ D '.x/; x 2 Œ0; a	; u.0; y/ D  .y/; y 2 Œ0; b	; (4.46)

where F; �; ';  are as in problem (4.41)–(4.43) and g W J �B ! P.Rn/ is a given
continuous function.

4.5.2 Main Results

Let us start by defining what we mean by a solution of the problem (4.41)–(4.43).
Let the space

˝ W D fu W .�1; a	 � .�1; b	 ! R
n W u.x;y/ 2 B for .x; y/

2 E and ujJ is continuousg:
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Definition 4.24. A function u 2 ˝ is said to be a solution of (4.41)–(4.43) if
there exists a function f 2 L1.J;Rn/ with f .x; y/ 2 F.x; y; u.x;y// such that
.cDr

0u/.x; y/ D f .x; y/ and u satisfies (4.43) on J and the condition (4.42) on QJ 0:

Theorem 4.25. Assume that

(4.25.1) F W J � B ! Pcp;cv.R
n/ is a Carathéodory multivalued map

(4.25.2) There exists l 2 L1.J;R/ such that

Hd.F.x; y; u/; F .x; y; u// � l.x; y/ku � ukB for every u; u 2 B

and
d.0; F.x; y; 0// � l.x; y/; a.e. .x; y/ 2 J:

Then the IVP (4.41)–(4.43) has at least one solution on .�1; a	 � .�1; b	:

Proof. Let l� D klkL1 . Transform the problems (4.41)–(4.43) into a fixed-point
problem. Consider the multivalued operatorN W ˝ ! P.˝/ defined by

N.x; y/ D fh 2 ˝g;

such that

h.x; y/ D

8
ˆ̂
<

ˆ̂
:

�.x; y/; .x; y/ 2 QJ 0;

�.x; y/

C 1
� .r1/� .r2/

xR

0

yR

0

.x � s/r1�1.y � t /r2�1f .s; t/dtds; f 2 SF;u; .x; y/ 2 J:

Let v.:; :/ W .�1; a	 � .�1; b	 ! R
n: be a function defined by,

v.x; y/ D
	
�.x; y/; .x; y/ 2 QJ 0;
�.x; y/; .x; y/ 2 J:

Then v.x;y/ D � for all .x; y/ 2 E: For each w 2 C.J;Rn/ with w.0; 0/ D 0; we
denote by w the function defined by

w.x; y/ D
	
0; .x; y/ 2 QJ 0;
w.x; y/ .x; y/ 2 J:

If u.:; :/ satisfies the integral equation

u.x; y/ D �.x; y/C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t/dtds;

we can decompose u.:; :/ as u.x; y/ D w.x; y/Cv.x; y/I .x; y/ 2 J;which implies
u.x;y/ D w.x;y/ C v.x;y/; for every .x; y/ 2 J; and the function w.:; :/ satisfies
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w.x; y/ D 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t/dtds;

where f 2 SF;w.s;t /Cv.s;t / : Set

C0 D fw 2 C.J;Rn/ W w.x; y/ D 0 for .x; y/ 2 Eg;

and let k:k.a;b/ be the seminorm in C0 defined by

kwk.a;b/ D sup
.x;y/2E

kw.x;y/kB C sup
.x;y/2J

kw.x; y/k D sup
.x;y/2J

kw.x; y/k; w 2 C0:

C0 is a Banach space with norm k:k.a;b/: Let the operator P W C0 ! P.C0/ be
defined by

.Pw/.x; y/ D fh 2 C0g;
such that

h.x; y/ D 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t/dtds; .x; y/ 2 J;

where f 2 SF;w.s;t /Cv.s;t / : Obviously, that the operator N has a fixed point is
equivalent to P has a fixed point .

Step 1: P.u/ is convex for each u 2 C0. Indeed, if h1; h2 belong to P.u/, then
there exist f1; f2 2 SF;w.s;t /Cv.s;t / such that for each .x; y/ 2 J we have

hi .x; y/ D 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1fi .s; t/dtds; i D 1; 2:

Let 0 � � � 1: Then, for each .x; y/ 2 J; we have

.�h1 C .1� �/h2/.x; y/ D 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�Œ�f1.s; t/C .1 � �/f2.s; t/	dtds:

Since QSF;w.s;t /Cv.s;t / is convex (because F has convex values), we have

�h1 C .1 � �/h2 2 P.u/:
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Step 2: P maps bounded sets into bounded sets in C0. Indeed, it is enough to
show that there exists a positive constant ` such that, for each z 2 B
 D fu 2
C0 W kzk � 
g; one has kP.z/k � `: Let z 2 B
 and h 2 P.z/. Then there exists
f 2 SF;w.s;t /Cv.s;t / ; such that, for each .x; y/ 2 J; we have

h.x; y/ D 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t/dtds:

Then, for each .x; y/ 2 J;

kh.x; y/k � 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1kf .s; t/kdtds

� 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1l.s; t/

�.1C kw.s;t / C v.s;t /kB/dtds

� l�.1C 
�/
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1dtds

� ar1br2l�.1C 
�/
� .r1 C 1/� .r2 C 1/

;

where

kw.s;t / C v.s;t /kB � kw.s;t /kB C kv.s;t /kB
� K
CM k�kB D 
�:

Step 3: P.B
/ is equicontinuous. Let P.B
/ as in Step 2 and let .x1; y1/; .x2; y2/
2 J; x1 < x2 and y1 < y2; let u 2 B
 and h 2 P.u/, then there exists f 2
SF;w.s;t /Cv.s;t / such that for each .x; y/ 2 J we have

kh.x2; y2/� h.x1; y1/k

D
�
�
�

1

� .r1/� .r2/

x1Z

0

y1Z

0

Œ.x2 � s/r1�1.y2 � t/r2�1 � .x1 � s/r1�1.y1 � t/r2�1	

�f .s; t/dtds C 1

� .r1/� .r2/

x2Z

x1

y2Z

y1

.x2 � s/r1�1.y2 � t/r2�1f .s; t/dtds
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C 1

� .r1/� .r2/

x1Z

0

y2Z

y1

.x2 � s/r1�1.y2 � t/r2�1f .s; t/dtds

C 1

� .r1/� .r2/

x2Z

x1

y1Z

0

.x2 � s/r1�1.y2 � t/r2�1f .s; t/dtds
�
�
�

� l�.1C 
�/
� .r1 C 1/� .r2 C 1/

Œ2y
r2
2 .x2 � x1/

r1 C 2x
r1
2 .y2 � y1/r2

Cxr11 yr21 � x
r1
2 y

r2
2 � 2.x2 � x1/

r1.y2 � y1/r2 	:

As x1 �! x2 and y1 �! y2, the right-hand side of the above inequality tends to
zero. As a consequence of Steps 1–3 together with the Arzelá–Ascoli theorem, we
can conclude that N W C0 �! Pcp.C0/ is completely continuous.

Step 4: P has a closed graph. Let un ! u�; hn 2 P.un/, and hn ! h�. We need
to show that h� 2 P.u�/. hn 2 P.un/ means that there exists fn 2 SF;w.s;t /Cv.s;t /
such that, for each .x; y/ 2 J ,

hn.x; y/ D 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1fn.s; t/dtds:

We must show that there exists f� 2 QSF;w.s;t /Cv.s;t // such that, for each .x; y/ 2 J ,

h�.x; y/ D 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1f�.s; t/dtds:

Since F.x; y; �/ is upper semicontinuous, then for every " > 0, there exist n0.�/ � 0

such that for every n � n0; we have

fn.x; y/ 2 F.x; y;wn.x; y/Cv.x;y// � F.x; y;w�.x;y//C"B.0; 1/; a.e. .x; y/ 2 J:
Since F.:; :; :/ has compact values, then there exists a subsequence fnm such that

fnm.�; �/ ! f�.�; �/ as m ! 1

and
f�.x; y/ 2 F.x; y;w�.x; y/C v.x;y//; a.e. .x; y/ 2 J:

Then for every w 2 F.x; y;w.x; y/C v.x;y//, we have

kfnm.x; y/ � f�.x; y/k � kfnm.x; y/ � wk C kw � f�.x; y/k:
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Then

kfnm.x; y/ � f�.x; y/k � d
�
fnm.x; y/; F.x; y;w�.x; y/C v.x;y//

�
:

By an analogous relation, obtained by interchanging the roles of fnm and f�, it
follows that

kfnm.x; y/�f�.x; y/k � Hd

�
F.x; y;wn.x; y/Cv.x;y//; F .x; y;w�.x; y/Cv.x;y//

�

� l.x; y/kwn�w�kB:

Then

khnm.x; y/ � h�.x; y/k � 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1kwnm.s; t/

�w�.s; t/kdtds

� kwnm � w�k.a;b/
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1l.s; t/dtds

� ar1br2 l�

� .r1 C 1/� .r2 C 1/
kwnm � w�k.a;b/:

Hence

khnm � h�k.a;b/ � ar1br2l�

� .r1 C 1/� .r2 C 1/
kwnm � w�k.a;b/ ! 0 as m ! 1:

Step 5: (A priori bounds). We now show there exists an open set U � C0 with
w 2 �P.w/; for � 2 .0; 1/ and w 2 @U: Let w 2 C0 and w 2 �P.w/ for some
0 < � < 1: Thus there exists f 2 SF;w.s;t /Cv.s;t / such that, for each .x; y/ 2 J;

w.x; y/ D �

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t/dtds:

This implies by .4:25:2/ that, for each .x; y/ 2 J; we have

kw.x; y/k � 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�l.s; t/.1C kw.s;t / C v.s;t /kB/dtds
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� l�ar1br2
� .r1 C 1/� .r2 C 1/

C l�

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1kw.s;t / C v.s;t /kBdtds:

But

kw.s;t / C v.s;t /kB � kw.s;t /kB C kv.s;t /kB
� K supfw.Qs; Qt/ W .Qs; Qt / 2 Œ0; s	 � Œ0; t 	g CM k�kB: (4.47)

If we name z.s; t/ the right-hand side of (4.47), then we have

kw.s;t / C v.s;t /kB � z.x; y/;

and therefore, for each .x; y/ 2 J , we obtain

kw.x; y/k � l�ar1br2
� .r1 C 1/� .r2 C 1/

C l�

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1z.s; t/dtds: (4.48)

Using the above inequality and the definition of z we have that

z.x; y/ � M k�kB C Kl�ar1br2
� .r1 C 1/� .r2 C 1/

C Kl�

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1z.s; t/dtds;

for each .x; y/ 2 J: Then, Lemma 2.43 implies there exists ı D ı.r1; r2/

kz.x; y/k � RC ı
RKl�

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1dtds;

where

R D M k�kB C Kl�ar1br2
� .r1 C 1/� .r2 C 1/

:

Hence

kzk1 � RC RıKl�ar1br2
� .r1 C 1/� .r2 C 1/

WD fM:
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Then, (4.48) implies that

kwk1 � l�ar1br2
� .r1 C 1/� .r2 C 1/

.1CfM/ WD M �:

Set
U D fw 2 C0 W kwk.a;b/ < M � C 1g:

P W U ! C0 is continuous and completely continuous. By Theorem 2.33 and
our choice of U; there is no w 2 @U such that w 2 �P.w/; for � 2 .0; 1/: As a
consequence of the nonlinear alternative of Leray–Schauder type [136], we deduce
that N has a fixed point which is a solution to problems (4.41)–(4.43). ut

Now we present a similar existence result for the problems (4.44)–(4.46).

Definition 4.26. A function u 2 ˝ is said to be a solution of (4.44)–(4.46) if
there exists f 2 F.x; y; u.x;y// such that u satisfies the equations cDr

0Œu.x; y/ �
g.x; y; u.x;y//	 D f .x; y/ and (4.46) on J and the condition (4.45) on QJ 0:

Theorem 4.27. Assume (4.25.1) and (4.25.2) and the following condition holds:

(4.27.1) The function g is continuous and completely continuous, and for any
bounded set B in ˝; the set f.x; y/ ! g.x; y; u/ W u 2 Bg; is
equicontinuous in C.J; IRn/; and there exist constants d1; d2 � 0 such
that 0 � Kd1 <

1
4

and

kg.x; y; u/k � d1kukB C d2; .x; y/ 2 J; u 2 B:

Then the IVP (4.44)–(4.46) have at least one solution on .�1; a	 � .�1; b	:

Proof. Consider the operatorN1 W ˝ ! P.˝/ defined by

.N1u/.x; y/ D

8
ˆ̂
ˆ̂
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
ˆ̂
ˆ̂
:̂

h 2 ˝ W h.x; y/ D

8
ˆ̂
ˆ̂
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
ˆ̂
ˆ̂
:̂

�.x; y/; .x; y/ 2 QJ 0;
�.x; y/C g.x; y; u.x;y//
�g.x; 0; u.x;0// � g.0; y; u.0;y//
Cg.0; 0; u.0;0//
C 1
� .r1/� .r2/

xR

0

yR

0

.x � s/r1�1

.y � t/r2�1f .s; t/dtds; .x; y/ 2 J;

9
>>>>>>>>>=

>>>>>>>>>;

;

where f 2 SF;u: In analogy to Theorem 4.25, we consider the operator P1 W C0 !
P.C0/ defined by

.P1u/.x; y/ D

8
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
:̂

h 2 ˝ W h.x; y/ D

8
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
:̂

0; .x; y/ 2 QJ 0;
g.x; y;w.x;y/ C v.x;y//
�g.x; 0;w.x;0/ C v.x;0//
�g.0; y;w.0;y/
Cv.0;y//C g.0; 0;w.0;0/ C v.0;0//

C 1
� .r1/� .r2/

xR

0

yR

0

.x � s/r1�1

.y � t/r2�1f .s; t/dtds; .x; y/ 2 J;

9
>>>>>>>>>>>=

>>>>>>>>>>>;

;
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where f 2 SF;wCv:We shall show that the operatorP1 is continuous and completely
continuous. Using .4:27:1/ it suffices to show that the operator P2 W C0 ! P.C0/
defined by

.P2u/.x; y/ D

8
ˆ̂
<

ˆ̂
:
h 2 ˝ W h.x; y/ D

8
ˆ̂
<

ˆ̂
:

0; .x; y/ 2 QJ 0;
1

� .r1/� .r2/

xR

0

yR

0

.x � s/r1�1

.y � t/r2�1f .s; t/dtds; .x; y/ 2 J;

9
>>=

>>;
;

is continuous and completely continuous. This was proved in Theorem 4.25. We
now show that there exists an open set U � C0 with w 2 �P1.w/; for � 2 .0; 1/

and w 2 @U: Let w 2 C0 and w 2 �P1.w/ for some 0 < � < 1: Thus for each
.x; y/ 2 J;

w.x; y/ D �Œg.x; y;w.x;y/ C v.x;y//� g.x; 0;w.x;0/ C v.x;0//

�g.0; y;w.0;y/ C v.0;y//C g.0; 0;w.0;0/ C v.0;0//	

C �

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t/dtds;

where f 2 F.x; y;w C v/: Then

kw.x; y/k � 4d1kw.x;y/ C v.x;y/kB C l�ar1br2
� .r1 C 1/� .r2 C 1/

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x�s/r1�1.y�t/r2�1l.s; t/kw.s;t / C v.s;t /kBdtds:

Using the above inequality and the definition of z we have that

kzk1 � R1 C R1ı.r1; r2/Kl
��ar1br2

.1 � 4d1K/� .r1 C 1/� .r2 C 1/
WD L;

where

R1 D 1

1 � 4d1K
�

8d2K C Kl�ar1br2
� .r1 C 1/� .r2 C 1/



and

l�� D l�

1 � 4d1K :
Then

kwk1 � 4d1k�kB C 8d2 C 4Ld1 C ar1br2 l�.1C L/

� .r1 C 1/� .r2 C 1/
WD L�:
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Set
U1 D fw 2 C0 W kwk.a;b/ < L� C 1g:

By Theorem 2.33 and our choice of U1; there is no w 2 @U such that w 2 �P2.w/;
for � 2 .0; 1/: As a consequence of the nonlinear alternative of Leray–Schauder
type [136], we deduce that N1 has a fixed point which is a solution to problems
(4.44)–(4.46). ut

4.5.3 An Example

As an application of our results we consider the following partial hyperbolic
functional differential inclusion of the form:

.cDr
0u/.x; y/ 2 F.x; y; u.x;y//; if .x; y/ 2 J WD Œ0; 1	 � Œ0; 1	; (4.49)

u.x; y/ D �.x; y/; .x; y/ 2 .�1; 1	 � .�1; 1	n.0; 1	 � .0; 1	; (4.50)

Let � � 0 and consider the phase space B� defined in the example of Sect. 3.7. Set

F.x; y; u.x;y// D fu 2 R W f1.x; y; u.x;y// � u � f2.x; y; u.x;y//g;

where f1; f2 W Œ0; 1	 � Œ0; 1	 � B� ! R: We assume that for each .x; y/ 2
J; f1.x; y; :/ is lower semicontinuous (i.e., the set fz 2 B� W f1.x; y; z/ > �g is
open for each � 2 R), and assume that for each .x; y/ 2 J; f2.x; y; :/ is upper
semicontinuous (i.e., the set fz 2 B� W f2.x; y; z/ < �g is open for each � 2 R).
Assume that there are l 2 L1.J;RC/ and � W Œ0;1/ ! .0;1/ continuous and
nondecreasing such that

max.jf1.x; y; z/j; jf2.x; y; z/j/ � l.x; y/�.jzj/; for a.e. .x; y/ 2 J and all z 2 B� :

It is clear that F is compact and convex valued, and it is upper semi-continuous (see
[104]). Since all the conditions of Theorem 4.25 are satisfied, problems (4.49) and
(4.50) have at least one solution defined on .�1; 1	 � .�1; 1	:

4.6 Fractional Order Riemann–Liouville Integral Inclusions
with two Independent Variables and Multiple Time Delay

4.6.1 Introduction

This section deals with the existence and uniqueness of solutions for the following
system of fractional integral inclusions:
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u.x; y/�
mX

iD1

bi .x; y/u.x��i ; y��i / 2 I r0 F.x; y; u.x; y//I if .x; y/ 2 J W DŒ0; a	� Œ0; b	; (4.51)

u.x; y/ D ˚.x; y/I if .x; y/ 2 QJ WD Œ��; a	 � Œ��; b	n.0; a	 � .0; b	; (4.52)

where a; b > 0; �i ; �i � 0I i D 1; : : : ; m; � D max
iD1;:::;mf�ig; � D max

iD1;:::;mf�i g; F W
J � R

n ! P.Rn/ is a set-valued function with nonempty values in R
n; P.Rn/ is

the family of all nonempty subsets of Rn; I r0 F.x; y; u.x; y// is the definite integral
for the set-valued functions F of order r D .r1; r2/ 2 .0;1/ � .0;1/; bi W J !
R
nI i D 1 � � �m; and ˚ W QJ ! R

n are given continuous functions such that

˚.x; 0/ D
mX

iD1
bi .x; 0/˚.x � �i ;��i/I x 2 Œ0; a	

and

˚.0; y/ D
mX

iD1
bi .0; y/˚.��i ; y � �i/I y 2 Œ0; b	:

We establish the existence results for the problems (4.51) and (4.52) when the right-
hand side is convex as well as when it is nonconvex valued. Our approach is based on
appropriate fixed-point theorems, namely, Bohnenblust–Karlin fixed-point theorem
for the convex case and Covitz–Nadler for the nonconvex case. This approach is
now standard; however, its utilization is new in the framework of the considered
integral inclusions.

4.6.2 Existence of Solutions

Let C WD C.Œ��; a	 � Œ��; b	;Rn/ be the Banach space of all continuous functions
from Œ��; a	 � Œ��; b	 into R

n with the norm

kwkC D sup
.x;y/2Œ��;a	�Œ��;b	

kw.x; y/k:

Let us start by defining what we mean by a solution of the problems (4.51) and
(4.52).

Definition 4.28. A function u 2 C is said to be a solution of (4.51) and (4.52) if
there exists f 2 SF;u such that u satisfies the equation

u.x; y/ D
mX

iD1
bi .x; y/u.x � xi ; y � yi /C I r� f .x; y/

on J and condition (4.52) on QJ :
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Lemma 4.29 ([180]). Let X be a Banach space. Let F W J � X �! Pcp;cv.X/

be an L1-Carathéodory multivalued map and let� be a linear continuous mapping
from L1.J;X/ to C.J;X/; then the operator

� ı SF W C.J;X/ �! Pcp;cv.C.J;X//;

u 7�! .� ı SF /.u/ WD �.SF;u/

is a closed graph operator in C.J;X/ � C.J;X/:
Let F W J � R

n ! P.Rn/ be a set-valued function with nonempty values in R
n:

I r0 F.x; y; u.x; y// are the definite integral for the set-valued functionsF of order
r D .r1; r2/ 2 .0;1/ � .0;1/ which is defined as

I r0 F.x; y; u.x; y//

D
8
<

:
1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t/dtds W f .x; y/ 2 SF;u
9
=

;
:

Set

B D max
iD1���m

(

sup
.x;y/2J

kbi .x; y/k
)

:

Theorem 4.30 (Convex case). Assume

(4.30.1) The multifunction F is Carathéodory,
(4.30.2) There exist positive functions h; l 2 L1.J / such that

kF.x; y; u/kP � h.x; y/C l.x; y/kuk; a.e. .x; y/ 2 J for all u 2 R
n:

If

mB C ar1br2l�

� .1C r1/� .1C r2/
< 1;

where l� D klkL1 ; then the problems (4.51) and (4.52) have at least one solution
u on Œ��; a	 � Œ��; b	:
Proof. Transform the problems (4.51) and (4.52) into a fixed-point problem.
Consider the multivalued operatorN W C ! P.C / defined by

N.u/.x; y/ D

8
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
:̂

g 2 C W g.x; y/ D

8
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
:̂

˚.x; y/I .x; y/ 2 QJ ;
mX

iD1
bi .x; y/u.x � �i ; y � �i/

CI r� f .x; y/I f 2 SF;uI .x; y/ 2 J:

9
>>>>>=

>>>>>;

(4.53)
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Clearly, the fixed points of N are solutions to (4.51) and (4.52). Let

BR D fu 2 C W kukC � Rg

be a closed bounded and convex subset of C; where

R D Maxjj˚ jj; ar1br2h�

.1 �mB/� .1C r1/� .1C r2/ � ar1br2l�

and
h� D khkL1 :

We shall show that N satisfies the assumptions of Lemma 2.38. The proof will be
given by several steps.

Step 1: N.BR/ � BR: Let u 2 BR: We must show that N.u/ 2 BR: For each
g 2 N.u/; there exists f 2 SF;u such that, for each .x; y/ 2 J; we have

kg.x; y/k �
mX

iD1
kbi .x; y/kku.x � �i ; y � �i /k

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1kf .s; t/kdtds

� mBkuk C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1.h.s; t/

Cl.s; t/kuk/dtds

� mBRC ar1br2

� .1C r1/� .1C r2/
.h� C l�R/ D R;

and, for all .x; y/ 2 QJ and g.x; y/ 2 N.u/; we have

kg.x; y/k D k˚.x; y/k � R:

Thus, we get for all .x; y/ 2 Œ��; a	 � Œ��; b	 and g.x; y/ 2 N.u/; we have

kg.x; y/k � R:

Step 2: N.BR/ is a relatively compact set. We must show that N is a compact
operator. Since BR is a bounded closed and convex set andN.BR/ � BR; it follows
that N.BR/ is a bounded closed and convex set. Moreover, for 0 � x1 � x2 � a
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and 0 � y1 � y2 � b and u 2 BR; then for each g 2 N.u/; there exists f 2 SF;u
such that, for each .x; y/ 2 J; we have

kg.x1; y1/� g.x2; y2/k

�
mX

iD1
kbi .x1; y1/u.x1 � �i ; y1 � �i/ � bi .x2; y2/u.x2 � �i ; y2 � �i/k

C 1

� .r1/� .r2/

x1Z

0

y1Z

0

Œ.x2 � s/r1�1.y2 � t/r2�1

�.x1 � s/r1�1.y1 � t/r2�1	kf .s; t/kdtds

C 1

� .r1/� .r2/

x2Z

x1

y2Z

y1

.x2 � s/r1�1.y2 � t/r2�1kf .s; t/kdtds

C 1

� .r1/� .r2/

x1Z

0

y2Z

y1

.x2 � s/r1�1.y2 � t/r2�1kf .s; t/kdtds

C 1

� .r1/� .r2/

x2Z

x1

y1Z

0

.x2 � s/r1�1.y2 � t/r2�1kf .s; t/kdtds

� B

mX

iD1
ku.x1 � �i ; y1 � �i/ � u.x2 � �i ; y2 � �i/k

C h�

� .r1/� .r2/
Œ2y

r2
2 .x2 � x1/r1 C 2x

r1
2 .y2 � y1/

r2

Cxr11 yr21 � x
r1
2 y

r2
2 � 2.x2 � x1/

r1.y2 � y1/r2	:

As x1 �! x2 and y1 �! y2; the right-hand side of the above inequality tends to
zero. The equicontinuity for the cases x1 < x2 < 0; y1 < y2 < 0 and x1 � 0 � x2;

y1 � 0 � y2 is obvious. An application of Arzela–Ascoli theorem yields that N
maps BR into C a compact set in C; i.e., N W BR ! P.C / is a compact operator.
Thus N.BR/ is relatively compact.

Step 3: N is upper semicontinuous on BR: Let un ! u�; hn 2 N.un/ and hn !
h�: We need to show that h� 2 N.u�/:
hn 2 N.un/ means that there exists fn 2 SF;un such that
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8
ˆ̂
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
ˆ̂
:

hn.x; y/ D ˚.x; y/ .x; y/ 2 QJ ;
hn.x; y/ D

mX

iD1
bi .x; y/un.x � �i ; y � �i /

C 1
� .r1/� .r2/

xR

0

yR

0

.x � s/r1�1.y � t/r2�1fn.s; t/dtds .x; y/ 2 J:

We must show that there exists f� 2 SF;u�
such that

8
ˆ̂
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
ˆ̂
:

h�.x; y/ D ˚.x; y/ .x; y/ 2 QJ ;
h�.x; y/ D

mX

iD1
bi .x; y/u�.x � �i ; y � �i/

C 1
� .r1/� .r2/

xR

0

yR

0

.x � s/r1�1.y � t/r2�1f�.s; t/dtds .x; y/ 2 J:

Now, we consider the linear continuous operator

� W L1.Œ��; a	 � Œ��; b	/ �! C;

f 7�! �.f /.x; y/

such that
8
ˆ̂
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
ˆ̂
:

�.f /.x; y/ D ˚.x; y/ .x; y/ 2 QJ ;
�.f /.x; y/ D

mX

iD1
bi .x; y/u�.x � �i ; y � �i/

C 1
� .r1/� .r2/

xR

0

yR

0

.x � s/r1�1.y � t/r2�1f .s; t/dtds .x; y/ 2 J:

From Lemma 4.29, it follows that � ı SF is a closed graph operator. Clearly, for
each .x; y/ 2 J; we have

�
�
�
�
�

"

hn.x; y/ �
mX

iD1
bi .x; y/un.x � �i ; y � �i/

#

�
"

h�.x; y/ �
mX

iD1
bi .x; y/u�.x � �i ; y � �i/

#��
�
�
�

! 0 as n ! 1:

Moreover, from the definition of �; we have

"

hn.x; y/ �
mX

iD1
bi .x; y/un.x � �i ; y � �i/

#

2 �.SF;un/:
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Since un ! u�; it follows from Lemma 4.29 that, for some f� 2 �.SF;u�
/; we have

h�.x; y/ �
mX

iD1
bi .x; y/u�.x � �i ; y � �i/

D 1
� .r1/� .r2/

xR

0

yR

0

.x � s/r1�1.y � t/r2�1f�.s; t/dtds:

From Lemma 2.21, we can conclude that N is u.s.c.

Step 4: N has convex values. Let u 2 C and g1; g2 2 N.u/; then there exist
f1; f2 2 SF;u such that

gk.x; y/ D
mX

iD1
bi .x; y/u.x � �i ; y � �i/C I r� fk.x; y/I k D 1; 2:

Let 0 � � � 1; then for each .x; y/ 2 J; we have

Œ�g1 C .1 � �/g2	.x; y/ D
mX

iD1
bi .x; y/Œ�u.x � �i ; y � �i/

C.1 � �/u.x � �i ; y � �i/	
CI r� Œ�f1 C .1 � �/f2	.x; y/

D
mX

iD1
bi .x; y/u.x��i ; y��i/CI r� Œ�f1C.1��/f2	.x; y/;

and for each .x; y/ 2 QJ ; we have Œ�g1 C .1 � �/g2	.x; y/ D ˚.x; y/:

The convexity of SF;u andF.x; y; u/ implies that Œ�g1C.1��/g2	 2 N.u/:Hence
N.u/ is convex for each u 2 C: As a consequence of Lemma 2.38, we deduce that
N has a fixed point which is a solution for the problems (4.51) and (4.52). ut
Theorem 4.31 (Non-convex case). Assume

(4.31.1) The multifunction F W J � R
n ! Pcp.Rn/ has the property that

F.�; �; u/ W J ! Pcp.Rn/ is measurable for each u 2 R
n;

(4.31.2) There exists a positive functionm 2 L1.J / such that

Hd.F.x; y; u/; F .x; y; v// � m.x; y/ku � vk for every u; v 2 R
n;

and
d.0; F.x; y; 0// � m.x; y/; a.e. .x; y/ 2 J:
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If

mB C m�ar1br2
� .1C r1/� .1C r2/

< 1; (4.54)

wherem� D kmkL1 ; then problems (4.51) and (4.52) have at least one solution on
Œ��; a	 � Œ��; b	:
Proof. For each u 2 C the set SF;u is nonempty since by .4:31:1/; F has a
nonempty measurable selection (see [93], Theorem III.6). We shall show that N
defined in Theorem 4.30 satisfies the assumptions of Lemma 2.39. The proof will
be given in two steps.

Step 1: N.u/ 2 Pcl .C / for each u 2 C: Indeed, let .gn/n�0 2 N.u/ such that
gn �! g: Then, g 2 C and there exists fn 2 SF;u such that, for each .x; y/ 2 J;

8
ˆ̂
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
ˆ̂
:

gn.x; y/ D ˚.x; y/ .x; y/ 2 QJ ;
gn.x; y/ D

mX

iD1
bi .x; y/u.x � �i ; y � �i /

C 1
� .r1/� .r2/

xR

0

yR

0

.x � s/r1�1.y � t/r2�1fn.s; t/dtds .x; y/ 2 J:

Using the fact that F has compact values and from .4:31:2/; we may pass to a
subsequence if necessary to get that fn.:; :/ converges weakly to f in L1w.J / (the
space endowed with the weak topology). An application of a standard argument
shows that fn.:; :/ converges strongly to f and hence f 2 SF;u: Then, for each
.x; y/ 2 Œ��; a	 � Œ��; b	; gn.x; y/ ! g.x; y/; where

8
ˆ̂
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
ˆ̂
:

g.x; y/ D ˚.x; y/ .x; y/ 2 QJ ;
g.x; y/ D

mX

iD1
bi .x; y/u.x � �i ; y � �i/

C 1
� .r1/� .r2/

xR

0

yR

0

.x � s/r1�1.y � t/r2�1f .s; t/dtds .x; y/ 2 J:

So, g 2 N.u/:
Step 2: There exists � < 1 such thatHd.N.u/; N.v// � �ku � vkC for each u; v 2
C: Let u; v 2 C and g 2 N.u/: Then, there exists f 2 SF;u such that

8
ˆ̂
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
ˆ̂
:

g.x; y/ D ˚.x; y/ .x; y/ 2 QJ ;
g.x; y/ D

mX

iD1
bi .x; y/u.x � �i ; y � �i/

C 1
� .r1/� .r2/

xR

0

yR

0

.x � s/r1�1.y � t/r2�1f .s; t/dtds .x; y/ 2 J:
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From .4:31:2/ it follows that

Hd.F.x; y; u.x; y//; F.x; y; v.x; y/// � m.x; y/ku.x; y/ � v.x; y/k:

Hence, there exists w 2 SF;u such that

kf .x; y/ � w.x; y/k � m.x; y/ku.x; y/ � v.x; y/kI .x; y/ 2 J:

Consider U W J ! P.Rn/ given by

U.x; y/ D fw 2 C W kf .x; y/ � w.x; y/k � m.x; y/ku.x; y/ � v.x; y/kg:

Since the multivalued operator u.x; y/ D U.x; y/\ F.x; y; v.x; y// is measurable
(see Proposition III.4 in [93]), there exists a function u2.x; y/ which is a measurable
selection for u: So, f .x; y/ 2 SF;v; and for each .x; y/ 2 J;

kf .x; y/ � f .x; y/k � m.x; y/ku.x; y/ � v.x; y/k:

Let us define

8
ˆ̂
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
ˆ̂
:

g.x; y/ D ˚.x; y/ .x; y/ 2 QJ ;

g.x; y/ D
mX

iD1
bi .x; y/v.x � �i ; y � �i/

C 1
� .r1/� .r2/

xR

0

yR

0

.x � s/r1�1.y � t/r2�1f .s; t/dtds .x; y/ 2 J:

Then, for each .x; y/ 2 Œ��; a	 � Œ��; b	; we get

kg.x; y/ � g.x; y/k �
mX

iD1
kbi .x; y/kku.x � �i ; y � �i/� v.x � �i ; y � �i/k

C 1
� .r1/� .r2/

xR

0

yR

0

.x � s/r1�1.y � t/r2�1

�kf .s; t/ � f .s; t/kdtds

� mBku � vkC
C 1
� .r1/� .r2/

xR

0

yR

0

.x � s/r1�1.y � t/r2�1

�m.s; t/ku � vkCdtds

� mBku � vkC Cm� ar1 br2

� .1Cr1/� .1Cr2/ku � vkC
D
�
mB C m�ar1 br2

� .1Cr1/� .1Cr2/
�
ku � vkC :
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Thus, for each .x; y/ 2 Œ��; a	 � Œ��; b	; we get

kg � gkC �
�
mB C m�ar1br2

� .1C r1/� .1C r2/

�
ku � vkC :

By an analogous relation, obtained by interchanging the roles of u and v; it follows
that

Hd.N.u/; N.v// �
�
mB C m�ar1br2

� .1C r1/� .1C r2/

�
ku � vkC :

So by (4.54), N is a contraction and thus, by Lemma 2.39, N has a fixed point u
which is solution to (4.51) and (4.52) on Œ��; a	 � Œ��; b	: ut

4.6.3 An Example

As an application of our results we consider the following system of fractional
integral inclusions of the form:

u.x; y/ � x3y

8
u.x � 1; y � 3/C x4y2

12
u

�

x � 2; y � 1

4

�

C 1

14
u

�

x � 3

2
; y � 2

�

2 I r� F.x; y; u/I if .x; y/ 2 J WD Œ0; 1	 � Œ0; 1	; (4.55)

u.x; y/ D ˚.x; y/I if .x; y/ 2 QJ WD Œ�2; 1	 � Œ�3; 1	n.0; 1	 � .0; 1	; (4.56)

wherem D 3; r D �
1
2
; 1
5

�
;

F .x; y; u/ D
"

exCy� juj
2

1C juj ;
exCy.1C e�10juj/

1C juj

#

I a.a. .x; y/ 2 J and for all u 2 R;

and ˚ W QJ ! R is a continuous function satisfying

˚.x; 0/ D 1

14
˚

�

x � 3

2
;�2

�

; ˚.0; y/ D 1

14
˚

�

�3
2
; y � 2

�

I x; y 2 Œ0; 1	:
(4.57)

Notice that condition (4.57) is satisfied by ˚ 
 0:

Set

b1.x; y/ D x3y

8
; b2.x; y/ D x4y2

12
; b3.x; y/ D 1

14
:

Then, B D 1
8

and

kF.x; y; u/k � exCy.1C e�10juj/ for a.e. .x; y/ 2 J and all u 2 R:
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It is clear that F is Carathéodory; hence condition .4:30:1/ is satisfied. We shall
show that condition .4:30:2/ holds with a D b D 1; h� D e2; l� D e�8: A simple
computation shows that

mB C ar1br2 l�

� .1C r1/� .1C r2/
D 3

8
C 1

e8� . 3
2
/� . 6

5
/
< 1:

In view of Theorem 4.30, the problem (4.55) and (4.56) have a solution defined on
Œ�2; 1	 � Œ�3; 1	:

4.7 Notes and Remarks

The results of Chap. 3 are taken from Abbas and Benchohra [8, 9, 12, 15, 18, 19, 24]
and Abbas et al. [4, 36]. Other results may be found in [49, 242, 243].



Chapter 5
Impulsive Partial Hyperbolic Functional
Differential Equations

5.1 Introduction

In this chapter, we shall present existence results for some classes of initial value
problems for fractional order partial hyperbolic differential equations with impulses
at fixed or variable times impulses.

5.2 Impulsive Partial Hyperbolic Functional Differential
Equations

5.2.1 Introduction

This section concerns the existence results to fractional order IVP , for the system

.cDr
xk

u/.x; y/ D f .x; y; u.x; y//; if .x; y/ 2 Jk I k D 0; : : : ; m; (5.1)

u.xC
k ; y/ D u.x�

k ; y/C Ik.u.x
�
k ; y//I if y 2 Œ0; b	; k D 1; : : : ; m; (5.2)

u.x; 0/ D '.x/; u.0; y/ D  .y/; if x 2 Œ0; a	 and y 2 Œ0; b	; (5.3)

where J0 D Œ0; x1	� Œ0; b	; Jk D .xk; xkC1	� Œ0; b	I k D 1; : : : ; m; a; b > 0; 0 D
x0 < x1 < � � � < xm < xmC1 D a; f W J �R

n ! R
n; J D Œ0; a	� Œ0; b	; and Ik W

R
n ! R

n; k D 0; 1; : : : ; m are given functions, ' W Œ0; a	 ! R
n;  W Œ0; b	 !

R
n are absolutely continuous functions with '.0/ D  .0/: Next we consider the

following nonlocal IVP , for the system:

.cDr
xk

u/.x; y/ D f .x; y; u.x; y//I if .x; y/ 2 Jk I k D 0; : : : ; m (5.4)

u.xC
k ; y/ D u.x�

k ; y/C Ik.u.x
�
k ; y//I if y 2 Œ0; b	; k D 1; : : : ; m; (5.5)

S. Abbas et al., Topics in Fractional Differential Equations, Developments
in Mathematics 27, DOI 10.1007/978-1-4614-4036-9 5,
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172 5 Impulsive Partial Hyperbolic Functional Differential Equations

u.x; 0/CQ.u/ D '.x/; u.0; y/CK.u/ D  .y/; if x 2 Œ0; a	 and y 2 Œ0; b	;
(5.6)

where f; ';  ; Ik I k D 1; : : :m; are as in problems (5.1–5.3) and Q;K W
PC.J;Rn/ ! R

n are continuous functions. PC.J;Rn/ is a Banach space to be
specified later.

5.2.2 Existence of Solutions

To define the solutions of problem (5.1)–(5.3), we shall consider the space

PC.J;Rn/ D˚u W J ! R
n W u 2 C.Jk;Rn/I k D 0; 1; : : : ; m; and there

exist u.x�
k ; y/ and u.xC

k ; y/I k D 1; : : : ; m;

with u.x�
k ; y/ D u.xk; y/ for each y 2 Œ0; b	�:

This set is a Banach space with the norm

kukPC D sup
.x;y/2J

ku.x; y/k:

Definition 5.1. A function u 2 PC.Jk;R
n/I k D 0; : : : ; m whose r-derivative

exists on Jk I k D 0; : : : ; m is said to be a solution of (5.1)–(5.3) if u satisfies
.cDr

xk
u/.x; y/ D f .x; y; u.x; y// on Jk I k D 0; : : : ; m; and conditions (5.2), (5.3)

are satisfied.

Our first result is based on the Banach fixed-point theorem.

Theorem 5.2. Assume that

(5.2.1) There exists a constant l > 0 such that

kf .x; y; u/ � f .x; y; u/k
� lku � uk; for each .x; y/ 2 J; and each u; u 2 R

n:

(5.2.2) There exists a constant l� > 0 such that

kIk.u/� Ik.u/k � l�ku � uk; for each u; u 2 R
n; k D 1; : : : ; m:

If

2ml� C 2lar1br2

� .r1 C 1/� .r2 C 1/
< 1; (5.7)

then (5.1)–(5.3) have a unique solution on J:
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Proof. We transform the problem (5.1)–(5.3) into a fixed-point problem. Consider
the operator F W PC.J;Rn/ ! PC.J;Rn/ defined by

F.u/.x; y/ D �.x; y/C
X

0<xk<x

.Ik.u.x
�
k ; y// � Ik.u.x�

k ; 0///

C 1

� .r1/� .r2/

X

0<xk<x

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1

� f .s; t; u.s; t//dtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t; u.s; t//dtds:

Clearly that by Lemma 2.15, the fixed points of the operator F are solution of the
problem (5.1)–(5.3). We shall use the Banach contraction principle to prove that F
has a fixed point. We shall show that F is a contraction. Let u; v 2 PC.J;Rn/.
Then, for each .x; y/ 2 J; we have

kF.u/.x; y/ � F.v/.x; y/k

�
mX

kD1
.kIk.u.x�

k ; y// � Ik.v.x
�
k ; y//k C kIk.u.x�

k ; 0//� Ik.v.x�
k ; 0//k/

C 1

� .r1/� .r2/

mX

kD1

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1

� kf .s; t; u.s; t// � f .s; t; v.s; t//kdtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1

� kf .s; t; u.s; t// � f .s; t; v.s; t//kdtds

�
mX

kD1
l�.ku.x�

k ; y/� v.x�
k ; y/k C ku.x�

k ; 0/� v.x�
k ; 0/k/

C l

� .r1/� .r2/

mX

kD1

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1ku.s; t/ � v.s; t/kdtds

C l

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1ku.s; t/ � v.s; t/kdtds
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�
�

2ml� C lar1br2

� .r1 C 1/� .r2 C 1/
C lar1br2

� .r1 C 1/� .r2 C 1/



ku � vk1

�
�

2ml� C 2lar1br2

� .r1 C 1/� .r2 C 1/



ku � vk1:

By the condition (5.7), we conclude that F is a contraction . As a consequence of
Banach fixed-point theorem, we deduce that F has a fixed point which is a solution
of the problems (5.1)–(5.3). ut

In the following theorem we give an existence result for the problems (5.1)–(5.3)
by applying the nonlinear alternative of Leray–Schauder type.

Theorem 5.3. Let f .�; �; u/ 2 PC.J;Rn/ for each u 2 R
n: Assume that the

following conditions hold:

(5.3.1) There exists �f 2 C.J;RC/ and  � W Œ0;1/ ! .0;1/ continuous and
nondecreasing such that

kf .x; y; u/k � �f .x; y/ �.kuk/ for all .x; y/ 2 J; u 2 R
n:

(5.3.2) There exists  � W Œ0;1/ ! .0;1/ continuous and nondecreasing such that

kIk.u/k �  �.kuk/ for all u 2 R
n;

(5.3.3) There exists a numberM > 0 such that

M

k�k1 C 2m �.M/C 2ar1 br2 �0f  �.M/

� .r1C1/� .r2C1/
> 1;

where �0f D supf�f .x; y/ W .x; y/ 2 J g.

Then (5.1)–(5.3) has at least one solution on J .

Proof. Consider the operator F defined in Theorem 5.2.

Step 1: F is continuous. Let fung be a sequence such that un ! u in PC.J;Rn/:
There exists � > 0 such that kunk � �: Then for each .x; y/ 2 J; we have

kF.un/.x; y/ � F.u/.x; y/k

�
mX

kD1
.kIk.un.x�

k ; y// � Ik.u.x
�
k ; y//k C kIk.un.x�

k ; 0//� Ik.u.x�
k ; 0//k/

C 1

� .r1/� .r2/

mX

kD1

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1
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� kf .s; t; un.s; t// � f .s; t; u.s; t//kdtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1

� kf .s; t; un.s; t// � f .s; t; u.s; t//kdtds:

Since f and IkI k D 1; : : : ; m are continuous functions, we have

kF.un/ � F.u/k1 ! 0 as n ! 1:

Step 2: F maps bounded sets into bounded sets in PC.J;Rn/. Indeed, it is enough
to show that for any �� > 0, there exists a positive constant ` such that for each
u 2 B�� D fu 2 PC.J;Rn/ W kuk1 � ��g, we have kF.u/k1 � `. .H124/ and
.H125/ imply that for each .x; y/ 2 J;

kF.u/.x; y/k � k�.x; y/k C
mX

kD1
.kIk.u.x�

k ; y//k C kIk.u.x�
k ; 0//k/

C 1

� .r1/� .r2/

mX

kD1

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1

�kf .s; t; u.s; t//kdtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1kf .s; t; u.s; t//kdtds

� k�k1 C 2m �.��/C 2ar1br2�0f  �.��/
� .r1 C 1/� .r2 C 1/

WD `:

Step 3: F maps bounded sets into equicontinuous sets of PC.J;Rn/. Let .�1; y1/;
.�2; y2/ 2 Œ0; a	 � Œ0; b	, �1 < �2 and y1 < y2, B�� be a bounded set of PC.J;Rn/
as in Step 2, and let u 2 B�� . Then for each .x; y/ 2 J; we have

kF.u/.�2; y2/� F.u/.�1; y1/k

� k�.�1; y1/ � �.�2; y2/k C
mX

kD1
.kIk.u.x�

k ; y1//� Ik.u.x
�
k ; y2//k/

C 1

� .r1/� .r2/

mX

kD1

xkZ

xk�1

y1Z

0

.xk � s/r1�1Œ.y2 � t/r2�1 � .y1 � t/r2�1	
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�f .s; t; u.s; t//dtds

C 1

� .r1/� .r2/

mX

kD1

xkZ

xk�1

y2Z

y1

.xk � s/r1�1.y2 � t/r2�1kf .s; t; u.s; t//kdtds

C 1

� .r1/� .r2/

Z �1

0

Z y1

0

Œ.�2 � s/r1�1.y2 � t/r2�1 � .�1 � s/r1�1.y1 � t/r2�1	

�f .s; t; u.s; t//dtds

C 1

� .r1/� .r2/

Z �2

�1

Z y2

y1

.�2 � s/r1�1.y2 � t/r2�1kf .s; t; u.s; t//dtdsk

C 1

� .r1/� .r2/

Z �1

0

Z y2

y1

.�2 � s/r1�1.y2 � t/r2�1kf .s; t; u.s; t//dtdsk

C 1

� .r1/� .r2/

Z �2

�1

Z y1

0

.�2 � s/r1�1.y2 � t/r2�1kf .s; t; u.s; t//dtdsk

� k�.�1; y1/ � �.�2; y2/k C
mX

kD1
.kIk.u.x�

k ; y1//� Ik.u.x
�
k ; y2//k/

C �0f  �.��/
� .r1/� .r2/

mX

kD1

xkZ

xk�1

y1Z

0

.xk � s/r1�1Œ.y2 � t/r2�1 � .y1 � t/r2�1	dtds

C �0f  �.��/
� .r1/� .r2/

mX

kD1

xkZ

xk�1

y2Z

y1

.xk � s/r1�1.y2 � t/r2�1dtds

C �0f  �.��/
� .r1 C 1/� .r2 C 1/

Œ2y
r2
2 .�2 � �1/

r1 C 2�
r1
2 .y2 � y1/

r2

C�r11 yr21 � �
r1
2 y

r2
2 � 2.�2 � �1/

r1.y2 � y1/r2	:

As �1 �! �2 and y1 �! y2, the right-hand side of the above inequality tends to
zero. As a consequence of Steps 1–3 together with the Arzelá-Ascoli theorem, we
can conclude that F W PC.J;Rn/ ! PC.J;Rn/ is completely continuous.

Step 4: A priori bound. For � 2 Œ0; 1	, let u be such that for each .x; y/ 2 J we
have u.x; y/ D �.F u/.x; y/. For each .x; y/ 2 J; then from .5:3:1/ and .5:3:2/
we have

kuk1

k�k1 C 2m �.kuk/C 2ar1 br2 �0f  �.kuk/
� .r1C1/� .r2C1/

� 1:

By condition .5:3:3/; there exists M such that kuk1 ¤ M: Let

U D fu 2 PC.J;Rn/ W kuk1 < M g:
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The operator F W U ! PC.J;Rn/ is continuous and completely continuous. From
the choice of U , there is no u 2 @U such that u D �F.u/ for some � 2 .0; 1/: As a
consequence of the nonlinear alternative of Leray–Schauder type [136], we deduce
that F has a fixed point u in U which is a solution of the problems (5.1)–(5.3). ut

Now we present two existence results for the nonlocal problems (5.4)–(5.6).
Their proofs are similar to those for problems (5.1)–(5.3).

Definition 5.4. A function u 2 PC.Jk; IRn/I k D 0; : : : ; m whose r-derivative
exists on Jk I k D 0; : : : ; m; is said to be a solution of (5.4)–(5.6) if u satisfies
.cDr

xk
u/.x; y/ D f .x; y; u.x; y// on Jk I k D 0; : : : ; m and conditions (5.5), (5.6)

are satisfied.

Theorem 5.5. Assume that (5.2.1), (5.2.2), and the following conditions:

(5.5.1) There exists Ql > 0 such that

kQ.u/�Q.v/k � Qlku � vk; for any u; v 2 PC.J;Rn/;

(5.5.2) There exists Ql� > 0 such that

kK.u/�K.v/k � Ql�ku � vk; for any u; v 2 PC.J;Rn/;

hold. If

Ql C Ql� C 2ml� C 2lar1br2

� .r1 C 1/� .r2 C 1/
< 1;

then there exists a unique solution for IVP (5.4)–(5.6) on J:

Theorem 5.6. Let f .�; �; u/ 2 PC.J;Rn/ for each u 2 R
n: Assume that (5.3.1),

(5.3.2), and the following conditions:

(5.6.1) There exists Qd > 0 such that

kQ.u/k � Qd.1C kuk/; for any u 2 PC.J;Rn/;

(5.6.2) There exists d� > 0 such that

kK.u/k � d�.1C kuk/; for any u 2 PC.J;Rn/;

(5.6.3) There exists a numberM � > 0 such that

M �

. Qd C d�/.1CM �/C k�k1 C 2m �.M �/C 2ar1 br2�0f  �.M�/

� .r1C1/� .r2C1/
> 1;

hold. Then there exists at least one solution for IVP (5.4)–(5.6) on J:
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5.2.3 An Example

As an application of our results we consider the following impulsive partial
hyperbolic differential equations of the form:

.cDr
xk

u/.x; y/ D 1

.10exCyC2/.1C ju.x; y/j/ ;

if .x; y/ 2 Jk I k D 0; : : : ; m; (5.8)

u.xC
k ; y/ D u.x�

k ; y/C 1

.6exCyC4/.1C ju.x�
k ; y/j/

I if y 2 Œ0; 1	; k D 1; : : : ; m;

(5.9)

u.x; 0/ D x; u.0; y/ D y2I if x 2 Œ0; 1	 and y 2 Œ0; 1	: (5.10)

Set

f .x; y; u/ D 1

.10exCyC2/.1C juj/ I .x; y/ 2 Œ0; 1	 � Œ0; 1	;

Ik.u.x
�
k ; y// D 1

.6exCyC4/.1C ju.x�
k ; y/j/

; y 2 Œ0; 1	:

For each u; u 2 IR and .x; y/ 2 Œ0; 1	 � Œ0; 1	 we have

jf .x; y; u/ � f .x; y; u/j � 1

10e2
ju � uj;

and

jIk.u/� Ik.u/j � 1

6e4
ju � uj:

Hence conditions .5:2:1/ and .5:2:2/ are satisfied with l D 1

10e2
and l� D 1

6e4
.

We shall show that condition (5.7) holds with a D b D 1: Indeed, if we assume, for
instance, that the number of impulses m D 3; then we have

2ml� C 2lar1br2

� .r1 C 1/� .r2 C 1/
D 1

e4
C 1

5e2� .r1 C 1/� .r2 C 1/
< 1;

which is satisfied for each .r1; r2/ 2 .0; 1	 � .0; 1	: Consequently, Theorem 5.2
implies that problem (5.8)–(5.10) has a unique solution defined on Œ0; 1	 � Œ0; 1	:
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5.3 Impulsive Partial Hyperbolic Differential Equations
at Variable Times

5.3.1 Introduction

In this section, we shall be concerned with the existence and uniqueness of solutions
for the following impulsive partial hyperbolic fractional order differential equations
at variable times:

.cDr
xk

u/.x; y/ D f .x; y; u.x; y//I if .x; y/ 2 Jk I k D 0; : : : ; m; (5.11)

u.xC; y/ D Ik.u.x; y//I if .x; y/ 2 J; x D xk.u.x; y//; k D 1; : : : ; m; (5.12)

u.x; 0/ D '.x/; u.0; y/ D  .y/I x 2 Œ0; a	; y 2 Œ0; b	; (5.13)

where J0 D Œ0; x1	 � Œ0; b	; Jk D .xk; xkC1	 � Œ0; b	I k D 1; : : : ; m; xk D
xk.u.x; y//I k D 1; : : : ; m; a; b > 0; 0 D x0 < x1 < � � � < xm < xmC1 D
a; f W J � R

n ! R
n; J D Œ0; a	 � Œ0; b	; Ik W Rn ! R

nI k D 1; : : : ; m are given
functions and ' W Œ0; a	 ! R

n;  W Œ0; b	 ! R
n are absolutely continuous functions

with '.0/ D  .0/:

5.3.2 Existence of Solutions

Let us define what we mean by a solution of problem (5.11)–(5.13).

Definition 5.7. A function u 2 ˝ \ [m
kD1AC.Jk;Rn/ whose r-derivative exists

on Jk I k D 0; : : : ; m is said to be a solution of (5.11)–(5.13) if u satisfies
.cDr

xk
u/.x; y/ D f .x; y; u.x; y// on Jk I k D 0; : : : ; m and conditions (5.12) and

(3.3) are satisfied.

We are now in a position to state and prove our existence result for our problem
based on Schaefer’s fixed point .

Theorem 5.8. Assume that

(5.8.1) The function f W J � R
n ! R

n is continuous
(5.8.2) There exists a constant M > 0 such that kf .x; y; u/k � M.1 C kuk/, for

each .x; y/ 2 J , and each u 2 R
n

(5.8.3) The function xk 2 C1.Rn;R/ for k D 1; : : : ; m. Moreover,

0 D x0.u/ < x1.u/ < � � � < xm.u/ < xmC1.u/ D a; for all u 2 R
n

(5.8.4) There exists a constant M � > 0 such that kIk.u/k � M �.1 C kuk/, for
each u 2 R

n and k D 1; : : : ; m;

(5.8.5) For all u 2 R
n; xk.Ik.u// � xk.u/ < xkC1.Ik.u//, for k D 1; : : : ; m
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(5.8.6) For all .s; t; u/ 2 J � R
n; we have

x0
k.u/

2

4' 0.s/C r1 � 1
� .r1/� .r2/

sZ

xk

�
tZ

0

.s � �/r1�2.t � �/r2�1f .�; �; u.�; �//d�d�

3

5 ¤ 1

k D 1; : : : ; m: Then (5.11)–(5.13) has at least one solution on J:

Proof. The proof will be given in several steps.

Step 1: Consider the following problem:

.cDr
0u/.x; y/ D f .x; y; u.x; y//I if .x; y/ 2 J; (5.14)

u.x; 0/ D '.x/; u.0; y/ D  .y/I x 2 Œ0; a	; y 2 Œ0; b	: (5.15)

Transform problem (5.14) and (5.15) into a fixed-point problem. Consider the
operatorN W C.J;Rn/ ! C.J;Rn/ defined by

N.u/.x; y/ D �.x; y/C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�f .s; t; u.s; t//dtds:
Lemma 2.14 implies that the fixed points of operator N are solutions of problem
(5.14) and (5.15). We shall show that the operator N is continuous and completely
continuous.

Claim 1. N is continuous. Let fung be a sequence such that un ! u in C.J;Rn/:
Let � > 0 be such that kunk � �: Then for each .x; y/ 2 J; we have

kN.un/.x; y/ �N.u/.x; y/k

� 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

� kf .s; t; un.s; t// � f .s; t; u.s; t//kdtds

� kf .:; :; un.:;:// � f .:; :; u/k1
� .r1/� .r2/

aZ

0

bZ

0

.x � s/r1�1.y � t/r2�1dtds

� ar1br2kf .:; :; un.:;:// � f .:; :; u.:;://k1
� .r1 C 1/� .r2 C 1/

:
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Since f is a continuous function, we have

kN.un/ �N.u/k1 ! 0 as n ! 1:

Claim 2. N maps bounded sets into bounded sets in C.J;Rn/: Indeed, it is enough
to show that for any �� > 0, there exists a positive constant ` such that for each
u 2 B�� D fu 2 C.J;Rn/ W kuk1 � ��g, we have kN.u/k1 � `. By (5.8.2) we
have for each .x; y/ 2 J; we have

kN.u/.x; y/k � k�.x; u/k C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

� kf .s; t; u.s; t//kdtds

� k�.x; u/k C M.1C ��/ar1br2
� .r1 C 1/� .r2 C 1/

:

Thus kN.u/k1 � k�k1 C M.1C��/ar1 br2

� .r1C1/� .r2C1/ WD `:

Claim 3. N maps bounded sets into equicontinuous sets of C.J;Rn/: Let .�1; y1/;
.�2; y2/ 2 J , �1 < �2 and y1 < y2, B�� be a bounded set of C.J;R/ as in Claim 2,
and let u 2 B�� . Then for each .x; y/ 2 J; we have

kN.u/.�2; y2/ �N.u/.�1; y1/k

D
�
�
��.�1; y1/� �.�2; y2/C 1

� .r1/� .r2/

Z �1

0

Z y1

0

Œ.�2 � s/r1�1.y2 � t/r2�1

�.�1 � s/r1�1.y1 � t/r2�1	f .s; t; u.s; t//dtds

C 1

� .r1/� .r2/

Z �2

�1

Z y2

y1

.�2 � s/r1�1.y2 � t/r2�1f .s; t; u.s; t//dtds

C 1

� .r1/� .r2/

Z �1

0

Z y2

y1

.�2 � s/r1�1.y2 � t/r2�1f .s; t; u.s; t//dtds

C 1

� .r1/� .r2/

Z �2

�1

Z y1

0

.�2 � s/r1�1.y2 � t/r2�1f .s; t; u.s; t//dtds
�
�
�

� k�.�1; y1/ � �.�2; y2/k C M.1C ��/
� .r1 C 1/� .r2 C 1/

Œ2y
r2
2 .�2 � �1/r1

C2�r12 .y2 � y1/
r2 C �

r1
1 y

r2
1 � �r12 yr22 � 2.�2 � �1/r1.y2 � y1/r2	:

As �1 �! �2 and y1 �! y2; the right-hand side of the above inequality tends to
zero. As a consequence of Claims 1–3 together with the Arzelá-Ascoli theorem, we
can conclude that N W C.J;Rn/ ! C.J;Rn/ is completely continuous.
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Claim 4. A priori bounds. Now it remains to show that the set
E D fu 2 C.J;Rn/ W u D �N.u/ for some 0 < � < 1g is bounded. Let u 2 E ,
then u D �N.u/ for some 0 < � < 1: Thus, for each .x; y/ 2 J; we have

ku.x; y/k � k�.x; y/k C 1

� .r1/� .r2/

Z x

0

Z y

0

.x � s/r1�1.y � t/r2�1

�kf .s; t; u.s; t//kdtds

� k�k1 C Mar1br2

� .r1 C 1/� .r2 C 1/

C M

� .r1/� .r2/

Z x

0

Z y

0

.x � s/r1�1.y � t/r2�1ku.s; t/kdtds:

Set

! D k�k1 C Mar1br2

� .r1 C 1/� .r2 C 1/
; c D M

� .r1/� .r2/
:

Then Lemma 2.44 implies that for each .x; y/ 2 J;

ku.x; y/k � !E.r1;r2/.c� .r1/� .r2/a
r1br2/ WD R:

This shows that the set E is bounded. As a consequence of Schaefer’s fixed-point
theorem, we deduce that N has a fixed point which is a solution of the problem
(5.14) and (5.15). Denote this solution by u1: Define the function

rk;1.x; y/ D xk.u1.x; y// � x; for x � 0; y � 0:

Hypothesis .5:8:3/ implies that rk;1.0; 0/ ¤ 0 for k D 1; : : : ; m. If rk;1.x; y/ ¤ 0

on J for k D 1; : : : ; m; i.e.,

x ¤ xk.u1.x; y//; on J for k D 1; : : : ; m;

then u1 is a solution of the problem (5.11)–(5.13). It remains to consider the
case when r1;1.x; y/ D 0 for some .x; y/ 2 J . Now since r1;1.0; 0/ ¤ 0 and
r1;1 is continuous, there exists x1 > 0; y1 > 0 such that r1;1.x1; y1/ D 0; and
r1;1.x; y/ ¤ 0; for all .x; y/ 2 Œ0; x1/ � Œ0; y1/:
Thus by .5:8:6/ we have

r1;1.x1; y1/ D 0 and r1;1.x; y/ ¤ 0; for all .x; y/ 2 Œ0; x1/ � Œ0; y1	 [ .y1; b	:

Suppose that there exist . Nx; Ny/ 2 Œ0; x1/ � Œ0; y1	 [ .y1; b	 such that r1;1. Nx; Ny/ D 0:

The function r1;1 attains a maximum at some point .s; t/ 2 Œ0; x1/ � Œ0; b	: Since

.cDr
x1

u1/.x; y/ D f .x; y; u1.x; y//; for .x; y/ 2 J1;
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then

@u1.x; y/

@x
exists, and

@r1;1.s; t/

@x
D x0

1.u1.s; t//
@u1.s; t/

@x
� 1 D 0:

Since

@u1.x; y/

@x
D ' 0.x/C r1 � 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�2.y � t/r2�1f .s; t; u1.s; t//dtds;

then

x0
1.u1.s; t//

2

4' 0.s/C r1 � 1
� .r1/� .r2/

sZ

0

�
tZ

0

.s � �/r1�2.t � �/r2�1f .�; �; u1.�; �//d�d�

3

5 D 1;

which contradicts .5:8:6/: From (5.8.3) we have

rk;1.x; y/ ¤ 0 for all .x; y/ 2 Œ0; x1/ � Œ0; b	 and k D 1; : : : ; m:

Step 2: In what follows set

Xk WD Œxk; a	 � Œ0; b	I k D 1; : : : ; m:

Consider now the problem

.cDr
xk

u/.x; y/ D f .x; y; u.x; y//; if .x; y/ 2 X1; (5.16)

u.xC
1 ; y/ D I1.u1.x1; y//; y 2 Œ0; b	: (5.17)

Consider the operatorN1 W C.X1;Rn/ ! C.X1;R
n/ defined as

N1.u/ D '.x/C I1.u1.x1; y// � I1.u1.x1; 0//

C 1

� .r1/� .r2/

xZ

x1

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t; u.s; t//dtds:

As in Step 1 we can show thatN1 is completely continuous. Now it remains to show
that the set E� D fu 2 C.X1;Rn/ W u D �N1.u/ for some 0 < � < 1g is bounded.
Let u 2 E�; then u D �N1.u/ for some 0 < � < 1: Thus, from .5:8:2/ and .5:8:4/
we get for each .x; y/ 2 X1;
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ku.x; y/k � k'.x/k C kI1.u1.x1; y//k C kI1.u1.x1; 0//k

C 1

� .r1/� .r2/

Z x

x1

Z y

0

.x � s/r1�1.y � t/r2�1kf .s; t; u.s; t//kdtds

� k'k1 C 2M �.1C ku1k/C Mar1br2

� .r1 C 1/� .r2 C 1/

C M

� .r1/� .r2/

Z x

0

Z y

0

.x � s/r1�1.y � t/r2�1ku.s; t/kdtds:

Set

!� D k'k1 C 2M �.1C ku1k/C Mar1br2

� .r1 C 1/� .r2 C 1/
; c D M

� .r1/� .r2/
:

Then Lemma 2.44 implies that for each .x; y/ 2 X1;

ku.x; y/k � !�E.r1;r2/.c� .r1/� .r2/ar1br2/ WD R�:

This shows that the set E� is bounded. As a consequence of Schaefer’s fixed-point
theorem, we deduce that N1 has a fixed point u which is a solution to problems
(5.16) and (5.17). Denote this solution by u2. Define

rk;2.x; y/ D xk.u2.x; y// � x; for .x; y/ 2 X1:
If rk;2.x; y/ ¤ 0 on .x1; a	 � Œ0; b	 and for all k D 1; : : : ; m, then

u.x; y/ D
(

u1.x; y/; if .x; y/ 2 Œ0; x1/ � Œ0; b	;
u2.x; y/; if .x; y/ 2 Œx1; a	 � Œ0; b	;

is a solution of the problems (5.11)–(5.13). It remains to consider the case when
r2;2.x; y/ D 0, for some .x; y/ 2 .x1; a	 � Œ0; b	. By .5:8:5/; we have

r2;2.x
C
1 ; y1/ D x2.u2.x

C
1 ; y1/ � x1

D x2.I1.u1.x1; y1///� x1

> x1.u1.x1; y1//� x1

D r1;1.x1; y1/ D 0:

Since r2;2 is continuous, there exists x2 > x1; y2 > y1 such that r2;2.x2; y2/ D 0;

and r2;2.x; y/ ¤ 0 for all .x; y/ 2 .x1; x2/ � Œ0; b	. It is clear by .5:8:3/ that

rk;2.x; y/ ¤ 0 for all .x; y/ 2 .x1; x2/	 � Œ0; b	; k D 2; : : : ; m:
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Now suppose that there are .s; t/ 2 .x1; x2/ � Œ0; b	 such that r1;2.s; t/ D 0: From
.5:8:5/ it follows that

r1;2.x
C
1 ; y1/ D x1.u2.x

C
1 ; y1/ � x1

D x1.I1.u1.x1; y1///� x1
� x1.u1.x1; y1//� x1

D r1;1.x1; y1/ D 0:

Thus r1;2 attains a nonnegative maximum at some point .s1; t1/ 2 .x1; a/� Œ0; x2/[
.x2; b	. Since

.cDr
x1

u2/.x; y/ D f .x; y; u2.x; y//; for .x; y/ 2 X1;
then we get

u2.x; y/ D '.x/C I1.u1.x1; y// � I1.u1.x1; 0//

C 1

� .r1/� .r2/

xZ

x1

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t; u2.s; t//dtds;

hence

@u2
@x
.x; y/ D ' 0.x/C r1 � 1

� .r1/� .r2/

xZ

x1

yZ

0

.x � s/r1�2.y � t/r2�1f .s; t; u2.s; t//dtds;

then
@r1;2.s1; t1/

@x
D x0

1.u2.s1; t1//
@u2
@x
.s1; t1/� 1 D 0:

Therefore

x0
1.u2.s1; t1//

2

4' 0.s1/C r1 � 1

� .r1/� .r2/

s1Z

x1

t1Z

0

.s1 � �/r1�2.t1 � �/r2�1

�f .�; �; u2.�; �//d�d�

3

5 D 1;

which contradicts .5:8:6/:

Step 3: We continue this process and take into account that umC1 WD u
ˇ
ˇ
ˇ
Xm

is a

solution to the problem

.cDr
xm

u/.x; y/ D f .x; y; u.x; y//; a.e. .x; y/ 2 .xm; a	 � Œ0; b	;
u.xC

m ; y/ D Im.um�1.xm; y//; y 2 Œ0; b	:
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The solution u of the problems (5.11)–(5.13) is then defined by

u.x; y/ D

8
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
:

u1.x; y/; if .x; y/ 2 Œ0; x1	 � Œ0; b	;
u2.x; y/; if .x; y/ 2 .x1; x2	 � Œ0; b	;
: : :

umC1.x; y/; if .x; y/ 2 .xm; a	 � Œ0; b	:
ut

We give now (without proof) a uniqueness result for the problems (5.11)–(5.13)
using the Banach contraction principle.

Theorem 5.9. Assume (5.8.1), (5.8.3), (5.8.5), (5.8.6) and the following condi-
tions:

(5.9.1) There exists d > 0 such that

kf .x; y; u/ � f .x; y; Nu/k � dku � Nuk; for each .x; y/ 2 J; u; Nu 2 R
n;

(5.9.2) There exists ck > 0I k D 1; 2; : : : ; m such that

kIk.x; y; u/ � Ik.x; y; Nu/k � ckku � Nuk; for each .x; y/ 2 J; u; Nu 2 R
n;

hold. If

2ck C dar1br2

� .r1 C 1/� .r2 C 1/
< 1;

then the IVP (5.11)–(5.13) have a unique solution.

5.3.3 Nonlocal Impulsive Partial Differential Equations

Now, we shall present existence results for the following nonlocal initial value
problem:

.cDr
xk

u/.x; y/ D f .x; y; u.x; y//I if .x; y/ 2 Jk I k D 0; : : : ; m; (5.18)

u.xC; y/ D Ik.u.x; y//I if .x; y/ 2 J; x D xk.u.x; y//; k D 0; : : : ; m; (5.19)

u.x; 0/CQ.u/ D '.x/; u.0; y/CK.u/ D  .y/I x 2 Œ0; a	 and y 2 Œ0; b	; (5.20)

where f; ';  ; Ik I k D 1; : : : ; m; are as in problems (5.11)–(5.13) and Q;K W
C.J;Rn/ ! R

n are continuous functions.
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Definition 5.10. A function u 2 ˝ \ [m
kD1AC.Jk;Rn/ whose r-derivative exists

on J 0 is said to be a solution of (5.18)–(5.20) if u satisfies .cDr
0u/.x; y/ D

f .x; y; u.x; y// on J 0 and conditions (5.19) and (5.20) are satisfied.

Theorem 5.11. Assume that (5.8.1)–(5.8.6) and the following conditions:

(5.11.1) There exists QL > 0 such that

kQ.u/k � QL.1C kuk1/; for any u 2 C.J;Rn/;
(5.11.2) There exists L� > 0 such that

kK.u/k � L�.1C kuk1/; for any u 2 C.J;Rn/;

hold. Then there exists at least one solution for IVP (5.18)–(5.20) on J:

Theorem 5.12. Assume that (5.8.1), (5.8.3), (5.8.5), (5.8.6), (5.9.1), (5.9.2), and
the following conditions:

(5.12.1) There exists l > 0 such that

kQ.u/�Q.v/k � lku � vk1; for any u; v 2 C.J;Rn/;

(5.12.2) There exists l� > 0 such that

kK.u/�K.v/k � l�ku � vk1; for any u; v 2 C.J;Rn/;

hold. If

l C l� C 2ck C dar1br2

� .r1 C 1/� .r2 C 1/
< 1;

then there exists a unique solution for IVP (5.18)–(5.20) on J:

5.3.4 An Example

As an application of our results we consider the following impulsive partial
hyperbolic functional differential equations of the form:

.cDr
xk

u/.x; y/ D 1C u.x; y/

9C exCy I if .x; y/ 2 Jk; xk D xk.u.x; y//; k D 0; : : : ; m;

(5.21)

u.xC
k ; y/ D dku.xk; y/Iy 2 Œ0; 1	; (5.22)

u.x; 0/ D x; u.0; y/ D y2I x; y 2 Œ0; 1	; (5.23)
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where J D Œ0; 1	 � Œ0; 1	; r D .r1; r2/; 0 < r1; r2 � 1; xk.u/ D 1 � 1

2k.1Cu2/
I k D

1; : : : ; m and
p
2
2
< dk � 1I k D 1; : : : ; m:

Set

f .x; y; u/ D 1C u

9C exCy ; .x; y/ 2 Œ0; 1	 � Œ0; 1	; u 2 R;

and

Ik.u/ D dkuI u 2 R; k D 1; : : : ; m:

Let u 2 R then we have

xkC1.u/� xk.u/ D 1

2kC1.1C u2/
> 0I k D 1; : : : ; m:

Hence 0 < x1.u/ < x2.u/ < � � � < xm.u/ < 1; for each u 2 R: Also, for each u 2 R

we have

xkC1.Ik.u//� xk.u/ D 1C .2d2k � 1/u2

2kC1.1C u2/.1C d2k /
> 0:

Finally, for all .x; y/ 2 J and each u 2 R we get

jIk.u/j D jdkuj � juj � 3.1C juj/I k D 1; : : : ; m;

and

jf .x; y; u/j D j1C uj
9C exCy � 1

10
.1C juj/:

Since all conditions of Theorem 5.8 are satisfied, problem (5.21)–(5.23) has at least
one solution on Œ0; 1	 � Œ0; 1	:

5.4 Impulsive Discontinuous Partial Hyperbolic Differential
Equations on Banach Algebras

5.4.1 Introduction

This section deals with the existence of solutions to fractional order IVP, for the
system

cDr
xk

�
u.x; y/

f .x; y; u.x; y//

�

D g.x; y; u.x; y//; if .x; y/ 2 Jk I k D 0; : : : ; m;

(5.24)

u.xC
k ; y/ D u.x�

k ; y/C Ik.u.x
�
k ; y//I if y 2 Œ0; b	I k D 1; : : : ; m; (5.25)

u.x; 0/ D '.x/; u.0; y/ D  .y/; x 2 Œ0; a	; y 2 Œ0; b	; (5.26)
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where a; b > 0; 0 D x0 < x1 < � � � < xm < xmC1 D a; f W J � R ! R
�; g W

J �R ! R and Ik W R ! R; k D 1; : : : ; m are given functions satisfying suitable
conditions and ' W Œ0; a	 ! R;  W Œ0; b	 ! R are given absolutely continuous
functions with '.0/ D  .0/:

5.4.2 Existence of Solutions

Let us start by defining what we mean by a solution of the problems (5.24)–(5.26).
Consider the space

PC.J;R/ D˚u W J ! R W u 2 C.Jk;R/I k D 1; : : : ; m; and there exist u.x�
k ; y/

and u.xC
k ; y/I k D 1; : : : ; m; with u.x�

k ; y/ D u.xk; y/; y 2 Œ0; b	�:

This set is a Banach space with the norm kukPC D sup.x;y/2J ju.x; y/j:
Definition 5.13. A function u 2 PC.J;R/whose r-derivative exists on Jk I k D 0;

: : : ; m is said to be a solution of (5.24)–(5.26) if

(i) The function .x; y/ 7! u.x;y/
f .x;y;u.x;y// is absolutely continuous

(ii) u satisfies cDr
xk

� u.x;y/
f .x;y;u.x;y//

� D g.x; y; u.x; y// on Jk I k D 0; : : : ; m and
conditions (5.25), (5.26) are satisfied

Theorem 5.14. Assume that the following hypotheses:

(5.14.1) The function f is continuous on J � R

(5.14.2) There exists a function ˛ 2 C.J;RC/ such that

jf .x; y; u/�f .x; y; u/j � ˛.x; y/ju�uj; for all .x; y/ 2 J and u; u 2 R;

(5.14.3) The function g is Carathéodory, and there exists h 2 L1.J;RC/ such that

jg.x; y; u/j � h.x; y/I a.e. .x; y/ 2 J; for all u 2 R;

(5.14.4) There exists a function ˇ 2 C.J;RC/ such that

ˇ
ˇ
ˇ
Ik.u/

f .x; y; u/

ˇ
ˇ
ˇ � ˇ.x; y/; for all .x; y/ 2 J and u 2 R;

hold. If

k˛k1
�

k�k1 C 2mkˇk1 C 2ar1br2khkL1

� .r1 C 1/� .r2 C 1/



< 1; (5.27)
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Then the IVP (5.24)–(5.26) have at least one solution on J:

Proof. Let X WD PC.J;R/: Define two operators A and B on X by

Au.x; y/ D f .x; y; u.x; y//I .x; y/ 2 J; (5.28)

Bu.x; y/ D �.x; y/C
mX

iD1

 
Ii .u.x�

i ; y//

f .xC
i ; y; u.x

C
i ; y//

� Ii .u.x�
i ; 0//

f .xC
i ; 0; u.x

C
i ; 0//

!

C 1

� .r1/� .r2/

mX

iD1

Z xi

xi�1

Z y

0

.xi � s/r1�1.y � t/r2�1g.s; t; u.s; t//dtds

C 1

� .r1/� .r2/

Z x

xm

Z y

0

.x � s/r1�1.y � t/r2�1

� g.s; t; u.s; t//dtdsI .x; y/ 2 J: (5.29)

Solving (5.24)–(5.26) is equivalent to solving (3.46), which is further equivalent to
solving the operator equation

Au.x; y/Bu.x; y/ D u.x; y/; .x; y/ 2 J: (5.30)

We show that operators A and B satisfy all the assumptions of Theorem 2.35. First
we shall show that A is a Lipschitz. Let u1; u2 2 X: Then by .5:14:2/;

jAu1.x; y/ � Au2.x; y/j D jf .x; y; u1.x; y// � f .x; y; u2.x; y//j
� ˛.x; y/ju1.x; y/ � u2.x; y/j
� k˛k1ku1 � u2kPC :

Taking the maximum over .x; y/ in the above inequality yields

kAu1 �Au2kPC � k˛k1ku1 � u2kPC;

and so A is a Lipschitz with a Lipschitz constant k˛k1: Next, we show that B is
compact operator on X: Let fung be a sequence in X: From .5:14:3/ and .5:14:4/ it
follows that

kBunkPC � k�k1 C 2mkˇk1 C 2ar1br2khkL1

� .r1 C 1/� .r2 C 1/
:

As a result fBun W n 2 Ng is a uniformly bounded set in X: Let .�1; y1/; .�2; y2/ 2
J; �1 < �2 and y1 < y2; then for each .x; y/ 2 J;
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jB.un/.�2; y2/� B.un/.�1; y1/j

�j�.�1; y1/��.�2; y2/jC
mX

kD1

ˇ
ˇ
ˇ
ˇ
ˇ

Ik.u.x�
k ; y1//

f .xC
k ; y1; u.x

C
i ; y1//

� Ik.u.x�
k ; y2//

f .xC
k ; y2; u.x

C
i ; y2//

ˇ
ˇ
ˇ
ˇ
ˇ

C 1

� .r1/� .r2/

mX

kD1

xkZ

xk�1

y1Z

0

.xk � s/r1�1Œ.y2 � t/r2�1 � .y1 � t/r2�1	

� g.s; t; u.s; t//dtds

C 1

� .r1/� .r2/

mX

kD1

xkZ

xk�1

y2Z

y1

.xk � s/r1�1.y2 � t/r2�1jg.s; t; u.s; t//jdtds

C 1

� .r1/� .r2/

Z �1

0

Z y1

0

Œ.�2 � s/r1�1.y2 � t/r2�1 � .�1 � s/r1�1.y1 � t/r2�1	

� g.s; t; u.s; t//dtds

C 1

� .r1/� .r2/

Z �2

�1

Z y2

y1

.�2 � s/r1�1.y2 � t/r2�1jg.s; t; u.s; t//jdtds

C 1

� .r1/� .r2/

Z �1

0

Z y2

y1

.�2 � s/r1�1.y2 � t/r2�1jg.s; t; u.s; t//jdtds

C 1

� .r1/� .r2/

Z �2

�1

Z y1

0

.�2 � s/r1�1.y2 � t/r2�1jg.s; t; u.s; t//jdtds

�j�.�1; y1/��.�2; y2/jC
mX

kD1

ˇ
ˇ
ˇ
ˇ
ˇ

Ik.u.x�
k ; y1//

f .xC
k ; y1; u.x

C
i ; y1//

� Ik.u.x�
k ; y2//

f .xC
k ; y2; u.x

C
i ; y2//

ˇ
ˇ
ˇ
ˇ
ˇ

C khkL1

� .r1/� .r2/

mX

kD1

xkZ

xk�1

y1Z

0

.xk � s/r1�1Œ.y2 � t/r2�1 � .y1 � t/r2�1	dtds

C khkL1

� .r1/� .r2/

mX

kD1

xkZ

xk�1

y2Z

y1

.xk � s/r1�1.y2 � t/r2�1dtds

C khkL1

� .r1/� .r2/

Z �1

0

Z y1

0

Œ.�2�s/r1�1.y2�t/r2�1�.�1�s/r1�1.y1�t/r2�1	dtds

C khkL1

� .r1/� .r2/

Z �2

�1

Z y2

y1

.�2 � s/r1�1.y2 � t/r2�1dtds

C khkL1

� .r1/� .r2/

Z �1

0

Z y2

y1

.�2 � s/r1�1.y2 � t/r2�1dtds
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C khkL1

� .r1/� .r2/

Z �2

�1

Z y1

0

.�2 � s/r1�1.y2 � t/r2�1dtds

�j�.�1; y1/��.�2; y2/jC
mX

kD1

ˇ
ˇ
ˇ
ˇ
ˇ

Ik.u.x�
k ; y1//

f .xC
k ; y1; u.x

C
i ; y1//

� Ik.u.x�
k ; y2//

f .xC
k ; y2; u.x

C
i ; y2//

ˇ
ˇ
ˇ
ˇ
ˇ

C khkL1

� .r1/� .r2/

mX

kD1

xkZ

xk�1

y1Z

0

.xk � s/r1�1Œ.y2 � t/r2�1 � .y1 � t/r2�1	dtds

C khkL1

� .r1/� .r2/

mX

kD1

xkZ

xk�1

y2Z

y1

.xk � s/r1�1.y2 � t/r2�1dtds

C khkL1

� .r1 C 1/� .r2 C 1/

�
2y

r2
2 .�2 � �1/r1 C 2�

r1
2 .y2 � y1/r2

C�r11 yr21 � �r12 yr22 � 2.�2 � �1/r1.y2 � y1/
r2
�
:

As �1 �! �2 and y1 �! y2, the right-hand side of the above inequality tends to
zero. From this we conclude that fBun W n 2 Ng is an equicontinuous set in X:
Hence B W X ! X is compact by Arzelà-Ascoli theorem. Moreover,

M D kB.X/k

� k�k1 C 2mkˇk1 C 2ar1br2khkL1

� .r1 C 1/� .r2 C 1/
;

and so,

˛M � k˛k1
�

k�k1 C 2mkˇk1 C 2ar1br2khkL1

� .r1 C 1/� .r2 C 1/

�

< 1;

by assumption (5.27). To finish, it remains to show that either the conclusion
(i) or the conclusion (ii) of Theorem 2.35 holds. We now will show that the
conclusion (ii) is not possible. Let u 2 X be any solution to (5.24)–(5.26), then
for any � 2 .0; 1/ we have

u.x; y/D�f .x; y; u.x; y//
h
�.x; y/C

X

0<xk<x

 
Ik.u.x�

k
; y//

f .xC
k
; y; u.xC

i ; y//
� Ik.u.x�

k
; 0//

f .xC
k
; 0; u.xC

i ; 0//

!

C 1

� .r1/� .r2/

X

0<xk<x

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1g.s; t; u.s; t//dtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1g.s; t; u.s; t//dtds
i
:
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for .x; y/ 2 J: Therefore,

ju.x; y/j � jf .x; y; u.x; y//j
�

j�.x; y/j C 2mkˇk1 C 2ar1br2khkL1

� .r1 C 1/� .r2 C 1/

�

� �jf .x; y; u.x; y// � f .x; y; 0/j C jf .x; y; 0/j�

�
�
j�.x; y/j C 2mkˇk1 C 2ar1br2khkL1

� .r1 C 1/� .r2 C 1/

�

��k˛k1ju.x; y/jCf ��
�

k�.x; y/kC2mkˇk1C 2ar1br2khkL1

� .r1C1/� .r2C1/
�

� Œk˛k1kukPC C f �	
�

k�k1 C 2mkˇk1 C 2ar1br2khkL1

� .r1 C 1/� .r2 C 1/

�

;

where f � D supfjf .x; y; 0/j W .x; y/ 2 J g, and consequently

kukPC �
f �

�

k�k1 C 2mkˇk1 C 2ar1br2khkL1

� .r1 C 1/� .r2 C 1/



1 � k˛k1
�

k�k1 C 2mkˇk1 C 2ar1br2khkL1

� .r1 C 1/� .r2 C 1/

 WD M:

Thus the conclusion (ii) of Theorem 2.35 does not hold. Therefore the IVP (5.24)–
(5.26) have a solution on J: ut

5.4.3 Existence of Extremal Solutions

We equip the space PC.J;R/ with the order relation � with the help of the cone
defined by

K D fu 2 PC.J;R/ W u.x; y/ � 0; 8.x; y/ 2 J g:

Thus u � Nu if and only if u.x; y/ � Nu.x; y/ for each .x; y/ 2 J: It is well known
that the cone K is positive and normal in PC.J;R/:

Definition 5.15. A function u.�; �/ 2 PC.J;R/ is said to be a lower solution of
(5.24)–(5.26) if we have

cDr
xk

h u.x; y/

f .x; y; u.x; y//

i
� g.x; y; u.x; y//; .x; y/ 2 Jk I k D 0; : : : ; m;

u.xC
k ; y/ � u.x�

k ; y/C Ik.u.x
�
k ; y//; if .x; y/ 2 Jk I k D 1; : : : ; m;

u.x; 0/ � '.x/; u.0; y/ �  .y/; .x; y/ 2 J:



194 5 Impulsive Partial Hyperbolic Functional Differential Equations

Similarly a function Nu.�; �/ 2 PC.J;R/ is said to be an upper solution of
(5.24)–(5.26) if we have

cDr
xk

h Nu.x; y/
f .x; y; Nu.x; y//

i
� g.x; y; Nu.x; y//; .x; y/ 2 Jk I k D 0; : : : ; m;

Nu.xC
k ; y/ � Nu.x�

k ; y/C Ik.Nu.x�
k ; y//; if .x; y/ 2 Jk I k D 1; : : : ; m;

Nu.x; 0/ � '.x/; Nu.0; y/ �  .y/; .x; y/ 2 J:

Definition 5.16. A solution uM of the problems (5.24–5.26) is said to be maximal if
for any other solution u to the problems (5.24)–(5.26) one has u.x; y/ � uM.x; y/,
for all .x; y/ 2 J: Again a solution um of the problems (5.24)–(5.26) is said to be
minimal if um.x; y/ � u.x; y/, for all .x; y/ 2 J where u is any solution of the
problems (5.24)–(5.26) on J:

Theorem 5.17. Assume that hypotheses (5.14.2) and

(5.17.1) f W J � RC ! R
�C; g W J � RC ! RC;  .y/ � 0 on Œ0; b	 and

'.x/

f .x; 0; '.x//
� '.0/

f .0; 0; '.0//
; for all x 2 Œ0; a	;

(5.17.2) The functions f and g are Chandrabhan
(5.17.3) There exists a function Qh 2 L1.J;RC/ such that

jg.x; y; u/j � Qh.x; y/; a.e. .x; y/ 2 J; for all u 2 R;

(5.17.4) There exists a function Q̌ 2 C.J;RC/ such that
ˇ
ˇ
ˇ
ˇ
Ik.u/

f .x; y; u/

ˇ
ˇ
ˇ
ˇ � Q̌.x; y/; for all .x; y/ 2 J; for all u 2 R;

(5.17.5) The problem (5.24)–(5.26) have a lower solution u and an upper solution
u with u � u;

hold. If

k˛k1

"

k�k1 C 2mk Q̌k C 2ar1br2k QhkL1

� .r1 C 1/� .r2 C 1/

#

< 1;

then the problems (5.24)–(5.26) have a minimal and a maximal positive solution
on J:

Proof. Let X D PC.Jk;R/I k D 0; : : : ; m and consider a closed interval Œu; u	
in X which is well defined in view of hypothesis .5:17:5/: Define two operators
A;B W Œu; u	 ! X by (5.28) and (5.29), respectively. Clearly A and B define the
operators A;B W Œu; u	 ! K: Now solving (5.24)–(5.26) is equivalent to solving
(3.46), which is further equivalent to solving the operator equation

Au.x; y/Bu.x; y/ D u.x; y/; .x; y/ 2 Jk I k D 0; : : : ; m: (5.31)
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We show that operators A and B satisfy all the assumptions of Theorem 2.41. As
in Theorem 5.14 we can prove that A is Lipschitz with a Lipschitz constant k˛k1
and B is completely continuous operator on Œu; u	. Now hypothesis .5:17:2/ implies
that A and B are nondecreasing on Œu; u	. To see this, let u1; u2 2 Œu; u	 be such that
u1 � u2: Then by .5:17:2/; we get

Au1.x; y/ D f .x; y; u1.x; y// � f .x; y; u2.x; y// D Au2.x; y/;

8.x; y/ 2 Jk I k D 0; : : : ; m;

and

Bu1.x; y/

D �.x; y/C
X

0<xk<x

 
Ik.u1.x�

k ; y//

f .xC
k ; y; u.x

C
i ; y//

� Ik.u1.x�
k ; 0//

f .xC
k ; 0; u.x

C
i ; 0//

!

C 1

� .r1/� .r2/

X

0<xk<x

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1g.s; t; u1.s; t//dtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1g.s; t; u1.s; t//dtds

� �.x; y/C
X

0<xk<x

 
Ik.u2.x�

k ; y//

f .xC
k ; y; u.x

C
i ; y//

� Ik.u2.x�
k ; 0//

f .xC
k ; 0; u.x

C
i ; 0//

!

C 1

� .r1/� .r2/

X

0<xk<x

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1g.s; t; u2.s; t//dtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1g.s; t; u2.s; t//dtds

D Bu2.x; y/; 8.x; y/ 2 J:

SoA andB are nondecreasing operators on Œu; u	:Again hypothesis .5:17:5/ implies

u.x; y/ D Œf .x; y; u.x; y//	

0

@�.x; y/C X

0<xk<x

 
Ik.u.x

�
k ; y//

f .x
C

k ; y; u.x
C
i ; y//

� Ik.u.x
�
k ; 0//

f .x
C

k ; 0; u.x
C
i ; 0//

!

C 1

� .r1/� .r2/

X

0<xk<x

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t /r2�1g.s; t; u.s; t //dtds
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C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t /r2�1g.s; t; u.s; t //dtds

1

A

� Œf .x; y; u.x; y//	

0

@�.x; y/C X

0<xk<x

 
Ik.u.x

�
k ; y//

f .x
C

k ; y; u.x
C
i ; y//

� Ik.u.x
�
k ; 0//

f .x
C

k ; 0; u.x
C
i ; 0//

!

C 1

� .r1/� .r2/

X

0<xk<x

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t /r2�1g.s; t; u.s; t //dtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t /r2�1g.s; t; u.s; t //dtds

1

A

� Œf .x; y; u.x; y//	

0

@�.x; y/C X

0<xk<x

 
Ik.u.x�

k ; y//

f .x
C

k ; y; u.x
C
i ; y//

� Ik.u.x�
k ; 0//

f .x
C

k ; 0; u.x
C
i ; 0//

!

C 1

� .r1/� .r2/

X

0<xk<x

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t /r2�1g.s; t; u.s; t //dtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t /r2�1g.s; t; u.s; t //dtds

1

A

� u.x; y/;

for all .x; y/ 2 J and u 2 Œu; u	: As a result

u.x; y/�Au.x; y/Bu.x; y/�u.x; y/; 8.x; y/ 2 Jk I kD0; : : : ; m; and u 2 Œu; u	:

Hence AuBu 2 Œu; u	; for all u 2 Œu; u	.
Notice for any u 2 Œu; u	,
M D kB.Œu; u	/k

� j�.x; y/j C
ˇ
ˇ
ˇ
X

0<xk<x

 
Ik.u.x�

k ; y//

f .xC
k ; y; u.x

C
i ; y//

� Ik.u.x�
k ; 0//

f .xC
k ; 0; u.x

C
i ; 0//

!

C 1

� .r1/� .r2/

X

0<xk<x

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1g.s; t; u.s; t//dtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1g.s; t; u.s; t//dtds
ˇ
ˇ
ˇ

� k�k1 C 2mk Q̌k C 2ar1br2k QhkL1

� .r1 C 1/� .r2 C 1/
:
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and so,

˛M � k˛k1

 

k�k1 C 2mk Q̌k C 2ar1br2k QhkL1

� .r1 C 1/� .r2 C 1/

!

< 1:

Thus the operators A and B satisfy all the conditions of Theorem 2.41 and so the
operator equation (5.29) has a least a greatest solution in Œu; u	. This further implies
that the problems (5.24)–(5.26) have a minimal and a maximal positive solution
on J: ut
Theorem 5.18. Assume that hypotheses (5.14.1), (5.17.1)–(5.17.5) hold. Then the
problems (5.24)–(5.26) have a minimal and a maximal positive solution on J:

Proof. Let X D PC.J;R/: Consider the order interval Œu; u	 in X and define two
operators A and B on Œu; u	 by (5.28) and (5.29), respectively. Then the problems
(5.24)–(5.26) are transformed into an operator equation Au.x; y/Bu.x; y/ D
u.x; y/, .x; y/ 2 J in a Banach algebra X: Notice that .H141/ implies A;B W
Œu; u	 ! K . Since the cone K in X is normal, Œu; u	 is a norm-bounded set in
X: Next we show thatA is completely continuous on Œu; u	. Now the coneK inX is
normal, so the order interval Œu; u	 is norm-bounded. Hence there exists a constant
� > 0 such that kuk � � for all u 2 Œu; u	: As f is continuous on compact set
J � Œ��; �	; it attains its maximum , sayM: Therefore, for any subset S of Œu; u	 we
have

kA.S/k D supfjAuj W u 2 Sg
D sup

n
sup

.x;y/2J
jf .x; y; u.x; y//j W u 2 S

o

� sup
n

sup
.x;y/2J

jf .x; y; u/j W u 2 Œ��; �	
o

� M:

This shows that A.S/ is a uniformly bounded subset of X: We note that the
function f .x; y; u/ is uniformly continuous on J � Œ��; �	: Therefore, for any
.�1; y1/; .�2; y2/ 2 J we have

jf .�1; y1; u/� f .�2; y2; u/j ! 0 as .�1; y1/ ! .�2; y2/;

for all u 2 Œ��; �	. Similarly for any u1; u2 2 Œ��; �	
jf .x; y; u1/� f .x; y; u2/j ! 0 as u1 ! u2;

for all .x; y/ 2 J: Hence for any .�1; y1/; .�2; y2/ 2 J and for any u 2 S one has

jAu.�1; y1/� Au.�2; y2/j D jf .�1; y1; u.�1; y1// � f .�2; y2; u.�2; y2//j
� jf .�1; y1; u.�1; y1//� f .�2; y2; u.�1; y1/j
C jf .�2; y2; u.�1; y1// � f .�2; y2; u.�2; y2//j
! 0 as .�1; y1/ ! .�2; y2/:
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This shows that A.S/ is an equicontinuous set in K . Now an application of Arzelà-
Ascoli theorem yields that A is a completely continuous operator on Œu; u	: Next it
can be shown as in the proof of Theorem 5.17 that B is a compact operator on Œu; u	.
Now an application of Theorem 2.40 yields that the problems (5.24)–(5.26) have a
minimal and maximal positive solution on J: ut

5.4.4 An Example

As an application of our results we consider the following partial hyperbolic
functional differential equations of the form:

cDr
xk

�
u.x; y/

f .x; y; u.x; y//

�

D g.x; y; u.x; y//; if .x; y/ 2 Jk I k D 0; 1; (5.32)

u

 
1

2

C
; y

!

D u

�
1

2

�
; y

�

C I1

�

u

�
1

2

�
; y

��

; if y 2 Œ0; 1	; (5.33)

u.x; 0/ D '.x/; x 2 Œ0; 1	; u.0; y/ D  .y/; y 2 Œ0; 1	; (5.34)

where J0 D Œ0; 1
2
	 � Œ0; 1	; J1 D . 1

2
; 1	 � Œ0; 1	; f; g W Œ0; 1	 � Œ0; 1	 � R ! R and

I1 W R ! R are defined by

f .x; y; u/ D 1

exCyC10.1C juj/ ;

g.x; y; u/ D 1

exCyC8.1C u2/
;

and

I1.u/ D .8C e�10/2

512e10.1C juj/2 :

The functions '; W Œ0; 1	 ! R are defined by

'.x/ D
8
<

:

x2

2
e�10I if x 2 Œ0; 1

2
	;

x2e�10I if x 2 . 1
2
; 1	;

and
 .y/ D ye�10; for all y 2 Œ0; 1	:

We show that the functions '; ; f; g, and I1 satisfy all the hypotheses of Theorem
5.14. Clearly, the function f satisfies .5:14:1/ and .5:14:2/ with ˛.x; y/ D

1

exCyC10 and

k˛k1 D 1

e10
:
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Also, the function g satisfies .5:14:3/ with h.x; y/ D 1

exCyC8 and

khkL1 D 1

e8
:

Finally, condition .5:14:4/ holds with ˇ.x; y/ D 81exCy

512
and kˇk1 D 81e2

512
:

A simple computation gives k�k1 < 4e: Condition (5.27) holds. Indeed

k˛k1
�

k�k1 C 2mkˇk1 C 2ar1br2khkL1

� .r1 C 1/� .r2 C 1/



<
1

e10

�

4e C 81e2

256
C 2

e8� .r1 C 1/� .r2 C 1/



< 1;

for each .r1; r2/ 2 .0; 1	 � .0; 1	: Hence by Theorem 5.14, the problems (5.32)–
(5.34) have a solution defined on Œ0; 1	 � Œ0; 1	:

5.5 Impulsive Partial Hyperbolic Differential Equations
with Variable Times and Infinite Delay

5.5.1 Introduction

In this section, we shall be concerned with the existence of solutions for the
following impulsive partial hyperbolic differential equations:

.cDr
xk

u/.x; y/ D f .x; y; u.x;y//I if .x; y/ 2 Jk I k D 0; : : : ; m;

xk D xk.u.x; y//I k D 1; : : : ; m; (5.35)

u.xC; y/ D Ik.u.x; y//I if y 2 Œ0; b	; x D xk.u.x; y//; k D 1; : : : ; m; (5.36)

u.x; y/ D �.x; y/I if .x; y/ 2 QJ 0; (5.37)

u.x; 0/ D '.x/; x 2 Œ0; a	; u.0; y/ D  .y/I y 2 Œ0; b	; (5.38)

where a; b > 0; QJ 0 D .�1; a	� .�1; b	n.0; a	� .0; b	; � 2 C. QJ ;Rn/; ';  are
as in problems (3.1)–(3.3), 0 D x0 < x1 < � � � < xm < xmC1 D a; f W J � B !
R
n; Ik W Rn ! R

n; k D 1; : : : ; m are given functions and B is a phase space.



200 5 Impulsive Partial Hyperbolic Functional Differential Equations

5.5.2 Main Result

To define the solutions of problems (5.35)–(5.38), we shall consider the space

˝ D ˚
u W .�1; a	 � .�1; b	 ! R

n W u.x;y/ 2 B for .x; y/ 2 E and there exist

0 D x0 < x1 < x2 < � � � < xm < xmC1 D a such that xk D xk.u.xk; ://;

and u.x�
k ; :/; u.xC

k ; :/ exist with u.x�
k ; :/ D u.xk; :/I k D 1; : : : ; m;

and u 2 C.Jk;Rn/I k D 0; : : : ; m
�
;

where Jk WD .xk; xkC1	 � .0; b	: Let kuk˝ be the seminorm in ˝ defined by

kuk˝ D k�kB C supfkukk; k D 0; : : : ; mg;

where uk is the restriction of u to Jk I k D 0; : : : ; m: Let us define what we mean
by a solution of problems (5.35)–(5.38).

Definition 5.19. A function u 2 ˝ whose r-derivative exists on Jk I k D
0; : : : ; m is said to be a solution of (5.35)–(5.38) if u satisfies .cDr

xk
u/.x; y/ D

f .x; y; u.x; y// on Jk I k D 0; : : : ; m and conditions (5.36)–(5.38) are satisfied.

Theorem 5.20. Let f W J � B ! R
n be a Carathéodory function. Assume that

(5.20.1) The function xk 2 C1.Rn;R/ for k D 1; : : : ; m. Moreover,

0 D x0.u/ < x1.u/ < � � � < xm.u/ < xmC1.u/ D a; for all u 2 R
n;

(5.20.2) There exists a constantM > 0 such that

kf .x; y; u/k � M.1C kukB/; for each .x; y/ 2 J; and each u 2 B;

(5.20.3) For all .s; t; u/ 2 J � R
n and u.:;:/ 2 B; we have

x0
k.u/

2

4'0.s/C r1�1
� .r1/� .r2/

sZ

xk

tZ

0

.s��/r1�2.t��/r2�1f .�; �; u.�;�//d�d�

3

5 ¤ 1I

kD1; : : : ; m;
(5.20.4) For all u 2 R

n; xk.Ik.u// � xk.u/ < xkC1.Ik.u// for k D 1; : : : ; m;

(5.20.5) There exists a constantM � > 0 such that

kIk.u/k � M �.1C kukB/; for each u 2 BI k D 1; : : : ; m:

Then the IVP (5.35)–(5.38) has at least one solution on .�1; a	 � .�1; b	:

Proof. The proof will be given in several steps.
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Step 1: Set

˝0D
˚
u W .�1; a	 � .�1; b	 ! R

n W u.x;y/ 2B for .x; y/2E and u 2 C.J;Rn/�:

Consider the following problem:

.cD
r
0u/.x; y/ D f .x; y; u.x;y//; if .x; y/ 2 J; (5.39)

u.x; y/ D �.x; y/I if .x; y/ 2 QJ 0; (5.40)

u.x; 0/ D '.x/; x 2 Œ0; a	; u.0; y/ D  .y/; y 2 Œ0; b	: (5.41)

Transform problems (5.39)–(5.41) into a fixed-point problem. Consider the operator
N W ˝0 ! ˝0 defined by

N.u/.x; y/ D

8
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
:

�.x; y/I .x; y/ 2 QJ ;
�.x; y/

C 1
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t; u.s;t //dtdsI .x; y/ 2 J:

(5.42)
Let v.:; :/ W .�1; a	 � .�1; b	 ! R

n be a function defined by

v.x; y/ D
	
�.x; y/; .x; y/ 2 QJ 0;
�.x; y/; .x; y/ 2 J:

Then v.x;y/ D � for all .x; y/ 2 E: For each w 2 C.J;Rn/ with w.0; 0/ D 0; we
denote by w the function defined by

w.x; y/ D
	
0; .x; y/ 2 QJ 0;
w.x; y/ .x; y/ 2 J:

If u.:; :/ satisfies the integral equation

u.x; y/ D �.x; y/C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t; u.s;t //dtds;

we can decompose u.:; :/ as u.x; y/ D w.x; y/Cv.x; y/I .x; y/ 2 J;which implies
u.x;y/ D w.x;y/ C v.x;y/; for every .x; y/ 2 J; and the function w.:; :/ satisfies

w.x; y/ D 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t;w.s;t / C v.s;t //dtds:
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Set

C0 D fw 2 ˝0 W w.x; y/ D 0 for .x; y/ 2 Eg;

and let k:k.a;b/ be the norm in C0 defined by

kwk.a;b/ D sup
.x;y/2E

kw.x;y/kB C sup
.x;y/2J

kw.x; y/k D sup
.x;y/2J

kw.x; y/k; w 2 C0:

C0 is a Banach space with norm k:k.a;b/: Let the operator P W C0 ! C0 be
defined by

P.w/.x; y/ D 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�f .s; t;w.s;t / C v.s;t //dtds; .x; y/ 2 J: (5.43)

The operatorN has a fixed point is equivalent to P has a fixed point, and so we turn
to proving that P has a fixed point. We shall use the Leray–Schauder alternative to
prove that P has fixed point. We shall show that the operator P is continuous and
completely continuous.

Claim 1. P is continuous. Letfwng be a sequence such that wn ! w in C0: Then

kP.wn/.x; y/ � P.w/.x; y/k

� 1

� .r1/� .r2/

aZ

0

bZ

0

.x � s/r1�1.y � t/r2�1

�kf .s; t;wn.s;t / C vn.s;t //� f .s; t;w.s;t / C v.s;t //kdtds:

Since f is a Carathéodory function, then we have

kP.wn/ � P.w/k1 � ar1br2kf .:; :;wn.:;:/ C vn.:;:// � f .:; :;w.:;:/ C v.:;://k1
� .r1 C 1/� .r2 C 1/

! 0 as n ! 1:

Claim 2. P maps bounded sets into bounded sets in C0: Indeed, it is enough to

show that, for any � > 0; there exists a positive constant
�
` such that, for each

w 2 B� D fw 2 C0 W kwk.a;b/ � �g; we have kP.w/k1 �
�
`: Let w 2 B�: By

.H162/ we have for each .x; y/ 2 J;
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kP.w/.x; y/k � 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�kf .s; t;w.s;t / C v.s;t //kdtds

� 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�M.1C kw.s;t / C v.s;t /kB/dtds

� M.1C ��/
� .r1/� .r2/

aZ

0

bZ

0

.x � s/r1�1.y � t/r2�1dtds

� Mar1br2.1C ��/
� .r1 C 1/� .r2 C 1/

WD `�;

where

kw.s;t / C v.s;t /kB � kw.s;t /kB C kv.s;t /kB
� K�CKk�.0; 0/k CM k�kB WD ��:

Hence kP.w/k1 � `�:

Claim 3.P maps bounded sets into equicontinuous sets inC0: Let .x1; y1/; .x2; y2/ 2
.0; a	� .0; b	; x1 < x2; y1 < y2; B� be a bounded set as in Claim 2, and let w 2 B�:
Then

kP.w/.x2; y2/ � P.w/.x1; y1/k

� 1

� .r1/� .r2/

�
�
�
�
�
�

x1Z

0

y1Z

0

�
.x2 � s/r1�1.y2 � t/r2�1

�.x1 � s/r1�1.y1 � t/r2�1 	f .s; t; u.s;t //dtds

C 1

� .r1/� .r2/

x2Z

x1

y2Z

y1

.x2 � s/r1�1.y2 � t/r2�1f .s; t;w.s;t / C v.s;t //dtds

�
�
�
�
�
�

C 1

� .r1/� .r2/

x1Z

0

y2Z

y1

.x2 � s/r1�1.y2 � t/r2�1kf .s; t;w.s;t / C v.s;t //kdtds

C 1

� .r1/� .r2/

x2Z

x1

y1Z

0

.x2 � s/r1�1.y2 � t/r2�1kf .s; t;w.s;t / C v.s;t //kdtds
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� M.1C �/

� .r1/� .r2/

x1Z

0

y1Z

0

Œ.x1 � s/r1�1.y1 � t/r2�1 � .x2 � s/r1�1.y2 � t/r2�1	dtds

C M.1C �/

� .r1/� .r2/

x2Z

x1

y2Z

y1

.x2 � s/r1�1.y2 � t/r2�1dtds

C M.1C �/

� .r1/� .r2/

x1Z

0

y2Z

y1

.x2 � s/r1�1.y2 � t/r2�1dtds

C M.1C �/

� .r1/� .r2/

x2Z

x1

y1Z

0

.x2 � s/r1�1.y2 � t/r2�1dtds

� M.1C �/

� .r1 C 1/� .r2 C 1/
Œ2y

r2
2 .x2 � x1/

r1 C 2x
r1
2 .y2 � y1/

r2

Cxr11 yr21 � x
r1
2 y

r2
2 � 2.x2 � x1/

r1.y2 � y1/r2	:

As x1 ! x2; y1 ! y2 the right-hand side of the above inequality tends to zero.
The equicontinuity for the cases x1 < x2 < 0; y1 < y2 < 0 and x1 � 0 � x2;

y1 � 0 � y2 is obvious. As a consequence of Claims 1–3, together with the Arzela–
Ascoli theorem , we can conclude that P W C0 ! C0 is continuous and completely
continuous.

Claim 4. (A priori bounds): We now show there exists an open set U � C0 with
w ¤ �P.w/; for � 2 .0; 1/ and w 2 @U: Let w 2 C0 and w D �P.w/ for some
0 < � < 1: Thus for each .x; y/ 2 J;

w.x; y/ D �

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t; u.s;t //dtds:

This implies by .5:20:2/ that, for each .x; y/ 2 J; we have

kw.x; y/k � 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1M Œ1Ckw.s;t /Cv.s;t /kB	dtds:

But

kw.s;t / C v.s;t /kB � kw.s;t /kB C kv.s;t /kB
� K supfw.Qs; Qt / W .Qs; Qt/ 2 Œ0; s	 � Œ0; t 	g

CM k�kB CKk�.0; 0/k: (5.44)
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If we name z(s,t) the right-hand side of (5.44), then we have

kw.s;t / C v.s;t /kB � z.x; y/;

and therefore, for each .x; y/ 2 J we obtain

kw.x; y/k � M

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1.1C z.s; t//dtds: (5.45)

Using the above inequality and the definition of z we have that

z.x; y/ � M k�kB CKk�.0; 0/k

C KM

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1.1C z.s; t//dtds

� M k�kB CKk�.0; 0/k C KMar1br2

� .r1 C 1/� .r2 C 1/

C KM

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1z.s; t/dtds;

for each .x; y/ 2 J: Set

R D M k�kB CKk�.0; 0/k C KMar1br2

� .r1 C 1/� .r2 C 1/
:

Then for Lemma 2.43, there exists ı D ı.r1; r2/ such that

kzk1 � R

�

1C ıKMar1br2

� .r1 C 1/� .r2 C 1/



WD fM:

Then, (5.45) implies that

kwk1 � M.1CfM/ar1br2

� .r1 C 1/� .r2 C 1/
WD M �:

Set
U D fw 2 C0 W kwk.a;b/ < M � C 1g:

P W U ! C0 is continuous and completely continuous. By our choice of U; there
is no w 2 @U such that w D �P.w/; for � 2 .0; 1/: As a consequence of the
nonlinear alternative of Leray–Schauder type [136], we deduce that N has a fixed
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point which is a solution to problems (5.39)–(5.41). Denote this solution by u1:
Define the functions

rk;1.x; y/ D xk.u1.x; y// � x; for x � 0; y � 0:

Hypothesis .5:20:1/ implies that rk;1.0; 0/ ¤ 0 for k D 1; : : : ; m:

If rk;1.x; y/ ¤ 0 on J for k D 1; : : : ; m; i.e.,

x ¤ xk.u1.x; y//; on J for k D 1; : : : ; m;

then u1 is a solution of the problems (5.35)–(5.38). It remains to consider the
case when r1;1.x; y/ D 0 for some .x; y/ 2 J . Now since r1;1.0; 0/ ¤ 0 and
r1;1 is continuous, there exists x1 > 0; y1 > 0 such that r1;1.x1; y1/ D 0; and
r1;1.x; y/ ¤ 0; for all .x; y/ 2 Œ0; x1/ � Œ0; y1/:

Thus, we have

r1;1.x1; y1/ D 0 and r1;1.x; y/ ¤ 0; for all .x; y/ 2 Œ0; x1/ � Œ0; y1	 [ .y1; b	:

Suppose that there exist . Nx; Ny/ 2 Œ0; x1/ � Œ0; y1	 [ .y1; b	 such that r1;1. Nx; Ny/ D 0:

The function r1;1 attains a maximum at some point .s; t/ 2 Œ0; x1/ � Œ0; b	: Since

.cDr
0u1/.x; y/ D f .x; y; u1.x;y//; for .x; y/ 2 J;

then

@u1.x; y/

@x
exists, and

@r1;1.s; t/

@x
D x0

1.u1.s; t//
@u1.s; t/

@x
� 1 D 0:

Since

@u1.x; y/

@x
D ' 0.x/C r1 � 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�2.y � t/r2�1f .s; t; u1.s;t //dtds;

then

x0
1.u1.s; t//

2

4'0.s/C r1�1
� .r1/� .r2/

sZ

0

tZ

0

.s��/r1�2.t��/r2�1f .�; �; u1.�;�//d�d�

3

5D1;

which contradicts .5:20:3/: From .5:20:1/ we have

rk;1.x; y/ ¤ 0 for all .x; y/ 2 Œ0; x1/ � Œ0; b	 and k D 1; : : : m:
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Step 2: In what follows set

˝k D˚u W .�1; a	 � .�1; b	 ! R
n W u.x;y/ 2 B for .x; y/ 2 E and there exist

0 D x0 < x1 < x2 < � � � < xm < xmC1 D a such that xk D xk.u.xk; ://;

and u.x�
k ; :/; u.xC

k ; :/ exist with u.x�
k ; :/ D u.xk; :/I k D 1; : : : ; m;

and u 2 C.Xk;Rn/I k D 0; : : : ; m
�
;

where
Xk WD Œxk; a	 � Œ0; b	I k D 1; : : : ; m:

Consider now the problem

.cDr
x1

u/.x; y/ D f .x; y; u.x;y//; if .x; y/ 2 X1; (5.46)

u.xC
1 ; y/ D I1.u1.x1; y// (5.47)

u.x; y/ D u1.x; y/; if .x; y/ 2 QJ [ Œ0; x1/ � Œ0; b	: (5.48)

Consider the operator N1 W ˝1 ! ˝1 defined as

N1.u/.x; y/D

8
ˆ̂
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
ˆ̂
:̂

u1.x; y/; .x; y/ 2 QJ [ Œ0; x1/ � Œ0; b	;
'.x/C I1.u1.x1; y//� I1.u1.x1; 0//

C 1
� .r1/� .r2/

xZ

x1

yZ

0

.x � s/r1�1.y � t/r2�1

�f .s; t; u.s;t //dtds; .x; y/ 2 X1:

As in Step 1 we can show that N1 is completely continuous. We now show there
exists an open set U 0 � ˝1 with w ¤ �N1.w/; for � 2 .0; 1/ and w 2 @U 0: Let
w 2 ˝1 and w D �N1.w/ for some 0 < � < 1: Thus, from (5.20.2) and (5.20.5) we
get for each .x; y/ 2 X1;

kw.x; y/k � k'.x/k C kI1.u1.x1; y//k C kI1.u1.x1; 0//k

C 1

� .r1/� .r2/

Z x

x1

Z y

0

.x � s/r1�1.y � t/r2�1kf .s; t; u.s;t //kdtds

� k'k1 C 2M �.1C ku1k/

C M

� .r1/� .r2/

Z x

0

Z y

0

.x � s/r1�1.y � t/r2�1.1C kz.s; t/k/dtds

� k'k1 C 2M �.1C ku1k/C M.1CfM/ar1br2

� .r1 C 1/� .r2 C 1/
WD R�:

Set
U 0 D fw 2 ˝1 W kwk < R� C 1g:
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N1 W U 0 ! ˝1 is continuous and completely continuous . By our choice of U 0;
there is no w 2 @U 0 such that w D �N1.w/; for � 2 .0; 1/: As a consequence of
the nonlinear alternative of Leray–Schauder type [136], we deduce that N1 has a
fixed point u which is a solution to problem (5.46)–(5.48). Denote this solution by
u2. Define

rk;2.x; y/ D xk.u2.x; y// � x; for .x; y/ 2 X1:
If rk;2.x; y/ ¤ 0 on .x1; a	 � Œ0; b	 and for all k D 1; : : : ; m, then

u.x; y/ D
(

u1.x; y/; if .x; y/ 2 QJ [ Œ0; x1/ � Œ0; b	;
u2.x; y/; if .x; y/ 2 Œx1; a	 � Œ0; b	;

is a solution of the problems (5.35)–(5.38). It remains to consider the case when
r2;2.x; y/ D 0, for some .x; y/ 2 .x1; a	 � Œ0; b	. By .5:20:4/; we have

r2;2.x
C
1 ; y1/ D x2.u2.x

C
1 ; y1/ � x1

D x2.I1.u1.x1; y1///� x1

> x1.u1.x1; y1//� x1

D r1;1.x1; y1/ D 0:

Since r2;2 is continuous, there exists x2 > x1; y2 > y1 such that r2;2.x2; y2/ D 0;

and r2;2.x; y/ ¤ 0 for all .x; y/ 2 .x1; x2/ � Œ0; b	: It is clear by .5:20:1/ that

rk;2.x; y/ ¤ 0 for all .x; y/ 2 .x1; x2/ � Œ0; b	; k D 2; : : : ; m:

Now suppose that there are .s; t/ 2 .x1; x2/ � Œ0; b	 such that r1;2.s; t/ D 0: From
.5:20:4/ it follows that

r1;2.x
C
1 ; y1/ D x1.u2.x

C
1 ; y1/ � x1

D x1.I1.u1.x1; y1///� x1
� x1.u1.x1; y1//� x1

D r1;1.x1; y1/ D 0:

Thus r1;2 attains a nonnegative maximum at some point .s1; t1/ 2 .x1; a/� Œ0; x2/[
.x2; b	: Since

.cDr
x1

u2/.x; y/ D f .x; y; u2.x;y//; for .x; y/ 2 X1;
then we get

u2.x; y/ D '.x/C I1.u1.x1; y// � I1.u1.x1; 0//

C 1

� .r1/� .r2/

xZ

x1

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t; u2.s;t //dtds;
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hence

@u2
@x
.x; y/ D ' 0.x/C r1 � 1

� .r1/� .r2/

xZ

x1

yZ

0

.x � s/r1�2.y � t/r2�1f .s; t; u2.s;t //dtds;

then
@r1;2.s1; t1/

@x
D x0

1.u2.s1; t1//
@u2
@x
.s1; t1/� 1 D 0:

Therefore

x0
1.u2.s1; t1//

2

4'0.s1/C r1�1
� .r1/� .r2/

s1Z

x1

t1Z

0

.s1��/r1�2.t1��/r2�1f .�; �; u2.�;�//d�d�

3

5D1;

which contradicts .5:20:3/:

Step 3: We continue this process and take into account that umC1 WD u
ˇ
ˇ
ˇ
Xm

is a

solution to the problem

8
ˆ̂
ˆ̂
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
ˆ̂
ˆ̂
:̂

.cDr
xm

u/.x; y/ D f .x; y; u.x;y//; a.e. .x; y/ 2 .xm; a	 � Œ0; b	;
u.xC

m ; y/ D Im.um�1.xm; y//;
u.x; y/ D u1.x; y/; if .x; y/ 2 QJ [ Œ0; x1/ � Œ0; b	;
u.x; y/ D u2.x; y/; if .x; y/ 2 Œx1; x2/ � Œ0; b	;
: : :

u.x; y/ D um.x; y/; if .x; y/ 2 Œxm�1; xm/ � Œ0; b	:

The solution u of the problems (5.35)–(5.38) is then defined by

u.x; y/ D

8
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
:

u1.x; y/; if .x; y/ 2 QJ [ Œ0; x1	 � Œ0; b	;
u2.x; y/; if .x; y/ 2 .x1; x2	 � Œ0; b	;
: : :

umC1.x; y/; if .x; y/ 2 .xm; a	 � Œ0; b	:

ut

5.5.3 An Example

As an application of our results we consider the following impulsive partial
hyperbolic differential equations of the form:
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.cDr
xk

u/.x; y/ D 1C ku.x;y/k
9C exCy I if .x; y/ 2 Jk I k D 0; : : : ; m;

xk D xk.u.x; y//I k D 1; : : : ; m; (5.49)

u.xC
k ; y/ D dku.xk; y/I y 2 Œ0; 1	; k D 1; : : : ; m; (5.50)

u.x; y/ D x C y2; .x; y/ 2 .�1; 1	 � .�1; 1	n.0; 1	 � .0; 1	; (5.51)

u.x; 0/ D x; u.0; y/ D y2I x; y 2 Œ0; 1	; (5.52)

where J D Œ0; 1	 � Œ0; 1	; r D .r1; r2/; 0 < r1; r2 � 1; xk.u/ D 1 � 1

2k.1Cu2/
I k D

1; : : : ; m and
p
2
2
< dk � 1I k D 1; : : : ; m: Let B� be the phase space defined in

the Example of Sect. 3.7. Set

f .x; y; u.x;y// D 1C ku.x;y/k
9C exCy ; .x; y/ 2 Œ0; 1	 � Œ0; 1	; u.x;y/ 2 B� ;

and

Ik.u/ D dkuI u 2 R; k D 1; : : : ; ; m:

Let u 2 R then we have

xkC1.u/� xk.u/ D 1

2kC1.1C u2/
> 0I k D 1; : : : ; m:

Hence 0 < x1.u/ < x2.u/ < � � � < xm.u/ < 1; for each u 2 R: Also, for each u 2 R

we have

xkC1.Ik.u//� xk.u/ D 1C .2d2k � 1/u2

2kC1.1C u2/.1C d2k /
> 0:

Finally, for all .x; y/ 2 J and each u 2 R we get

jIk.u/j D jdkuj � juj � 3.1C juj/I k D 1; : : : ; m;

and

jf .x; y; u/j D j1C uj
9C exCy � 1

10
.1C juj/:

Since all conditions of Theorem 5.20 are satisfied, problem (5.49)–(5.52) have at
least one solution on .�1; 1	 � .�1; 1	.
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5.6 Impulsive Partial Hyperbolic Functional Differential
Equations of Fractional Order with State-Dependent
Delay

5.6.1 Introduction

In this section, we start by studying the existence result to fractional order IVP , for
the system

.cDr
xk

u/.x; y/ D f .x; y; u.
1.x;y;u.x;y//;
2.x;y;u.x;y////I if .x; y/ 2 Jk I k D 0; : : : ; m;

(5.53)

u.xC
k ; y/ D u.x�

k ; y/C Ik.u.x
�
k ; y//I if y 2 Œ0; b	I k D 1; : : : ; m; (5.54)

u.x; y/ D �.x; y/; if .x; y/ 2 QJ WD Œ�˛; a	 � Œ�ˇ; b	n.0; a	 � .0; b	; (5.55)

u.x; 0/ D '.x/; x 2 Œ0; a	; u.0; y/ D  .y/; y 2 Œ0; b	; (5.56)

where a; b; ˛; ˇ > 0; 0 D x0 < x1 < � � � < xm < xmC1 D a; � W QJ ! R
n; J D

Œ0; a	 � Œ0; b	; is a given continuous function, '; are as in problems (3.1)–(3.3),
f W J � C ! R

n; 
1 W J � C ! Œ�˛; a	; 
2 W J � C ! Œ�ˇ; b	; Ik W Rn !
R
nI k D 1; : : : ; m are given functions and C is the Banach space defined by

C D C.˛;ˇ/ D fu W Œ�˛; 0	 � Œ�ˇ; 0	 ! R
n W continuous and there exist

�k 2 .�˛; 0/ with u.��
k ; Qy/ and u.xC

k ; Qy/; k D 1; : : : ; m; exist for any

Qy 2 Œ�ˇ; 0	 with u.��
k ; Qy/ D u.�k; Qy/�;

with norm
kukPC D sup

.x;y/2Œ�˛;0	�Œ�ˇ;0	
ku.x; y/k:

Next we consider the following system of partial hyperbolic differential equations
of fractional order with infinite delay

.cDr
xk

u/.x; y/ D f .x; y; u.
1.x;y;u.x;y//;
2.x;y;u.x;y////I if .x; y/ 2 Jk I k D 0; : : : ; m;

(5.57)

u.xC
k ; y/ D u.x�

k ; y/C Ik.u.x
�
k ; y//I if .x; y/ 2 Jk I k D 1; : : : ; m; (5.58)

u.x; y/ D �.x; y/; if .x; y/ 2 QJ 0 WD .�1; a	 � .�1; b	n.0; a	 � .0; b	; (5.59)

u.x; 0/ D '.x/; u.0; y/ D  .y/I x; y 2 Œ0; b	; (5.60)

where ';  ; Ik are as in problems (5.53)–(5.56), f W J � B ! R
n; 
1 W J � B !

.�1; a	; 
2 W J � B ! .�1; b	; � W QJ 0 ! R
n and B is a phase space.
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5.6.2 Impulsive Partial Differential Equations with Finite
Delay

Consider the Banach space

PC WD PC.J;Rn/

D ˚
u W J ! R

n W u 2 C.Jk;Rn/I k D 1; : : : ; m; and there exist u.x�
k ; y/

and u.xC
k ; y/I k D 1; : : : ; m; with u.x�

k ; y/ D u.xk; y/; y 2 Œ0; b	�;

with the norm
kukPC D sup

.x;y/2J
ku.x; y/k:

Set ePC WD PC.Œ�˛; a	 � Œ�ˇ; b	;Rn/; which is a Banach space with the norm

kukfPC D supfku.x; y/k W .x; y/ 2 Œ�˛; a	 � Œ�ˇ; b	g:

Definition 5.21. A function u 2 ePC such that its mixed derivative D2
xy exists

on Jk I k D 0; : : : ; m is said to be a solution of (5.53)–(5.56) if u satisfies the
condition (5.55) on QJ ; (5.53) on Jk I k D 0; : : : ; m and conditions (5.54) and (5.56)
are satisfied.

Set R WD R.
�
1 ;


�
2 /

D f.
1.s; t; u/; 
2.s; t; u// W .s; t; u/ 2 J � C; 
i .s; t; u/ � 0I i D 1; 2g:

We always assume that 
i W J � C ! RI i D 1; 2 are continuous and the function
.s; t/ 7�! u.s;t / is continuous from R into C:

The first result is based on Banach fixed-point theorem.

Theorem 5.22. Let f W J � C �! R
n be continuous. Assume that

(5.22.1) There exists a constant l > 0 such that

kf .x; y; u/�f .x; y; u/k�lku�ukC ; for each .x; y/2J and each u; u2C;

(5.22.2) There exists a constant l� > 0 such that

kIk.u/� Ik.u/k � l�ku � uk; for each u; u 2 R
nI k D 1; : : : ; m:

If

2ml� C 2lar1br2

� .r1 C 1/� .r2 C 1/
< 1; (5.61)

then (5.53)–(5.56) have a unique solution on Œ�˛; a	 � Œ�ˇ; b	:
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Proof. We transform the problems (5.53)–(5.56) into a fixed-point problem. Con-
sider the operator F W ePC ! ePC defined by

F.u/.x; y/ D

8
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
:̂

�.x; y/; .x; y/ 2 QJ ;
�.x; y/C

X

0<xk<x

.Ik.u.x
�
k ; y// � Ik.u.x

�
k ; 0///

C 1
� .r1/� .r2/

X

0<xk<x

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1

�f .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds

C 1
� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1

�f .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds; .x; y/ 2 J :

Clearly, from Lemma 2.15 the fixed points of the operator F are solutions of the
problems (5.53)–(5.56). We shall use the Banach contraction principle to prove that
F has a fixed point. For this, we show that F is a contraction. Let u; v 2 ePC , then
for each .x; y/ 2 J; we have

kF.u/.x; y/ � F.v/.x; y/k

�
mX

kD1
.kIk.u.x�

k ; y//� Ik.v.x
�
k ; y//k C kIk.u.x�

k ; 0//� Ik.v.x
�
k ; 0//k/

C 1

� .r1/� .r2/

mX

kD1

xkZ

xk�1

yZ

0

.xk�s/r1�1.y�t/r2�1kf .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////

� f .s; t; v.
1.s;t;u.s;t //;
2.s;t;u.s;t ////kdtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1kf .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////

� f .s; t; v.
1.s;t;u.s;t //;
2.s;t;u.s;t ////kdtds

�
mX

kD1
l�.ku.x�

k ; y/ � v.x�
k ; y/k C ku.x�

k ; 0/� v.x�
k ; 0/k/

C l

� .r1/� .r2/

mX

kD1

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1

� ku.
1.s;t;u.s;t //;
2.s;t;u.s;t /// � v.
1.s;t;u.s;t //;
2.s;t;u.s;t ///kC dtds
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C l

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1

� ku.
1.s;t;u.s;t //;
2.s;t;u.s;t /// � v.
1.s;t;u.s;t //;
2.s;t;u.s;t ///kC dtds

�
�

2ml� C 2lar1br2

� .r1 C 1/� .r2 C 1/



ku � vkC :

By the condition (5.61), we conclude that F is a contraction . As a consequence of
Banach’s fixed-point theorem, we deduce that F has a unique fixed point which is a
solution of the problems (5.53)–(5.56). ut

In the following theorem we give an existence result for the problems (5.53)–
(5.56) by applying the nonlinear alternative of Leray–Schauder type [136].

Theorem 5.23. Let f W J � C �! R
n be continuous. Assume that the following

conditions hold:

(5.23.1) There exists �f 2 C.J;RC/ and  W Œ0;1/ ! .0;1/ continuous and
nondecreasing such that

kf .x; y; u/k � �f .x; y/ .kukC /; for all .x; y/ 2 J; u 2 C;
(5.23.2) There exists  � W Œ0;1/ ! .0;1/ continuous and nondecreasing such

that
kIk.u/k �  �.kuk/; for all u 2 R

n;

(5.23.3) There exists a numberM > 0 such that

M

k�k1 C 2m �.M/C 2ar1 br2 �0f  .M/

� .r1C1/� .r2C1/
> 1;

where �0f D supf�f .x; y/ W .x; y/ 2 J g:
Then (5.53)–(5.56) have at least one solution on Œ�˛; a	 � Œ�ˇ; b	:
Proof. Consider the operator F defined in Theorem 5.22. We shall show that the
operator F is continuous and completely continuous.

A priori estimate. For � 2 Œ0; 1	; let u be such that for each .x; y/ 2 J we have
u.x; y/ D �.F u/.x; y/. For each .x; y/ 2 J; then from .5:23:1/ and .5:23:2/ we
have

ku.x; y/k � k�.x; y/k C
mX

kD1
.kIk.u.x�

k ; y//k C kIk.u.x�
k ; 0//k/

C 1

� .r1/� .r2/

mX

kD1

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1

�kf .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////kdtds
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C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1

�kf .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////kdtds

� k�k1 C 2m �.kuk/C 2ar1br2�0f  .kuk/
� .r1 C 1/� .r2 C 1/

:

Thus kukPC
k�k1 C 2m �.kukPC /C 2ar1 br2�0f  .kukPC /

� .r1C1/� .r2C1/
� 1:

By condition .5:23:3/; there existsM such that kuk1 ¤ M .
Let

U D fu 2 ePC W kukfPC < M g:
The operator F W U ! ePC is continuous and completely continuous. From the
choice of U , there is no u 2 @U such that u D �F.u/ for some � 2 .0; 1/: As a
consequence of the nonlinear alternative of Leray–Schauder type [136], we deduce
that F has a fixed point u in U which is a solution of the problems (5.53)–(5.56).

ut

5.6.3 Impulsive Partial Differential Equations
with Infinite Delay

Now we present two existence results for the problems (5.57)–(5.60). Let us start in
this section by defining what we mean by a solution of the problems (5.57)–(5.60).
Let the space

˝ WD fu W .�1; a	 � .�1; b	 ! R
n W u.x;y/ 2 B for .x; y/ 2 E and ujJ 2 PC g:

Definition 5.24. A function u 2 ˝ such that its mixed derivative D2
xy exists on

Jk I k D 0; : : : ; m is said to be a solution of (5.57)–(5.60) if u satisfies the condition
(5.59) on QJ 0; (5.57) on Jk , and conditions (5.58) and (5.60) are satisfied on J:

Set R0 WD R0
.
�
1 ;


�
2 /

D f.
1.s; t; u/; 
2.s; t; u// W .s; t; u/ 2 J � B; 
i .s; t; u/ � 0I i D 1; 2g:
We always assume that 
1 W J � B ! .�1; a	; 
2 W J � B ! .�1; b	 are
continuous and the function .s; t/ 7�! u.s;t / is continuous from R0 into B:
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We will need to introduce the following hypothesis:

.H�/ There exists a continuous bounded function L W R0
.
�
1 ;


�
2 /

! .0;1/ such
that

k�.s;t/kB � L.s; t/k�kB ; for any.s; t/ 2 R0:

In the sequel we will make use of the following generalization of a consequence of
the phase space axioms ([148]).

Lemma 5.25. If u 2 ˝; then

ku.s;t /kB D .M C L0/k�kB CK sup
.�;�/2Œ0;maxf0;sg	�Œ0;maxf0;tg	

ku.�; �/k;

where
L0 D sup

.s;t /2R0

L.s; t/:

Our first existence result for the IVP (5.57)–(5.60) is based on the Banach
contraction principle.

Theorem 5.26. Assume that the following hypotheses hold:

(5.26.1) There exists `0 > 0 such that

kf .x; y; u/� f .x; y; v/k � `0ku � vkB; for any u; v 2 B and .x; y/ 2 J;
(5.26.2) There exists a constant l� > 0 such that

kIk.u/� Ik.u/k � l�ku � uk; for each u; u 2 R
nI k D 1; : : : ; m:

If

2ml� C 2K`0ar1br2
� .r1 C 1/� .r2 C 1/

< 1; (5.62)

then there exists a unique solution for IVP (5.57)–(5.60) on .�1; a	 � .�1; b	:

Proof. Transform the problems (5.57)–(5.60) into a fixed-point problem. Consider
the operatorN W ˝ ! ˝ defined by

N.u/.x; y/ D

8
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
:̂

�.x; y/; .x; y/ 2 QJ 0;
�.x; y/C

X

0<xk<x

.Ik.u.x
�
k ; y// � Ik.u.x�

k ; 0///

C 1
� .r1/� .r2/

X

0<xk<x

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1

�f .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds

C 1
� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1

�f .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds; .x; y/ 2 J:
(5.63)
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Let v.:; :/ W .�1; a	 � .�1; b	 ! R
n be a function defined by

v.x; y/ D
	
�.x; y/; .x; y/ 2 QJ 0;
�.x; y/; .x; y/ 2 J:

Then v.x;y/ D � for all .x; y/ 2 E: For each w 2 C.J;Rn/ with w.x; y/ D 0 for
each .x; y/ 2 E we denote by w the function defined by

w.x; y/ D
	
0; .x; y/ 2 QJ 0;
w.x; y/ .x; y/ 2 J:

If u.:; :/ satisfies the integral equation

u.x; y/ D �.x; y/C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�f .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds;

we can decompose u.:; :/ as u.x; y/ D w.x; y/Cv.x; y/I .x; y/ 2 J;which implies
u.x;y/ D w.x;y/ C v.x;y/; for every .x; y/ 2 J; and the function w.:; :/ satisfies

w.x; y/ D
X

0<xk<x

.Ik.u.x
�
k ; y// � Ik.u.x

�
k ; 0///

C 1

� .r1/� .r2/

X

0<xk<x

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1

�f .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1

�f .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds:

Set
C0 D fw 2 ˝ W w.x; y/ D 0 for .x; y/ 2 Eg;

and let k:k.a;b/ be the seminorm in C0 defined by

kwk.a;b/ D sup
.x;y/2E

kw.x;y/kB C sup
.x;y/2J

kw.x; y/k D sup
.x;y/2J

kw.x; y/k; w 2 C0:
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C0 is a Banach space with norm k:k.a;b/: Let the operator P W C0 ! C0 be
defined by

P.x; y/ D
X

0<xk<x

.Ik.u.x
�
k ; y// � Ik.u.x

�
k ; 0///

C 1

� .r1/� .r2/

X

0<xk<x

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1

�f .s; t;w.
1.s;t;u.s;t //;
2.s;t;u.s;t /// C v.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1

�f .s; t;w.
1.s;t;u.s;t //;
2.s;t;u.s;t /// C v.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds;

(5.64)

for each .x; y/ 2 J: The operator N has a fixed point is equivalent to P has a
fixed point, and so we turn to proving that P has a fixed point. We can easily show
that P W C0 ! C0 is a contraction map, and hence it has a unique fixed point by
Banach’s contraction principle. ut

Now we give an existence result based on the nonlinear alternative of Leray–
Schauder type [136].

Theorem 5.27. Assume .H�/ and

(5.27.1) There exist p; q 2 C.J;RC/ such that

kf .x; y; u/k � p.x; y/C q.x; y/kukB; for .x; y/ 2 J and each u 2 B;
(5.27.2) There exist ck > 0I k D 1; : : : ; m such that

kIk.u/k � ck for all u 2 R
n:

Then the IVP (5.57)–(5.60) have at least one solution on .�1; a	 � .�1; b	:

Proof. Let P W C0 ! C0 defined as in (5.64). As in Theorem 5.22, we can show
that the operator P is continuous and completely continuous. We now show that
there exists an open set U � C0 with w ¤ �P.w/; for � 2 .0; 1/ and w 2 @U: Let
w 2 C0 and w D �P.w/ for some 0 < � < 1: By .5:27:1/ and .5:27:2/ for each
.x; y/ 2 J; we have

kw.x; y/k �
mX

kD1
2ck C 2kpk1ar1br2

� .r1 C 1/� .r2 C 1/

C 2

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1q.s; t/

�kw.s;t / C v.s;t /kBdtds:
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But Lemma 5.25 implies that

kw.s;t / C v.s;t /kB � kw.s;t /kB C kv.s;t /kB
� K supfw.Qs; Qt / W .Qs; Qt/ 2 Œ0; s	 � Œ0; t 	g

C.M C L0/k�kB CKk�.0; 0/k: (5.65)

If we name z.s; t/ the right-hand side of (5.65), then we have

kw.s;t / C v.s;t /kB � z.x; y/;

and therefore, for each .x; y/ 2 J we obtain

kw.x; y/k � 2

mX

kD1
ck C 2kpk1ar1br2

� .r1 C 1/� .r2 C 1/

C 2

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1q.s; t/z.s; t/dtds:

(5.66)

Using the above inequality and the definition of z for each .x; y/ 2 J we have

z.x; y/ � .M C L0/k�kB CKk�.0; 0/k C 2

mX

kD1
ck C 2kpk1ar1br2

� .r1 C 1/� .r2 C 1/

C 2Kkqk1
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1z.s; t/dtds:

Then by Lemma 2.43, there exists ı D ı.r1; r2/ such that we have

kz.x; y/k � R C ı
2Kkqk1
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1Rdtds;

where

R D .M C L0/k�kB CKk�.0; 0/k C 2

mX

kD1
ck C 2kpk1ar1br2

� .r1 C 1/� .r2 C 1/
:

Hence

kzk1 � RC 2RıKkqk1ar1br2
� .r1 C 1/� .r2 C 1/

WD fM:
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Then, (5.66) implies that

kwk1 � 2

mX

kD1
ck C 2ar1br2

� .r1 C 1/� .r2 C 1/
.kpk1 CfMkqk1/ WD M �:

Set
U D fw 2 C0 W kwk.a;b/ < M � C 1g:

P W U ! C0 is continuous and completely continuous. By our choice of U; there is
no w 2 @U such that w D �P.w/; for � 2 .0; 1/: As a consequence of the nonlinear
alternative of Leray–Schauder type [136], we deduce thatN has a fixed point which
is a solution to problems (5.57)–(5.60). ut

5.6.4 Examples

5.6.4.1 Example 1

As an application of our results we consider the following impulsive partial
hyperbolic functional differential equations of the form:

.cDr
xk

u/.x; y/ D e�x�y

9C exCy � ju.x � �1.u.x; y//; y � �2.u.x; y///j
1C ju.x � �1.u.x; y//; y � �2.u.x; y///j ;

if .x; y/ 2 Jk I k D 0; 1; (5.67)

u

 �
1

2

�C
; y

!

D u

��
1

2

��
; y

�

C ju.. 1
2
/�; y/j

3C ju.. 1
2
/�; y/j W y 2 Œ0; 1	; (5.68)

u.x; y/ D x C y2; .x; y/ 2 Œ�1; 1	 � Œ�2; 1	n.0; 1	 � .0; 1	; (5.69)

u.x; 0/ D x; u.0; y/ D y2; x 2 Œ0; 1	; y 2 Œ0; 1	; (5.70)

where J0 D Œ0; 1
2
	� Œ0; 1	; J1 D . 1

2
; 1	� Œ0; 1	; �1 2 C.R; Œ0; 1	/; �2 2 C.R; Œ0; 2	/:

Set

1.x; y; '/ D x � �1.'.0; 0//; .x; y; '/ 2 J � C;

2.x; y; '/ D y � �2.'.0; 0//; .x; y; '/ 2 J � C;

where C WD C.1;2/: Set

f .x; y; '/ D e�x�y j'j
.9C exCy/.1C j'j/ ; .x; y/ 2 Œ0; 1	 � Œ0; 1	; ' 2 C;

and
Ik.u/ D u

3C u
; u 2 RC:
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A simple computation shows that conditions of Theorem 5.22 are satisfied which
implies that problems (5.67)–(5.70) have a unique solution defined on Œ�1; 1	 �
Œ�2; 1	:

5.6.4.2 Example 2

We consider now the following impulsive fractional order partial hyperbolic
differential equations with infinite delay of the form:

.cDr
xk

u/.x; y/ D cexCy��.xCy/ju.x � �1.u.x; y//; y � �2.u.x; y///j
.exCy C e�x�y/.1C ju.x � �1.u.x; y//; y � �2.u.x; y///j/ I

if .x; y/ 2 Jk I k D 0; : : : ; m; (5.71)

u

 �
k

k C 1

�C
; y

!

D u

��
k

k C 1

��
; y

�

C
ˇ
ˇu
��

k
kC1

��
; y
�ˇˇ

3mk C ˇ
ˇu
��

k
kC1

��
; y
�ˇˇ I

y 2 Œ0; 1	; k D 1; : : : ; m; (5.72)

u.x; 0/ D x; u.0; y/ D y2; x 2 Œ0; 1	; y 2 Œ0; 1	; (5.73)

u.x; y/ D x C y2; .x; y/ 2 QJ 0 WD .�1; 1	 � .�1; 1	n.0; 1	 � .0; 1	; (5.74)

where c D 10
� .r1C1/� .r2C1/ ; � a positive real constant, and �1; �2 2 C.R; Œ0;1//:

Let B� be the phase space defined in the Example of Sect. 3.7. Set


1.x; y; '/ D x � �1.'.0; 0//; .x; y; '/ 2 J � B� ;


2.x; y; '/ D y � �2.'.0; 0//; .x; y; '/ 2 J � B� ;

f .x; y; '/ D cexCy��.xCy/j'j
.exCy C e�x�y/.1C j'j/ ; .x; y/ 2 Œ0; 1	 � Œ0; 1	; ' 2 B�

and

Ik.u/ D u

3mk C u
I u 2 RC; k D 1; : : : ; m:

We can easily show that conditions of Theorem 5.23 are satisfied, and hence
problem (5.71)–(5.74) has a unique solution defined on .�1; 1	 � .�1; 1	:
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5.7 Impulsive Partial Hyperbolic Functional Differential
Equations with Variable Times and State-Dependent
Delay

5.7.1 Introduction

In this section, we start by studying the existence and uniqueness of solutions for the
following impulsive partial hyperbolic differential equations with variable times:

.cDr
xk

u/.x; y/ D f .x; y; u.
1.x;y;u.x;y//;
2.x;y;u.x;y////I

if .x; y/ 2 Jk I k D 0; : : : ; m; xk D xk.u.x; y//; k D 1; : : : ; m; (5.75)

u.xC; y/ D Ik.u.x; y//I if y 2 Œ0; b	; x D xk.u.x; y//; k D 1; : : : ; m; (5.76)

u.x; y/ D �.x; y/I if .x; y/ 2 QJ WD Œ�˛; a	 � Œ�ˇ; b	n.0; a	 � .0; b	; (5.77)

u.x; 0/ D '.x/I x 2 Œ0; a	; u.0; y/ D  .y/I y 2 Œ0; b	; (5.78)

where a; b; ˛; ˇ > 0; 0 D x0 < x1 < � � � < xm < xmC1 D a; � 2 C. QJ ;Rn/; ';  
are as in problem (3.1)–(3.3), f W J � C ! R

n; 
1 W J � C ! Œ�˛; a	; 
2 W
J � C ! Œ�ˇ; b	; Ik W R

n ! R
n; k D 1; : : : ; m are given functions, J WD

Œ0; a	 � Œ0; b	; and C is the space defined by

C D C.˛;ˇ/ D ˚
u W Œ�˛; 0	 � Œ�ˇ; 0	 ! R

n W continuous and there exist

�k 2 .�˛; 0/ such that �k D �k.u.�k; ://; with u.��
k ; Qy/ and u.�C

k ; Qy/;
k D 1; : : : ; m; exist for any Qy 2 Œ�ˇ; 0	 with u.��

k ; Qy/ D u.�k; Qy/�:

C is a Banach space with norm

kukC D sup
.x;y/2Œ�˛;0	�Œ�ˇ;0	

ku.x; y/k:

Next we consider the following system of partial hyperbolic differential equations
of fractional order with infinite delay:

.cDr
xk

u/.x; y/ D f .x; y; u.
1.x;y;u.x;y//;
2.x;y;u.x;y////I

if .x; y/ 2 Jk I k D 0; : : : ; m; xk D xk.u.x; y//; k D 1; : : : ; m; (5.79)

u.xC; y/ D Ik.u.x; y//I if y 2 Œ0; b	; x D xk.u.x; y//; k D 1; : : : ; m; (5.80)

u.x; y/ D �.x; y/I if .x; y/ 2 QJ 0 WD .�1; a	 � .�1; b	n.0; a	 � .0; b	; (5.81)

u.x; 0/ D '.x/I x 2 Œ0; a	; u.0; y/ D  .y/I y 2 Œ0; b	; (5.82)
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where ';  ; Ik are as in problems (5.75)–(5.78), � 2 C. QJ 0;Rn/; f W J � B !
R
n; 
1 W J � B ! .�1; a	; 
2 W J � B ! .�1; b	 are given functions and B is a

phase space.

5.7.2 Impulsive Partial Differential Equations with Finite
Delay

Let us start in this section by defining what we mean by a solution of the problem
(5.75)–(5.78). Let Jk; PC , and ePC be defined as in Sect. 4.7.

Definition 5.28. A function u 2 ePC such that its mixed derivative D2
xy exists on

Jk I k D 0; : : : ; m is said to be a solution of (5.75)–(5.78) if u satisfies the condition
(5.77) on QJ ; (5.75) on Jk and conditions (5.76) and (5.78) are satisfied on J:

Set R WD R.
�
1 ;


�
2 /

D f.
1.s; t; u/; 
2.s; t; u// W .s; t; u/ 2 J � C; 
i .s; t; u/ � 0I i D 1; 2g:
We always assume that 
1 W J �C ! Œ�˛; a	; 
2 W J �C ! Œ�ˇ; b	 are continuous
and the function .s; t/ 7�! u.s;t / is continuous from R into C:

Theorem 5.29. Assume that

(5.29.1) The function f W J � C ! R
n is continuous

(5.29.2) There exists a constantM > 0 such that

kf .x; y; u/k � M.1C kuk/; for each .x; y/ 2 J; u 2 C;
(5.29.3) The function xk 2 C1.Rn;R/ for k D 1; : : : ; m. Moreover,

0 D x0.u/ < x1.u/ < � � � < xm.u/ < xmC1.u/ D a; for all u 2 R
n;

(5.29.4) There exists a constantM � > 0 such that

kIk.u/k � M �.1C kuk/I k D 1; : : : ; m; for each u 2 C;
(5.29.5) For all u 2 C , xk.Ik.u// � xk.u/ < xkC1.Ik.u//, for k D 1; : : : ; m;

(5.29.6) For all .s; t; u/ 2 J � C; we have

x0
k.u/Œ'

0.s/C r1 � 1
� .r1/� .r2/

sZ

xk

tZ

0

.s � �/r1�2.t � �/r2�1

�f .�; �; u.
1.�;�;u.�;�//;
2.�;�;u.�;�////d�d�	 ¤ 1;

k D 1; : : : ; m: Then (5.75)–(5.78) has at least one solution on Œ�˛; a	 � Œ�ˇ; b	:
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Proof. The proof will be given in several steps.

Step 1: Set

PC0D
˚
u W Œ�˛; a	 � Œ�ˇ; b	 ! R

n W u.x;y/2C for .x; y/ 2 J and u2PC.J;Rn/�:
Consider the following problem:

.cDr
0u/.x; y/ D f .x; y; u.
1.x;y;u.x;y//;
2.x;y;u.x;y////I if .x; y/ 2 J; (5.83)

u.x; y/ D �.x; y/I if .x; y/ 2 QJ ; (5.84)

u.x; 0/ D '.x/; u.0; y/ D  .y/I x 2 Œ0; a	 and y 2 Œ0; b	: (5.85)

Transform problems (5.83)–(5.85) into a fixed-point problem. Consider the operator
N W PC0 ! PC0 defined by

N.u/.x; y/ D

8
ˆ̂
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
ˆ̂
:

�.x; y/I .x; y/ 2 QJ ;

�.x; y/C 1
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�f .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtdsI .x; y/ 2 J:

Lemma 2.12 implies that the fixed points of operator N are solutions of problems
(5.83)–(5.85). We shall show that the operator N is continuous and completely
continuous.

Claim 1. N is continuous. Let fung be a sequence such that un ! u in PC0: Let
� > 0 be such that kunk � �: Then for each .x; y/ 2 J; we have

kN.un/.x; y/ �N.u/.x; y/k � 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

kf .s; t; un.
1.s;t;u.s;t //;
2.s;t;u.s;t //// � f .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////kdtds

� kf .:; :; un.:;:// � f .:; :; u/k1
� .r1/� .r2/

aZ

0

bZ

0

.x � s/r1�1.y � t/r2�1dsdt

� ar1br2kf .:; :; un.:;:// � f .:; :; u.:;://k1
� .r1 C 1/� .r2 C 1/

:

Since f is a continuous function, we have

kN.un/ �N.u/k1 ! 0 as n ! 1:
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Claim 2. N maps bounded sets into bounded sets in PC0. Indeed, it is enough to
show that for any �� > 0, there exists a positive constant ` such that for each
u 2 B�� D fu 2 PC0 W kuk1 � ��g, we have kN.u/k1 � `. By .5:29:2/ for each
.x; y/ 2 J; we have

kN.u/.x; y/k � k�.x; u/k C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

� kf .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////kdtds

� k�.x; u/k C M.1C ��/ar1br2
� .r1 C 1/� .r2 C 1/

:

Thus kN.u/k1 � k�k1 C M.1C��/ar1 br2

� .r1C1/� .r2C1/ WD `:

Claim 3. N maps bounded sets into equicontinuous sets of PC0:
Let .�1; y1/; .�2; y2/ 2 J , �1 < �2 and y1 < y2, B�� be a bounded set of PC0 as in
Claim 2, and let u 2 B�� : Then for each .x; y/ 2 J; we have

kN.u/.�2; y2/ �N.u/.�1; y1/k

D
�
�
��.�1; y1/� �.�2; y2/C 1

� .r1/� .r2/

Z �1

0

Z y1

0

Œ.�2 � s/r1�1.y2 � t/r2�1

�.�1 � s/r1�1.y1 � t/r2�1	f .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds

C 1

� .r1/� .r2/

Z �2

�1

Z y2

y1

.�2 � s/r1�1.y2 � t/r2�1

�f .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds

C 1

� .r1/� .r2/

Z �1

0

Z y2

y1

.�2 � s/r1�1.y2 � t/r2�1

�f .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds

C 1

� .r1/� .r2/

Z �2

�1

Z y1

0

.�2 � s/r1�1.y2 � t/r2�1

�f .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds
�
�
�

� k�.�1; y1/ � �.�2; y2/k

CM.1C ��/
� .r1/� .r2/

Z �1

0

Z y1

0

Œ.�1 � s/r1�1.y1 � t/r2�1

�.�2 � s/r1�1.y2 � t/r2�1	dtds
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CM.1C ��/
� .r1/� .r2/

Z �2

�1

Z y2

y1

.�2 � s/r1�1.y2 � t/r2�1dtds

CM.1C ��/
� .r1/� .r2/

Z �1

0

Z y2

y1

.�2 � s/r1�1.y2 � t/r2�1dtds

CM.1C ��/
� .r1/� .r2/

Z �2

�1

Z y1

0

.�2 � s/r1�1.y2 � t/r2�1dtds

� k�.�1; y1/ � �.�2; y2/k

C M.1C ��/
� .r1 C 1/� .r2 C 1/

Œ2y
r2
2 .�2 � �1/

r1 C 2�
r1
2 .y2 � y1/

r2

C�r11 yr21 � �
r1
2 y

r2
2 � 2.�2 � �1/

r1.y2 � y1/r2	:

As �1 �! �2 and y1 �! y2, the right-hand side of the above inequality tends to
zero. As a consequence of Claims 1–3 together with the Arzelá-Ascoli theorem, we
can conclude that N is completely continuous.

Claim 4. A priori bounds. Now it remains to show that the set E D fu 2 PC0 W u D
�N.u/ for some 0 < � < 1g is bounded. Let u 2 E , then u D �N.u/ for some
0 < � < 1: Thus, for each .x; y/ 2 J; we have

ku.x; y/k � k�.x; y/k C 1

� .r1/� .r2/

Z x

0

Z y

0

.x � s/r1�1.y � t/r2�1

�kf .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////kdtds

� k�k1 C Mar1br2

� .r1 C 1/� .r2 C 1/

C M

� .r1/� .r2/

Z x

0

Z y

0

.x � s/r1�1.y � t/r2�1ku.s;t /kdtds:

Set

! D k�k1 C Mar1br2

� .r1 C 1/� .r2 C 1/
:

Then Lemma 2.43 implies that for each .x; y/ 2 J; there exists ı D ı.r1; r2/ such
that

ku.x; y/k � !

�

1C Mı

� .r1/� .r2/

Z x

0

Z y

0

.x � s/r1�1.y � t/r2�1dtds


� !

�

1C Mıar1br2

� .r1 C 1/� .r2 C 1/



WD R:
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This shows that the set E is bounded. As a consequence of Schaefer’s fixed-point
theorem (Theorem 2.34), we deduce that N has a fixed point which is a solution of
the problems (5.83)–(5.85). Denote this solution by u1. Define the function

rk;1.x; y/ D xk.u1.x; y// � x; for x � 0; y � 0:

Hypothesis .5:29:3/ implies that rk;1.0; 0/ ¤ 0 for k D 1; : : : ; m: If rk;1.x; y/ ¤ 0

on J for k D 1; : : : ; m; i.e.,

x ¤ xk.u1.x; y//I on J for k D 1; : : : ; m;

then u1 is a solution of the problems (5.75)–(5.78).

It remains to consider the case when r1;1.x; y/ D 0 for some .x; y/ 2 J . Now
since r1;1.0; 0/ ¤ 0 and r1;1 is continuous, there exists x1 > 0; y1 > 0 such that
r1;1.x1; y1/ D 0; and r1;1.x; y/ ¤ 0; for all .x; y/ 2 Œ0; x1/ � Œ0; y1/:

Thus by .5:29:6/ we have

r1;1.x1; y1/ D 0 and r1;1.x; y/ ¤ 0; for all .x; y/ 2 Œ0; x1/ � Œ0; y1	 [ .y1; b	:
Suppose that there exist . Nx; Ny/ 2 Œ0; x1/ � Œ0; y1	 [ .y1; b	 such that r1;1. Nx; Ny/ D 0:

The function r1;1 attains a maximum at some point .s; t/ 2 Œ0; x1/ � Œ0; b	: Since

.cDr
0u1/.x; y/ D f .x; y; u1.
1.x;y;u.x;y//;
2.x;y;u.x;y////; for .x; y/ 2 J;

then

@u1.x; y/

@x
exists, and

@r1;1.s; t/

@x
D x0

1.u1.s; t//
@u1.s; t/

@x
� 1 D 0:

Since

@u1.x; y/

@x
D ' 0.x/C r1 � 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�2.y � t/r2�1

�f .s; t; u1.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds;
then

x0
1.u1.s; t//

2

4' 0.s/C r1 � 1
� .r1/� .r2/

sZ

0

tZ

0

.s � �/r1�2.t � �/r2�1

�f .�; �; u.
1.�;�;u.�;�//;
2.�;�;u.�;�////d�d�

3

5 D 1;

which contradicts .5:29:6/: From .5:29:1/ we have

rk;1.x; y/ ¤ 0 for all .x; y/ 2 Œ0; x1/ � Œ0; b	 and k D 1; : : : m:
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Step 2: In what follows set

PCk D˚u W Œ�˛; a	 � Œ�ˇ; b	 ! R
n W u.x;y/ 2 C for .x; y/ 2 J; and there exist

0 D x0 < x1 < x2 < � � � < xm < xmC1 D a such that xk D xk.u.xk; ://;

and u.x�
k ; :/; u.xC

k ; :/ exist with u.x�
k ; :/ D u.xk; :/I k D 1; : : : ; m;

and u 2 C.Xk;Rn/I k D 0; : : : ; m
�
;

where
Xk WD Œxk; a	 � Œ0; b	I k D 1; : : : ; m:

Consider now the problem

.cDr
x1

u/.x; y/ D f .x; y; u.
1.x;y;u.x;y//;
2.x;y;u.x;y////; if .x; y/ 2 X1; (5.86)

u.xC
1 ; y/ D I1.u1.x1; y//; (5.87)

u.x; y/ D u1.x; y/; if .x; y/ 2 QJ [ Œ0; x1/ � Œ0; b	: (5.88)

Consider the operatorN1 W PC1 ! PC1 defined as

N1.u/.x; y/ D

8
ˆ̂
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
ˆ̂
:

u1.x; y/; .x; y/ 2 QJ [ Œ0; x1/ � Œ0; b	;
'.x/C I1.u1.x1; y// � I1.u1.x1; 0//

C 1
� .r1/� .r2/

xZ

x1

yZ

0

.x � s/r1�1.y � t /r2�1

�f .s; t; u.
1.s;t;u.s;t/ /;
2.s;t;u.s;t////dtds; .x; y/ 2 X1:
As in Step 1 we can show thatN1 is completely continuous. Now it remains to show
that the set E� D fu 2 PC1 W u D �N1.u/ for some 0 < � < 1g is bounded. Let
u 2 E�; then u D �N1.u/ for some 0 < � < 1: Thus, from .5:29:2/ and .5:29:4/
we get for each .x; y/ 2 X1;

ku.x; y/k � k'.x/k C kI1.u1.x1; y//k C kI1.u1.x1; 0//k

C 1

� .r1/� .r2/

Z x

x1

Z y

0

.x � s/r1�1.y � t/r2�1

�kf .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////kdtds

� k'k1 C 2M �.1C ku1k/C Mar1br2

� .r1 C 1/� .r2 C 1/

C M

� .r1/� .r2/

Z x

0

Z y

0

.x � s/r1�1.y � t/r2�1ku.s;t /kdtds:

Set

!� D k'k1 C 2M �.1C ku1k/C Mar1br2

� .r1 C 1/� .r2 C 1/
:
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Then Lemma 2.43 implies that for each .x; y/ 2 X1; there exists ı D ı.r1; r2/ such
that

ku.x; y/k � !�
�

1C Mı

� .r1/� .r2/

Z x

0

Z y

0

.x � s/r1�1.y � t/r2�1dtds


� !�
�

1C Mıar1br2

� .r1 C 1/� .r2 C 1/



WD R�:

This shows that the set E� is bounded. As a consequence of Schaefer’s fixed-point
theorem (Theorem 2.34), we deduce that N1 has a fixed point u which is a solution
to problems (5.86)–(5.88). Denote this solution by u2: Define

rk;2.x; y/ D xk.u2.x; y// � x; for .x; y/ 2 X1:

If rk;2.x; y/ ¤ 0 on .x1; a	 � Œ0; b	 and for all k D 1; : : : ; m, then

u.x; y/ D
(

u1.x; y/; if .x; y/ 2 QJ [ Œ0; x1/ � Œ0; b	;
u2.x; y/; if .x; y/ 2 Œx1; a	 � Œ0; b	;

is a solution of the problems (5.75)–(5.77). It remains to consider the case when
r2;2.x; y/ D 0, for some .x; y/ 2 .x1; a	 � Œ0; b	. By .5:29:5/; we have

r2;2.x
C
1 ; y1/ D x2.u2.x

C
1 ; y1/ � x1

D x2.I1.u1.x1; y1///� x1

> x1.u1.x1; y1//� x1

D r1;1.x1; y1/ D 0:

Since r2;2 is continuous, there exists x2 > x1; y2 > y1 such that r2;2.x2; y2/ D 0;

and r2;2.x; y/ ¤ 0 for all .x; y/ 2 .x1; x2/ � Œ0; b	. It is clear by .5:29:3/ that

rk;2.x; y/ ¤ 0 for all .x; y/ 2 .x1; x2/	 � Œ0; b	I k D 2; : : : ; m:

Now suppose that there are .s; t/ 2 .x1; x2/ � Œ0; b	 such that r1;2.s; t/ D 0: From
.5:29:5/ it follows that

r1;2.x
C
1 ; y1/ D x1.u2.x

C
1 ; y1/ � x1

D x1.I1.u1.x1; y1///� x1
� x1.u1.x1; y1//� x1

D r1;1.x1; y1/ D 0:
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Thus r1;2 attains a nonnegative maximum at some point .s1; t1/ 2 .x1; a/� Œ0; x2/[
.x2; b	: Since

.cDr
x1

u2/.x; y/ D f .x; y; u2.x; y//; for .x; y/ 2 X1;
then we get

u2.x; y/ D '.x/C I1.u1.x1; y// � I1.u1.x1; 0//

C 1

� .r1/� .r2/

xZ

x1

yZ

0

.x � s/r1�1.y � t/r2�1

�f .s; t; u2.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds;
hence

@u2
@x
.x; y/ D ' 0.x/C r1 � 1

� .r1/� .r2/

xZ

x1

yZ

0

.x � s/r1�2.y � t/r2�1

�f .s; t; u2.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds;

then
@r1;2.s1; t1/

@x
D x0

1.u2.s1; t1//
@u2
@x
.s1; t1/� 1 D 0:

Therefore

x0
1.u2.s1; t1//

2

4' 0.s1/C r1 � 1

� .r1/� .r2/

s1Z

x1

t1Z

0

.s1 � �/r1�2.t1 � �/r2�1

�f .�; �; u2.
1.�;�;u.�;�//;
2.�;�;u.�;�////d�d�

3

5 D 1;

which contradicts .5:29:6/:

Step 3: We continue this process and take into account that umC1 WD u
ˇ
ˇ
ˇ
Xm

is a

solution to the problem

8
ˆ̂
ˆ̂
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
ˆ̂
ˆ̂
:̂

.cDr
xm

u/.x; y/Df .x; y; u.
1.x;y;u.x;y//;
2.x;y;u.x;y////; a.e. .x; y/2.xm; a	 � Œ0; b	;
u.xC

m ; y/ D Im.um�1.xm; y//;
u.x; y/ D u1.x; y/; if .x; y/ 2 QJ [ Œ0; x1/ � Œ0; b	;
u.x; y/ D u2.x; y/; if .x; y/ 2 Œx1; x2/ � Œ0; b	;
: : :

u.x; y/ D um.x; y/; if .x; y/ 2 Œxm�1; xm/ � Œ0; b	:
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The solution u of the problems (5.75)–(5.77) is then defined by

u.x; y/ D

8
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
:

u1.x; y/; if .x; y/ 2 Œ0; x1	 � Œ0; b	;
u2.x; y/; if .x; y/ 2 .x1; x2	 � Œ0; b	;
: : :

umC1.x; y/; if .x; y/ 2 .xm; a	 � Œ0; b	:
ut

5.7.3 Impulsive Partial Differential Equations
with Infinite Delay

Now we present an existence result for the problems (5.79)–(5.82). Consider the
space

˝ D ˚
u W .�1; a	 � .�1; b	 ! R

n W u.x;y/ 2 B for .x; y/ 2 E and ujJ 2 PC �:

Let kuk˝ be the seminorm in ˝ defined by

kuk˝ D k�kB C supfkukk; k D 0; : : : ; mg;
where uk is the restriction of u to Jk; k D 0; : : : ; m:

Definition 5.30. A function u 2 ˝ such that its mixed derivative D2
xy exists

on Jk I k D 0; : : : ; m is said to be a solution of (5.79)–(5.82) if u satis-
fies .cDr

xk
u/.x; y/ D f .x; y; u.x; y// on Jk I k D 0; : : : ; m and conditions

(5.80)��(5.82) are satisfied.

Set R0 WD R0
.
�
1 ;


�
2 /

D f.
1.s; t; u/; 
2.s; t; u// W .s; t; u/ 2 J � B; 
i .s; t; u/ � 0I i D 1; 2g:
We always assume that 
1 W J � B ! .�1; a	; 
2 W J � B ! .�1; b	 are
continuous and the function .s; t/ 7�! u.s;t / is continuous from R0 into B:

We will need to introduce the following hypothesis:

.H�/ There exists a continuous bounded function L W R0
.
�
1 ;


�
2 /

! .0;1/ such
that

k�.s;t/kB � L.s; t/k�kB ; for any.s; t/ 2 R0:

In the sequel we will make use of Lemma 5.25.

Theorem 5.31. Let f W J � B ! R
n be a Carathéodory function. Assume that

(5.31.1) The function xk 2 C1.Rn;R/ for k D 1; : : : ; m. Moreover,

0 D x0.u/ < x1.u/ < � � � < xm.u/ < xmC1.u/ D a; for all u 2 R
n;
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(5.31.2) There exists a constantM 0 > 0 such that

kf .x; y; u/k � M 0.1C kukB/; for each .x; y/ 2 J; and each u 2 B;
(5.31.3) For all .s; t; u/ 2 J � R

n and u.:;:/ 2 B; we have

x0
k.u/

2

4' 0.s/C r1 � 1

� .r1/� .r2/

sZ

xk

tZ

0

.s � �/r1�2.t � �/r2�1

f .�; �; u.
1.�;�;u.�;�//;
2.�;�;u.�;�////d�d�

3

5 ¤ 1;

k D 1; : : : ; m;

(5.31.4) For all u 2 R
n; xk.Ik.u// � xk.u/ < xkC1.Ik.u// for k D 1; : : : ; m;

(5.31.5) There exists a constantM � > 0 such that

kIk.u/k � M �.1C kukB/; for each u 2 B; k D 1; : : : ; m:

Then the IVP (5.79)–(5.82) have at least one solution on .�1; a	 � .�1; b	:

Proof. The proof will be given in several steps.

Step 1: Set

˝0 D˚u W .�1; a	 � .�1; b	 ! R
n W u.x;y/ 2 B for .x; y/2E and u 2 C.J;Rn/�:

Consider the following problem:

.cDr
0u/.x; y/ D f .x; y; u.
1.x;y;u.x;y//;
2.x;y;u.x;y////I if .x; y/ 2 J; (5.89)

u.x; y/ D �.x; y/I if .x; y/ 2 QJ 0; (5.90)

u.x; 0/ D '.x/; u.0; y/ D  .y/I x 2 Œ0; a	; y 2 Œ0; b	: (5.91)

Transform problems (5.89)–(5.91) into a fixed-point problem. Consider the operator
N W ˝0 ! ˝0 defined by

N.u/.x; y/ D

8
ˆ̂
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
ˆ̂
:

�.x; y/I .x; y/ 2 QJ 0;
�.x; y/

C 1
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�f .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtdsI .x; y/ 2 J:

(5.92)

Let v.:; :/ W .�1; a	 � .�1; b	 ! R
n: be a function defined by

v.x; y/ D
	
�.x; y/; .x; y/ 2 QJ 0;
�.x; y/; .x; y/ 2 J:
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Then v.x;y/ D � for all .x; y/ 2 E: For each w 2 C.J;Rn/ with w.0; 0/ D 0; we
denote by w the function defined by

w.x; y/ D
	
0; .x; y/ 2 QJ 0;
w.x; y/ .x; y/ 2 J:

If u.:; :/ satisfies the integral equation

u.x; y/ D �.x; y/C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�f .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds;

we can decompose u.:; :/ as u.x; y/ D w.x; y/Cv.x; y/I .x; y/ 2 J;which implies
u.x;y/ D w.x;y/ C v.x;y/; for every .x; y/ 2 J; and the function w.:; :/ satisfies

w.x; y/ D 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�f .s; t;w.
1.s;t;u.s;t //;
2.s;t;u.s;t /// C v.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds:

Set
C0 D fw 2 ˝0 W w.x; y/ D 0 for .x; y/ 2 Eg;

and let k:k.a;b/ be the seminorm in C0 defined by

kwk.a;b/ D sup
.x;y/2E

kw.x;y/kB C sup
.x;y/2J

kw.x; y/k D sup
.x;y/2J

kw.x; y/k; w 2 C0:

C0 is a Banach space with norm k:k.a;b/: Let the operator P W C0 ! C0 be
defined by

P.w/.x; y/ D 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�f .s; t;w.
1.s;t;u.s;t //;
2.s;t;u.s;t /// C v.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds;

.x; y/ 2 J: (5.93)

The operatorN has a fixed point is equivalent to P has a fixed point, and so we turn
to proving that P has a fixed point. We shall use Schaefer’s fixed point theorem to
prove that P has fixed point. We shall show that the operator P is continuous and
completely continuous.
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Claim 1. P is continuous. Letfwng be a sequence such that wn ! w in C0: Then

kP.wn/.x; y/ � P.w/.x; y/k

� 1

� .r1/� .r2/

aZ

0

bZ

0

.x � s/r1�1.y � t/r2�1

�kf .s; t;wn.
1.s;t;u.s;t //;
2.s;t;u.s;t /// C vn.
1.s;t;u.s;t //;
2.s;t;u.s;t ////

�f .s; t;w.
1.s;t;u.s;t //;
2.s;t;u.s;t /// C v.
1.s;t;u.s;t //;
2.s;t;u.s;t ////kdtds:

Since f is a Carathéodory function, then we have

kP.wn/ � P.w/k1 � ar1br2kf .:; :;wn.:;:/ C vn.:;:// � f .:; :;w.:;:/ C v.:;://k1
� .r1 C 1/� .r2 C 1/

! 0 as n ! 1:

Claim 2. P maps bounded sets into bounded sets in C0: Indeed, it is enough to

show that, for any � > 0; there exists a positive constant
�
` such that, for each

w 2 B� D fw 2 C0 W kwk.a;b/ � �g; we have kP.w/k1 �
�
`:

Lemma 5.25 implies that

kw.
1.s;t;u.s;t //;
2.s;t;u.s;t /// C v.
1.s;t;u.s;t //;
2.s;t;u.s;t ///kB
� kw.
1.s;t;u.s;t //;
2.s;t;u.s;t ///kB C kv.
1.s;t;u.s;t //;
2.s;t;u.s;t ///kB
� K�CKk�.0; 0/k C .M C L0/k�kB:

Set
�� WD K�CKk�.0; 0/k C .M C L0/k�kB

Let w 2 B�: By .5:31:2/ we have for each .x; y/ 2 J;

kP.w/.x; y/k � 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

� kf .s; t;w.
1.s;t;u.s;t //;
2.s;t;u.s;t /// C v.
1.s;t;u.s;t //;
2.s;t;u.s;t ////kdtds

� 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

� M 0.1C kw.
1.s;t;u.s;t //;
2.s;t;u.s;t /// C v.
1.s;t;u.s;t //;
2.s;t;u.s;t ///kB/dtds

� M 0.1C ��/
� .r1/� .r2/

aZ

0

bZ

0

.x � s/r1�1.y � t/r2�1dtds

� M 0ar1br2.1C ��/
� .r1 C 1/� .r2 C 1/

WD `�:

Hence kP.w/k1 � `�:
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Claim 3.P maps bounded sets into equicontinuous sets inC0: Let .�1; y1/; .�2; y2/ 2
.0; a	� .0; b	; �1 < �2; y1 < y2; B� be a bounded set as in Claim 2, and let w 2 B�:
Then

kP.w/.�2; y2/ � P.w/.�1; y1/k

� 1

� .r1/� .r2/
k

�1Z

0

y1Z

0

Œ.�2 � s/r1�1.y2 � t/r2�1

�.�1 � s/r1�1.y1 � t/r2�1	f .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds

C 1

� .r1/� .r2/

�2Z

�1

y2Z

y1

.�2 � s/r1�1.y2 � t/r2�1

�f .s; t;w.
1.s;t;u.s;t //;
2.s;t;u.s;t /// C v.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds

C 1

� .r1/� .r2/

�1Z

0

y2Z

y1

.�2 � s/r1�1.y2 � t/r2�1

�f .s; t;w.
1.s;t;u.s;t //;
2.s;t;u.s;t /// C v.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds

C 1

� .r1/� .r2/

�2Z

�1

y1Z

0

.�2 � s/r1�1.y2 � t/r2�1

�f .s; t;w.
1.s;t;u.s;t //;
2.s;t;u.s;t /// C v.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtdsk

� M 0.1C �/

� .r1/� .r2/

�1Z

0

y1Z

0

Œ.�1 � s/r1�1.y1 � t/r2�1 � .�2 � s/r1�1.y2 � t/r2�1	dtds

C M 0.1C �/

� .r1/� .r2/

�2Z

�1

y2Z

y1

.�2 � s/r1�1.y2 � t/r2�1dtds

C M 0.1C �/

� .r1/� .r2/

�1Z

0

y2Z

y1

.�2 � s/r1�1.y2 � t/r2�1dtds

C M 0.1C �/

� .r1/� .r2/

�2Z

�1

y1Z

0

.�2 � s/r1�1.y2 � t/r2�1dtds

� M 0.1C �/

� .r1 C 1/� .r2 C 1/
Œ2y

r2
2 .�2 � x1/

r1 C 2�
r1
2 .y2 � y1/r2

C�r11 yr21 � �
r1
2 y

r2
2 � 2.�2 � �1/

r1.y2 � y1/r2	:
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As �1 ! �2; y1 ! y2 the right-hand side of the above inequality tends to zero.
The equicontinuity for the cases x1 < x2 < 0; y1 < y2 < 0 and x1 � 0 � x2;

y1 � 0 � y2 is obvious. As a consequence of Claims 1–3, together with the Arzela–
Ascoli theorem, we can conclude that P W C0 ! C0 is continuous and completely
continuous.

Claim 4. (A priori bounds): Now it remains to show that the set F D fu 2 C0 W u D
�P.u/ for some 0 < � < 1g is bounded. Let u 2 F , then u D �P.u/ for some
0 < � < 1: Thus, for each .x; y/ 2 J; we have

w.x; y/ D �

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�f .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds:
This implies by .5:31:2/ that, for each .x; y/ 2 J; we have

kw.x; y/k � 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�M 0Œ1C kw.
1.s;t;u.s;t //;
2.s;t;u.s;t /// C v.
1.s;t;u.s;t //;
2.s;t;u.s;t ///kB	dtds:
But

kw.
1.s;t;u.s;t //;
2.s;t;u.s;t /// C v.
1.s;t;u.s;t //;
2.s;t;u.s;t ///kB
� kw.
1.s;t;u.s;t //;
2.s;t;u.s;t ///kB C kv.
1.s;t;u.s;t //;
2.s;t;u.s;t ///kB
� K supfw.Qs; Qt / W .Qs; Qt/ 2 Œ0; s	 � Œ0; t 	g

C.M C L0/k�kB CKk�.0; 0/k: (5.94)

If we name z(s,t) the right-hand side of (5.94), then we have

kw.
1.s;t;u.s;t //;
2.s;t;u.s;t /// C v.
1.s;t;u.s;t //;
2.s;t;u.s;t ///kB � z.s; t/;

and therefore, for each .x; y/ 2 J we obtain

kw.x; y/k � M 0

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1.1C z.s; t//dtds: (5.95)

Using the above inequality and the definition of z we have that

z.x; y/ � .M CL0/k�kB CKk�.0; 0/k

C KM 0

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1.1C z.s; t//dtds;
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for each .x; y/ 2 J: Then for Lemma 2.43, there exists ı D ı.r1; r2/ such that we
have

kzk1 � R

�

1C KıM 0ar1br2
� .r1 C 1/� .r2 C 1/



WD M �;

where

R D .M C L0/k�kB CKk�.0; 0/k C KM 0ar1br2
� .r1 C 1/� .r2 C 1/

:

Then, (5.95) implies that

kwk1 � KM 0ar1br2.1CfM/

� .r1 C 1/� .r2 C 1/
WD M �:

This shows that the set F is bounded. As a consequence of Schaefer’s fixed-point
theorem (Theorem 2.34), we deduce that P has a fixed point u which is a solution
to problems (5.89)–(5.91). Denote this solution by u1: Define the functions

rk;1.x; y/ D xk.u1.x; y// � x; for x � 0; y � 0:

Hypothesis .5:31:1/ implies that rk;1.0; 0/ ¤ 0 for k D 1; : : : ; m. If rk;1.x; y/ ¤ 0

on J for k D 1; : : : ; m; i.e.,

x ¤ xk.u1.x; y//; on J for k D 1; : : : ; m;

then u1 is a solution of the problems (5.79)–(5.82). It remains to consider the
case when r1;1.x; y/ D 0 for some .x; y/ 2 J: Now since r1;1.0; 0/ ¤ 0 and
r1;1 is continuous, there exists x1 > 0; y1 > 0 such that r1;1.x1; y1/ D 0; and
r1;1.x; y/ ¤ 0; for all .x; y/ 2 Œ0; x1/ � Œ0; y1/:

Thus, we have

r1;1.x1; y1/ D 0 and r1;1.x; y/ ¤ 0; for all .x; y/ 2 Œ0; x1/ � Œ0; y1	 [ .y1; b	:

Suppose that there exist . Nx; Ny/ 2 Œ0; x1/ � Œ0; y1	 [ .y1; b	 such that r1;1. Nx; Ny/ D 0:

The function r1;1 attains a maximum at some point .s; t/ 2 Œ0; x1/ � Œ0; b	: Since

.cDr
0u1/.x; y/ D f .x; y; u1.
1.x;y;u.x;y//;
2.x;y;u.x;y////; for .x; y/ 2 J;

then

@u1.x; y/

@x
exists, and

@r1;1.s; t/

@x
D x0

1.u1.s; t//
@u1.s; t/

@x
� 1 D 0:
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Since

@u1.x; y/

@x
D ' 0.x/C r1 � 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�2.y � t/r2�1

�f .s; t; u1.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds;
then

x0
1.u1.s; t//

2

4' 0.s/C r1 � 1
� .r1/� .r2/

sZ

0

tZ

0

.s � �/r1�2.t � �/r2�1

�f .�; �; u1.
1.�;�;u.�;�//;
2.�;�;u.�;�////d�d�

3

5 D 1;

which contradicts .5:31:3/: From .5:31:1/ we have

rk;1.x; y/ ¤ 0 for all .x; y/ 2 Œ0; x1/ � Œ0; b	 and k D 1; : : : m:

Step 2: In what follows set

˝k D ˚
u W .�1; a	 � .�1; b	 ! R

n W u.x;y/ 2 B for .x; y/ 2 E and there exist

0 D x0 < x1 < x2 < � � � < xm < xmC1 D a such that xk D xk.u.xk; ://;

and u.x�
k ; :/; u.xC

k ; :/ exist with u.x�
k ; :/ D u.xk; :/I k D 1; : : : ; m;

and u 2 C.Xk;Rn/I k D 0; : : : ; m
�
;

where
Xk WD Œxk; a	 � Œ0; b	I k D 1; : : : ; m:

Consider now the problem

.cDr
x1

u/.x; y/ D f .x; y; u.
1.x;y;u.x;y//;
2.x;y;u.x;y////I if .x; y/ 2 X1; (5.96)

u.xC
1 ; y/ D I1.u1.x1; y// (5.97)

u.x; y/ D u1.x; y/; if .x; y/ 2 QJ 0 [ Œ0; x1/ � Œ0; b	: (5.98)

Consider the operatorN1 W ˝1 ! ˝1 defined as

N1.u/.x; y/D

8
ˆ̂
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
ˆ̂
:

u1.x; y/; .x; y/2 QJ 0 [ Œ0; x1/�Œ0; b	;
'.x/CI1.u1.x1; y//�I1.u1.x1; 0//

C 1
� .r1/� .r2/

xZ

x1

yZ

0

.x � s/r1�1.y � t/r2�1

�f .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds; .x; y/ 2 X1:
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As in Step 1 we can show thatN1 is completely continuous. Now it remains to show
that the set F� D fu 2 C.X1;Rn/ W u D �N1.u/ for some 0 < � < 1g is bounded.
Let u 2 F�, then u D �N1.u/ for some 0 < � < 1: Thus, from (5.31.2) and (5.31.5)
we get for each .x; y/ 2 X1;

kw.x; y/k � k'.x/k C kI1.u1.x1; y//k C kI1.u1.x1; 0//k

C 1

� .r1/� .r2/

Z x

x1

Z y

0

.x � s/r1�1.y � t/r2�1k

�f .s; t; u.
1.s;t;u.s;t //;
2.s;t;u.s;t ////kdtds

� k'k1 C 2M �.1C ku1k/

C M

� .r1/� .r2/

Z x

0

Z y

0

.x � s/r1�1.y � t/r2�1.1C kz.s; t/k/dtds:

Set

C � D k'k1 C 2M �.1C ku1k/C KM 0ar1br2
� .r1 C 1/� .r2 C 1/

:

Then Lemma 2.43 implies that there exists ı D ı.r1; r2/ > 0 such that for each
.x; y/ 2 X1;

kw.x; y/k � C �
�

1C ı
KM 0.1C C �/ar1br2
� .r1 C 1/� .r2 C 1/



WD R�:

This shows that the set F� is bounded. As a consequence of Schaefer’s fixed-point
theorem (Theorem 2.34), we deduce that N1 has a fixed point u which is a solution
to problems (5.96)–(5.98). Denote this solution by u2: Define

rk;2.x; y/ D xk.u2.x; y// � x; for .x; y/ 2 X1:

If rk;2.x; y/ ¤ 0 on .x1; a	 � Œ0; b	 and for all k D 1; : : : ; m; then

u.x; y/ D
(

u1.x; y/I if .x; y/ 2 QJ 0 [ Œ0; x1/ � Œ0; b	;
u2.x; y/; if .x; y/ 2 Œx1; a	 � Œ0; b	;

is a solution of the problems (5.79)–(5.82). It remains to consider the case when
r2;2.x; y/ D 0, for some .x; y/ 2 .x1; a	 � Œ0; b	. By .5:31:4/; we have

r2;2.x
C
1 ; y1/ D x2.u2.x

C
1 ; y1/ � x1

D x2.I1.u1.x1; y1///� x1

> x1.u1.x1; y1//� x1

D r1;1.x1; y1/ D 0:
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Since r2;2 is continuous, there exists x2 > x1; y2 > y1 such that r2;2.x2; y2/ D 0;

and r2;2.x; y/ ¤ 0 for all .x; y/ 2 .x1; x2/ � Œ0; b	:
It is clear by .5:31:1/ that

rk;2.x; y/ ¤ 0 for all .x; y/ 2 .x1; x2/ � Œ0; b	; k D 2; : : : ; m:

Now suppose that there are .s; t/ 2 .x1; x2/ � Œ0; b	 such that r1;2.s; t/ D 0: From
.5:31:4/ it follows that

r1;2.x
C
1 ; y1/ D x1.u2.x

C
1 ; y1/ � x1

D x1.I1.u1.x1; y1///� x1
� x1.u1.x1; y1//� x1

D r1;1.x1; y1/ D 0:

Thus r1;2 attains a nonnegative maximum at some point .s1; t1/ 2 .x1; a/� Œ0; x2/[
.x2; b	. Since

.cDr
x1

u2/.x; y/ D f .x; y; u2.
1.x;y;u.x;y//;
2.x;y;u.x;y////I for .x; y/ 2 X1;
then we get

u2.x; y/ D '.x/C I1.u1.x1; y// � I1.u1.x1; 0//

C 1

� .r1/� .r2/

xZ

x1

yZ

0

.x � s/r1�1.y � t/r2�1

�f .s; t; u2.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds;
hence

@u2
@x
.x; y/ D ' 0.x/C r1 � 1

� .r1/� .r2/

xZ

x1

yZ

0

.x � s/r1�2.y � t/r2�1

�f .s; t; u2.
1.s;t;u.s;t //;
2.s;t;u.s;t ////dtds;
then

@r1;2.s1; t1/

@x
D x0

1.u2.s1; t1//
@u2
@x
.s1; t1/� 1 D 0:

Therefore

x0
1.u2.s1; t1//

2

4' 0.s1/C r1 � 1

� .r1/� .r2/

s1Z

x1

t1Z

0

.s1 � �/r1�2.t1 � �/r2�1

�f .�; �; u2.
1.�;�;u.�;�//;
2.�;�;u.�;�////d�d�

3

5 D 1;

which contradicts .5:31:3/:
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Step 3: We continue this process and take into account that umC1 WD u
ˇ
ˇ
ˇ
Xm

is a

solution to the problem
8
ˆ̂
ˆ̂
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
ˆ̂
ˆ̂
:̂

.cDr
xm

u/.x; y/Df .x; y; u.
1.x;y;u.x;y//;
2.x;y;u.x;y////I a.e. .x; y/2.xm; a	�Œ0; b	;
u.xC

m ; y/ D Im.um�1.xm; y//;
u.x; y/ D u1.x; y/; if .x; y/ 2 QJ 0 [ Œ0; x1/ � Œ0; b	;
u.x; y/ D u2.x; y/; if .x; y/ 2 Œx1; x2/ � Œ0; b	;
: : :

u.x; y/ D um.x; y/; if .x; y/ 2 Œxm�1; xm/ � Œ0; b	:
The solution u of the problems (5.79)–(5.82) is then defined by

u.x; y/ D

8
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
:

u1.x; y/; if .x; y/ 2 QJ 0 [ Œ0; x1	 � Œ0; b	;
u2.x; y/; if .x; y/ 2 .x1; x2	 � Œ0; b	;
: : :

umC1.x; y/; if .x; y/ 2 .xm; a	 � Œ0; b	:
ut

5.7.4 Examples

5.7.4.1 Example 1

As an application of our results we consider the following impulsive partial
hyperbolic functional differential equations of the form:

.cDr
xk

u/.x; y/ D 1C ju.x � �1.u.x; y//; y � �2.u.x; y///j
9C exCy I

if .x; y/ 2 Jk I k D 0; : : : ; m; xk D xk.u.x; y//I k D 1; : : : ; m; (5.99)

u.xC
k ; y/ D dku.xk; y/I y 2 Œ0; 1	; (5.100)

u.x; 0/ D x; u.0; y/ D y2I x; y 2 Œ0; 1	; (5.101)

u.x; y/ D x C y2; .x; y/ 2 Œ�1; 1	 � Œ�2; 1	n.0; 1	 � .0; 1	; (5.102)

where r D .r1; r2/; 0 < r1; r2 � 1; xk.u/ D 1 � 1
2k.1Cu2/

I k D 1; : : : ; m and
p
2
2
< dk � 1I k D 1; : : : m; �1 2 C.R; Œ0; 1	/; �2 2 C.R; Œ0; 2	/. Set


1.x; y; '/ D x � �1.'.0; 0//; .x; y; '/ 2 J � C;


2.x; y; '/ D y � �2.'.0; 0//; .x; y; '/ 2 J � C;
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where C WD C.1;2/: Set

f .x; y; '/ D 1C j'j
9C exCy ; .x; y/ 2 Œ0; 1	 � Œ0; 1	; ' 2 C:

and
Ik.u/ D dkuI u 2 R; k D 1; : : : ; m:

Let u 2 R then we have

xkC1.u/� xk.u/ D 1

2kC1.1C u2/
> 0I k D 1; : : : ; m:

Hence 0 < x1.u/ < x2.u/ < � � � < xm.u/ < 1; for each u 2 R:

Also, for each u 2 R we have

xkC1.Ik.u//� xk.u/ D 1C .2d2k � 1/u2

2kC1.1C u2/.1C d2k /
> 0:

Finally, for all .x; y/ 2 J and each u 2 R we get

jIk.u/j D jdkuj � juj � 3.1C juj/I k D 1; : : : ; m;

and

jf .x; y; u/j D j1C uj
9C exCy � 1

10
.1C juj/:

Since all conditions of Theorem 5.29 are satisfied, problems (5.99)–(5.102) have at
least one solution on Œ�1; 1	 � Œ�2; 1	.

5.7.4.2 Example 2

As an application of our results we consider the following impulsive partial
hyperbolic differential equations of the form:

.cDr
xk

u/.x; y/ D 1C ju.x � �1.u.x; y//; y � �2.u.x; y///j
9C exCy I

if .x; y/ 2 Jk I k D 0; : : : ; m; xk D xk.u.x; y//I k D 1; : : : ; m; (5.103)

u.xC
k ; y/ D dku.xk; y/; y 2 Œ0; 1	I k D 1; : : : ; m; (5.104)

u.x; y/ D x C y2; .x; y/ 2 .�1; 1	 � .�1; 1	n.0; 1	 � .0; 1	; (5.105)

u.x; 0/ D x; x 2 Œ0; 1	; u.0; y/ D y2; y 2 Œ0; 1	; (5.106)
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where r D .r1; r2/; 0 < r1; r2 � 1; xk.u/ D 1 � 1

2k.1Cu2/
I k D 1; : : : ; m and

p
2
2
< dk � 1I k D 1; : : : ; m and �1; �2 2 C.R; Œ0;1//: Let B� be the phase space

defined in the Example of Sect. 3.7. Set


1.x; y; '/ D x � �1.'.0; 0//; .x; y; '/ 2 J � B� ;


2.x; y; '/ D y � �2.'.0; 0//; .x; y; '/ 2 J � B� ;

f .x; y; '/ D 1C j'j
9C exCy ; .x; y/ 2 Œ0; 1	 � Œ0; 1	; u.x;y/ 2 B� ;

and
Ik.u/ D dkuI u 2 R; k D 1; : : : ; m:

Let u 2 R then we have

xkC1.u/� xk.u/ D 1

2kC1.1C u2/
> 0I k D 1; : : : ; m:

Hence 0 < x1.u/ < x2.u/ < � � � < xm.u/ < 1; for each u 2 R: Also, for each u 2 R

we have

xkC1.Ik.u//� xk.u/ D 1C .2d2k � 1/u2

2kC1.1C u2/.1C d2k /
> 0:

Finally, for all .x; y/ 2 J and each u 2 R we get

jIk.u/j D jdkuj � juj � 3.1C juj/I k D 1; : : : ; m;

and

jf .x; y; u/j D j1C uj
9C exCy � 1

10
.1C juj/:

Since all conditions of Theorem 5.31 are satisfied, problem (5.103)–(5.106) has at
least one solution on .�1; 1	 � .�1; 1	:

5.8 Upper and Lower Solutions Method for Impulsive
Partial Hyperbolic Differential Equations

5.8.1 Introduction

This section deals with the existence of solutions to impulsive fractional order IVP,
for the system

.cDr
xk

u/.x; y/ D f .x; y; u.x; y//; if .x; y/ 2 Jk I k D 0; : : : ; m; (5.107)
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u.xC
k ; y/ D u.x�

k ; y/C Ik.u.x
�
k ; y//I if y 2 Œ0; b	; k D 1; : : : ; m; (5.108)

u.x; 0/ D '.x/; x 2 Œ0; a	; u.0; y/ D  .y/; y 2 Œ0; b	; (5.109)

where a; b > 0; 0 D x0 < x1 < � � � < xm < xmC1 D a; f W J �R
n ! R

n and Ik W
R
n ! R

n; k D 0; 1; : : : ; m; ' W Œ0; a	 ! R
n;  W Œ0; b	 ! R

n are given absolutely
continuous functions with '.0/ D  .0/: Here u.xC

k ; y/; J D Œ0; a	 � Œ0; b	 and
u.x�

k ; y/ denote the right and left limits of u.x; y/ at x D xk , respectively.

5.8.2 Main Result

In what follows set
Jk WD .xk; xkC1	 � .0; b	:

To define the solutions of problem (5.107)–(5.109), we shall consider the Banach
space

PC.J;Rn/ D˚u W J ! R
n W u 2 C.Jk;Rn/I k D 1; : : : ; m; and there

exist u.x�
k ; y/ and u.xC

k ; y/Iy 2 Œ0; b	; k D 1; : : : ; m;

with u.x�
k ; y/ D u.xk; y/

�
;

with the norm
kukPC D sup

.x;y/2J
ku.x; y/k:

Definition 5.32. A function u 2 PC.J;Rn/
TSm

kD0 C 1..xk; xkC1/ � Œ0; b	;Rn/

such that its mixed derivative D2
xy exists on Jk I k D 0; : : : ; m is said to be

a solution of (5.107)–(5.109) if u satisfies .cDr
xk

u/.x; y/ D f .x; y; u.x; y// on
Jk I k D 0; : : : ; m and conditions (5.108), (5.109) are satisfied.

Definition 5.33. A function z 2 PC.J;Rn/TSm
kD0 C 1..xk; xkC1/� Œ0; b	;Rn/ is

said to be a lower solution of (5.107)–(5.109) if z satisfies

.cDr
xk

z/.x; y/�f .x; y; z.x; y//; z.x; 0/�'.x/; z.0; y/� .y/ on Jk I kD0; : : : ; m;

z.xC
k ; y/ � z.x�

k ; y/C Ik.z.x
�
k ; y//; if y 2 Œ0; b	I k D 1; : : : ; m;

z.x; 0/ � '.x/; z.0; y/ �  .y/ on J;

and z.0; 0/ � '.0/:

The function z is said to be an upper solution of (5.107)–(5.109) if the reversed
inequalities hold.
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Let z; Nz 2 C.J;Rn/ be such that

z.x; y/ D .z1.x; y/; z2.x; y/; : : : ; zn.x; y//; .x; y/ 2 J;

and
Nz.x; y/ D .Nz1.x; y/; Nz2.x; y/; : : : ; Nzn.x; y//; .x; y/ 2 J:

The notation z � Nz means that

zi .x; y/ � Nzi .x; y/; i D 1; : : : ; n:

Further, we present conditions for the existence of a solution of our problem.

Theorem 5.34. Assume that the following hypotheses hold:

(5.34.1) The function f W J � R
n ! R

n is jointly continuous.
(5.34.2) There exist v and w 2 PC

T
C1..xk; xkC1/ � Œ0; b	;Rn/; k D 0; : : : ; m

lower and upper solutions for the problems (5.107)–(5.109) such that
v � w:

(5.34.3) For each y 2 Œ0; b	; we have

v.xC
k ; y/ � min

u2Œv.x�
k ;y/;w.x

�
k ;y/	

Ik.u/ � max
u2Œv.x�

k ;y/;w.x
�
k ;y/	

Ik.u/

� w.xC
k ; y/; k D 1; : : : ; m:

Then the problems (5.107)–(5.109) have at least one solution u such that

v.x; y/ � u.x; y/ � w.x; y/ for all .x; y/ 2 J:

Proof. Transform the problems (5.107)–(5.109) into a fixed-point problem. Con-
sider the following modified problem:

.cDr
0u/.x; y/ D g.x; y; u.x; y//I if .x; y/ 2 J; x ¤ xk I k D 1; : : : ; m; (5.110)

u.xC
k ; y/ D u.x�

k ; y/C Ik.h.x
�
k ; y; u.x

�
k ; y///I if y 2 Œ0; b	I k D 1; : : : ; m;

(5.111)
u.x; 0/ D '.x/; u.0; y/ D  .y/I x 2 Œ0; a	 and y 2 Œ0; b	; (5.112)

where
g.x; y; u.x; y// D f .x; y; h.x; y; u.x; y///;

h.x; y; u.x; y// D maxfv.x; y/;minfu.x; y/;w.x; y/gg;
for each .x; y/ 2 J: A solution to (5.110)–(5.112) is a fixed point of the operator
N W PC.J;Rn/ ! PC.J;Rn/ defined by
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N.u/.x; y/ D �.x; y/C
X

0<xk<x

.Ik.h.x
�
k ; y; u.x

�
k ; y/// � Ik.h.x�

k ; 0; u.x
�
k ; 0////

C 1

� .r1/� .r2/

X

0<xk<x

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1

� g.s; t; u.s; t//dtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1g.s; t; u.s; t//dtds:

Notice that g is a continuous function, and from .5:34:2/ there exists M > 0 such
that

kg.x; y; u/k � M I for each .x; y/ 2 J; and u 2 IRn: (5.113)

Also, by the definition of h and from .5:34:3/ we have

v.xC
k ; y/ � Ik.h.xk; y; u.xk; y/// � w.xC

k ; y/I y 2 Œ0; b	I k D 1; : : : ; m;

(5.114)
Set

� D k�k1 C 2

mX

kD1
max
y2Œ0;b	.kv.xC

k ; y/k; kw.xC
k ; y/k/C 2Mar1br2

� .r1 C 1/� .r2 C 1/
;

and
D D fu 2 PC.J;Rn/ W kukPC � �g:

Clearly D is a closed convex subset of PC.J;Rn/ and that N maps D into D. We
shall show that N satisfies the assumptions of Schauder’s fixed-point theorem. The
proof will be given in several steps.

Step 1: N is continuous. Let fung be a sequence such that un ! u in D: Then

kN.un/.x; y/�N.u/.x; y/k

�
mX

kD1

.kIk.h.x�
k ; y; un.x

�
k ; y///� Ik.h.x

�
k ; y; u.x

�
k ; y///k/

C
mX

kD1

.kIk.h.x�
k ; 0; un.x

�
k ; 0///� Ik.h.x

�
k ; 0; u.x

�
k ; 0///k/

C 1

� .r1/� .r2/

mX

kD1

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t /r2�1kg.s; t; un.s; t //� g.s; t; u.s; t //kdtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x�s/r1�1.y�t /r2�1kg.s; t; un.s; t //�g.s; t; u.s; t //kdtds:



5.8 Upper and Lower Solutions Method for Impulsive Partial... 247

Since g and Ik , k D 1; : : : ; m are continuous functions, we have

kN.un/ �N.u/kPC ! 0 as n ! 1:

Step 2: N.D/ is bounded. This is clear since N.D/ � D and D is bounded.

Step 3: N.D/ is equicontinuous. Let .�1; y1/; .�2; y2/ 2 Œ0; a	 � Œ0; b	, �1 < �2 and
y1 < y2; and u 2 D: Then

kN.u/.�2; y2/ �N.u/.�1; y1/k
� k�.�1; y1/ � �.�2; y2/k

C
mX

kD1
.kIk.h.x�

k ; y1; u.x
�
k ; y1/// � Ik.h.x�

k ; y2; u.x
�
k ; y2///k/

C 1

� .r1/� .r2/

mX

kD1

xkZ

xk�1

y1Z

0

.xk � s/r1�1Œ.y2 � t/r2�1 � .y1 � t/r2�1	

�g.s; t; u.s; t//dtds

C 1

� .r1/� .r2/

mX

kD1

xkZ

xk�1

y2Z

y1

.xk � s/r1�1.y2 � t/r2�1kg.s; t; u.s; t//kdtds

C 1

� .r1/� .r2/

Z �1

0

Z y1

0

Œ.�2 � s/r1�1.y2 � t/r2�1 � .�1 � s/r1�1.y1 � t/r2�1	

�g.s; t; u.s; t//dtds

C 1

� .r1/� .r2/

Z �2

�1

Z y2

y1

.�2 � s/r1�1.y2 � t/r2�1kg.s; t; u.s; t//kdtds

C 1

� .r1/� .r2/

Z �1

0

Z y2

y1

.�2 � s/r1�1.y2 � t/r2�1kg.s; t; u.s; t//kdtds

C 1

� .r1/� .r2/

Z �2

�1

Z y1

0

.�2 � s/r1�1.y2 � t/r2�1kg.s; t; u.s; t//kdtds

� k�.�1; y1/ � �.�2; y2/k

C
mX

kD1
.kIk.h.x�

k ; y1; u.x
�
k ; y1/// � Ik.h.x�

k ; y2; u.x
�
k ; y2///k/

C M

� .r1/� .r2/

mX

kD1

xkZ

xk�1

y1Z

0

.xk � s/r1�1Œ.y2 � t/r2�1 � .y1 � t/r2�1	dtds
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C M

� .r1/� .r2/

mX

kD1

xkZ

xk�1

y2Z

y1

.xk � s/r1�1.y2 � t/r2�1dtds

C M

� .r1/� .r2/

Z �1

0

Z y1

0

Œ.�2�s/r1�1.y2�t/r2�1�.�1�s/r1�1.y1�t/r2�1	dtds

C M

� .r1/� .r2/

Z �2

�1

Z y2

y1

.�2 � s/r1�1.y2 � t/r2�1dtds

C M

� .r1/� .r2/

Z �1

0

Z y2

y1

.�2 � s/r1�1.y2 � t/r2�1dtds

C M

� .r1/� .r2/

Z �2

�1

Z y1

0

.�2 � s/r1�1.y2 � t/r2�1dtds:

As �1 �! �2 and y1 �! y2, the right-hand side of the above inequality tends to
zero. As a consequence of Steps 1–3 together with the Arzelá-Ascoli theorem, we
can conclude that N W D ! D is continuous and compact . From an application of
Schauder’s theorem, we deduce thatN has a fixed point u which is a solution of the
problems (5.110)–(5.112).

Step 4: The solution u of (5.110)–(5.112) satisfies

v.x; y/ � u.x; y/ � w.x; y/ for all .x; y/ 2 J:
Let u be the above solution to (5.110)–(5.112). We prove that

u.x; y/ � w.x; y/ for all .x; y/ 2 J:
Assume that u � w attains a positive maximum on ŒxC

k ; x
�
kC1	 � Œ0; b	 at .xk; y/ 2

ŒxC
k ; x

�
kC1	 � Œ0; b	 for some k D 0; : : : ; mI i.e.,

.u � w/.xk; y/ D maxfu.x; y/ � w.x; y/ W .x; y/ 2 ŒxC
k ; x

�
kC1	 � Œ0; b	g > 0I

for some k D 0; : : : ; m:We distinguish the following cases.

Case 1. If .xk; y/ 2 .xC
k ; x

�
kC1/ � Œ0; b	 there exists .x�

k ; y
�/ 2 .xC

k ; x
�
kC1/ � Œ0; b	

such that

Œu.x; y�/� w.x; y�/	C Œu.x�
k ; y/� w.x�

k ; y/	 � Œu.x�
k ; y

�/� w.x�
k ; y

�/	 � 0I
for all .x; y/ 2 .Œx�

k ; xk	 � fy�g/[ .fx�
k g � Œy�; b	/ (5.115)

and
u.x; y/ � w.x; y/ > 0; for all .x; y/ 2 .x�

k ; xk	 � Œy�; b	: (5.116)

By the definition of h one has

cDr
x�
k

u.x; y/ D f .x; y;w.x; y// for all .x; y/ 2 Œx�
k ; xk	 � Œy�; b	:
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An integration on Œx�
k ; x	 � Œy�; y	 for each .x; y/ 2 Œx�

k ; xk	 � Œy�; b	 yields

u.x; y/C u.x�
k ; y

�/� u.x; y�/ � u.x�
k ; y/

D 1

� .r1/� .r2/

Z x

x�
k

Z y

y�

.x � s/r1�1.y � t/r2�1f .s; t;w.s; t//dtds:

(5.117)

From (5.117) and using the fact that w is an upper solution to (5.107)–(5.109) we get

u.x; y/C u.x�
k ; y

�/� u.x; y�/ � u.x�
k ; y/ � w.x; y/

C w.x�
k ; y

�/� w.x; y�/� w.x�
k ; y/;

which gives,

Œu.x; y/ � w.x; y/	 � Œu.x; y�/ � w.x; y�/	C Œu.x�
k ; y/ � w.x�

k ; y/	

�Œu.x�
k ; y

�/ � w.x�
k ; y

�/	: (5.118)

Thus from (5.115), (5.116), and (5.118) we obtain the contradiction

0 < Œu.x; y/ � w.x; y/	 � Œu.x; y�/ � w.x; y�/	C Œu.x�
k ; y/ � w.x�

k ; y/	

�Œu.x�
k ; y

�/ � w.x�
k ; y

�/	 � 0I for all .x; y/ 2 Œx�
k ; xk	 � Œy�; b	:

Case 2. If xk D xC
k ; k D 1; : : : ; m: Then

w.xC
k ; y/ < Ik.h.x

�
k ; u.x

�
k ; y/// � w.xC

k ; y/

which is a contradiction. Thus

u.x; y/ � w.x; y/ for all .x; y/ 2 J:
Analogously, we can prove that

u.x; y/ � v.x; y/I for all .x; y/ 2 J:
This shows that the problems (5.110)–(5.112)have a solution u satisfying v � u � w
which is solution of (5.107)–(5.109). ut

5.9 Notes and Remarks

The results of Chap. 5 are taken from Abbas and Benchohra [11, 13], and Abbas
et al. [2, 3, 25, 27]. Other results may be found in [58, 77, 78, 110].



Chapter 6
Impulsive Partial Hyperbolic Functional
Differential Inclusions

6.1 Introduction

In this chapter, we shall present existence results for some classes of initial value
problems for impulsive partial hyperbolic differential inclusions with fractional
order.

6.2 Impulsive Partial Hyperbolic Differential Inclusions

6.2.1 Introduction

This section concerns the existence results to impulsive fractional order IVP for the
system

.cDr
xk

u/.x; y/ 2 F.x; y; u.x; y//; if .x; y/ 2 Jk I k D 0; : : : ; m; (6.1)

u.xC
k ; y/ D u.x�

k ; y/C Ik.u.x
�
k ; y//; if y 2 Œ0; b	I k D 1; : : : ; m; (6.2)

u.x; 0/ D '.x/I x 2 Œ0; a	; u.0; y/ D  .y/I y 2 Œ0; b	; (6.3)

where J0 D Œ0; x1	 � Œ0; b	; Jk D .xk; xkC1	I k D 1; : : : ; m; a; b > 0; 0 D
x0 < x1 < � � � < xm < xmC1 D a; F W J � R

n ! P.Rn/ is a compact-
valued multivalued map, J D Œ0; a	 � Œ0; b	; P.Rn/ is the family of all subsets of
R
n; Ik W Rn ! R

n; k D 0; 1; : : : ; m are given functions and ' W Œ0; a	 ! R
n;  W

Œ0; b	 ! R
n are given absolutely continuous functions with '.0/ D  .0/:

To define the solutions of (6.1)–(6.3), we shall consider the Banach space

PC.J;Rn/D˚u W J ! R
n W there exist 0 D x0 < x1 < x2 < � � � < xm < xmC1Da

S. Abbas et al., Topics in Fractional Differential Equations, Developments
in Mathematics 27, DOI 10.1007/978-1-4614-4036-9 6,
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such that u.x�
k ; y/ and u.xC

k ; y/ exist with u.x�
k ; y/ D u.xk; y/I

k D 0; : : : ; m; and u 2 C.Jk;Rn/I k D 0; : : : ; m
�
:

Definition 6.1. A function u 2 PC.J;Rn/\[m
kD0AC..xk; xkC1/�.0; b	;Rn/ such

that its mixed derivative D2
xy exists on Jk I k D 0; : : : ; m is said to be a solution of

(6.1)–(6.3) if there exists a function f 2 L1.J;Rn/with f .x; y/ 2 F.x; y; u.x; y//
such that .cDr

xk
u/.x; y/ D f .x; y/ on Jk I k D 0; : : : ; m and u satisfies conditions

(6.2) and (6.3).

6.2.2 The Convex Case

Now we are concerned with the existence of solutions for the problems (6.1)–(6.3)
when the right-hand side is compact and convex valued.

Theorem 6.2. Assume the following hypotheses hold:

(6.2.1) F W Jk �R
n �! Pcp;cv.R

n/; k D 0; : : : ; m; is a Carathéodory multivalued
map.

(6.2.2) There exist p 2 L1.J;RC/ and  � W Œ0;1/ ! .0;1/ continuous and
nondecreasing such that kF.x; y; u/kP � p.x; y/ �.kuk/ for .x; y/ 2
J; x ¤ xk; k D 0; : : : ; m; and each u 2 R

n:

(6.2.3) There exists l 2 L1.J;RC/ such that

Hd.F.x; y; u/; F .x; y; u// � l.x; y/ku � uk for every u; u 2 R
n;

and

d.0; F.x; y; 0// � l.x; y/; a.e. .x; y/ 2 Jk; k D 0; : : : ; m:

(6.2.4) There exist constants ck , such that kIk.u/k � ck , k D 1; : : : ; m for each
u 2 R

n:

(6.2.5) There exist constants c�
k , such that

kIk.u/� Ik.u/k � c�
k ku � uk; for each u; u 2 R

n; k D 1; : : : ; m:

(6.2.6) There exists a numberM > 0 such that

M

k�k1 C 2
Pm

kD1 ck C 2p�ar1br2 �.M/

� .r1 C 1/� .r2 C 1/

> 1; (6.4)

where p� D kpkL1 : Then the IVP (6.1)–(6.3) have at least one solution on J:
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Proof. Transform the problem (6.1)–(6.3) into a fixed-point problem. Consider the
multivalued operator N W PC.J;Rn/ ! P.PC.J;Rn// defined by N.u/ D fh 2
PC.J;Rn/g where for f 2 SF;u;
h.u/.x; y/ D �.x; y/C

X

0<xk<x

.Ik.u.x
�
k ; y// � Ik.u.x�

k ; 0///

C 1

� .r1/� .r2/

X

0<xk<x

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1f .s; t/dtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t/dtds:

Remark 6.3. Clearly, from Lemma 2.15, the fixed points of N are solutions to
(6.1)–(6.3).

We shall show thatN satisfies the assumptions of the nonlinear alternative of Leray–
Schauder type. The proof of this theorem will be given in several steps.

Step 1: N.u/ is convex for each u 2 PC.J;Rn/. Indeed, if h1; h2 belong to N.u/,
then there exist f1; f2 2 SF;u such that for each .x; y/ 2 J we have

hi .u/.x; y/ D �.x; y/C
X

0<xk<x

.Ik.u.x
�
k ; y// � Ik.u.x�

k ; 0///

C 1

� .r1/� .r2/

X

0<xk<x

xkZ

xk�1

yZ

0

.xk�s/r1�1.y�t/r2�1fi .s; t/dtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1fi .s; t/dtds;

where fi 2 SF;u i D 1; 2: Let 0 � � � 1: Then, for each .x; y/ 2 J; we have

.�h1 C .1 � �/h2/.x; y/ D �.x; y/C
X

0<xk<x

.Ik.u.x
�
k ; y// � Ik.u.x�

k ; 0///

C 1

� .r1/� .r2/

X

0<xk<x

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1

� Œ�f1.s; t/C .1 � �/f2.s; t/	dtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1

� Œ�f1.s; t/C .1 � �/f2.s; t/	dtds:
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Since SF;u is convex (because F has convex values), we have

�h1 C .1 � �/h2 2 N.u/:

Step 2: N maps bounded sets into bounded sets in PC.J;Rn/: Let B�� D fu 2
PC.J;Rn/ W kuk1 � ��g be bounded set in PC.J;Rn/ and u 2 B�� : Then for
each h 2 N.u/; there exists f 2 SF;u such that

h.u/.x; y/ D�.x; y/C
X

0<xk<x

.Ik.u.x
�
k ; y//� Ik.u.x

�
k ; 0///

C 1

� .r1/� .r2/

X

0<xk<x

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1f .s; t/dtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t/dtds:

By .6:2:2/ and .6:2:4/ we have for each .x; y/ 2 J;

kh.x; y/k � k�.x; y/k C
X

x1<xk<x

.kIk.u.x�
k ; y//k C kIk.u.x�

k ; 0//k/

C 1

� .r1/� .r2/

X

x1<xk<x

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1kf .s; t/kdtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1kf .s; t/kdtds

� k�.x; y/k C
mX

kD1
.kIk.u.x�

k ; y//k C kIk.u.x�
k ; 0//k/

C 1

� .r1/� .r2/

mX

kD1

xkZ

xk�1

yZ

0

.xk�s/r1�1.y�t/r2�1p.s; t/ �.kuk/dtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1p.s; t/ �.kuk/dtds:

Thus

khk1 � k�k1 C 2

mX

kD1
ck C 2ar1br2p� �.��/

� .r1 C 1/� .r2 C 1/
WD `:
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Step 3: N maps bounded sets into equicontinuous sets of PC.J;Rn/. Let .�1; y1/;
.�2; y2/ 2 J; �1 < �2 and y1 < y2; B�� be a bounded set of PC.J;Rn/ as in
Step 2, let u 2 B�� and h 2 N.u/, then for each .x; y/ 2 J ,

kh.u/.�2; y2/ � h.u/.�1; y1/k

� k�.�1; y1/ � �.�2; y2/k C
mX

kD1

�kIk.u.x�
k ; y1//� Ik.u.x

�
k ; y2//k

�

C 1

� .r1/� .r2/

mX

kD1

xkZ

xk�1

y1Z

0

.xk � s/r1�1
�
.y2 � t/r2�1 � .y1 � t/r2�1

�

� f .s; t; u.s; t//dtds

C 1

� .r1/� .r2/

mX

kD1

xkZ

xk�1

y2Z

y1

.xk � s/r1�1.y2 � t/r2�1kf .s; t; u.s; t//kdtds

C 1

� .r1/� .r2/

Z �1

0

Z y1

0

�
.�2 � s/r1�1.y2 � t/r2�1 � .�1 � s/r1�1.y1 � t/r2�1�

� f .s; t; u.s; t//dtds

C 1

� .r1/� .r2/

Z �2

�1

Z y2

y1

.�2 � s/r1�1.y2 � t/r2�1kf .s; t; u.s; t//kdtds

C 1

� .r1/� .r2/

Z �1

0

Z y2

y1

.�2 � s/r1�1.y2 � t/r2�1kf .s; t; u.s; t//kdtds

C 1

� .r1/� .r2/

Z �2

�1

Z y1

0

.�2 � s/r1�1.y2 � t/r2�1kf .s; t; u.s; t//kdtds

� k�.�1; y1/ � �.�2; y2/k C
mX

kD1

�kIk.u.x�
k ; y1//� Ik.u.x

�
k ; y2//k

�

C �0f  �.��/
� .r1/� .r2/

mX

kD1

xkZ

xk�1

y1Z

0

.xk � s/r1�1
�
.y2 � t/r2�1 � .y1 � t/r2�1

�
dtds

C �0f  �.��/
� .r1/� .r2/

mX

kD1

xkZ

xk�1

y2Z

y1

.xk � s/r1�1.y2 � t/r2�1dtds

C �0f  �.��/
� .r1/� .r2/

Z �1

0

Z y1

0

Œ.�2�s/r1�1.y2�t/r2�1�.�1�s/r1�1.y1�t/r2�1	dtds

C �0f  �.��/
� .r1/� .r2/

Z �2

�1

Z y2

y1

.�2 � s/r1�1.y2 � t/r2�1dtds
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C �0f  �.��/
� .r1/� .r2/

Z �1

0

Z y2

y1

.�2 � s/r1�1.y2 � t/r2�1dtds

C �0f  �.��/
� .r1/� .r2/

Z �2

�1

Z y1

0

.�2 � s/r1�1.y2 � t/r2�1dtds:

As �1 �! �2 and y1 �! y2, the right-hand side of the above inequality tends to
zero. As a consequence of Steps 1–3 together with the Arzelá-Ascoli theorem, we
can conclude that N is completely continuous.

Step 4: N has a closed graph. Let un ! u�; hn 2 N.un/ and hn ! h�. We need
to show that h� 2 N.u�/.
hn 2 N.un/ means that there exists fn 2 SF;un such that, for each .x; y/ 2 J ,

hn.x; y/ D �.x; y/C
X

0<xk<x

.Ik.un.x
�
k ; y// � Ik.un.x�

k ; 0///

C 1

� .r1/� .r2/

X

0<xk<x

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1fn.s; t/dtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1fn.s; t/dtds:

We must show that there exists f� 2 SF;u�
such that, for each .x; y/ 2 J ,

h�.x; y/ D �.x; y/C
X

0<xk<x

.Ik.u�.x�
k ; y// � Ik.u�.x�

k ; 0///

C 1

� .r1/� .r2/

X

0<xk<x

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1

f�.s; t/dtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1f�.s; t/dtds:

Since F.x; y; �/ is upper semicontinuous, then for every " > 0, there exist n0.�/ � 0

such that for every n � n0; we have

fn.x; y/ 2 F.x; y; un.x; y// � F.x; y; u�.x; y//C "B.0; 1/; a.e. .x; y/ 2 J:

Since F.:; :; :/ has compact values, then there exists a subsequence fnm such that

fnm.�; �/ ! f�.�; �/ as m ! 1
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and

f�.x; y/ 2 F.x; y; u�.x; y//; a.e. .x; y/ 2 J:

For every w.x; y/ 2 F.x; y; u�.x; y//, we have

kfnm.x; y/ � u�.x; y/k � kfnm.x; y/ � w.x; y/k C kw.x; y/ � f�.x; y/k:
Then

kfnm.x; y/ � f�.x; y/k � d
�
fnm.x; y/; F.x; y; u�.x; y//

�
:

By an analogous relation, obtained by interchanging the roles of fnm and f�; it
follows that

kfnm.x; y/ � u�.x; y/k � Hd

�
F.x; y; un.x; y//; F.x; y; u�.x; y//

�

� l.x; y/kun � u�k1:

Let l� WD klkL1 ; then by .6:2:3/ and (6.2.5) we obtain for each .x; y/ 2 J;
khn.x; y/ � h�.x; y/k

�
mX

kD1
kIk.un.x�

k ; y// � Ik.u�.x�
k ; y//k

C
mX

kD1
kIk.un.x�

k ; 0//� Ik.u�.x�
k ; 0//k

C 1

� .r1/� .r2/

X

x1<xk<x

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1

�kfnm.s; t/ � f�.s; t/kdtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1

�kfnm.s; t/ � f�.s; t/kdtds

� kunm � u�k1
mX

kD1
2c�

k

C2kunm � u�k1
� .r1/� .r2/

Z x

0

Z y

0

.x � s/r1�1.y � t/r2�1l.s; t/dtds:

Hence

khnm�h�k1 �
"

2

mX

kD1
c�
kC 2l�ar1br2

� .r1 C 1/� .r2 C 1/

#

kunm�u�k1;! 0 as m ! 1:
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Step 5: A priori bounds on solutions. Let u be a possible solution of the problems
(6.1)–(6.3). Then, there exists f 2 SF;u such that, for each .x; y/ 2 J;

ku.x; y/k � k�.x; y/k C
X

x1<xk<x

.kIk.u.x�
k ; y//k C kIk.u.x�

k ; 0//k/

C  �.kuk/
� .r1/� .r2/

X

x1<xk<x

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1p.s; t/dtds

C  �.kuk/
� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1p.s; t/dtds

� k�k1 C 2

mX

kD1
ck C 2p�ar1br2 �.kuk1/

� .r1 C 1/� .r2 C 1/
;

then

kuk1

k�k1 C 2
Pm

kD1 ck C 2p�ar1br2 �.kuk1/
� .r1 C 1/� .r2 C 1/

� 1:

Thus by condition (6.4), there exists M such that kuk1 6D M: Let

U D fu 2 PC.J;Rn/ W kuk1 < M g:

The operatorN W U ! P.PC.J;Rn// is upper semicontinuous and completely
continuous. From the choice of U , there is no u 2 @U such that u 2 �N.u/ for
some � 2 .0; 1/: As a consequence of the nonlinear alternative of Leray–Schauder
type, we deduce that N has a fixed point u in U which is a solution of the problems
(6.1)–(6.3). ut
Theorem 6.4. Assume that (6.2.1), (6.2.4), (6.2.6), and the following condition:

(6.4.1) there exists p 2 L1.J;RC/ such that

kF.x; y; u/kP � p.x; y/.1C kuk/; for .x; y/ 2 J and each u 2 R
n;

hold. If

� .r1 C 1/� .r2 C 1/ > 2p�ar1br2; (6.5)

p� D kpkL1 ; then problem (6.1)–(6.3) has at least one solution.
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Proof. We shall show that the operatorN defined in Theorem 6.2 satisfies fixed-point
theorem. Let 
 > 0 be such that


 >
.k�k1 C 2

Pm
kD1 ck/� .r1 C 1/� .r2 C 1/C 2p�ar1br2

� .r1 C 1/� .r2 C 1/� 2p�ar1br2
;

and consider the subset

D
 D fu 2 PC.J;Rn/ W kuk1 � 
g:

Clearly, the subset D
 is closed, bounded, and convex. From (6.5) we have
N.D
/ � D
: As before the multivalued operator N W D
 ! P.D
/ is upper
semicontinuous and completely continuous. Hence Lemma 2.38 implies that N has
a fixed point which is a solution to problems (6.1)–(6.3). ut

6.2.3 The Nonconvex Case

We present now a result for the problems (6.1)–(6.3) with a nonconvex valued right-
hand side. Our considerations are based on the fixed-point theorem for contraction
multivalued maps given by Covitz and Nadler [96].

Theorem 6.5. Assume (6.2.3), (6.2.5) and the following hypothesis holds:

(6.5.1) F W J � R
n �! Pcp.Rn/ has the property that

F.�; �; u/ W J ! Pcp.Rn/ is measurable for each u 2 R
n:

If

2

mX

kD1
c�
k C 2l�ar1br2

� .r1 C 1/� .r2 C 1/
< 1; (6.6)

then the IVP (6.1)–(6.3) have at least one solution on J:

Remark 6.6. For each u 2 PC.J;Rn/; the set SF;u is nonempty since by .6:4:1/; F
has a measurable selection (see [93], Theorem III.6).

Proof. We shall show that N defined in Theorem 6.2 satisfies the assumptions of
Lemma 2.39. The proof will be given in two steps.

Step 6: N.u/ 2 Pcl .PC.J;Rn// for each u 2 PC.J;Rn/. Indeed, let .un/n�0 2
N.u/ such that un �! Qu in PC.J;Rn/. Then, Qu 2 PC.J;Rn/ and there exists
fn 2 SF;u such that, for each .x; y/ 2 J;
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un.x; y/ D �.x; y/C
X

0<xk<x

.Ik.u.x
�
k ; y// � Ik.u.x�

k ; 0///

C 1

� .r1/� .r2/

X

0<xk<x

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1fn.s; t/dtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1fn.s; t/dtds:

Using the fact that F has compact values and from (6.5.1), we may pass to a
subsequence if necessary to get that fn.:; :/ converges weakly to f in L1w.J;R

n/

(the space endowed with the weak topology). A standard argument shows that
fn.:; :/ converges strongly to f and hence f 2 SF;u. Then, for each .x; y/ 2
J; un.x; y/ �! Qu.x; y/;
where

Qu.x; y/ D �.x; y/C
X

0<xk<x

.Ik.u.x
�
k ; y// � Ik.u.x

�
k ; 0///

C 1

� .r1/� .r2/

X

0<xk<x

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1f .s; t/dtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t/dtds:

So, Qu 2 N.u/.
Step 7: There exists � < 1 such that

Hd.N.u/; N.u// � �ku � uk1 for each u; u 2 PC.J;Rn/:

Let u; u 2 PC.J;Rn/ and h 2 N.u/. Then, there exists f .x; y/ 2 F.x; y; u.x; y//
such that for each .x; y/ 2 J

h.x; y/ D �.x; y/C
X

0<xk<x

.Ik.u.x
�
k ; y//� Ik.u.x

�
k ; 0///

C 1

� .r1/� .r2/

X

0<xk<x

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1f .s; t/dtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t/dtds:
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From (6.2.3) it follows that

Hd.F.x; y; u.x; y//; F.x; y; u.x; y/// � l.x; y/ku.x; y/ � u.x; y/k:

Hence, there exists w.x; y/ 2 F.x; y; u.x; y// such that

kf .x; y/ � w.x; y/k � l.x; y/ku.x; y/ � u.x; y/k; .x; y/ 2 J:

Consider U W J ! P.Rn/ given by

U.x; y/ D fw 2 PC.J;Rn/ W kf .x; y/ � w.x; y/k � l.x; y/ku.x; y/ � u.x; y/kg:

Since the multivalued operator u.x; y/ D U.x; y/\F.x; y; u.x; y// is measurable
(see Proposition III.4 in [93]), there exists a function u2.x; y/ which is a measurable
selection for u. So, f .x; y/ 2 F.x; y; u.x; y//, and for each .x; y/ 2 J;

kf .x; y/ � f .x; y/k � l.x; y/ku.x; y/ � u.x; y/k:

Let us define for each .x; y/ 2 J

h.x; y/ D �.x; y/C
X

0<xk<x

.Ik.u.x
�
k ; y// � Ik.u.x

�
k ; 0///

C 1

� .r1/� .r2/

X

0<xk<x

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1f .s; t/dtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t/dtds;

then we get

kh.x; y/ � h.x; y/k �
mX

kD1
kIk.u.x�

k ; y// � Ik.u.x
�
k ; y//k

C
mX

kD1
kIk.u.x�

k ; 0//� Ik.u.x
�
k ; 0//k

C 1

� .r1/� .r2/

X

0<xk<x

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1

�kf .s; t/ � f .s; t/kdtds
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C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1kf .s; t//

�f .s; t/kdtds

� ku � uk12
mX

kD1
c�
k

C 2ku � uk1
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1l.s; t/dtds

�
"

2

mX

kD1
c�
k C 2l�ar1br2

� .r1 C 1/� .r2 C 1/

#

ku � uk1:

Thus, for each .x; y/ 2 J

kh1 � h2k1 �
"

2

mX

kD1
c�
k C 2l�ar1br2

� .r1 C 1/� .r2 C 1/

#

ku � uk1:

By an analogous relation, obtained by interchanging the roles of u and u; it
follows that

Hd.N.u/; N.u// �
"

2

mX

kD1
c�
k C 2l�ar1br2

� .r1 C 1/� .r2 C 1/

#

ku � uk1:

So by (6.6), N is a contraction and thus, by Lemma 2.39, N has a fixed point u
which is solution to (6.1)–(6.3). ut

Now we present a result for the problems (6.1)–(6.3) in the spirit of the
nonlinear alternative of Leray–Schauder type for single-valued maps combined with
a selection theorem due to Bressan-Colombo.

Theorem 6.7. Assume (6.2.1), (6.2.4) and the following assumption holds:

(6.7.1) F W J � R
n �! Pcp.Rn/ is a nonempty compact-valued multivalued map

such that

(a) .x; y; u/ 7! F.x; y; u/ is L ˝ B measurable for each u 2 R
n

(b) u 7! F.x; y; u/ is lower semicontinuous for a.e. .x; y/ 2 J
Then problems (6.1)–(6.3) have at least one solution.

Proof. .6:2:2/ and .6:7:1/ imply by Lemma 2.2 in Frigon [126] that F is of lower
semicontinuous type. The from Lemma 2.26 there exists a continuous function

g W PC.J;Rn/ ! PC.J;Rn/;
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such that g.u/ 2 F.u/ for all u 2 PC.J;Rn/: Consider the following problem:

.cDr
xk

u/.x; y/ D g.u.x; y//I if .x; y/ 2 Jk k D 0; : : : ; m; (6.7)

u.xC
k ; y/ D u.x�

k ; y/C Ik.u.x
�
k ; y//I if y 2 Œ0; b	I k D 1; : : : ; m; (6.8)

u.x; 0/ D '.x/I x 2 Œ0; a	I y 2 Œ0; b	: (6.9)

Clearly, if u 2 PC.J;Rn/ is a solution of the problems (6.7)–(6.9), then u is
a solution to the problems (6.1)–(6.3). Transform the problems (6.7)–(6.9) into
a fixed-point problem. Consider the operator N1 W PC.J;Rn/ ! PC.J;Rn/

defined by

N1.u/.x; y/ D�.x; y/C
X

0<xk<x

.Ik.u.x
�
k ; y// � Ik.u.x�

k ; 0///

C 1

� .r1/� .r2/

X

0<xk<x

xkZ

xk�1

yZ

0

.xk�s/r1�1.y�t/r2�1g.u.s; t//dtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1g.u.s; t//dtds:

We can easily show as Theorem 6.2 thatN1 is continuous and completely continuous
and there is no u 2 @U such that u D �N1.u/ for some � 2 .0; 1/: We omit the
details. As a consequence of the nonlinear alternative of Leray–Schauder type [136],
we deduce thatN1 has a fixed point u in U which is a solution of the problems (6.7)–
(6.9). Hence, u is a solution to the problems (6.1)–(6.3). ut

6.2.4 An Example

As an application of the main results, we consider the following impulsive fractional
differential inclusion:

cDr
xk

u.x; y/ 2 F.x; y; u.x; y//I a.e. .x; y/ 2 Jk I k D 0; : : : ; m;

xk D k

k C 1
; k D 1; : : : ; m; (6.10)
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u

 �
k

k C 1

�C
; y

!

D u

��
k

k C 1

��
; y

�

C ju.. k
kC1 /

�; y/j
3k C ju.. k

kC1 /�; y/j
I y 2 Œ0; 1	; k D 1; : : : ; m;

(6.11)

u.x; 0/ D x; u.0; y/ D y2I x; y 2 Œ0; 1	; (6.12)

where J D Œ0; 1	 � Œ0; 1	; r D .r1; r2/ and 0 < r1; r2 � 1: Set

Ik.u/ D u

3k C u
I u 2 RCI u 2 RC; k D 1; : : : ; m:

Then for each u 2 RC and k D 1; : : : ; m; we have jIk.u/j � k: Hence condition
.6:2:4/ is satisfied with ck D k; k D 1; : : : ; m: Let u; u 2 RC then for each
.x; y/ 2 Œ0; 1	 � Œ0; 1	; we have

jIk.u/� Ik.u/j �
ˇ
ˇ
ˇ

u

3k C u
� u

3k C u

ˇ
ˇ
ˇ � 1

3
ju � uj:

Hence condition .6:2:5/ is satisfied with c�
k D 1

3
; k D 1; : : : ; m: Set

F.x; y; u.x; y// D fu 2 R W f1.x; y; u.x; y// � u � f2.x; y; u.x; y//g;

where f1; f2 W Œ0; 1	 � Œ0; 1	 � R ! R: We assume that for each .x; y/ 2
J; f1.x; y; :/ is lower semicontinuous (i.e., the set fz 2 R W f1.x; y; z/ > �g is
open for each � 2 R), and assume that for each .x; y/ 2 J; f2.x; y; :/ is upper
semicontinuous (i.e., the set fz 2 R W f2.x; y; z/ < �g is open for each � 2 R).
Assume that there are P 2 C.J;RC/ and � W Œ0;1/ ! .0;1/ continuous and
nondecreasing such that

max.jf1.x; y; z/j; jf2.x; y; z/j/ � P.x; y/�.jzj/;

for each .x; y/ 2 J and all z 2 R: It is clear that F is compact and convex valued,
and it is upper semicontinuous (see [104]). Since all the conditions of Theorem 6.2
are satisfied, problems (6.10)–(6.12) have at least one solution u on Œ0; 1	 � Œ0; 1	:
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6.3 Impulsive Partial Hyperbolic Differential Inclusions
with Variable Times

6.3.1 Introduction

This section concerns with the existence of solutions for the following impulsive
partial fractional order IVP, for the system:

.cDr
xk

u/.x; y/ 2 F.x; y; u.x; y//;
where .x; y/ 2 Jk I k D 0; : : : ; m; xk D xk.u.x; y//I k D 1; : : : ; m; (6.13)

u.xC; y/ D Ik.u.x; y//; where y 2 Œ0; b	; x D xk.u.x; y//I k D 1; : : : ; m;

(6.14)

u.x; 0/ D '.x/; u.0; y/ D  .y/; x 2 Œ0; a	; y 2 Œ0; b	; (6.15)

where a; b > 0; 0 D x0 < x1 < � � � < xm < xmC1 D a; F W J � R
n ! P.Rn/ is

a compact-valued multivalued map, P.Rn/ is the family of all subsets of Rn; xk W
R
n ! R, Ik W R

n ! R
n; k D 1; 2; : : : ; m are given functions and ';  are as

in problems (6.1)–(6.3). Next we consider the following IVP for impulsive partial
neutral functional differential inclusions:

cDr
xk
Œu.x; y/ � g.x; y; u.x; y//	 2 F.x; y; u.x; y//I

.x; y/ 2 Jk I k D 0; : : : ; m; xk D xk.u.x; y//I k D 1; : : : ; m; (6.16)

u.xC; y/ D Ik.u.x; y//; where y 2 Œ0; b	; x D xk.u.x; y//I k D 1; : : : ; m;

(6.17)

u.x; 0/ D '.x/; u.0; y/ D  .y/; x 2 Œ0; a	; y 2 Œ0; b	; (6.18)

where F; ';  ; xk; Ik I k D 1; 2; : : : ; m are as in problems (6.13)–(6.15) and g W
J � R

n ! R
n is a given function.

6.3.2 Existence of Solutions

To define the solutions of problems (6.13)–(6.15), we shall consider the Banach
space

˝ D˚u W J ! R
n W there exist 0 D x0 < x1 < x2 < � � � < xm < xmC1 D a

such that xk D xk.u.xk; ://; and u.x�
k ; :/; u.xC

k ; :/

exist with u.x�
k ; :/ D u.xk; :/I

k D 0; : : : ; m; and u 2 C.Jk;Rn/I k D 0; : : : ; m
�
;
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where Jk WD .xk; xkC1	 � Œ0; b	; with the norm

kuk˝ D maxfkukk; k D 0; : : : ; mg;

where uk is the restriction of u to Jk; k D 0; : : : ; m:

In what follows, we will assume that F is a Carathéodory multivalued map. Let
us start by defining what we mean by a solution of the problems (3.1)–(3.3).

Definition 6.8. A function u 2 ˝\[m
kD1AC.Jk;Rn/ such that its mixed derivative

D2
xy exists on Jk; k D 0; : : : ; m is said to be a solution of (6.13)–(6.15) if there

exists a function f .x; y/ 2 F.x; y; u.x; y// such that u satisfies .cDr
xk

u/.x; y/ D
f .x; y/ on Jk I k D 0; : : : ; m and conditions (6.14) and (6.15) are satisfied.

Theorem 6.9. Assume that the hypotheses

(6.9.1) The function xk 2 C1.Rn;R/ for k D 1; : : : ; m: Moreover,

0 D x0.u/ < x1.u/ < � � � < xm.u/ < xmC1.u/ D a; for all u 2 R
n;

(6.9.2) For each u 2 R
n; there exist constants ck; dk > 0 such that

kIk.u/k � ckkuk C dk; for each u 2 R
n; k D 1; : : : ; m;

(6.9.3) There exists a continuous nondecreasing function ı W Œ0;1/ ! .0;1/, and
p 2 L1.J;RC/ such that

kF.x; y; u/kP � p.x; y/ı.kuk/ a.e. .x; y/ 2 J; and each u 2 R
n;

(6.9.4) There exists l 2 L1.J;RC/I k D 1; : : : ; m; such that

Hd.F.x; y; u/; F .x; y; u// � l.x; y/ku � uk for every u; u 2 R
n;

and

d.0; F.x; y; 0// � l.x; y/; a.e. .x; y/ 2 Jk; k D 0; : : : ; m;

(6.9.5) For all .s; t; u/ 2 J � R
n; there exists f 2 SF;u such that

x0
k.u/

2

4' 0.s/C r1 � 1

� .r1/� .r2/

sZ

xk

�
tZ

0

.s � �/r1�2.t � �/r2�1f .�; �/d�d�

3

5 ¤ 1I k D 1; : : : ; m;
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(6.9.6) For all u 2 R
n, xk.Ik.u// � xk.u/ < xkC1.Ik.u// for k D 1; : : : ; m;

(6.9.7) There exists M > 0 such that

min

8
ˆ̂
<

ˆ̂
:

M

k�k1 C p�ar1br2ı.M/

� .r1 C 1/� .r2 C 1/

;

M

k'k1 C 2ckM C 2dk C p�ar1br2ı.M/

� .r1 C 1/� .r2 C 1/

I k D 1; : : : ; m

9
>>=

>>;
> 1;

(6.19)

where p� D kpkL1 ; hold. Then the initial-value problems (6.13)–(6.15) have at
least one solution on J:

Proof. The proof of this theorem will be given in several steps.

Step 1: Consider the problem

.cDr
0u/.x; y/ 2 F.x; y; u.x; y//; where .x; y/ 2 J; (6.20)

u.x; 0/ D '.x/; u.0; y/ D  .y/; x 2 Œ0; a	; y 2 Œ0; b	: (6.21)

Transform the problem into a fixed-point problem. Consider the operator N W
C.J;Rn/ ! P.C.J;Rn// defined as

N.u/ D

8
ˆ̂
<

ˆ̂
:
h 2 C.J;Rn/ W

8
ˆ̂
<

ˆ̂
:

h.x; y/ D �.x; y/C 1
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1

�.y � t/r2�1f .s; t/dtdsI .x; y/ 2 J; f 2 SF;u

9
>>=

>>;

Clearly, the fixed points of N are solutions to (6.20) and (6.21). We shall show that
the operatorN is completely continuous. The proof will be given in several claims.

Claim 1. N.u/ is convex for each u 2 C.J;Rn//. Indeed, if h1; h2 belong to N.u/,
then there exist f1; f2 2 SF;u such that for each .x; y/ 2 J , we have

hi .x; y/D�.x; y/C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y�t/r2�1fi .s; t/dtds; i D 1; 2:
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Let 0 � d � 1. Then for each .x; y/ 2 J we have

.dh1 C .1 � d/h2/.x; y/ D �.x; y/C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�Œf1.s; t/C .1 � d/f2.s; t/	dtds:

Since SF;u is convex (because F has convex values) then for each .x; y/ 2 J;
dh1 C .1 � d/h2 2 N.u/:

Claim 2.N maps bounded sets into bounded sets in C.J;Rn/. Indeed, it is sufficient
to show that for any q > 0 there exists a positive constant ` such that for each
u 2 Bq D fu 2 C.J;Rn/ W kuk1 � qg we have kN.u/k � `. Let u 2 Bq and
h 2 N.u/ then there exists f 2 SF;u such that for each .x; y/ 2 J we have

h.x; y/ D �.x; y/C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t/dtds:

Thus,

kh.x; y/k � k�.x; y/k

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1p.s; t/ı.kuk/dtds

� k�.x; y/k C p�ı.q/
� .r1/� .r2/

aZ

0

bZ

0

.x � s/r1�1.y � t/r2�1dtds:

Then we obtain that

khk � k�k1 C ar1br2p�ı.q/
� .r1 C 1/� .r2 C 1/

WD `:

Claim 3. N maps bounded sets into equicontinuous sets of C.J;Rn/. Let .�1; y1/;
.�2; y2/ 2 J , �1 < �2 and y1 < y2, Bq the bounded set of C.J;Rn/ as in Claim 2.
Let u 2 Bq and h 2 N.u/. Then there exists f 2 SF;u such that for each .x; y/ 2 J ,
we have

h.x; y/ D �.x; y/C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t/dtds:

Then, for each .x; y/ 2 J , we have
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kh.�2; y2/� h.�1; y1/k D
�
�
��.�1; y1/� �.�2; y2/

C 1

� .r1/� .r2/

Z �1

0

Z y1

0

Œ.�2 � s/r1�1.y2 � t /r2�1

�.�1 � s/r1�1

�.y1 � t /r2�1	f .s; t /dtds

C 1

� .r1/� .r2/

Z �2

�1

Z y2

y1

.�2 � s/r1�1.y2 � t /r2�1f .s; t /dtds

C 1

� .r1/� .r2/

Z �1

0

Z y2

y1

.�2 � s/r1�1.y2 � t /r2�1f .s; t /dtds

C 1

� .r1/� .r2/

Z �2

�1

Z y1

0

.�2 � s/r1�1.y2 � t /r2�1f .s; t /dtds
�
�
�

� k�.�1; y1/� �.�2; y2/k

C p�ı.q/

� .r1 C 1/� .r2 C 1/
Œ2y

r2
2 .�2 � �1/

r1 C 2�
r1
2 .y2 � y1/

r2

C�r11 yr21 � �
r1
2 y

r2
2 � 2.�2 � �1/

r1 .y2 � y1/
r2 	:

As �1 �! �2 and y1 �! y2, the right-hand side of the above inequality tends
to zero. As a consequence of Claims 1–3 together and the Arzela-Ascoli theorem
we can conclude that N W C.J;Rn/ ! P.C.J;Rn// is a completely continuous
multivalued operator.

Claim 4. N has a closed graph. Let un ! u�; hn 2 N.un/ and hn ! h�. We need
to show that h� 2 N.u�/.
hn 2 N.un/ means that there exists fn 2 SF;un such that, for each .x; y/ 2 J;

hn.x; y/ D �.x; y/C 1

� .r1/� .r2/

Z x

0

Z y

0

.x � s/r1�1.y � t/r2�1fn.s; t/dtds:

We must show that there exists f� 2 SF;u�
such that, for each .x; y/ 2 J ,

h�.x; y/ D �.x; y/C 1

� .r1/� .r2/

Z x

0

Z y

0

.x � s/r1�1.y � t/r2�1f�.s; t/dtds:

Since F.x; y; �/ is upper semicontinuous, then for every " > 0, there exist n0.�/ � 0

such that for every n � n0; we have

fn.x; y/ 2 F.x; y; un.x;y// � F.x; y; u�.x;y//C "B.0; 1/; a.e. .x; y/ 2 J:

Since F.:; :; :/ has compact values, then there exists a subsequence fnm such that

fnm.�; �/ ! f�.�; �/ as m ! 1
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and

f�.x; y/ 2 F.x; y; u�.x;y//; a.e. .x; y/ 2 J:
For every w 2 F.x; y; u�.x;y//, we have

kfnm.x; y/ � u�.x; y/k � kfnm.x; y/ � wk C kw � f�.x; y/k:

Then

kfnm.x; y/ � f�.x; y/k � d
�
fnm.x; y/; F.x; y; u�.x;y//

�
:

By an analogous relation, obtained by interchanging the roles of fnm and f�, it
follows that

kfnm.x; y/ � u�.x; y/k � Hd

�
F.x; y; un.x;y//; F .x; y; u�.x;y//

�

� l.x; y/kun � u�k1:

Let l� WD klkL1 ; then by .6:9:4/ we obtain for each .x; y/ 2 J;

khn.x;y/ � h�.x;y/k

� 1

� .r1/� .r2/

Z x

0

Z y

0

.x � s/r1�1.y � t/r2�1kfm.s; t/ � f�.s; t/kdtds

� kunm � u�k1
� .r1/� .r2/

Z x

0

Z y

0

.x � s/r1�1.y � t/r2�1l.s; t/dtds:

Hence

khnm � h�k1 � ar1br2l�kunm � u�k1
� .r1 C 1/� .r2 C 1/

! 0 as m ! 1:

Claim 5. A priori bounds on solutions. Let u be a possible solution of the problems
(6.13)–(6.15). Then, there exists f 2 SF;u such that, for each .x; y/ 2 J ,

ku.x; y/k � k�.x; y/k C 1

� .r1/� .r2/

Z x

0

Z y

0

.x � s/r1�1.y � t/r2�1kf .s; t/kdtds

� k�.x; y/k C 1

� .r1/� .r2/

Z x

0

�
Z y

0

.x � s/r1�1.y � t/r2�1p.s; t/ı.ku.s; t/k/dtds

� k�k1 C p�ar1br2ı.kuk1/
� .r1 C 1/� .r2 C 1/

:
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This implies that for each .x; y/ 2 J , we have

kuk1

k�k1 C p�ar1br2ı.kuk1/
� .r1 C 1/� .r2 C 1/

< 1

Then by condition (6.19), there exists M such that kuk1 6D M:

Let

U D fu 2 C.J;Rn/ W kuk1 < M g:
The operator N W U ! P.C.J;Rn// is upper semicontinuous and completely
continuous. From the choice of U , there is no u 2 @U such that u 2 �N.u/ for
some � 2 .0; 1/: As a consequence of the nonlinear alternative of Leray–Schauder
type (Theorem 2.33), we deduce that N has a fixed point which is a solution of
(6.20) and (6.21). Denote this solution by u1. Define the function

rk;1.x; y/ D xk.u1.x; y// � x; for x � 0; y � 0:

Hypothesis .6:9:1/ implies that rk;1.0; 0/ ¤ 0 for k D 1; : : : ; m. If rk;1.x; y/ ¤ 0

on J for k D 1; : : : ; m; i.e.,

x ¤ xk.u1.x; y//; on J for k D 1; : : : ; m;

then u1 is a solution of the problems (6.13)–(6.15). It remains to consider the
case when r1;1.x; y/ D 0 for some .x; y/ 2 J . Now since r1;1.0; 0/ ¤ 0 and
r1;1 is continuous, there exists x1 > 0; y1 > 0 such that r1;1.x1; y1/ D 0; and
r1;1.x; y/ ¤ 0; for all .x; y/ 2 Œ0; x1/ � Œ0; y1/: Thus by .6:9:1/ we have

r1;1.x1; y1/ D 0 and r1;1.x; y/ ¤ 0; for all .x; y/ 2 Œ0; x1/ � Œ0; y1	 [ .y1; b	:

Suppose that there exist . Nx; Ny/ 2 Œ0; x1/ � Œ0; y1	 [ .y1; b	 such that r1;1. Nx; Ny/ D 0:

The function r1;1 attains a maximum at some point .s; t/ 2 Œ0; x1/ � Œ0; b	: Since

.cDr
0u1/.x; y/ 2 F.x; y; u1.x; y//; for .x; y/ 2 J;

then there exists a function f .x; y/ 2 F.x; y; u.x; y// such that

.cDr
0u1/.x; y/ D f .x; y/; for .x; y/ 2 J:

Hence

@u1.x; y/

@x
exists, and

@r1;1.s; t/

@x
D x0

1.u1.s; t//
@u1.s; t/

@x
� 1 D 0:
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Since

@u1.x; y/

@x
D ' 0.x/C r1 � 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�2.y � t/r2�1f .s; t/dtds;

then

x0
1.u1.s; t//

2

4' 0.s/C r1 � 1

� .r1/� .r2/

sZ

0

tZ

0

.s � �/r1�2.t � �/r2�1f .�; �/d�d�

3

5 D 1;

which contradicts .6:9:5/: From .6:9:1/ we have

rk;1.x; y/ ¤ 0 for all .x; y/ 2 Œ0; x1/ � Œ0; b	 and k D 1; : : : ; m:

Step 2: In what follows set

Xk WD Œxk; a	 � Œ0; b	I k D 1; : : : ; m:

Consider now the problem

.cDr
x1

u/.x; y/ 2 F.x; y; u.x; y//I where .x; y/ 2 X1; (6.22)

u.xC
1 ; y/ D I1.u1.x1; y//: (6.23)

Consider the operatorN1 W C.X1;Rn/ ! P.C.X1;Rn// defined as

N1.u/ D

8
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
:

h 2 C.X1;Rn/ W

8
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
:

h.x; y/ D '.x/C I1.u1.x1; y// � I1.u1.x1; 0//

C 1
� .r1/� .r2/

xZ

x1

yZ

0

.x � s/r1�1.y � t/r2�1

�f .s; t/dtdsI .x; y/ 2 X1; f 2 SF;u:

9
>>>>=

>>>>;

As in Step 1 we can show that N1 is upper semicontinuous and completely
continuous. Let u be a possible solution of the problems (6.22) and (6.23). Then,
there exists f 2 SF;u such that, for each .x; y/ 2 X1;

ku.x; y/k � k'.x/k C kI1.u1.x1; y//k C kI1.u1.x1; 0//k

C 1

� .r1/� .r2/

Z x

x1

Z y

0

.x � s/r1�1.y � t/r2�1kf .s; t/kdtds

� k'k1 C 2c1kuk C 2d1

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1p.s; t/ı.kuk/dtds:
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Then

kuk1

k'k1 C 2c1kuk1 C 2d1 C p�ar1br2ı.kuk1/
� .r1 C 1/� .r2 C 1/

< 1

Then by condition (6.19), there exists M 0 such that kuk1 6D M 0: Let

U 0 D fu 2 C.X1;Rn/ W kuk1 < M 0g:
The operator N1 W U 0 ! P.C.X1;Rn// is upper semicontinuous and completely
continuous. From the choice of U 0, there is no u 2 @U 0 such that u 2 �N1.u/ for
some � 2 .0; 1/: As a consequence of the nonlinear alternative of Leray–Schauder
type (Theorem 2.33), we deduce that N1 has a fixed point which is a solution of
(6.22) and (6.23). Denote this solution by u2: Define

rk;2.x; y/ D xk.u2.x; y// � x; for .x; y/ 2 X1:

If rk;2.x; y/ ¤ 0 on .x1; a	 � Œ0; b	 and for all k D 1; : : : ; m, then

u.x; y/ D
(

u1.x; y/I if .x; y/ 2 Œ0; x1/ � Œ0; b	;
u2.x; y/I if .x; y/ 2 Œx1; a	 � Œ0; b	;

is a solution of the problems (6.13)–(6.15). It remains to consider the case when
r2;2.x; y/ D 0; for some .x; y/ 2 .x1; a	 � Œ0; b	. By .6:9:6/; we have

r2;2.x
C
1 ; y1/ D x2.u2.x

C
1 ; y1/ � x1

D x2.I1.u1.x1; y1///� x1

> x1.u1.x1; y1//� x1

D r1;1.x1; y1/ D 0:

Since r2;2 is continuous, there exists x2 > x1; y2 > y1 such that r2;2.x2; y2/ D 0;

and r2;2.x; y/ ¤ 0 for all .x; y/ 2 .x1; x2/ � Œ0; b	: It is clear by .6:9:1/ that

rk;2.x; y/ ¤ 0 for all .x; y/ 2 .x1; x2/ � Œ0; b	I k D 2; : : : ; m:

Now suppose that there are .s; t/ 2 .x1; x2/ � Œ0; b	 such that r1;2.s; t/ D 0: From
.6:9:6/ it follows that

r1;2.x
C
1 ; y1/ D x1.u2.x

C
1 ; y1/ � x1

D x1.I1.u1.x1; y1///� x1
� x1.u1.x1; y1//� x1

D r1;1.x1; y1/ D 0:



274 6 Impulsive Partial Hyperbolic Functional Differential Inclusions

Thus r1;2 attains a nonnegative maximum at some point .s1; t1/ 2 .x1; a/� Œ0; x2/[
.x2; b	. Since

.cDr
x1

u2/.x; y/ 2 F.x; y; u2.x; y//; for .x; y/ 2 X1;
then there exists a function f .x; y/ 2 F.x; y; u.x; y// such that

.cDr
x1

u2/.x; y/ D f .x; y/; for .x; y/ 2 X1:
Then we get

u2.x; y/ D '.x/C I1.u1.x1; y// � I1.u1.x1; 0//

C 1

� .r1/� .r2/

xZ

x1

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t/dtds;

hence

@u2
@x
.x; y/ D ' 0.x/C r1 � 1

� .r1/� .r2/

xZ

x1

yZ

0

.x � s/r1�2.y � t/r2�1f .s; t/dtds;

then

@r1;2.s1; t1/

@x
D x0

1.u2.s1; t1//
@u2
@x
.s1; t1/� 1 D 0:

Therefore

x0
1.u2.s1; t1//

2

4'0.s1/C r1 � 1

� .r1/� .r2/

s1Z

x1

t1Z

0

.s1 � �/r1�2.t1 � �/r2�1f .�; �/d�d�

3

5 D 1;

which contradicts .6:9:5/:

Step 3: We continue this process and take into account that umC1 WD u
ˇ
ˇ
ˇ
Xm

is a

solution to the problem

.cDr
xm

u/.x; y/ 2 F.x; y; u.x; y//I a.e. .x; y/ 2 .xm; a	 � Œ0; b	;
u.xC

m ; y/ D Im.um�1.xm; y//:

The solution u of the problems (6.13)–(6.15) is then defined by

u.x; y/ D

8
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
:

u1.x; y/I if .x; y/ 2 Œ0; x1	 � Œ0; b	;
u2.x; y/I if .x; y/ 2 .x1; x2	 � Œ0; b	;
: : :

umC1.x; y/I if .x; y/ 2 .xm; a	 � Œ0; b	:

ut
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Now we present (without proof) an existence result as an extension of the result
presented in Theorem 6.9 to problems (6.16)–(6.18).

Definition 6.10. A function u 2 ˝ \ [m
kD1AC.Jk;Rn/ such that its mixed

derivative D2
xy exists on J 0 is said to be a solution of (6.16)–(6.18) if there exists a

function f .x; y/ 2 F.x; y; u.x; y// such that u satisfies .cDr
0u/.x; y/ D f .x; y/

on J 0 and conditions (6.17) and (6.18) are satisfied.

Theorem 6.11. Assume that (6.9.1)–(6.9.4), (6.9.6) and the following conditions:

(6.11.1) The function g is nonnegative and completely continuous and there exist
constants 0 � l1 < 1; l2 � 0 such that

kg.x; y; u/k � l1kuk C l2I .x; y/ 2 J; u 2 R
n;

(6.11.2) For all .s; t; u/ 2 J � R
n; there exists f 2 SF;u such that

x0
k.u/

2

4' 0.s/C @g.s; t; u.s; t//

@x
� @g.s; 0; u.s; 0//

@x
C r1 � 1
� .r1/� .r2/

�
sZ

xk

tZ

0

.s � �/r1�2.t � �/r2�1f .�; �/d�d�

3

5 ¤ 1I k D 1; : : : ; m;

(6.11.3) There exists a numberM 0 > 0 such that

min

8
ˆ̂
<

ˆ̂
:

M 0

k�k1 C 4l1M 0 C 4l2 C p�ar1 br2 ı.M 0/

� .r1 C 1/� .r2 C 1/

;

M 0

k'k1 C .2ck C 4l1/M 0 C 2dk C 4l2 C p�ar1 br2 ı.M 0/

� .r1 C 1/� .r2 C 1/

I k D 1; : : : ;m

9
>>=

>>;
> 1;

(6.24)

hold. Then IVP (6.16)–(6.18) has at least one solution on J:

6.3.3 An Example

As an application of our results we consider the following impulsive partial
hyperbolic functional differential inclusions of the form:

.cDr
xk

u/.x; y/ 2 F.x; y; u.x; y//I where .x; y/ 2 Jk I k D 0; : : : ; m;
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xk D xk.u.x; y//I k D 1; : : : ; m; (6.25)

u.xC
k ; y/ D Ik.u.xk; y//I y 2 Œ0; 1	; k D 1; : : : ; m; (6.26)

u.x; 0/ D x; u.0; y/ D y2I x 2 Œ0; 1	; y 2 Œ0; 1	; (6.27)

where r D .r1; r2/; 0 < r1; r2 � 1; xk.u/ D 1 � 1
2k.1Cu2/

I k D 1; : : : ; m; and
for each u 2 R we have xkC1.Ik.u// > xk.u/I k D 1; : : : ; m; and also there exist
constants ck; dk > 0, such that

jIk.u.xk; y//j � ck ju.xk; y/j C dk; k D 1; : : : ; m:

Let u 2 R then we have

xkC1.u/� xk.u/ D 1

2kC1.1C u2/
> 0I k D 1; : : : ; m:

Hence 0 < x1.u/ < x2.u/ < � � � < xm.u/ < 1; for each u 2 R: Set

F.x; y; u.x; y// D fu 2 R W f1.x; y; u.x; y// � u � f2.x; y; u.x; y//g;

where f1; f2 W Œ0; 1	�Œ0; 1	�R ! R:We assume that for each .x; y/ 2 J; f1.x; y; :/
is lower semicontinuous (i.e., the set fz 2 R W f1.x; y; z/ > �g is open for each
� 2 R), and assume that for each .x; y/ 2 J; f2.x; y; :/ is upper semicontinuous
(i.e., the set fz 2 R W f2.x; y; z/ < �g is open for each � 2 R). Assume that there are
p 2 C.Œ0; 1	 � Œ0; 1	;RC/ and ı W Œ0;1/ ! .0;1/ continuous and nondecreasing
such that

max.jf1.x; y; z/j; jf2.x; y; z/j/ � p.x; y/ı.jzj/; for a.e. .x; y/ 2 J and z 2 R:

It is clear that F is compact and convex valued, and it is upper semi-continuous (see
[104]). Moreover, assume that conditions .6:9:5/ and .6:9:7/ are satisfied. Since all
conditions of Theorem 6.9 are satisfied, problems (6.25)–(6.27) have at least one
solution on Œ0; 1	 � Œ0; 1	:

6.4 The Method of Upper and Lower Solutions for Partial
Hyperbolic Fractional Order Differential Inclusions
with Impulses

6.4.1 Introduction

This section deals with the existence of solutions to impulsive fractional order IVP,
for the system
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.cDr
xk

u/.x; y/ 2 F.x; y; u.x; y//I if .x; y/ 2 Jk I k D 0; : : : ; m; (6.28)

u.xC
k ; y/ D u.x�

k ; y/C Ik.u.x
�
k ; y//I if y 2 Œ0; b	; k D 1; : : : ; m; (6.29)

u.x; 0/ D '.x/I x 2 Œ0; a	; u.0; y/ D  .y/I y 2 Œ0; b	; (6.30)

where a; b > 0; 0 D x0 < x1 < � � � < xm < xmC1 D a; F W J � R
n ! P.Rn/ is

a compact-valued multivalued map, J D Œ0; a	 � Œ0; b	; P.Rn/ is the family of all
subsets of Rn; Ik W Rn ! R

n; k D 1; : : : ; m; ';  are as in problem (6.1)–(6.3).
Here u.xC

k ; y/ and u.x�
k ; y/ denote the right and left limits of u.x; y/ at x D xk ,

respectively.

6.4.2 Main Result

To define the solutions of problems (6.28)–(6.30), we shall consider the Banach
space PC.J;Rn/ defined in Sect. 6.2.

Definition 6.12. A function u 2 PC.J;Rn/
TSm

kD0 AC..xk; xkC1/ � Œ0; b	;Rn/

such that its mixed derivative D2
xy exists Jk I k D 0; : : : ; m is said to be a

solution of (6.28)–(6.30) if there exists a function f 2 L1.J;Rn/ with f .x; y/ 2
F.x; y; u.x; y// such that u satisfies .cDr

0xk
u/.x; y/ D f .x; y/ on Jk I k D

0; : : : ; m and conditions (6.29) and (6.30) are satisfied.

Let z; Nz 2 C.J;Rn/ be such that

z.x; y/ D .z1.x; y/; z2.x; y/; : : : ; zn.x; y//; .x; y/ 2 J;

and
Nz.x; y/ D .Nz1.x; y/; Nz2.x; y/; : : : ; Nzn.x; y//; .x; y/ 2 J:

The notation z � Nz means that

zi .x; y/ � Nzi .x; y/; i D 1; : : : ; n:

Definition 6.13. A function z 2 PC.J;Rn/TSm
kD0 AC..xk; xkC1/�Œ0; b	;Rn/ is

said to be a lower solution of (6.28)–(6.30) if there exists a function f 2 L1.J; IRn/
with f .x; y/ 2 F.x; y; u.x; y// such that z satisfies

.cDr
xk

z/.x; y/ � f .x; y; z.x; y//; z.x; 0/ � '.x/; z.0; y/ �  .y/ on Jk I
k D 0; : : : ; m;

z.xC
k ; y/ � z.x�

k ; y/C Ik.z.x
�
k ; y//I if y 2 Œ0; b	; k D 1; : : : ; m;

z.x; 0/ � '.x/; z.0; y/ �  .y/ on J;

and z.0; 0/ � '.0/:
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The function z is said to be an upper solution of (6.28)–(6.30) if the reversed
inequalities hold.

Theorem 6.14. Assume that the following hypotheses:

(6.14.1) F W J � R
n �! Pcp;cv.R

n/ is L1-Carathéodory
(6.14.2) There exists l 2 C.J;RC/ such that

Hd.F.x; y; u/; F .x; y; u// � l.x; y/ku � uk for every u; u 2 R
n

and
d.0; F.x; y; 0// � l.x; y/; a.e. .x; y/ 2 J

(6.14.3) There exist v and w 2 PC.J;Rn/
T
AC..xk; xkC1/ � Œ0; b	;Rn/; k D

0; : : : ; m; lower and upper solutions for the problem (6.28)–(6.30) such
that v.x; y/ � w.x; y/ for each .x; y/ 2 J;

(6.14.4) For each y 2 Œ0; b	; we have

v.xC
k ; y/ � min

u2Œv.x�
k ;y/;w.x

�
k ;y/	

Ik.u/

� max
u2Œv.x�

k ;y/;w.x
�
k ;y/	

Ik.u/

� w.xC
k ; y/; k D 1; : : : ; m

hold. Then the problem (6.28)–(6.30) has at least one solution u such that

v.x; y/ � u.x; y/ � w.x; y/ for all .x; y/ 2 J:

Proof. Transform the problem (6.28)–(6.30) into a fixed-point problem. Consider
the following modified problem:

.cDr
0u/.x; y/ 2 F.x; y; g.u.x; y///I if I .x; y/ 2 Jk I k D 0; : : : ; m; (6.31)

u.xC
k ; y/ D u.x�

k ; y/C Ik.g.x
�
k ; y; u.x

�
k ; y///I if y 2 Œ0; b	I k D 1; : : : ; m;

(6.32)

u.x; 0/ D '.x/I x 2 Œ0; a	; u.0; y/ D  .y/I y 2 Œ0; b	; (6.33)

where g W PC.J;Rn/ �! PC.J;Rn/ be the truncation operator defined by

g.u/.x; y/ D
8
<

:

v.x; y/; u.x; y/ < v.x; y/
u.x; y/; v.x; y/ � u.x; y/ � w.x; y/
w.x; y/; u.x; y/ > w.x; y/:
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A solution to (6.31)–(6.33) is a fixed point of the operator G W PC.J;Rn/ �!
P.PC.J;Rn// defined by

G.u/ D

8
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
:̂

h 2 PC.J;Rn/ W
h.x; y/ D �.x; y/

CP
0<xk<x

.Ik.g.x
�
k ; y; u.x

�
k ; y/// � Ik.g.x�

k ; 0; u.x
�
k ; 0////

C 1
� .r1/� .r2/

P
0<xk<x

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1f .s; t/dtds

C 1
� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t/dtds;

where

f 2 QS1F;g.u/ D ff 2 S1F;g.u/ W f .x; y/ � f1.x; y/ on A1

and f .x; y/ � f2.x; y/ on A2g;
A1 D f.x; y/ 2 J W u.x; y/ < v.x; y/ � w.x; y/g;
A2 D f.x; y/ 2 J W u.x; y/ � w.x; y/ < u.x; y/g;

and

S1F;g.u/ D ff 2 L1.J;Rn/ W f .x; y/ 2 F.x; y; g.u.x; y///; for .x; y/ 2 J g:

Remark 6.15. (A) For each u 2 PC.J;Rn/, the set QSF;g.u/ is nonempty. In fact,
.6:14:1/ implies there exists f3 2 SF;g.u/, so we set

f D f1A1 C f2A2 C f3A3;

where Ai is the characteristic function of Ai I i D 1; 2; and

A3 D f.x; y/ 2 J W v.x; y/ � u.x; y/ � w.x; y/g:

Then, by decomposability, f 2 QSF;g.u/;
(B) By the definition of g it is clear that F.:; :; g.u/.:; :// is an L1-Carathéodory

multivalued map with compact convex values and there exists �1 2 C.J;RC/
such that

kF.x; y; g.u.x; y///kP � �1.x; y/ for each .x; y/ 2 J and u 2 R
n;

(C) By the definition of g and from .6:14:4/ we have

u.xC
k ; y/ � Ik.g.xk; y; u.xk; y/// � w.xC

k ; y/I y 2 Œ0; b	I k D 1; : : : ; m:
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Set
��
1 WD supf�1.x; y/ W .x; y/ 2 J g;

� D k�k1 C 2

mX

kD1
max
y2Œ0;b	.kv.xC

k ; y/k; kw.xC
k ; y/k/C 2ar1br2��

1

� .r1 C 1/� .r2 C 1/
;

and
D D fu 2 PC.J;Rn/ W kukPC � �g:

Clearly D is a closed convex subset of PC.J;Rn/ and that G maps D into D: We
shall show thatD satisfies the assumptions of Lemma 2.38. The proof will be given
in several steps.

Step 1: G.u/ is convex for each u 2 D. Indeed, if h1; h2 belong to G.u/; then there
exist f1; f2 2 QS1F;g.u/ such that for each .x; y/ 2 J we have

hi .u/.x; y/ D�.x; y/C
X

0<xk<x

.Ik.g.x
�
k ; y; u.x

�
k ; y///� Ik.g.x

�
k ; 0; u.x

�
k ; 0////

C 1

� .r1/� .r2/

X

0<xk<x

Z xk

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1fi .s; t/dtds

C 1

� .r1/� .r2/

Z x

xk

yZ

0

.x � s/r1�1.y � t/r2�1fi .s; t/dtds:

Let 0 � � � 1: Then, for each .x; y/ 2 J; we have

.�h1 C .1 � �/h2/.x; y/ D �.x; y/C
X

0<xk<x

.Ik.g.x
�
k ; y; u.x

�
k ; y////

�
X

0<xk<x

.Ik.g.x
�
k ; 0; u.x

�
k ; 0////

C 1

� .r1/� .r2/

X

0<xk<x

Z xk

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1

� Œ�f1.s; t/C .1 � �/f2.s; t/	 dtds
C 1

� .r1/� .r2/

Z x

xk

Z y

0

.x � s/r1�1.y � t/r2�1

�Œ�f1.s; t/C .1 � �/f2.s; t/	dtds:

Since QS1F;g.u/ is convex (because F has convex values), we have �h1 C .1 � �/h2 2
G.u/:

Step 2: G.D/ is bounded. This is clear since G.D/ � D and D is bounded.
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Step 3: G.D/ is equicontinuous. Let .�1; y1/; .�2; y2/ 2 J; �1 < �2 and y1 < y2;

let u 2 D and h 2 G.u/, then there exists f 2 QS1F;g.u/ such that for each .x; y/ 2 J
we have

kh.u/.�2; y2/� h.u/.�1; y1/k

� k�.�1; y1/� �.�2; y2/k C
mX

kD1
.kIk.g.x�

k ; y1; u.x
�
k ; y1///

�Ik.g.x�
k ; y2; u.x

�
k ; y2///k/

C 1

� .r1/� .r2/

mX

kD1

Z xk

xk�1

y1Z

0

.xk � s/r1�1 �.y2 � t/r2�1 � .y1 � t/r2�1�

�kf .s; t/kdtds

C 1

� .r1/� .r2/

mX

kD1

Z xk

xk�1

y2Z

y1

.xk � s/r1�1.y2 � t/r2�1kf .s; t/kdtds

C 1

� .r1/� .r2/

Z �1

0

Z y1

0

�
.�2 � s/r1�1.y2 � t/r2�1 � .�1 � s/r1�1.y1 � t/r2�1

�

�kf .s; t/kdtds

C 1

� .r1/� .r2/

Z �2

�1

Z y2

y1

.�2 � s/r1�1.y2 � t/r2�1kf .s; t/kdtds

C 1

� .r1/� .r2/

Z �1

0

Z y2

y1

.�2 � s/r1�1.y2 � t/r2�1kf .s; t/kdtds

C 1

� .r1/� .r2/

Z �2

�1

Z y1

0

.�2 � s/r1�1.y2 � t/r2�1kf .s; t/kdtds

� k�.�1; y1/� �.�2; y2/k

C
mX

kD1
.kIk.g.x�

k ; y1; u.x
�
k ; y1///� Ik.g.x

�
k ; y2; u.x

�
k ; y2///k/

C ��
1

� .r1/� .r2/

mX

kD1

Z xk

xk�1

y1Z

0

.xk � s/r1�1 �.y2 � t/r2�1

�.y1 � t/r2�1� dtds

C ��
1

� .r1/� .r2/

mX

kD1

Z xk

xk�1

y2Z

y1

.xk � s/r1�1.y2 � t/r2�1dtds
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C ��
1

� .r1/� .r2/

Z �1

0

Z y1

0

�
.�2 � s/r1�1.y2 � t/r2�1

� .�1 � s/r1�1.y1 � t/r2�1� dtds

C ��
1

� .r1/� .r2/

Z �2

�1

Z y2

y1

.�2 � s/r1�1.y2 � t/r2�1dtds

C ��
1

� .r1/� .r2/

Z �1

0

Z y2

y1

.�2 � s/r1�1.y2 � t/r2�1dtds

C ��
1

� .r1/� .r2/

Z �2

�1

Z y1

0

.�2 � s/r1�1.y2 � t/r2�1dtds:

As �1 �! �2 and y1 �! y2, the right-hand side of the above inequality tends to
zero. As a consequence of Steps 1–3 together with the Arzelá-Ascoli theorem, we
can conclude that G W D �! P.D/ is compact.

Step 4: G has a closed graph. Let un ! u�; hn 2 G.un/ and hn ! h�. We need
to show that h� 2 G.u�/.
hn 2 G.un/ means that there exists fn 2 QS1F;un such that, for each .x; y/ 2 J ,

hn.x; y/ D �.x; y/C
X

0<xk<x

.Ik.g.x
�
k ; y; un.x

�
k ; y///� Ik.g.x

�
k ; 0; un.x

�
k ; 0////

C 1

� .r1/� .r2/

X

0<xk<x

xkZ

xk�1

Z y

0

.xk � s/r1�1.y � t/r2�1fn.s; t/dtds

C 1

� .r1/� .r2/

Z x

xk

yZ

0

.x � s/r1�1.y � t/r2�1fn.s; t/dtds:

We must show that there exists f� 2 QS1F;u�
such that, for each .x; y/ 2 J ,

h�.x; y/ D �.x; y/C
X

0<xk<x

.Ik.g.x
�
k ; y; u�.x�

k ; y/// � Ik.g.x�
k ; 0; u�.x�

k ; 0////

C 1

� .r1/� .r2/

X

0<xk<x

Z xk

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1f�.s; t/dtds

C 1

� .r1/� .r2/

Z x

xk

yZ

0

.x � s/r1�1.y � t/r2�1f�.s; t/dtds:

Since F.x; y; �/ is upper semicontinuous, then for every " > 0, there exist n0.�/ � 0

such that for every n � n0; we have

fn.x; y/ 2 F.x; y; g.un.x; y/// � F.x; y; g.u�.x; y///C"B.0; 1/; a.e. .x; y/ 2 J:
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Since F.:; :; :/ has compact values, then there exists a subsequence fnm such that

fnm.�; �/ ! f�.�; �/ as m ! 1

and
f�.x; y/ 2 F.x; y; g.u�.x; y///; a.e. .x; y/ 2 J:

For every w.x; y/ 2 F.x; y; g.u�.x; y///, we have

kfnm.x; y/ � u�.x; y/k � kfnm.x; y/ � w.x; y/k C kw.x; y/ � f�.x; y/k:

Then

kfnm.x; y/ � f�.x; y/k � d
�
fnm.x; y/; F.x; y; g.u�.x; y///

�
:

By an analogous relation obtained by interchanging the roles of fnm and f�, it
follows that

kfnm.x; y/ � u�.x; y/k � Hd

�
F.x; y; g.un.x; y///; F .x; y; g.u�.x; y///

�

� l.x; y/kun � u�k1:

Let
l� WD supfl.x; y/ W .x; y/ 2 J g;

then by .6:14:2/ we have for each .x; y/ 2 J;

khn.x; y/�h�.x; y/k �
mX

kD1

kIk.g.x�
k ; y; unm.x

�
k ; y///�Ik.g.x�

k ; y; u�.x
�
k ; y///k

C
mX

kD1

kIk.g.x�
k ; 0; unm.x

�
k ; 0///�Ik.g.x�

k ; 0; u�.x
�
k ; 0///k

C 1

� .r1/� .r2/

X

x1<xk<x

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t /r2�1

�kfnm.s; t/ � f�.s; t/kdtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t /r2�1

�kfnm.s; t/ � f�.s; t/kdtds

�
mX

kD1

kIk.g.x�
k ; y; unm.x

�
k ; y/// � Ik.g.x

�
k ; y; u�.x

�
k ; y///k
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C
mX

kD1

kIk.g.x�
k ; 0; unm.x

�
k ; 0/// � Ik.g.x

�
k ; 0; u�.x

�
k ; 0///k

C2kunm � u�k1

� .r1/� .r2/

Z x

0

Z y

0

.x � s/r1�1.y � t /r2�1l.s; t/dtds

�
mX

kD1

kIk.g.x�
k ; y; unm.x

�
k ; y/// � Ik.g.x

�
k ; y; u�.x

�
k ; y///k

C
mX

kD1

kIk.g.x�
k ; 0; unm.x

�
k ; 0/// � Ik.g.x

�
k ; 0; u�.x

�
k ; 0///k

C 2l�ar1br2

� .r1 C 1/� .r2 C 1/
kunm � u�k1:

Hence

khnm � h�k1 ! 0 as m ! 1:

Step 5: The solution u of (6.31)–(6.33) satisfies

v.x; y/ � u.x; y/ � w.x; y/ for all .x; y/ 2 J:

Let u be the above solution to (6.31)–(6.33). We prove that

u.x; y/ � w.x; y/ for all .x; y/ 2 J:

Assume that u � w attains a positive maximum on ŒxC
k ; x

�
kC1	 � Œ0; b	 at .xk; y/ 2

ŒxC
k ; x

�
kC1	 � Œ0; b	 for some k D 0; : : : ; mI i.e.,

.u � w/.xk; y/ D maxfu.x; y/� w.x; y/ W .x; y/ 2 ŒxC
k ; x

�
kC1	 � Œ0; b	g > 0I

for some k D 0; : : : ; m:We distinguish the following cases.

Case 1. If .xk; y/ 2 .xC
k ; x

�
kC1/� Œ0; b	 there exists .x�

k ; y
�/ 2 .xC

k ; x
�
kC1/� Œ0; b	

such that

Œu.x; y�/� w.x; y�/	C Œu.x�
k ; y/� w.x�

k ; y/	

� Œu.x�
k ; y

�/�w.x�
k ; y

�/	 � 0I for all .x; y/ 2 .Œx�
k ; xk	�fy�g/[.fx�

k g� Œy�; b	/;
(6.34)

and

u.x; y/ � w.x; y/ > 0; for all .x; y/ 2 .x�
k ; xk	 � Œy�; b	: (6.35)

By the definition of h one has
cDr

x�
k

u.x; y/ 2 F.x; y;w.x; y// for all .x; y/ 2 Œx�
k ; xk	 � Œy�; b	:
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An integration on Œx�
k ; x	 � Œy�; y	 for each .x; y/ 2 Œx�

k ; xk	 � Œy�; b	 yields

u.x; y/C u.x�
k ; y

�/ � u.x; y�/� u.x�
k ; y/

D 1

� .r1/� .r2/

Z x

x�
k

Z y

y�

.x � s/r1�1.y � t/r2�1f .s; t/dtds: (6.36)

where f .x; y/ 2 F.x; y;w.x; y//: From (6.36) and using the fact that w is an upper
solution to (6.28)–(6.30) we get

u.x; y/C u.x�
k ; y

�/� u.x; y�/ � u.x�
k ; y/

� w.x; y/C w.x�
k ; y

�/ � w.x; y�/ � w.x�
k ; y/;

which gives

Œu.x; y/ � w.x; y/	 � Œu.x; y�/ � w.x; y�/	

CŒu.x�
k ; y/ � w.x�

k ; y/	

�Œu.x�
k ; y

�/� w.x�
k ; y

�/	: (6.37)

Thus from (6.34), (6.35), and (6.37) we obtain the contradiction

0 < Œu.x; y/ � w.x; y/	

� Œu.x; y�/� w.x; y�/	

CŒu.x�
k ; y/ � w.x�

k ; y/	

�Œu.x�
k ; y

�/� w.x�
k ; y

�/	 � 0I for all .x; y/ 2 Œx�
k ; xk	 � Œy�; b	:

Case 2. If xk D xC
k I k D 1; : : : ; m: Then

w.xC
k ; y/ < Ik.h.x

�
k ; u.x

�
k ; y/// � w.xC

k ; y/

which is a contradiction. Thus

u.x; y/ � w.x; y/ for all .x; y/ 2 J:
Analogously, we can prove that

u.x; y/ � v.x; y/; for all .x; y/ 2 J:
Finally the problems (6.31)–(6.33) has a solution u satisfying v � u � w, and hence
it is solution of (6.28)–(6.30). ut

6.5 Notes and Remarks

The results of Chap. 6 are taken from Abbas and Benchohra [8], and Abbas et al.
[26]. Other results may be found in [49, 55, 65, 230].



Chapter 7
Implicit Partial Hyperbolic Functional
Differential Equations

7.1 Introduction

In this chapter, we shall present existence results for some classes of initial value
problems for partial hyperbolic implicit differential equations with fractional order.

7.2 Darboux Problem for Implicit Differential Equations

7.2.1 Introduction

This section concerns the existence results to fractional order IVP , for the system

D
r

0u.x; y/ D f .x; y; u.x; y/;D
r

�u.x; y//I if.x; y/ 2 J WD Œ0; a	 � Œ0; b	; (7.1)

8
ˆ̂
<

ˆ̂
:

u.x; 0/ D '.x/I x 2 Œ0; a	;
u.0; y/ D  .y/I y 2 Œ0; b	;
'.0/ D  .0/;

(7.2)

where a; b > 0; D
r

0 is the mixed regularized derivative of order r D .r1; r2/ 2
.0; 1	 � .0; 1	; f W J � R

n � R
n ! R

n is a given function, ' 2 AC.Œ0; a	;Rn/ and
 2 AC.Œ0; b	;Rn/:

We present two results for the problems (7.1)–(7.2), the first one is based on
Banach’s contraction principle and the second one on the nonlinear alternative of
Leray–Schauder type.

S. Abbas et al., Topics in Fractional Differential Equations, Developments
in Mathematics 27, DOI 10.1007/978-1-4614-4036-9 7,
© Springer Science+Business Media New York 2012

287
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7.2.2 Riemann–Liouville and Caputo Partial Fractional
Derivatives

For a function h 2 L1.Œ0; b	;Rn/I b > 0 and ˛ 2 .0; 1	: The connection between
D˛
0 and cD˛

0 is given by

cD˛
0 h.t/ D D˛

0 h.t/ � t�˛

� .1 � ˛/
h.0C/; for almost all t 2 Œ0; b	: (7.3)

For more detail see [166].

Corollary 7.1. For a function u 2 L1.J;Rn/ and r D .r1; r2/ 2 .0; 1	� .0; 1	: The
connection between Dr1

0;xu.x; y/ and cD
r1
0;xu.x; y/ with respect to x is given by

�
cD

r1
0;xu

�
.x; y/ D �

D
r1
0;xu

�
.x; y/ � x�r1

� .1 � r1/
u
�
0C; y

�
: (7.4)

Analogously, the connection betweenDr2
0;yu.x; y/ and cD

r2
0;yu.x; y/ with respect to

y is given by

�
cD

r2
0;yu

�
.x; y/ D

�
D
r2
0;yu

�
.x; y/ � y�r2

� .1 � r2/u
�
x; 0C� : (7.5)

Now, let us give the relation between Dr
0 and cDr

0; where r D .r1; r2/ 2 .0; 1	 �
.0; 1	:

Theorem 7.2. For u.x; y/ 2 AC.J;Rn/ and r D .r1; r2/ 2 .0; 1	 � .0; 1	 we have

�
cDr

0u
�
.x; y/ D D

r

0u.x; y/ D �
Dr
0u
�
.x; y/ � x�r1

� .1 � r1/
�
D
r2
0;yu

�
.0; y/

� y�r2
� .1 � r2/

�
D
r1
0;xu

�
.x; 0/C x�r1y�r2

� .1 � r1/� .1 � r2/u.0; 0/:

Proof. According to ([246], Lemma 1) .D
r

0u/.x; y/ D .cDr
0u/.x; y/:

Then
�
D
r

0u
�
.x; y/ D �

Dr
0q
�
.x; y/ D DxyI

1�r
0 q.x; y/;

q.x; y/ D u.x; y/ � �.x; y/; �.x; y/ D u.x; 0/C u.0; y/� u.0; 0/;

I 1�r0 q.x; y/ D I 1�r0 u.x; y/ � I 1�r0 �.x; y/:

As u.x; y/ D �.x; y/ C I �0 v.x; y/; then q.x; y/ D I �0 v.x; y/; where v.x; y/ D
Dxyu.x; y/:
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Hence

I 1�r� q.x; y/ D I 1�r� .I �� v.x; y//

D 1

� .1 � r1/� .1 � r2/

xZ

0

yZ

0

0

@
sZ

0

tZ

0

.s � z/�r1 .t � �/�r2

�v.�; z/dzd�

1

A dtds 2 AC.J /;

I 1�r0 �.x; y/ D y1�r2
.1 � r2/� .1 � r2/

I
1�r1
0;x u.x; 0/

C x1�r1
.1 � r1/� .1 � r1/I

1�r2
0;y u.0; y/

� x1�r1y1�r2
.1 � r1/.1 � r2/� .1 � r1/� .1 � r2/u.0; 0/;

besides ([225], Lemma 2.1) I 1�r0 �.x; y/ 2 AC.J;Rn/:
Then

I 1�r0 u.x; y/ D I 1�r0 q.x; y/C I 1�r0 �.x; y/ 2 AC.J;Rn/:
Finally

D
r

0u.x; y/ D DxyI
1�r
0 q.x; y/ D �

Dr
0u
�
.x; y/ � y�r2

� .1 � r2/

�
D
r1
0;xu

�
.x; 0/

� x�r1
� .1 � r1/

�
D
r2
0;yu

�
.0; y/C x�r1y�r2

� .1 � r1/� .1 � r2/
u.0; 0/:

ut

7.2.3 Existence of Solutions

Let us start by defining what we mean by a solution of the problems (7.1)–(7.2).

Definition 7.3. A function u 2 C.J;Rn/ such that D
r1
0;xu.x; y/; D

r2
0;yu.x; y/;

D
r

0u.x; y/ are continuous for .x; y/2J and I 1�r0 u.x; y/ 2 AC.J;Rn/ is said to
be a solution of (7.1)–(7.2) if u satisfies (7.1) and conditions (7.2) on J:

For the existence of solutions for the problems (7.1)–(7.2) we need the following
lemma.
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Lemma 7.4 ([247]). Let a function f .x; y; u; z/ W J�R
n�R

n ! R
n be continuous.

Then problem (7.1)–(7.2) are equivalent to the problem of the solution of the
equation

g.x; y/ D f .x; y; �.x; y/ C I r� g.x; y/; g.x; y//;

and if g.x; y/ 2 C.J;Rn/ is the solution of this equation, then u.x; y/ D �.x; y/C
I r� g.x; y/; where

�.x; y/ D '.x/C  .y/ � '.0/:
Further, we present conditions for the existence and uniqueness of a solution of
problems (7.1)–(7.2).

Theorem 7.5. Assume

(7.5.1) The function f W J � R
n � R

n ! R
n is continuous.

(7.5.2) For any u; v;w; z 2 R
n and .x; y/ 2 J; there exist constants k > 0 and

0 < l < 1 such that

kf .x; y; u; z/ � f .x; y; v;w/k � kku � vk C lkz � wk:

If

kar1br2

.1 � l/� .1C r1/� .1C r2/
< 1; (7.6)

then there exists a unique solution for IVP (7.1)–(7.2) on J:

Proof. Transform the problems (7.1)–(7.2) into a fixed-point problem. Consider the
operatorN W C.J;Rn/ ! C.J;Rn/ defined by

N.u/.x; y/ D �.x; y/C I r� g.x; y/; (7.7)

where g 2 C.J;Rn/ such that

g.x; y/ D f .x; y; u.x; y/; g.x; y//;

By Lemma 7.4, the problem of finding the solutions of the IVP (7.1)–(7.2) is reduced
to finding the solutions of the operator equationN.u/ D u:

Let v;w 2 C.J;Rn/: Then, for .x; y/ 2 J; we have

kN.v/.x; y/ �N.w/.x; y/k � 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�kg.s; t/ � h.s; t/kdtds; (7.8)

where g; h 2 C.J;Rn/ such that

g.x; y/ D f .x; y; v.x; y/; g.x; y//
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and

h.x; y/ D f .x; y;w.x; y/; h.x; y//:

By .7:5:2/; we get

kg.x; y/ � h.x; y/k � kkv.x; y/ � w.x; y/k C lkg.x; y/ � h.x; y/k:
Then

kg.x; y/ � h.x; y/k � k

1 � l kv.x; y/ � w.x; y/k

� k

1 � l kv � wk1:

Thus, (7.8) implies that

kN.v/�N.w/k1 � 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

� k

1 � l kv � wk1dtds

� kar1br2

.1 � l/� .1C r1/� .1C r2/
kv � wk1:

Hence

kN.v/�N.w/k1 � kar1br2

.1 � l/� .1C r1/� .1C r2/
kv � wk1:

By (7.6), N is a contraction , and hence N has a unique fixed-point by Banach’s
contraction principle. ut
Theorem 7.6. Assume .7:5:1/ and the following hypothesis hold:

(7.6.3) There exist p; q; d 2 C.J;RC/ such that

kf .x; y; u; z/k � p.x; y/C q.x; y/kuk C d.x; y/kzk

for .x; y/ 2 J and each u; z 2 R
n: If

d� C q�ar1br2
� .1C r1/� .1C r2/

< 1; (7.9)

where d� D sup
.x;y/2J

d.x; y/ and q� D sup
.x;y/2J

q.x; y/; then the IVP (7.1)–

(7.2) have at least one solution on J:



292 7 Implicit Partial Hyperbolic Functional Differential Equations

Proof. Transform the problem (7.1)–(7.2) into a fixed-point problem. Consider the
operator N defined in (7.7). We shall show that the operator N is continuous and
compact.

Step 1: N is continuous
Let fungn2IN be a sequence such that un ! u in C.J;Rn/: Let � > 0 be such

that kunk � �: Then

kN.un/.x; y/ �N.u/.x; y/k � 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�kgn.s; t/ � g.s; t/kdtds; (7.10)

where gn; g 2 C.J;Rn/ such that

gn.x; y/ D f .x; y; un.x; y/; gn.x; y//

and

g.x; y/ D f .x; y; u.x; y/; g.x; y//:

Since un ! u as n ! 1 and f is a continuous function, we get

gn.x; y/ ! g.x; y/ as n ! 1; for each .x; y/ 2 J:
Hence, (7.10) gives

kN.un/�N.u/k1 � ar1br2

� .1C r1/� .1C r2/
kgn � gk1 ! 0 as n ! 1:

Step 2: N maps bounded sets into bounded sets in C.J;Rn/ Indeed, it is enough to
show that for any �� > 0; there exists a positive constantM � such that, for each

u 2 B�� D fu 2 C.J / W kuk1 � ��g ;
we have kN.u/k1 � M �: For .x; y/ 2 J; we have

kN.u/.x; y/k � k�.x; y/k

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1kg.s; t/kdtds; (7.11)

where g 2 C.J;Rn/ such that

g.x; y/ D f .x; y; u.x; y/; g.x; y//:
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By .7:6:3/ we have for each .x; y/ 2 J;
kg.x; y/k � p.x; y/C q.x; y/k�.x; y/C I r� g.x; y/k C d.x; y/kg.x; y/k

� p� C q�
�

k�k1 C ar1br2kg.x; y/k
� .1C r1/� .1C r2/

�

C d�kg.x; y/k;

where p� D sup
.x;y/2J

p.x; y/:

Then, by (7.9) we have

kg.x; y/k � p� C q�k�k1
1 � d� � q�ar1 br2

� .1Cr1/� .1Cr2/
WD M:

Thus, (7.11) implies that

kN.u/k1 � k�k1 C Mar1br2

� .1C r1/� .1C r2/
WD M �:

Step 3: N maps bounded sets into equicontinuous sets in C.J;Rn/. Let .x1; y1/;
.x2; y2/ 2 J; x1 < x2; y1 < y2; B�� be a bounded set of C.J;Rn/ as in Step 2, and
let u 2 B�� : Then

kN.u/.x2; y2/�N.u/.x1; y1/k � k�.x2; y2/ � �.x1; y1/k

C 1

� .r1/� .r2/

x1Z

0

y1Z

0

�
.x2 � s/r1�1.y2 � t/r2�1

�.x1 � s/r1�1.y1 � t/r2�1
� kg.s; t/kdtds

C 1

� .r1/� .r2/

x2Z

x1

y2Z

y1

.x2 � s/r1�1.y2 � t/r2�1kg.s; t/kdtds

C 1

� .r1/� .r2/

x1Z

0

y2Z

y1

.x2 � s/r1�1.y2 � t/r2�1kg.s; t/kdtds

C 1

� .r1/� .r2/

x2Z

x1

y1Z

0

.x2 � s/r1�1.y2 � t/r2�1kg.s; t/kdtds;

where g 2 C.J;Rn/ such that

g.x; y/ D f .x; y; u.x; y/; g.x; y//:



294 7 Implicit Partial Hyperbolic Functional Differential Equations

But kg.x; y/k � M: Thus

kN.u/.x2; y2/�N.u/.x1; y1/k � k�.x2; y2/� �.x1; y1/k

C M

� .1C r1/� .1C r2/

�
2y

r2
2 .x2 � x1/r1 C 2x

r1
2 .y2 � y1/

r2

Cxr11 yr21 � x
r1
2 y

r2
2 � 2.x2 � x1/

r1.y2 � y1/
r2
�
:

As x1 ! x2; y1 ! y2 the right-hand side of the above inequality tends to zero.
As a consequence of Steps 1–3; together with the Arzela-Ascoli theorem, we can
conclude that N is continuous and completely continuous.

Step 4: A priori bounds We now show there exists an open set U � C.J;Rn/ with
u ¤ �N.u/; for � 2 .0; 1/ and u 2 @U: Let u 2 C.J;Rn/ and u D �N.u/ for some
0 < � < 1: Thus for each .x; y/ 2 J; we have

u.x; y/ D ��.x; y/C �

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1g.s; t/dtds:

This implies by .7:6:3/ and as in step 2 that, for each .x; y/ 2 J; we get kuk � M �:
Set

U D fu 2 C.J;Rn/ W kuk1 < M � C 1g:
By our choice of U; there is no u 2 @U such that u D �N.u/; for � 2 .0; 1/: As a
consequence of Theorem 2.32, we deduce that N has a fixed-point u in U which is
a solution to problems (7.1)–(7.2). ut

7.2.4 An Example

As an application of our results we consider the following partial hyperbolic
functional differential equations of the form:

D
r

0u.x; y/ D 1

5exCyC2.1C ju.x; y/j C jDr

0u.x; y/j/
I

if .x; y/ 2 Œ0; 1	 � Œ0; 1	; (7.12)

u.x; 0/ D x; u.0; y/ D y2I x; y 2 Œ0; 1	: (7.13)

Set

f .x; y; u.x; y/;D
r

0u.x; y// D 1

5exCyC2.1C ju.x; y/j C jDr

0u.x; y/j/
I
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.x; y/ 2 Œ0; 1	� Œ0; 1	: Clearly, the function f is continuous. For each u; v; u; v 2 R

and .x; y/ 2 Œ0; 1	 � Œ0; 1	 we have

jf .x; y; u.x; y/; v.x; y// � f .x; y; u.x; y/; v.x; y//j � 1

5e2
.ku � uk C kv � vk/:

Hence condition .7:5:2/ is satisfied with k D l D 1

5e2
:We shall show that condition

(7.6) holds with a D b D 1: Indeed

kar1br2

.1 � l/� .1C r1/� .1C r2/
D 1

.5e2 � 1/� .1C r1/� .1C r2/
< 1;

which is satisfied for each .r1; r2/ 2 .0; 1	 � .0; 1	. Consequently Theorem 7.5
implies that problems (7.12)–(7.13) have a unique solution defined on Œ0; 1	� Œ0; 1	:

7.3 A Global Uniqueness Result for Implicit Differential
Equations

7.3.1 Introduction

In the present section we are concerned with the global existence and uniqueness of
solutions to fractional order IVP for the system

D
r

0u.x; y/ D f .x; y; u.x; y/;D
r

0u.x; y//I if .x; y/ 2 J WD Œ0;1/ � Œ0;1/;

(7.14)(
u.x; 0/ D '.x/; u.0; y/ D  .y/I x; y 2 Œ0;1/;

'.0/ D  .0/;
(7.15)

where D
r

0 is the mixed regularized derivative of order r D .r1; r2/ 2 .0; 1	 �
.0; 1	; f W J � R

n � R
n ! R

n is a given function and '; 2 AC.Œ0;1/;Rn/: We
make use of the nonlinear alternative of Leray-Schauder type for contraction maps
on Fréchet spaces.

7.3.2 Existence of Solutions

Let us start by defining what we mean by a solution of the problems (7.14)–(7.15).

Definition 7.7. A function u 2 C.J;Rn/ such that D
r1
0;xu.x; y/;D

r2
0;yu.x; y/;

D
r

�u.x; y/ are continuous for .x; y/ 2 J and I 1�r0 u.x; y/2AC.J;Rn/ is said to
be a solution of (7.14)–(7.15) if u satisfies (7.14) and conditions (7.15) on J:
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Further, we present conditions for the existence and uniqueness of a solution of
problems (7.14)–(7.15).

Theorem 7.8. Assume

(7.8.1) The function f W J � R
n � R

n ! R
n is continuous

(7.8.2) For each p 2 IN; there exists constants kp > 0 and 0 < lp < 1 such that
for each .x; y/ 2 J0 WD Œ0; p	 � Œ0; p	

kf .x; y; u; z/ � f .x; y; v;w/k � kpku � vk C lpkz � wk;

for each u; v;w; z 2 R
n:

If

kpp
r1Cr2

.1 � lp/� .1C r1/� .1C r2/
< 1; (7.16)

then there exists a unique solution for IVP (7.14)–(7.15) on Œ0;1/ � Œ0;1/:

Proof. Transform the problem (7.14)–(7.15) into a fixed-point problem. Consider
the operatorN W C.J;Rn/ ! C.J;Rn/ defined by

N.u/.x; y/ D �.x; y/C I r0 g.x; y/; (7.17)

where g 2 C.J;Rn/ such that

g.x; y/ D f .x; y; u.x; y/; g.x; y//;

Let u be a possible solution of the problem u D �N.u/ for some 0 < � < 1: This
implies that for each .x; y/ 2 J0; we have

u.x; y/ D ��.x; y/C �

� .r1/� .r2/

xZ

0

yZ

0

.x� s/r1�1.y � t/r2�1g.s; t/dtds: (7.18)

By .7:8:2/ we get

kg.x; y/k � f � C kpku.x; y/k C lpkg.x; y/k;

where

f � D sup
.x;y/2J0

kf .x; y; 0; 0/k:

Then

kg.x; y/k � f � C kpku.x; y/k
1 � lp

:
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Thus, (7.18) implies that

ku.x; y/k � k�.x; y/k C 1

.1 � lp/� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

� �f � C kpku.s; t/k� dtds

� k�kp C f �pr1Cr2
.1 � lp/� .1C r1/� .1C r2/

C kp

.1 � lp/� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1ku.s; t/kdtds:

Set

w D k�kp C f �pr1Cr2
.1 � lp/� .1C r1/� .1C r2/

Lemma 2.43 implies that there exists a constant ı D ı.r1; r2/ such that

ku.x; y/k � w

0

@1C ıkp

.1 � lp/� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1dtds

1

A

� w

�

1C ıkpp
r1Cr2

.1 � lp/� .1C r1/� .1C r2/

�

WD Mp:

Since for every .x; y/ 2 J0; kukp � Mp: Set

U D fu 2 C.J;Rn/ W kukp � Mp C 1 for all p 2 INg:

We shall show that N W U �! C.J0/ is a contraction map. Indeed, consider v;w 2
C.J0;R

n/: Then, for .x; y/ 2 J0; we have

kN.v/.x; y/ �N.w/.x; y/k � 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

� kg.s; t/ � h.s; t/kdtds; (7.19)

where g; h 2 C.J0;Rn/ such that

g.x; y/ D f .x; y; v.x; y/; g.x; y//

and

h.x; y/ D f .x; y;w.x; y/; h.x; y//:
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By .7:8:2/; we get

kg.x; y/ � h.x; y/k � kpkv.x; y/ � w.x; y/k C lpkg.x; y/ � h.x; y/k:

Then

kg.x; y/ � h.x; y/k � kp

1 � lp
kv � wkp:

Thus, (7.19) implies that

kN.v/�N.w/kp � kp

.1 � lp/� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1kv � wkpdtds

� kpp
r1Cr2

.1 � lp/� .1C r1/� .1C r2/
kv � wkp:

Hence

kN.v/�N.w/kp � kpp
r1Cr2

.1 � lp/� .1C r1/� .1C r2/
kv � wkp:

By (7.16), N W U �! C.J0;R
n/ is a contraction . By our choice of U; there is no

u 2 @nU n such that u D �N.u/; for � 2 .0; 1/: As a consequence of Theorem 3.48,
we deduce that N has a unique fixed-point u in U which is a solution to problem
(7.14)–(7.15). ut

7.3.3 An Example

As an application of our results we consider the following partial hyperbolic
functional differential equations of the form:

D
r

0u.x; y/ D cp

7exCyC2.1C cpju.x; y/j C jDr

0u.x; y/j/
I if .x; y/ 2 Œ0;1/ � Œ0;1/;

(7.20)

u.x; 0/ D x; u.0; y/ D y2I x; y 2 Œ0;1/; (7.21)

where

cp D � .1C r1/� .1C r2/

pr1Cr2
I p 2 IN�:

Set

f .x; y; u.x; y/;D
r

0u.x; y// D cp

7exCyC2.1C cpju.x; y/j C jDr

0u.x; y/j/
I



7.4 Functional Implicit Hyperbolic Differential Equations with Delay 299

.x; y/ 2 Œ0; 1	 � Œ0; 1	: Clearly, the function f is continuous. For each p 2 IN� and

.x; y/ 2 J0 we have

jf .x; y; u.x; y/; v.x; y//� f .x; y; u.x; y/; v.x; y//j � 1

7e2
.ku � uk C cpkv � vk/;

for each u; v; u; v 2 R: Hence condition .7:8:2/ is satisfied with lp D 1
7e2

and kp D
cp

7e2
: We shall show that condition (7.16) holds for all p 2 IN�: Indeed

kpp
r1Cr2

.1� lp/� .1C r1/� .1C r2/
D cpp

r1Cr2
.7e2 � 1/� .1C r1/� .1C r2/

D 1

7e2 � 1
< 1:

Consequently Theorem 7.8 implies that problems (7.20)–(7.21) have a unique
solution defined on Œ0;1/ � Œ0;1/:

7.4 Functional Implicit Hyperbolic Differential Equations
with Delay

7.4.1 Introduction

In the present section, we investigate the existence and uniqueness of solutions to
fractional order IVP for the system

D
r

�u.x; y/ D f .x; y; u.x;y/;D
r

�u.x; y//I if .x; y/ 2 J WD Œ0; a	 � Œ0; b	; (7.22)

u.x; y/ D �.x; y/I if .x; y/ 2 QJ WD Œ�˛; a	 � Œ�ˇ; b	n.0; a	 � .0; b	; (7.23)
(

u.x; 0/ D '.x/I x 2 Œ0; a	;
u.0; y/ D  .y/I y 2 Œ0; b	; (7.24)

where a; b; ˛; ˇ > 0; f W J � C � R
n ! R

n is a given function, � 2 C. QJ /; ' W
Œ0; a	 ! R

n;  W Œ0; b	 ! R
n are given absolutely continuous functions with

'.x/ D �.x; 0/;  .y/ D �.0; y/ for each x 2 Œ0; a	; y 2 Œ0; b	; and C WD
C.Œ�˛; 0	 � Œ�ˇ; 0	/ is the space of continuous functions on Œ�˛; 0	 � Œ�ˇ; 0	:

Next, we consider the following fractional order IVP for the system:

D
r

�u.x; y/ D f .x; y; u.x;y/;D
r

�u.x; y//I if .x; y/ 2 J WDŒ0; a	 � Œ0; b	; (7.25)

u.x; y/ D �.x; y/; if .x; y/ 2 QJ 0 WD .�1; a	 � .�1; b	n.0; a	 � .0; b	;
(7.26)

(
u.x; 0/ D '.x/I x 2 Œ0; a	;
u.0; y/ D  .y/I y 2 Œ0; b	; (7.27)
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where '; are as in problems (7.22)–(7.24) and � 2 C. QJ 0/; f W J �B�R
n ! R

n

is a given continuous function, and B is a phase space.
The third result of this section deals with the existence and uniqueness of

solutions to fractional order IVP for the system

D
r

�u.x; y/ D f .x; y; u.
1.x;y;u.x;y//;
2.x;y;u.x;y///;D
r

�u.x; y//I if .x; y/ 2 J; (7.28)

u.x; y/ D �.x; y/I if .x; y/ 2 QJ ; (7.29)

u.x; 0/ D '.x/; u.0; y/ D  .y/I x 2 Œ0; a	; y 2 Œ0; b	; (7.30)

where f W J � C � R
n ! R

n; 
1 W J � C ! Œ�˛; a	; 
2 W J � C ! Œ�ˇ; b	 are
given functions.

Finally we consider the following initial value problem for partial functional
differential equations:

D
r

�u.x; y/ D f .x; y; u.
1.x;y;u.x;y//;
2.x;y;u.x;y///;D
r

�u.x; y//I if .x; y/ 2 J; (7.31)

u.x; y/ D �.x; y/I if .x; y/ 2 QJ 0; (7.32)

u.x; 0/ D '.x/; u.0; y/ D  .y/I x 2 Œ0; a	; y 2 Œ0; b	; (7.33)

where f W J � B � R
n ! R

n; 
1 W J � B ! .�1; a	; 
2 W J � B ! .�1; b	

are given functions. We present two results for each of our problems, the first one
is based on Banach’s contraction principle and the second one on the nonlinear
alternative of Leray-Schauder type.

7.4.2 Existence Results with Finite Delay

Let us start by defining what we mean by a solution of the problems (7.22)–(7.24).

Definition 7.9. A function u 2 C.˛;ˇ/ WD C.Œ�˛; a	 � Œ�ˇ; b	/ such that u.x; y/;
D
r1
0;xu.x; y/; D

r2
0;yu.x; y/;D

r

�u.x; y/ are continuous for .x; y/ 2 J and I 1�r�

u.x; y/ 2 AC.J / is said to be a solution of (7.22)–(7.24) if u satisfies (7.22) and
(7.24) on J and the condition (7.23) on QJ :

Further, we present conditions for the existence and uniqueness of a solution of
problems (7.22)–(7.24).

Theorem 7.10. Assume

(7.10.1) The function f W J � C � R
n ! R

n is continuous.
(7.10.2) For any u; v 2 C; w; z 2 R

n and .x; y/ 2 J; there exist constants ` > 0

and 0 < l < 1 such that

kf .x; y; u; z/ � f .x; y; v;w/k � `ku � vkC C lkz � wk:
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If

`ar1br2

.1 � l/� .1C r1/� .1C r2/
< 1; (7.34)

then there exists a unique solution for IVP (7.22)–(7.24) on Œ�˛; a	 � Œ�ˇ; b	:
Proof. Transform the problems (7.22)–(7.23) into a fixed-point problem. Consider
the operatorN W C.˛;ˇ/ ! C.˛;ˇ/ defined by

N.u/.x; y/ D
(
˚.x; y/I .x; y/ 2 QJ ;
�.x; y/C I r� g.x; y/I .x; y/ 2 J; (7.35)

where g 2 C.J / such that

g.x; y/ D f .x; y; u.x;y/; g.x; y//:

Let v;w 2 C.˛;ˇ/: Then, for .x; y/ 2 J; we have

kN.v/.x; y/ �N.w/.x; y/k � 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

� kg.s; t/ � h.s; t/kdtds; (7.36)

where g; h 2 C.J / such that

g.x; y/ D f .x; y; v.x;y/; g.x; y//

and

h.x; y/ D f .x; y;w.x;y/ ; h.x; y//:

By .7:10:2/; we get

kg.x; y/ � h.x; y/k � `kv.x;y/ � w.x;y/kC C lkg.x; y/ � h.x; y/k:
Then

kg.x; y/ � h.x; y/k � `

1 � l kv.x;y/ � w.x;y/kC

� `

1 � l kv � wk1:

Thus, (7.36) implies that

kN.v/�N.w/k1 � 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1
`

1 � l
kv � wk1dtds

� `ar1br2

.1 � l/� .1C r1/� .1C r2/
kv � wk1:
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Hence

kN.v/�N.w/k1 � `ar1br2

.1 � l/� .1C r1/� .1C r2/
kv � wk1:

By (7.34), N is a contraction, and hence N has a unique fixed-point by Banach’s
contraction principle. ut
Theorem 7.11. Assume .7:10:1/ and the following hypothesis hold:

(7.11.1) There exist p; q; d 2 C.J;RC/ such that

kf .x; y; u; z/k � p.x; y/C q.x; y/kukC C d.x; y/kzk

for .x; y/ 2 J and each u 2 C; z 2 R
n:

If

d� C q�ar1br2
� .1C r1/� .1C r2/

< 1; (7.37)

where d� D sup
.x;y/2J

d.x; y/ and q� D sup
.x;y/2J

q.x; y/;

then the IVP (7.22)–(7.24) have at least one solution on Œ�˛; a	 � Œ�ˇ; b	:
Proof. Transform the problems (7.22)–(7.24) into a fixed-point problem. Consider
the operator N defined in (7.35). We shall show that the operator N is continuous
and compact .

Step 1: N is continuous Let fungn2IN be a sequence such that un ! u in C.˛;ˇ/: Let
� > 0 be such that kunk � �. Then

kN.un/.x; y/ �N.u/.x; y/k � 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�kgn.s; t/ � g.s; t/kdtds; (7.38)

where gn; g 2 C.J / such that

gn.x; y/ D f .x; y; un.x;y/; gn.x; y//

and

g.x; y/ D f .x; y; u.x;y/; g.x; y//:

Since un ! u as n ! 1 and f is a continuous function, we get

gn.x; y/ ! g.x; y/ as n ! 1; for each .x; y/ 2 J:
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Hence, (7.38) gives

kN.un/�N.u/k1 � ar1br2

� .1C r1/� .1C r2/
kgn � gk1 ! 0 as n ! 1:

Step 2: N maps bounded sets into bounded sets in C.˛;ˇ/. Indeed, it is enough show
that for any �� > 0; there exists a positive constant M � such that, for each u 2
B�� D fu 2 C.˛;ˇ/ W kuk1 � ��g; we have kN.u/k1 � M �: For .x; y/ 2 J;

we have

kN.u/.x; y/k � k�.x; y/k

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1kg.s; t/kdtds; (7.39)

where g 2 C.J / such that

g.x; y/ D f .x; y; u.x;y/; g.x; y//:

By .7:11:1/ we have for each .x; y/ 2 J;

kg.x; y/k � p.x; y/C q.x; y/k�.x; y/C I r� g.x; y/k C d.x; y/kg.x; y/k

� p� C q�
�

k�k1 C ar1br2kg.x; y/k
� .1C r1/� .1C r2/

�

C d�kg.x; y/k;

where p� D sup
.x;y/2J

p.x; y/: Then, by (7.37) we have

kg.x; y/k � p� C q�k�k1
1 � d� � q�ar1 br2

� .1Cr1/� .1Cr2/
WD M:

Thus, (7.39) implies that

kN.u/k1 � k�k1 C Mar1br2

� .1C r1/� .1C r2/
WD M �:

Step 3: N maps bounded sets into equicontinuous sets in C.˛;ˇ/: Let .x1; y1/;
.x2; y2/ 2 J; x1 < x2; y1 < y2; B�� be a bounded set of C.˛;ˇ/ as in Step 2,
and let u 2 B�� : Then

kN.u/.x2; y2/�N.u/.x1; y1/k � k�.x2; y2/ � �.x1; y1/k

C 1

� .r1/� .r2/

x1Z

0

y1Z

0

Œ.x2 � s/r1�1.y2 � t/r2�1



304 7 Implicit Partial Hyperbolic Functional Differential Equations

�.x1 � s/r1�1.y1 � t/r2�1	kg.s; t/kdtds

C 1

� .r1/� .r2/

x2Z

x1

y2Z

y1

.x2 � s/r1�1.y2 � t/r2�1kg.s; t/kdtds

C 1

� .r1/� .r2/

x1Z

0

y2Z

y1

.x2 � s/r1�1.y2 � t/r2�1kg.s; t/kdtds

C 1

� .r1/� .r2/

x2Z

x1

y1Z

0

.x2 � s/r1�1.y2 � t/r2�1kg.s; t/kdtds;

where g 2 C.J / such that

g.x; y/ D f .x; y; u.x; y/; g.x; y//:

But kg.x; y/k � M: Thus

kN.u/.x2; y2/�N.u/.x1; y1/k � k�.x2; y2/� �.x1; y1/k

C M

� .1C r1/� .1C r2/

�
2y

r2
2 .x2 � x1/r1 C 2x

r1
2 .y2 � y1/

r2

Cxr11 yr21 � x
r1
2 y

r2
2 � 2.x2 � x1/

r1.y2 � y1/
r2
�
:

As x1 ! x2; y1 ! y2 the right-hand side of the above inequality tends to zero.
As a consequence of Steps 1–3; together with the Arzela-Ascoli theorem, we can
conclude that N is continuous and completely continuous.

Step 4: A priori bounds. We now show there exists an open set U � C.˛;ˇ/ with
u ¤ �N.u/; for � 2 .0; 1/ and u 2 @U: Let u 2 C.˛;ˇ/ and u D �N.u/ for some
0 < � < 1: Thus, for each .x; y/ 2 J; we have

u.x; y/ D ��.x; y/C �

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1g.s; t/dtds:

This implies by .7:11:1/ and as in step 2 that kuk � M �: Hence, for each .x; y/ 2
Œ�˛; a	 � Œ�ˇ; b	; we have

kuk1 � max.k�kC ;M �/ WD R:

Set

U D fu 2 C.˛;ˇ/ W kuk1 < R C 1g:
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By our choice of U; there is no u 2 @U such that u D �N.u/; for � 2 .0; 1/: As a
consequence of Theorem 2.32, we deduce that N has a fixed-point u in U which is
a solution to problem (7.22)–(7.24). ut

7.4.3 Existence Results for Infinite Delay

Let the space

˝ WD fu W .�1; a	� .�1; b	 ! R
n W u.x;y/ 2 B for .x; y/ 2 E and ujJ 2 C.J;Rn/g:

Definition 7.12. A function u 2 ˝ is said to be a solution of (7.25)–(7.27) if u
satisfies (7.25) and (7.27) on J and the condition (7.26) on QJ 0:

Our first existence result for the IVP (3.4)–(3.6) is based on the Banach contraction
principle.

Theorem 7.13. Assume that the following hypotheses hold:

(7.13.1) There exist constants `0 > 0 and 0 < l 0 < 1such that

kf .x; y; u; z/ � f .x; y; v;w/k � `0ku � vkB C l 0kz � wk;

for any u; v 2 B; z;w 2 R
n; and .x; y/ 2 J:

If

K`0ar1br2
.1 � l 0/� .1C r1/� .1C r2/

< 1; (7.40)

then there exists a unique solution for IVP (7.25)–(7.27) on .�1; a	 � .�1; b	:

Proof. Transform the problems (7.25)–(7.27) into a fixed-point problem. Consider
the operatorN W ˝ ! ˝ defined by

N.u/.x; y/ D
	
�.x; y/I .x; y/ 2 QJ 0;
�.x; y/C I r� g.x; y/I .x; y/ 2 J; (7.41)

where

g.x; y/ D f .x; y; u.x;y/; g.x; y//I .x; y/ 2 J:
Let v.:; :/ W .�1; a	 � .�1; b	 ! R

n be a function defined by

v.x; y/ D
	
�.x; y/; .x; y/ 2 QJ 0;
�.x; y/; .x; y/ 2 J:
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Then v.x;y/ D � for all .x; y/ 2 E: For each w 2 C.J / with w.x; y/ D 0 for each
.x; y/ 2 E we denote by w the function defined by

w.x; y/ D
	
0; .x; y/ 2 QJ 0;
w.x; y/ .x; y/ 2 J:

If u.:; :/ satisfies the integral equation

u.x; y/ D �.x; y/C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1g.s; t/dtds;

we can decompose u.:; :/ as u.x; y/ D w.x; y/Cv.x; y/I .x; y/ 2 J;which implies
u.x;y/ D w.x;y/ C v.x;y/; for every .x; y/ 2 J; and the function w.:; :/ satisfies

w.x; y/ D 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1g.s; t/dtds;

where

g.x; y/ D f .x; y;w.x;y/ C v.x;y/; g.x; y//I .x; y/ 2 J:
Set

C0 D fw 2 C.J / W w.x; y/ D 0 for .x; y/ 2 Eg;
and let k:k.a;b/ be the seminorm in C0 defined by

kwk.a;b/ D sup
.x;y/2E

kw.x;y/kB C sup
.x;y/2J

kw.x; y/k D sup
.x;y/2J

kw.x; y/k; w 2 C0:

C0 is a Banach space with norm k:k.a;b/: Let the operator P W C0 ! C0 be
defined by

.Pw/.x; y/ D 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1f .s; t;w.s;t / C v.s;t /; g.s; t//dtds;

(7.42)

where

g.x; y/ D f .x; y;w.x;y/ C v.x;y/; g.x; y//I .x; y/ 2 J:
The operator N has a fixed-point is equivalent to P has a fixed-point, and so we
turn to proving that P has a fixed-point. We shall show that P W C0 ! C0 is a
contraction map. Indeed, consider w;w� 2 C0: Then we have for each .x; y/ 2 J

kP.w/.x; y/ � P.w�/.x; y/k � 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�kg.s; t/ � g�.s; t/kdtds;
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where

g�.x; y/ D f .x; y;w�
.x;y/ C v.x;y//:

But, for each .x; y/ 2 J; we have

kg.x; y/ � g�.x; y/k � `0

1 � l 0
kw.x;y/ � w�

.x;y/kB:

Thus, we obtain that, for each .x; y/ 2 J

kP.w/.x; y/ � P.w�/.x; y/k � `0

.1 � l 0/� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�kw.s;t / � w�
.s;t /kBdtds

� `0

.1 � l 0/� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�k sup
.s;t /2Œ0;x	�Œ0;y	

kw.s; t/ � w�.s; t/kBdtds

� K`0

.1 � l 0/� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1dtdskw � w�k.a;b/:

Therefore

kP.w/ � P.w�/k.a;b/ � k`0ar1br2
� .1C r1C/� .1C r2/

kw � w�k.a;b/:

and hence, by (7.40) P is a contraction. Therefore, P has a unique fixed-point by
Banach’s contraction principle. ut
Theorem 7.14. Assume that the following hypotheses hold:

(7.14.1) There exist p0; q0; d 0 2 C.J;RC/ such that

kf .x; y; u; v/k � p0.x; y/C q0.x; y/kukB C d 0.x; y/kvk;
for each .x; y/ 2 J; u 2 B; and v 2 R

n:

If

d�� C q��ar1br2
� .1C r1/� .1C r2/

< 1; (7.43)

where d�� D sup
.x;y/2J

d 0.x; y/ and q�� D sup
.x;y/2J

q0.x; y/; then the IVP (7.25)–(7.27)

have at least one solution on .�1; a	 � .�1; b	:
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Proof. Let P W C0 ! C0 be defined as in (7.42). We shall show that the operator
P is continuous and completely continuous. As in Theorem 7.11, we can prove that
P is continuous and completely continuous. We now show there exists an open set
U 0 � C0 with w ¤ �P.w/; for � 2 .0; 1/ and w 2 @U 0: Let w 2 C0 and w D �P.w/
for some 0 < � < 1: Thus for each .x; y/ 2 J;

w.x; y/ D �

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1g.s; t/dtds:

where

g.x; y/ D f .x; y; u.x;y/; g.x; y//I .x; y/ 2 J:
By .7:14:1/ and (7.43) we get for each .x; y/ 2 J;

kg.x; y/k � p�� C q��k�k1
1 � d�� � q��ar1 br2

� .1Cr1/� .1Cr2/
WD M 0;

where p�� D sup
.x;y/2J

p0.x; y/: This implies that, for each .x; y/ 2 J; we have

kw.x; y/k � M 0ar1br2
� .1C r1/� .1C r2/

WD fM:

Hence

kwk.a;b/ � fM:

Set

U 0 D fw 2 C0 W kwk.a;b/ <fM C 1g:
P W U 0 ! C0 is continuous and completely continuous. By our choice of U 0; there
is no w 2 @U 0 such that w D �P.w/; for � 2 .0; 1/: As a consequence of the
nonlinear alternative of Leray-Schauder type, we deduce that N has a fixed-point
which is a solution to problems (7.25)–(7.27). ut

7.4.4 Existence Results with State-Dependent Delay

7.4.4.1 Finite Delay Case

Definition 7.15. A function u 2 C.˛;ˇ/ such that u.x; y/; D
r1
0;xu.x; y/;

D
r2
0;yu.x; y/;D

r

�u.x; y/ are continuous for .x; y/ 2 J and I 1�r� u.x; y/ 2 AC.J / is
said to be a solution of (7.28)–(7.30) if u satisfies equations (7.28), (7.30) on J and
the condition (7.29) on QJ :
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Set R WD R.
�
1 ;


�
2 /

D f.
1.s; t; u/; 
2.s; t; u// W .s; t; u/ 2 J � C; 
i .s; t; u/ � 0I i D 1; 2g:

We always assume that 
1 W J �C ! Œ�˛; a	; 
2 W J �C ! Œ�ˇ; b	 are continuous
and the function .s; t/ 7�! u.s;t / is continuous from R into C:

Further, we present conditions for the existence and uniqueness of a solution of
problems (7.28)–(7.30).

Theorem 7.16. Assume that the following hypotheses hold:

(7.16.1) The f W J � C � R
n ! R

n is continuous.
(7.16.2) There exist `� > 0; 0 < l� < 1 such that

kf .x; y; u; v/ � f .x; y; u; v/k � `�ku � ukC C l�kv � vkI

for any u; u 2 C; v; v 2 R
n and .x; y/ 2 J:

If

`� ar1br2
.1 � l�/� .1C r1/� .1C r2/

< 1; (7.44)

then there exists a unique solution for IVP (7.28)–(7.30) on Œ�˛; a	 � Œ�ˇ; b	:
Proof. Transform the problems (7.28)–(7.30) into a fixed-point problem. Consider
the operatorN W C.˛;ˇ/ ! C.˛;ˇ/ defined by

N.x; y/ D

8
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
:

�.x; y/I .x; y/ 2 QJ ;
�.x; y/C 1

� .r1/� .r2/

xR

0

yR

0

.x � s/r1�1.y � t/r2�1

�g.s; t/dtdsI .x; y/ 2 J;

(7.45)

where g 2 C.J / such that

g.x; y/ D f .x; y; u.
1.x;y;u.x;y//;
2.x;y;u.x;y//; g.x; y//:

Let u; v 2 C.˛;ˇ/: Then, for .x; y/ 2 Œ�˛; a	 � Œ�ˇ; b	;

kN.u/.x; y/ �N.v/.x; y/k � 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�kg.s; t/ � h.s; t/kdtds;

where, g; h 2 C.J / such that

g.x; y/ D f .x; y; u.
1.x;y;u.x;y//;
2.x;y;u.x;y//; g.x; y//
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and
h.x; y/ D f .x; y; v.
1.x;y;v.x;y//;
2.x;y;v.x;y//; h.x; y//:

Since

kg � hk1 � `�
1 � l�

kv � wkC.a;b/ ;
we obtain that

kN.u/�N.v/kC.a;b/ � `�ar1br2
.1 � l�/� .1C r1/� .1C r2/

kv � wkC.a;b/ :

Consequently, by (7.44), N is a contraction, and hence N has a unique fixed-point
by Banach’s contraction principle. ut
Theorem 7.17. Assume f .7:16:1/ and the following hypothesis holds:

(7.17.1) There exist p; q; d 2 C.J;RC/ such that

kf .x; y; u; v/k � p.x; y/C q.x; y/kukC C d.x; y/kvkI

for each u 2 C; v 2 R
n and .x; y/ 2 J:

If

d� C q�ar1br2
� .1C r1/� .1C r2/

< 1; (7.46)

where d� D sup
.x;y/2J

d.x; y/ and q� D sup
.x;y/2J

q.x; y/: Then the IVP (7.28)–(7.30)

has at least one solution on Œ�˛; a	 � Œ�ˇ; b	:
Proof. Consider the operatorN defined in (7.45). We can show that the operatorN
is continuous and completely continuous.

A priori bounds. We now show that there exists an open set U � C.˛;ˇ/ with
u ¤ �N.u/; for � 2 .0; 1/ and u 2 @U: Let u 2 C.˛;ˇ/ and u D �N.u/ for some
0 < � < 1: Thus for each .x; y/ 2 J;

u.x; y/ D ��.x; y/C �

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1g.s; t/dtds;

where, g 2 C.J / such that

g.x; y/ D f .x; y; u.
1.x;y;u.x;y//;
2.x;y;u.x;y//; g.x; y//:

This implies by .7:17:1/ and as in step 2 (Theorem 7.11) that, for each .x; y/ 2 J;

we have kukC.a;b/ � M �:

U D fu 2 C.a;b/ W kuk1 < M � C 1g:
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By our choice of U; there is no u 2 @U such that u D �N.u/; for � 2 .0; 1/: As a
consequence of the nonlinear alternative of Leray-Schauder type, we deduce thatN
has a fixed-point u in U which is a solution to problem (7.28)–(7.30). ut

7.4.4.2 Infinite Delay Case

Definition 7.18. A function u 2 ˝ such that u.x; y/; D
r1
0;xu.x; y/;D

r2
0;yu.x; y/;

D
r

�u.x; y/ are continuous for .x; y/ 2 J and I 1�r� u.x; y/ 2 AC.J / is said to be a
solution of (7.31)–(7.33) if u satisfies (7.31), (7.33) on J and the condition (7.32)
on QJ 0:

Set R0 WDR0
.
�
1 ;


�
2 /

D f.
1.s; t; u/; 
2.s; t; u// W .s; t; u/ 2 J � B 
i .s; t; u/ � 0I i D 1; 2g:
We always assume that 
1 W J � B ! .�1; a	; 
2 W J � B ! .�1; b	 are
continuous and the function .s; t/ 7�! u.s;t / is continuous from R0 into B:

We will need to introduce the following hypothesis:

.C�/ There exists a continuous bounded function L WR0
.
�
1 ;


�
2 /

! .0;1/ such that

k�.s;t/kB � L.s; t/k�kB ; for any .s; t/ 2 R0:

In the sequel we will make use of the following generalization of a consequence of
the phase space axioms ([147], Lemma 2.1).

Lemma 7.19. If u 2 ˝; then

ku.s;t /kB D .M C L0/k�kB CK sup
.�;�/2Œ0;maxf0;sg	�Œ0;maxf0;tg	

ku.�; �/k;

where

L0 D sup
.s;t /2R0

L.s; t/:

Now, we give (without proof) the existence result for the IVP (7.31)–(7.33)

Theorem 7.20. Assume that the following hypothesis holds:

(7.20.1) There exist `00� > 0; 0 < l 00� < 1 such that

kf .x; y; u; v/ � f .x; y; u; v/k � `00�ku � vkB C l 00�ku � vkI
for any u; v 2 B; u; v 2 R

nand .x; y/ 2 J:
If

`00�Kar1br2
.1 � l 00�/� .1C r1/� .1C r2/

< 1; (7.47)

then there exists a unique solution for IVP (7.31)–(7.33) on .�1; a	 � .�1; b	:
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Theorem 7.21. Assume .C�/ and that the following hypothesis holds:

(7.21.1) There exist p; q; d 2 C.J;RC/ such that

kf .x; y; u; v/k � p.x; y/C q.x; y/kukB C d.x; y/kvk

for .x; y/ 2 J; u 2 B andv 2 R
n:

If

d� C q�ar1br2
� .1C r1/� .1C r2/

< 1; (7.48)

where d� D sup
.x;y/2J

d.x; y/ and q� D sup
.x;y/2J

q.x; y/;

then the IVP (7.31)–(7.33) have at least one solution on .�1; a	 � .�1; b	:

7.4.5 Examples

7.4.5.1 Example 1

Consider the following partial hyperbolic implicit differential equations of the form:

D
r

�u.x; y/ D 1

5exCyC2.1C ju.x � 1; y � 2/j C jDr

�u.x; y/j/ I

if .x; y/ 2 Œ0; 1	 � Œ0; 1	; (7.49)

u.x; y/ D x C y2; .x; y/ 2 Œ�1; 1	 � Œ�2; 1	n.0; 1	 � .0; 1	; (7.50)

u.x; 0/ D x; u.0; y/ D y2I x; y 2 Œ0; 1	: (7.51)

Set

f .x; y; u.x;y/;D
r

�u.x; y// D 1

5exCyC2.1C ju.x � 1; y � 2/j C jDr

�u.x; y/j/ I

.x; y/ 2 Œ0; 1	 � Œ0; 1	: Clearly, the function f is continuous. For each u; v 2
C; u; v 2 R and .x; y/ 2 Œ0; 1	 � Œ0; 1	 we have

jf .x; y; u.x; y/; v.x; y// � f .x; y; u.x; y/; v.x; y//j � 1

5e2
.ku � ukC C kv � vk/:

Hence condition .7:10:2/ is satisfied with ` D l D 1

5e2
: We shall show that

condition (7.34) holds with a D b D 1: Indeed

`ar1br2

.1 � l/� .1C r1/� .1C r2/
D 1

.5e2 � 1/� .1C r1/� .1C r2/
< 1;
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which is satisfied for each .r1; r2/ 2 .0; 1	 � .0; 1	: Consequently Theorem 7.10
implies that problems (7.49)–(7.51) have a unique solution defined on Œ�1; 1	 �
Œ�2; 1	:

7.4.5.2 Example 2

Consider now the following partial hyperbolic functional implicit differential
equations with infinite delay :

D
r

�u.x; y/ D exCy��.xCy/ku.x;y/k
2.exCy C e�x�y/.1C cku.x;y/k C jDr

�u.x; y/j/ ;

if .x; y/ 2 Œ0; 1	 � Œ0; 1	; (7.52)

u.x; y/ D x C y2; .x; y/ 2 .�1; 1	 � .�1; 1	n.0; 1	 � .0; 1	; (7.53)

u.x; 0/ D x; u.0; y/ D y2; x; y 2 Œ0; 1	; (7.54)

where c D � .1Cr1/� .1Cr2/
2

; r D .r1; r2/ 2 .0; 1	 � .0; 1	 and � a positive real
constant. Let

B� D
	

u 2 C..�1; 0	 � .�1; 0	;R/ W lim
k.�;�/k!1

e�.�C�/u.�; �/ exists in R




:

The norm of B� is given by

kuk� D sup
.�;�/2.�1;0	�.�1;0	

e�.�C�/ju.�; �/j:

Let

E WD Œ0; 1	 � f0g [ f0g � Œ0; 1	;
and u W .�1; 1	 � .�1; 1	 ! R such that u.x;y/ 2 B� for .x; y/ 2 E: .B� ; k:k� / is
a Banach space and B� is a phase space. Set

f .x; y; u.x;y/; v/ D exCy��.xCy/ku.x;y/k
2.exCy C e�x�y/.1C cku.x;y//k C kv.x; y/k ;

� .x; y/ 2 Œ0; 1	 � Œ0; 1	:
For each u; u 2 B� ; v; v 2 R and .x; y/ 2 Œ0; 1	 � Œ0; 1	 we have

jf .x; y; u.x;y/; v.x; y// � f .x; y; u.x;y/; v.x; y//j

� exCy

2.exCy C e�x�y/
.cku � ukB C kv � vk/

� c

2
ku � ukB C 1

2
kv � vk:
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Hence condition .7:13:1/ is satisfied with `0 D c
2
; l 0 D 1

2
: Since a D b D K D 1;

we get

k`0ar1br2
.1 � l 0/� .1C r1/� .1C r2/

D c

� .1C r1/� .1C r2/
D 1

2
< 1:

Consequently, Theorem 7.13 implies that problems (7.52)–(7.54) have a unique
solution defined on .�1; 1	 � .�1; 1	:

7.4.5.3 Example 3

Consider now the following fractional order hyperbolic partial functional differen-
tial equations of the form:

D
r

�u.x; y/ D ju.x � �1.u.x; y//; y � �2.u.x; y///j C 2

10exCyC4.1C ju.x � �1.u.x; y//; y � �2.u.x; y///j C jDr

�u.x; y/j/ ;

if .x; y/ 2 J WD Œ0; 1	 � Œ0; 1	; (7.55)

u.x; 0/ D x; u.0; y/ D y2I x; y 2 Œ0; 1	; (7.56)

u.x; y/ D x C y2; .x; y/ 2 Œ�1; 1	 � Œ�2; 1	nŒ�1; 0	 � Œ�2; 0	; (7.57)

where �1 2 C.R; Œ0; 1	/; �2 2 C.R; Œ0; 2	/: Set


1.x; y; '/ D x � �1.'.0; 0//; .x; y; '/ 2 J � C.Œ�1; 0	 � Œ�2; 0	;R/;


2.x; y; '/ D y � �2.'.0; 0//; .x; y; '/ 2 J � C.Œ�1; 0	 � Œ�2; 0	;R/;

f .x; y; ';  / D j'j C 2

.10exCyC4/.1C j'j C j j/ ; .x; y/ 2 Œ0; 1	 � Œ0; 1	;

' 2 C.Œ�1; 0	�Œ�2; 0	;R/;  2 R: For each '; ' 2 C.Œ�1; 0	�Œ�2; 0	;R/;  ;  2
R and .x; y/ 2 Œ0; 1	 � Œ0; 1	 we have

jf .x; y; ';  / � f .x; y; ';  /j � 1

10e4
.k' � 'kC C k �  k/:

Hence the condition .7:16:2/ is satisfied with `� D l� D 1

10e4
: We shall show that

condition (7.44) holds with a D b D 1: Indeed

`�ar1br2
.1 � l�/� .1C r1/� .1C r2/

D 1

.10e4 � 1/� .1C r1/� .1C r2/
< 1;

which is satisfied for each .r1; r2/ 2 .0; 1	 � .0; 1	: Consequently, Theorem 7.16
implies that problems (7.55)–(7.57) have a unique solution defined on Œ�1; 1	 �
Œ�2; 1	:
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7.4.5.4 Example 4

We consider now the following fractional order partial implicit differential equations
with infinite delay of the form:

D
r

�u.x; y/ D cexCy��.xCy/

exCy C e�x�y

� ju.x � �1.u.x; y//; y � �2.u.x; y///j
1C ju.x � �1.u.x; y//; y � �2.u.x; y///j C jDr

�u.x; y/j I

if .x; y/ 2 J; (7.58)

u.x; 0/ D x; u.0; y/ D y2I x; y 2 Œ0; 1	; (7.59)

u.x; y/ D x C y2; .x; y/ 2 QJ ; (7.60)

where J WD Œ0; 1	 � Œ0; 1	; QJ WD .�1; 1	 � .�1; 1	n.0; 1	 � .0; 1	; c D 1 C
2

� .1Cr1/� .1Cr2/ ; � a positive real constant and �1; �2 2 C.R; Œ0;1//:

Let the phase space

B� D fu 2 C..�1; 0	 � .�1; 0	; IR/ W lim
k.�;�/k!1

e�.�C�/u.�; �/ exists in IRg;

defined as in Example 2. Set


1.x; y; '/ D x � �1.'.0; 0//; .x; y; '/ 2 J � B�;


2.x; y; '/ D y � �2.'.0; 0//; .x; y; '/ 2 J � B�;

f .x; y; ';  / D cexCy��.xCy/j'j
.exCy C e�x�y/.1C j'j C j j/ ; .x; y/ 2 Œ0; 1	 � Œ0; 1	; ' 2 B� :

For each '; ' 2 B�;  ;  2 R and .x; y/ 2 Œ0; 1	 � Œ0; 1	 we have

jf .x; y; ';  / � f .x; y; ';  /j � 1

c
.k' � 'k� C k �  k/:

Hence condition .7:20:1/ is satisfied with `00� D l 00� D 1

c
: Since a D b D K D 1:

we get

K`00�ar1br2
.1 � l 00�/� .1C r1/� .r2 C 1/

D 1

.c � 1/� .1C r1/� .1C r2/
D 1

2
< 1;

for each .r1; r2/ 2 .0; 1	� .0; 1	: Consequently Theorem 7.20 implies that problems
(7.58)–(7.60) have a unique solution defined on .�1; 1	 � .�1; 1	:
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7.5 Darboux Problem for Implicit Impulsive Partial
Hyperbolic Differential Equations

7.5.1 Introduction

This section concerns the existence results to fractional order IVP, for the system

D
r

xk
u.x; y/ D f .x; y; u.x; y/;D

r

xk
u.x; y//I if .x; y/ 2 Jk I k D 0; : : : ; m;

(7.61)

u.xC
k ; y/ D u.x�

k ; y/C Ik.u.x
�
k ; y//I if y 2 Œ0; b	; k D 1; : : : ; m; (7.62)

8
ˆ̂
<

ˆ̂
:

u.x; 0/ D '.x/I x 2 Œ0; a	;
u.0; y/ D  .y/I y 2 Œ0; b	;
'.0/ D  .0/;

(7.63)

where a; b > 0; J0 D Œ0; x1	� Œ0; b	; Jk D .xk; xkC1	� Œ0; b	I k D 1; : : : ; m; 0 D
x0 < x1 < � � � < xm < xmC1 D a; f W J � R

n � R
n ! R

n; Ik W Rn ! R
nI k D

1; : : : ; m; J WD Œ0; a	 � Œ0; b	; ' 2 AC.Œ0; a	/ and  2 AC.Œ0; b	/:
We present two results for the problems (7.61)–(7.63), the first one is based on

Banach’s contraction principle and the second one on the nonlinear alternative of
Leray-Schauder type.

7.5.2 Existence of Solutions

To define the solutions of problems (7.61)–(7.63), we shall consider the space

PC.J / D˚u W J ! R
n W u 2 C.Jk;Rn/I k D 0; 1; : : : ; m; and there

exist u.x�
k ; y/ and u.xC

k ; y/I k D 1; : : : ; m;

with u.x�
k ; y/ D u.xk; y/ for each y 2 Œ0; b	�:

This set is a Banach space with the norm

kukPC D sup
.x;y/2J

ku.x; y/k:

Definition 7.22. A function u 2 PC.J / such that u.x; y/; D
r1
xk ;x

u.x; y/; D
r2
xk;y

u.x; y/; D
r

x
C
k

u.x; y/I k D 0; : : : ; m; are continuous for .x; y/ 2 Jk I k D 0; : : : ; m

and I 1�r
zC u.x; y/ 2 AC.Jk/I k D 0; : : : ; m is said to be a solution of (7.61)–(7.63)

if u satisfies (7.61) on Jk I k D 0; : : : ; m and conditions (7.62), (7.63) are satisfied.

From Lemmas 2.15 and 7.4, we conclude the following lemma.
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Lemma 7.23. Let a function f W J �R
n�R

n ! R
n be continuous. Then problems

(7.61)–(7.63) are equivalent to the problem of the solution of the equation

g.x; y/ D f .x; y; �.x; y/; g.x; y//;

where

�.x; y/ D

8
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
:̂

�.x; y/C 1
� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1g.s; t/dtdsI

if .x; y/ 2 Œ0; x1	 � Œ0; b	;

�.x; y/C
kX

iD1
.Ii .u.x

�
i ; y// � Ii .u.x�

i ; 0///

C 1
� .r1/� .r2/

Pk
iD1

xiZ

xi�1

yZ

0

.xi � s/r1�1.y � t/r2�1g.s; t/dtds

C 1
� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1g.s; t/dtdsI

if .x; y/ 2 .xk; xkC1	 � Œ0; b	; k D 1; : : : ; m;

�.x; y/ D '.x/C  .y/ � '.0/:
And if g 2 C.J / is the solution of this equation, then u.x; y/ D �.x; y/:

Further, we present conditions for the existence and uniqueness of a solution of
problems (7.61)–(7.63).

Theorem 7.24. Assume

(7.24.1) The function f W J � R
n � R

n ! R
n is continuous.

(7.24.2) For any u; v;w; z 2 R
n and .x; y/ 2 J; there exist constants l > 0 and

0 < l� < 1 such that

kf .x; y; u; z/ � f .x; y; v;w/k � lku � vk C l�kz � wk:
(7.24.3) There exists a constant l� > 0 such that

kIk.u/� Ik.u/k � l�ku � uk; for each u; u 2 R
n; k D 1; : : : ; m:

If

2ml� C 2lar1br2

.1 � l�/� .r1 C 1/� .r2 C 1/
< 1; (7.64)

then there exists a unique solution for IVP (7.61)–(7.63) on J:
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Proof. Transform the problems (7.61)–(7.63) into a fixed-point problem. Consider
the operatorN W PC.J / ! PC.J / defined by

N.u/.x; y/ D �.x; y/C
X

0<xk<x

.Ik.u.x
�
k ; y// � Ik.u.x�

k ; 0///

C 1

� .r1/� .r2/

X

0<xk<x

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1g.s; t/dtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1g.s; t/dtds; (7.65)

where g 2 C.J / such that

g.x; y/ D f .x; y; u.x; y/; g.x; y//;

By Lemma 7.23, the problem of finding the solutions of the IVP (7.61)–(7.63) is
reduced to finding the solutions of the operator equation N.u/ D u: Let v;w 2
PC.J /: Then, for .x; y/ 2 J; we have

kN.v/.x; y/�N.w/.x; y/k

�
mX

kD1
.kIk.v.x�

k ; y// � Ik.w.x
�
k ; y//k C kIk.v.x�

k ; 0//� Ik.w.x
�
k ; 0//k/

C 1

� .r1/� .r2/

mX

kD1

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1kg.s; t/ � h.s; t/kdtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1kg.s; t/ � h.s; t/kdtds; (7.66)

where g; h 2 C.J / such that

g.x; y/ D f .x; y; v.x; y/; g.x; y//

and

h.x; y/ D f .x; y;w.x; y/; h.x; y//:

By .7:24:2/; we get

kg.x; y/ � h.x; y/k � lkv.x; y/ � w.x; y/k C l�kg.x; y/ � h.x; y/k:

Then



7.5 Darboux Problem for Implicit Impulsive Partial Hyperbolic Differential Equations 319

kg.x; y/ � h.x; y/k � l

1 � l� kv.x; y/ � w.x; y/k

� l

1 � l� kv � wkPC :

Thus, .7:24:3/ and (7.66) imply that

kN.v/�N.w/kPC

�
mX

kD1
l�.kv.x�

k ; y/ � w.x�
k ; y/k C kv.x�

k ; 0/� w.x�
k ; 0/k/

C l

.1 � l�/� .r1/� .r2/

mX

kD1

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1kv � wkPC dt ds

C l

.1 � l�/� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1kv � wkPC dt ds:

However,

l

.1 � l�/� .r1/� .r2/

mX

kD1

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1kv � wkPC dt ds

� l

.1 � l�/� .r1/� .r2/
br2

r2
kv � wkPC

mX

kD1

xkZ

xk�1

.xk � s/r1�1ds

� l

.1 � l�/� .r1/� .r2/
br2

r2
kv � wkPC

mX

kD1

x
r1
k�1
r1

D l

.1 � l�/� .r1/� .r2/
br2

r2
kv � wkPC x

r1
m�1 � xr10
r1

� l

.1 � l�/� .r1/� .r2/
br2

r2
kv � wkPC a

r1

r1

D lar1br2

.1 � l�/� .1C r1/� .1C r2/
kv � wkPC :
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Then

kN.v/�N.w/kPC �
�

2ml� C lar1br2

.1 � l�/� .r1 C 1/� .r2 C 1/

C lar1br2

.1 � l�/� .r1 C 1/� .r2 C 1/

�

kv � wkPC

�
�

2ml� C 2lar1br2

.1 � l�/� .r1 C 1/� .r2 C 1/

�

kv � wkPC :

Hence

kN.v/�N.w/kPC �
�

2ml� C 2lar1br2

.1� l�/� .r1 C 1/� .r2 C 1/

�

kv � wkPC :

By (7.64), N is a contraction, and hence N has a unique fixed-point by Banach’s
contraction principle. ut
Theorem 7.25. Assume .7:24:1/ and the following hypotheses hold:

(7.25.1) There exist p; q; d 2 C.J;RC/ such that

kf .x; y; u; z/k � p.x; y/C q.x; y/kuk C d.x; y/kzk

for .x; y/ 2 J and each u; z 2 R
n:

(7.25.2) There exists  � W Œ0;1/ ! .0;1/ continuous and nondecreasing such
that

kIk.u/k �  �.kuk/I k D 1; : : : ; m; for all u 2 R
n:

(7.25.3) There exists a numberM > 0 such that

M

k�k1 C 2m �.M/C 2ar1 br2 .p�Cq�k�k1C2mq� �.M//�
1�d�� 2q�ar1 br2

� .1Cr1/� .1Cr2/

�
� .1Cr1/� .1Cr2/

> 1;

where p� D sup
.x;y/2J

p.x; y/; q� D sup
.x;y/2J

q.x; y/ and d� D sup
.x;y/2J

d.x; y/:

If

d� C 2q�ar1br2
� .1C r1/� .1C r2/

< 1; (7.67)

then the IVP (7.61)–(7.63) have at least one solution on J:

Proof. Transform the problems (7.61)–(7.63) into a fixed-point problem. Consider
the operator N defined in (7.65). We shall show that the operator N is continuous
and compact .
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Step 1: N is continuous. Let fungn2IN be a sequence such that un ! u in PC.J /:
Let � > 0 be such that kunkPC � �. Then

kN.un/.x; y/ �N.u/.x; y/k

�
mX

kD1

�kIk.un.x�
k ; y// � Ik.u.x�

k ; y//k C kIk.un.x�
k ; 0//� Ik.u.x�

k ; 0//k
�

C 1

� .r1/� .r2/

mX

kD1

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1kgn.s; t/ � g.s; t/kdtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1kgn.s; t/ � g.s; t/kdtds; (7.68)

where gn; g 2 C.J / such that

gn.x; y/ D f .x; y; un.x; y/; gn.x; y//

and

g.x; y/ D f .x; y; u.x; y/; g.x; y//:

Since un ! u as n ! 1 and f is a continuous function, we get

gn.x; y/ ! g.x; y/ as n ! 1; for each .x; y/ 2 J:
Hence, (7.68) gives

kN.un/ �N.u/kPC � 2ml�kun � ukPC
C 2ar1br2

� .1C r1/� .1C r2/
kgn � gk1 ! 0 as n ! 1:

Step 2: N maps bounded sets into bounded sets in PC.J /. Indeed, it is enough to
show that for any �� > 0; there exists a positive constantM � such that for each

u 2 B�� D fu 2 PC.J / W kukPC � ��g;
we have kN.u/kPC � M �: For .x; y/ 2 J; we have

kN.u/.x; y/k � k�.x; y/k C
mX

kD1
.kIk.u.x�

k ; y//k C kIk.u.x�
k ; 0//k/

C 1

� .r1/� .r2/

mX

kD1

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1kg.s; t/kdtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1kg.s; t/kdtds; (7.69)
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where g 2 C.J / such that

g.x; y/ D f .x; y; u.x; y/; g.x; y//:

By .7:25:1/; for each .x; y/ 2 J; we have

kg.x; y/k � p.x; y/C q.x; y/k�.x; y/k C d.x; y/kg.x; y/k:

On the other hand, for each .x; y/ 2 J;

k�.x; y/k � k�.x; y/k C
mX

kD1
.kIk.u.x�

k ; y//k C kIk.u.x�
k ; 0//k/

C 1

� .r1/� .r2/

mX

kD1

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1kg.s; t/kdtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1kg.s; t/kdtds

� k�k1 C 2m �.��/C 2ar1br2

� .1C r1/� .1C r2/
kgk1:

Hence, for each .x; y/ 2 J; we have

kgk1 � p�C q�

�

k�k1 C 2m �.��/C 2ar1br2

� .1C r1/� .1C r2/
kgk1

�

C d�kgk1:

Then, by (7.67) we have

kgk1 �
p� C q�

�
k�k1 C 2m �.��/

�

1 � d� � 2q�ar1 br2

� .1Cr1/� .1Cr2/
WD M:

Thus, (7.69) implies that

kN.u/kPC � k�k1 C 2m �.��/C 2Mar1br2

� .1C r1/� .1C r2/
WD M �:

Step 3: N maps bounded sets into equicontinuous sets in PC.J /. Let .�1; y1/;
.�2; y2/ 2 J , �1 < �2 and y1 < y2, B�� be a bounded set of PC.J / as in Step 2,
and let u 2 B�� . Then for each .x; y/ 2 J; we have
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kN.u/.�2; y2/ �N.u/.�1; y1/k

� k�.�1; y1/ � �.�2; y2/k C
mX

kD1

�kIk.u.x�
k ; y1// � Ik.u.x�

k ; y2//k
�

C 1

� .r1/� .r2/

mX

kD1

xkZ

xk�1

y1Z

0

.xk � s/r1�1
�
.y2 � t/r2�1 � .y1 � t/r2�1

�

�g.s; t/dtds

C 1

� .r1/� .r2/

mX

kD1

xkZ

xk�1

y2Z

y1

.xk � s/r1�1.y2 � t/r2�1kg.s; t/kdtds

C 1

� .r1/� .r2/

�1Z

0

y1Z

0

�
.�2 � s/r1�1.y2 � t/r2�1 � .�1 � s/r1�1.y1 � t/r2�1

�

�g.s; t/dtds

C 1

� .r1/� .r2/

�2Z

�1

y2Z

y1

.�2 � s/r1�1.y2 � t/r2�1kg.s; t/kdtds

C 1

� .r1/� .r2/

�1Z

0

y2Z

y1

.�2 � s/r1�1.y2 � t/r2�1kg.s; t/kdtds

C 1

� .r1/� .r2/

�2Z

�1

y1Z

0

.�2 � s/r1�1.y2 � t/r2�1kg.s; t/kdtds;

where g 2 C.J / such that

g.x; y/ D f .x; y; u.x; y/; g.x; y//:

But kgk1 � M: Thus

kN.u/.�2; y2/ �N.u/.�1; y1/k � k�.�1; y1/� �.�2; y2/k

C
mX

kD1

�kIk.u.x�
k ; y1//� Ik.u.x

�
k ; y2//k

�

C M

� .r1/� .r2/

mX

kD1

xkZ

xk�1

y1Z

0

.xk � s/r1�1
�
.y2 � t/r2�1 � .y1 � t/r2�1

�
dtds
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C M

� .r1/� .r2/

mX

kD1

xkZ

xk�1

y2Z

y1

.xk � s/r1�1.y2 � t/r2�1dtds

C M

� .r1/� .r2/

�1Z

0

y1Z

0

�
.�2 � s/r1�1.y2 � t/r2�1 � .�1 � s/r1�1.y1 � t/r2�1

�
dtds

C M

� .r1/� .r2/

�2Z

�1

y2Z

y1

.�2 � s/r1�1.y2 � t/r2�1dtds

C M

� .r1/� .r2/

�1Z

0

y2Z

y1

.�2 � s/r1�1.y2 � t/r2�1dtds

C M

� .r1/� .r2/

�2Z

�1

y1Z

0

.�2 � s/r1�1.y2 � t/r2�1dtds:

As �1 �! �2 and y1 �! y2, the right-hand side of the above inequality tends to
zero. As a consequence of Steps 1 to 3; together with the Arzela-Ascoli theorem,
we can conclude that N is continuous and completely continuous.

Step 4: A priori bounds. We now show that there exists an open set U � PC.J /

with u ¤ �N.u/; for � 2 .0; 1/ and u 2 @U: Let u 2 PC.J / and u D �N.u/ for
some 0 < � < 1: Thus for each .x; y/ 2 J; we have

ku.x; y/k � k��.x; y/k C
mX

kD1
�.kIk.u.x�

k ; y//k C kIk.u.x�
k ; 0//k/

C �

� .r1/� .r2/

mX

kD1

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1kg.s; t/kdtds

C �

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1kg.s; t/kdtds

� k�k1 C 2m �.ku.x; yk/C 2ar1br2

� .1C r1/� .1C r2/
kgk1:

But

kgk1 � p� C q� .k�k1 C 2m �.kukPC //
1 � d� � 2q�ar1 br2

� .1Cr1/� .1Cr2/
:



7.5 Darboux Problem for Implicit Impulsive Partial Hyperbolic Differential Equations 325

Thus, for each .x; y/ 2 J; we have

kukPC � k�k1 C 2m �.kukPC /C 2ar1br2 .p� C q�k�k1 C 2mq� �.kukPC //�
1 � d� � 2q�ar1br2

� .1Cr1/� .1Cr2/

�
� .1C r1/� .1C r2/

:

Hence

kukPC
k�k1 C 2mq� �.kukPC /C 2ar1 br2 .p�Cq�k�k1C2m �.kukPC //�

1�d�� 2q�ar1 br2

� .1Cr1/� .1Cr2/

�
� .1Cr1/� .1Cr2/

� 1:

By condition .7:25:3/; there exists M such that kukPC ¤ M . Let

U D fu 2 PC.J / W kukPC < M C 1g:

By our choice of U; there is no u 2 @U such that u D �N.u/; for � 2 .0; 1/: As a
consequence of Theorem 2.32, we deduce that N has a fixed-point u in U which is
a solution to problems (7.61)–(7.63). ut

7.5.3 An Example

As an application of our results we consider the following impulsive implicit partial
hyperbolic differential equations of the form:

D
r

xk
u.x; y/ D 1

10exCyC2.1C ju.x; y/j C jDr

xk
u.x; y/j/ I

if .x; y/ 2 Jk I k D 0; : : : ; m; (7.70)

u.xC
k ; y/ D u.x�

k ; y/C 1

6exCyC4.1C ju.x�
k ; y/j/

I if y 2 Œ0; 1	; k D 1; : : : ; m;

(7.71)

u.x; 0/ D x; u.0; y/ D y2I if x; y 2 Œ0; 1	: (7.72)

Set

f .x; y; u; v/ D 1

10exCyC2.1C juj C jvj/ ; .x; y/ 2 Œ0; 1	 � Œ0; 1	

and

Ik.u.x
�
k ; y// D 1

6exCyC4.1C ju.x�
k ; y/j/

; y 2 Œ0; 1	:

Clearly, the function f is continuous.
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For each u; v; u; v 2 IR and .x; y/ 2 Œ0; 1	 � Œ0; 1	; we have

jf .x; y; u; v/ � f .x; y; u; v/j � 1

10e2
.ju � uj C jv � vj/

and

jIk.u/� Ik.u/j � 1

6e4
ju � uj:

Hence conditionsd .7:24:2/ and .7:24:3/ are satisfied with l D l� D 1
10e2 and l� D

1
6e4 . We shall show that condition (7.64) holds with a D b D 1: Indeed, if we
assume, for instance, that the number of impulsesm D 3, then we have

2ml�C 2lar1br2

.1 � l�/� .r1 C 1/� .r2 C 1/
D 1

e4
C 2

.10e2 � 1/� .r1 C 1/� .r2 C 1/
< 1;

which is satisfied for each .r1; r2/ 2 .0; 1	 � .0; 1	: Consequently Theorem 7.24
implies that problems (7.70)–(7.72) have a unique solution defined on Œ0; 1	� Œ0; 1	:

7.6 Implicit Impulsive Partial Hyperbolic Differential
Equations with State-Dependent Delay

7.6.1 Introduction

In this section, we start by studying the existence result to fractional order IVP, for
the system

D
r

xk
u.x; y/ D f .x; y; u.
1.x;y;u.x;y//;
2.x;y;u.x;y///;D

r

xk
u.x; y//I

if .x; y/ 2 Jk I k D 0; : : : ; m; (7.73)

u.xC
k ; y/ D u.x�

k ; y/C Ik.u.x
�
k ; y//I if y 2 Œ0; b	; k D 1; : : : ; m; (7.74)

u.x; y/ D �.x; y/I if .x; y/ 2 QJ WD Œ�˛; a	 � Œ�ˇ; b	n.0; a	 � .0; b	; (7.75)

(
u.x; 0/ D '.x/I x 2 Œ0; a	;
u.0; y/ D  .y/I y 2 Œ0; b	; (7.76)

where a; b; ˛; ˇ > 0; r D .r1; r2/ 2 .0; 1	 � .0; 1	; 0 D x0 < x1 < � � � < xm <

xmC1 D a; � 2 C. QJ /; ' W Œ0; a	 ! R
n;  W Œ0; b	 ! R

n such that '.x/ D
�.x; 0/;  .y/ D �.0; y/ for each x 2 Œ0; a	; y 2 Œ0; b	; f W J � C � R

n ! R
n

is a given continuous function, 
1 W J � C ! Œ�˛; a	; 
2 W J � C ! Œ�ˇ; b	; Ik W
R
n ! R

n; k D 1; : : : ; m are given functions and C is the space defined by
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C DC.˛;ˇ/ D fu W Œ�˛; 0	 � Œ�ˇ; 0	 ! R
n W continuous and there exists

�k 2 .�˛; 0/ with u.��
k ; Qy/ and u.xC

k ; Qy/; k D 1; : : : ; m; exists for any

Qy 2 Œ�ˇ; 0	 with u.��
k ; Qy/ D u.�k; Qy/g :

C is a Banach space with norm

kukC D sup
.x;y/2Œ�˛;0	�Œ�ˇ;0	

ku.x; y/k:

Next we consider the following system of partial hyperbolic differential equations
of fractional order with infinite delay:

D
r

xk
u.x; y/ D f .x; y; u.
1.x;y;u.x;y//;
2.x;y;u.x;y///;D

r

xk
u.x; y//I

if .x; y/ 2 Jk I k D 0; : : : ; m; (7.77)

u.xC
k ; y/ D u.x�

k ; y/C Ik.u.x
�
k ; y//I if y 2 Œ0; b	; k D 1; : : : ; m; (7.78)

u.x; y/ D �.x; y/I if .x; y/ 2 QJ 0 WD .�1; a	 � .�1; b	n.0; a	 � .0; b	; (7.79)
(

u.x; 0/ D '.x/I x 2 Œ0; a	;
u.0; y/ D  .y/I y 2 Œ0; b	; (7.80)

where ';  ; Ik are as in problems (7.73)–(7.76), f W J �B � R
n ! R

n is a given
continuous function, 
1 W J � B ! .�1; a	; 
2 W J � B ! .�1; b	; � 2 C. QJ 0/
and B is a phase space.

7.6.2 Existence Results with Finite Delay

Set
ePC WD fu W Œ�˛; a	 � Œ�ˇ; b	 ! R

n continuous W ujŒ�˛;0	�Œ�ˇ;0	 2 C;

and ujŒ0;a	�Œ0;b	 2 PC g; which is a Banach space with the norm

kukfPC D sup
.x;y/2Œ�˛;a	�Œ�ˇ;b	

ku.x; y/k:

Definition 7.26. A function u 2 ePC such that u.x; y/; D
r1
xk;x

u.x; y/; D
r2
xk ;y

u.x; y/;

D
r

x
C
k

u.x; y/I k D 0; : : : ; m; are continuous for .x; y/ 2 Jk I k D 0; : : : ; m and

I 1�r
zC u.x; y/ 2 AC.Jk/I k D 0; : : : ; m is said to be a solution of (7.73)–(7.76) if

u satisfies the condition (7.75) on QJ ; (7.73) on Jk I k D 0; : : : ; m and conditions
(7.74) and (7.76) are satisfied.
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SetR WD R.
�
1 ;


�
2 /

D f.
1.s; t; u/; 
2.s; t; u// W .s; t; u/ 2 J � C; 
i .s; t; u/ � 0I i D 1; 2g:

We always assume that 
1 W J �C ! Œ�˛; a	; 
2 W J �C ! Œ�ˇ; b	 are continuous
and the function .s; t/ 7�! u.s;t / is continuous from R into C:

The first result is based on the Banach fixed-point theorem.

Theorem 7.27. Assume that

(7.27.1) There exists constants ` > 0; 0 < l < 1 such that

kf .x; y; u; v/ � f .x; y; u; v/k � `ku � ukC C lkv � vkI

for each .x; y/ 2 J; u; u 2 C and u; u 2 R
n:

(7.27.2) There exists a constant l� > 0 such that

kIk.u/� Ik.u/k � l�ku � uk; for each u; u 2 R
n; k D 1; : : : ; m:

If

2ml� C 2`ar1br2

.1 � l/� .r1 C 1/� .r2 C 1/
< 1; (7.81)

then (7.73)–(7.76) have a unique solution on Œ�˛; a	 � Œ�ˇ; b	:
Proof. We transform the problem (7.73)–(7.76) into a fixed-point problem. Con-
sider the operator F W ePC ! ePC defined by

F.u/.x; y/ D

8
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
:

�.x; y/ .x; y/ 2 QJ ;
�.x; y/C X

0<xk<x

.Ik.u.x
�
k ; y//� Ik.u.x

�
k ; 0///

C 1

� .r1/� .r2/

X

0<xk<x

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t /r2�1g.s; t /dtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t /r2�1g.s; t /dtds .x; y/ 2 J ;

where g 2 C.J / such that

g.x; y/ D f .x; y; u.
1.x;y;u.x;y//;
2.x;y;u.x;y///; g.x; y//:

Clearly, the fixed-points of the operator F are solutions of the problems (7.73)–
(7.76). We shall use the Banach contraction principle to prove that F has a fixed-
point . For this, we show that F is a contraction. Let u; v 2 ePC , then for each
.x; y/ 2 J; we have
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kF.u/.x; y/ � F.v/.x; y/k

�
mX

kD1

�kIk.u.x�
k ; y// � Ik.v.x

�
k ; y//k C kIk.u.x�

k ; 0//� Ik.v.x�
k ; 0//k

�

C 1

� .r1/� .r2/

mX

kD1

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1kg.s; t/ � h.s; t/kdtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1kg.s; t/ � h.s; t/kdtds;

where g; h 2 C.J / such that

g.x; y/ D f .x; y; u.
1.x;y;u.x;y//;
2.x;y;u.x;y///; g.x; y//;

h.x; y/ D f .x; y; u.
1.x;y;v.x;y//;
2.x;y;u.x;y///; g.x; y//:

By .7:27:2/; we get

kg.x; y/ � h.x; y/k � kku.x; y/ � v.x; y/k C lkg.x; y/ � h.x; y/k:

Then

kg.x; y/ � h.x; y/k � `

1 � l ku.x; y/ � v.x; y/k

� `

1 � l ku � vkPC :

Thus, for each .x; y/ 2 J; we have

kF.u/.x; y/ � F.v/.x; y/k

�
mX

kD1
l�
�ku.x�

k ; y/ � v.x�
k ; y/k C ku.x�

k ; 0/� v.x�
k ; 0/k

�

C `

.1 � l/� .r1/� .r2/

mX

kD1

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1ku � vkPC

C `

.1 � l/� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1ku � vkPC dtds

�
�

2ml� C 2`ar1br2

.1� l/� .1C r1/� .1C r2/

�

ku � vkPC :
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Hence, for each .x; y/ 2 Œ�˛; a	 � Œ�ˇ; b	; we get

kF.u/.x; y/ � F.v/.x; y/k �
�

2ml� C 2`ar1br2

.1 � l/� .1C r1/� .1C r2/

�

ku � vkfPC :

Consequently

kF.u/� F.v/kfPC �
�

2ml� C 2`ar1br2

.1 � l/� .1C r1/� .1C r2/

�

ku � vkfPC :

By the condition (7.81), we conclude that F is a contraction. As a consequence of
Banach’s fixed-point theorem, we deduce that F has a unique fixed-point which is
a solution of the problem (7.73)–(7.76). ut

In the following theorem we give an existence result for the problems (7.73)–
(7.76) by applying the nonlinear alternative of Leray-Schauder type.

Theorem 7.28. Assume that the following conditions hold:

(7.28.1) There exist continuous functions p; q; d W J ! RC such that

kf .x; y; u; v/k � p.x; y/C q.x; y/kuk C d.x; y/kvk:

for each .x; y/ 2 J; u 2 C and z 2 R
n:

(7.28.2) There exists a continuous and nondecreasing function � W Œ0;1/ !
.0;1/ such that

kIk.u/k � �.kuk/I for all u 2 R
n:

(7.28.3) There exists a numberM > 0 such that

M

k�k1 C 2m�.M/C 2ar1 br2 .p�Cq�M/

.1�d�/� .1Cr1/� .1Cr2/
> 1;

where p�D sup
.x;y/2J

p.x; y/; q�D sup
.x;y/2J

q.x; y/ and d�D sup
.x;y/2J

d.x; y/: If d�<1;

then (7.73)–(7.76) have at least one solution on Œ�˛; a	 � Œ�ˇ; b	:
Proof. Consider the operator F defined in Theorem 7.27. We can easily show that
the operator F is continuous and completely continuous.

A priori estimate. For � 2 Œ0; 1	, let u be such that for each .x; y/ 2 J we have
u.x; y/ D �.F u/.x; y/. For each .x; y/ 2 J; by .3:30:1/ and .7:28:2/ we have
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ku.x; y/k � k�.x; y/k C
mX

kD1
.kIk.u.x�

k ; y//k C kIk.u.x�
k ; 0//k/

C 1

� .r1/� .r2/

mX

kD1

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1kg.s; t/kdtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1kg.s; t/kdtds; (7.82)

where g 2 C.J / such that

g.x; y/ D f .x; y; u.
1.x;y;u.x;y//;
2.x;y;u.x;y///; g.x; y//:

By .7:28:1/; for each .x; y/ 2 J; we have

kg.x; y/k � p.x; y/C q.x; y/kukC C d.x; y/kg.x; y/k
� p� C q�kukC C d�kg.x; y/k:

Thus, for each .x; y/ 2 J; we have

kg.x; y/k � p� C q�kukC
1 � d� :

Then, (7.82) implies that

kuk1 � k�k1 C 2m�.kuk1/C 2ar1br2.p� C q�kukC /
.1 � d�/� .1C r1/� .1C r2/

:

Hence
kukPC

k�k1 C 2m�.kukPC /C 2ar1 br2 .p�Cq�kukPC /
.1�d�/� .1Cr1/� .1Cr2/

� 1:

By condition .7:28:3/; there exists M such that kukPC ¤ M:

Let

U D fu 2 ePC W kukfPC < M g:

The operator F W U ! ePC is continuous and completely continuous . From the
choice of U; there is no u 2 @U such that u D �F.u/ for some � 2 .0; 1/: As a
consequence of the nonlinear alternative of Leray-Schauder type, we deduce that F
has a fixed-point u in U which is a solution of the problem (7.73)–(7.76). ut
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7.6.3 Existence Results with Infinite Delay

Now we present two existence results for the problems (7.77)–(7.80). Let us start in
this section by defining what we mean by a solution of the problem (7.77)–(7.80).
Let the space

˝ WD fu W .�1; a	 � .�1; b	 ! R
n W u.x;y/ 2 B for .x; y/ 2 E and ujJ 2 PC g:

Definition 7.29. A function u 2 ˝ such that u.x; y/; D
r1
xk;x

u.x; y/; D
r2
xk ;y

u.x; y/;

D
r

xk
u.x; y/ are continuous for .x; y/ 2 Jk I k D 0; : : : ; m and I 1�rxk

u.x; y/ 2
AC.Jk/I k D 0; : : : ; m is said to be a solution of (7.77)–(7.80) if u satisfies the
condition (7.79) on QJ 0; (7.77) on Jk I k D 0; : : : ; m and conditions (7.78) and (7.80)
are satisfied.

Set R0 WDR0
.
�
1 ;


�
2 /

D f.
1.s; t; u/; 
2.s; t; u// W .s; t; u/ 2 J �B; 
i .s; t; u/ � 0I i D 1; 2g:

We always assume that 
1 W J � B ! .�1; a	; 
2 W J � B ! .�1; b	 are
continuous and the function .s; t/ 7�! u.s;t / is continuous from R0 into B:

We will need to introduce the following hypothesis:

.H�/ There exists a continuous bounded functionL WR0
.
�
1 ;


�
2 /

! .0;1/ such that

k�.s;t/kB � L.s; t/k�kB ; for any.s; t/ 2 R0:

In the sequel we will make use of the following generalization of a consequence of
the phase space axioms [148].

Lemma 7.30. If u 2 ˝; then

ku.s;t /kB D .M C L0/k�kB CK sup
.�;�/2Œ0;maxf0;sg	�Œ0;maxf0;tg	

ku.�; �/k;

where

L0 D sup
.s;t /2R0

L.s; t/:

Our first existence result for the IVP (7.77)–(7.80) is based on the Banach
contraction principle.

Theorem 7.31. Assume that the following hypotheses hold:

(7.31.1) there exist Ǹ > 0 and 0 < Nl < 1 such that

kf .x; y; u; v/ � f .x; y; u; v/k � Ǹku � ukB C Nlkv � vk;
for any u; u 2 B; v; v 2 R

n; and .x; y/ 2 J:
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(7.31.2) There exists a constant l� > 0 such that

kIk.u/� Ik.u/k � l�ku � uk; for each u; u 2 R
n; k D 1; : : : ; m:

If

2ml� C 2K Ǹar1br2
.1 � Nl/� .1C r1/� .1C r2/

< 1; (7.83)

then there exists a unique solution for IVP (7.77)–(7.80) on .�1; a	 � .�1; b	:

Proof. Transform the problems (7.77)–(7.80) into a fixed-point problem. Consider
the operatorN W ˝ ! ˝ defined by

N.u/.x; y/ D

8
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
:̂

�.x; y/; .x; y/ 2 QJ 0;
�.x; y/C

X

0<xk<x

.Ik.u.x
�
k ; y//

�Ik.u.x�
k ; 0///

C 1

� .r1/� .r2/

X

0<xk<x

xkZ

xk�1

yZ

0

.xk � s/r1�1

�.y � t/r2�1g.s; t/dtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1

�.y � t/r2�1g.s; t/dtds; .x; y/ 2 J;

(7.84)

where g 2 C.J / such that

g.x; y/ D f .x; y; u.
1.x;y;u.x;y//;
2.x;y;u.x;y///; g.x; y//:

Let v.:; :/ W .�1; a	 � .�1; b	 ! R
n be a function defined by,

v.x; y/ D
	
�.x; y/; .x; y/ 2 QJ 0;
�.x; y/; .x; y/ 2 J:

Then v.x;y/ D � for all .x; y/ 2 E: For each w 2 C.J;Rn/ with w.x; y/ D 0 for
each .x; y/ 2 E we denote by w the function defined by

w.x; y/ D
	
0; .x; y/ 2 QJ 0;
w.x; y/ .x; y/ 2 J:

If u.:; :/ satisfies the integral equation

u.x; y/ D �.x; y/C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1g.s; t/dtds;
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we can decompose u.:; :/ as u.x; y/ D w.x; y/Cv.x; y/I .x; y/ 2 J;which implies
u.x;y/ D w.x;y/ C v.x;y/; for every .x; y/ 2 J; and the function w.:; :/ satisfies

w.x; y/ D
X

0<xk<x

.Ik.u.x
�
k ; y// � Ik.u.x

�
k ; 0///

C 1

� .r1/� .r2/

X

0<xk<x

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1g.s; t/dtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1g.s; t/dtds;

for each .x; y/ 2 J; where g 2 C.J / such that

g.x; y/ D f .x; y;w.
1.x;y;u.x;y//;
2.x;y;u.x;y/// C v.
1.x;y;u.x;y//;
2.x;y;u.x;y///; g.x; y//:

Set

C0 D fw 2 ˝ W w.x; y/ D 0 for .x; y/ 2 Eg ;
and let k:k.a;b/ be the seminorm in C0 defined by

kwk.a;b/ D sup
.x;y/2E

kw.x;y/kB C sup
.x;y/2J

kw.x; y/k D sup
.x;y/2J

kw.x; y/k; w 2 C0:

C0 is a Banach space with norm k:k.a;b/: Let the operatorP W C0 ! C0 be defined by

.Pw/.x; y/ D
X

0<xk<x

.Ik.u.x
�
k ; y// � Ik.u.x�

k ; 0///

C 1

� .r1/� .r2/

X

0<xk<x

xkZ

xk�1

yZ

0

.xk � s/r1�1.y � t/r2�1g.s; t/dtds

C 1

� .r1/� .r2/

xZ

xk

yZ

0

.x � s/r1�1.y � t/r2�1g.s; t/dtds; (7.85)

for each .x; y/ 2 J; where g 2 C.J / such that

g.x; y/ D f .x; y;w.
1.x;y;u.x;y//;
2.x;y;u.x;y/// C v.
1.x;y;u.x;y//;
2.x;y;u.x;y///; g.x; y//

The operatorN has a fixed-point is equivalent to P has a fixed-point, and so we turn
to proving that P has a fixed-point. We will show that P W C0 ! C0 is a contraction
map. Indeed, for each u; v 2 C0; we get
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kP.u/� P.v/k.a;b/ �
�

2ml� C 2K Ǹar1br2
.1 � Nl/� .1C r1/� .1C r2/

�

ku � vk.a;b/;

and by (7.83), P is a contraction map. Hence P has a unique fixed-point by
Banach’s contraction principle. ut

Now we give an existence result based on the nonlinear alternative of Leray-
Schauder type.

Theorem 7.32. Assume .H�/ and

(7.32.1) There exist constants Np; Nq > 0 and 0 < Nd < 1 such that

kf .x; y; u; v/k � NpC NqkukBC Ndkvk; for .x; y/ 2 J and each u 2 B; v 2 R
n:

(7.32.2) There exist ck > 0I k D 1; : : : ; m such that

kIk.u/k � ck for all u 2 R
n:

Then the IVP (7.77)–(7.80) have at least one solution on .�1; a	 � .�1; b	:

Proof. Let P W C0 ! C0 defined as in (7.85). As in Theorem 7.31, we can show
that the operator P is continuous and completely continuous.

We now show there exists an open set U 0 � C0 with w ¤ �P.w/; for � 2 .0; 1/
and w 2 @U 0: By .7:32:1/ for each .x; y/ 2 J; we have

kg.x; y/k � Np C Nqkw C vkB
1 � Nd :

On the other hand, Lemma 7.30 implies that, for each .s; t/ 2 J we have

kw.s;t / C v.s;t /kB � kw.s;t /kB C kv.s;t /kB
� K supfw.Qs; Qt/ W .Qs; Qt / 2 Œ0; s	 � Œ0; t 	g

C.M C L0/k�kB CKk�.0; 0/k: (7.86)

If we name z.s; t/ the right-hand side of (7.86), then we have

kw.s;t / C v.s;t /kB � z.x; y/:

Let w 2 C0 and w D �P.w/ for some 0 < � < 1: By .7:32:2/; for each .x; y/ 2 J;
we obtain

kw.x; y/k �
mX

kD1
2ck C 2

.1 �L0/� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�. Np C Nqkw.s;t / C v.s;t /kB/dtds
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�
mX

kD1
2ck C 2 Npar1br2

.1 �L0/� .1C r1/� .1C r2/

C 2 Nq
.1 � L0/� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1z.s; t/dtds

� 
C 2 Nq
.1 � L0/� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1z.s; t/dtds;

(7.87)

where


 WD
mX

kD1
2ck C 2 Npar1br2

.1 � l 0/� .1C r1/� .1C r2/
:

Using (7.87) and the definition of z; for each .x; y/ 2 J we have

z.x; y/ � .M CL0/k�kB CKk�.0; 0/k C 
K

C 2K Nq
.1 � l 0/� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1z.s; t/dtds:

z.x; y/ � 
0 C 2K Nq
.1� l 0/� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1z.s; t/dtds;

where


0 D .M C L0/k�kB CKk�.0; 0/k C 
K:

Then by Lemma 2.43, there exists ı D ı.r1; r2/ such that we have

kz.x; y/k � 
0
�

1C 2ıK Nqar1br2
.1 � l 0/� .1C r1/� .1C r2/

�

WD R:

Hence, (7.87) implies that

kwk1 � 
C 2ar1br2 NqR
.1 � l 0/� .1C r1/� .1C r2/

WD R�:

Set

U 0 D ˚
w 2 C0 W kwk.a;b/ < R� C 1

�
:
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P W U 0 ! C0 is continuous and completely continuous. By our choice of U 0; there
is no w 2 @U 0 such that w D �P.w/; for � 2 .0; 1/: As a consequence of the
nonlinear alternative of Leray-Schauder type, we deduce that N has a fixed-point
which is a solution to problems (7.77)–(7.80). ut

7.6.4 Examples

7.6.4.1 Example 1

As an application of our results we consider the following impulsive partial implicit
hyperbolic differential equations of the form:

D
r
x;ku.x; y/ D e�x�y ju.x � �1.u.x; y//; y � �2.u.x; y///j

.9C exCy/.1C ju.x � �1.u.x; y//; y � �2.u.x; y///j C jDr
�u.x; y/j/ I

if .x; y/ 2 Jk I k D 0; 1; (7.88)

u

��
1

2

�C
; y

�

D u

��
1

2

��
; y

�

C ju.. 12 /�; y/j
3C ju.. 12 /�; y/j

I y 2 Œ0; 1	; (7.89)

u.x; y/ D x C y2I .x; y/ 2 Œ�1; 1	 � Œ�2; 1	n.0; 1	 � .0; 1	; (7.90)

u.x; 0/ D x; u.0; y/ D y2I x; y 2 Œ0; 1	; (7.91)

where J0 D Œ0; 1
2
	� Œ0; 1	; J1 D . 1

2
; 1	� Œ0; 1	; �1 2 C.R; Œ0; 1	/; �2 2 C.R; Œ0; 2	/.

Set


1.x; y; '/ D x � �1.'.0; 0//; .x; y; '/ 2 J � C;

2.x; y; '/ D y � �2.'.0; 0//; .x; y; '/ 2 J � C;

where C WD C.1;2/: Set

f .x; y; ';  /D e�x�y j'j
.9C exCy/.1C j'j C j j/ I .x; y/ 2 Œ0; 1	�Œ0; 1	; ' 2 C;  2 R;

and

Ik.u/ D u

3C u
; u 2 RC:

A simple computation shows that conditions of Theorem 7.27 are satisfied, which
implies that problems (7.88)–(7.91) have a unique solution defined on Œ�1; 1	 �
Œ�2; 1	:
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7.6.4.2 Example 2

We consider now the following impulsive fractional order partial hyperbolic
differential equations with infinite delay of the form:

D
r
�u.x; y/ D cexCy��.xCy/ju.x � �1.u.x; y//; y � �2.u.x; y///j

.exCy C e�x�y/.1C ju.x � �1.u.x; y//; y � �2.u.x; y///j C jDr
�u.x; y/j/ I

if .x; y/ 2 Jk I k D 0; :::m; (7.92)

u

 �
k

k C 1

�C
; y

!

D u

��
k

k C 1

��
; y

�

C
ˇ
ˇu
��

k
kC1

��
; y
�ˇˇ

3mk C ˇ
ˇu
��

k
kC1

��
; y
�ˇˇ

I

y 2 Œ0; 1	; k D 1; : : : ; m; (7.93)

u.x; 0/ D x; u.0; y/ D y2I x; y 2 Œ0; 1	; (7.94)

u.x; y/ D x C y2I .x; y/ 2 QJ WD .�1; 1	 � .�1; 1	n.0; 1	 � .0; 1	;
(7.95)

where J0 D Œ0; 1
2
	 � Œ0; 1	; Jk D . k

kC1 ;
kC1
kC2 	 � Œ0; 1	I k D 1; : : : ; m; c D

10
� .1Cr1/� .1Cr2/ ; � a positive real constant and �1; �2 2 C.R; Œ0;1//: Let the phase
space

B� D fu 2 PC..�1; 0	 � .�1; 0	;R/ W lim
k.�;�/k!1

e�.�C�/u.�; �/ exists in IRg:

The norm of B� is given by

kuk� D sup
.�;�/2.�1;0	�.�1;0	

e�.�C�/ju.�; �/j:

Set

1.x; y; '/ D x � �1.'.0; 0//; .x; y; '/ 2 J � B�;

2.x; y; '/ D y � �2.'.0; 0//; .x; y; '/ 2 J � B�;

f .x; y; ';  / D cexCy��.xCy/j'j
.exCy C e�x�y/.1C j'j C j j/ ;

.x; y/ 2 Œ0; 1	 � Œ0; 1	; ' 2 B� ;  2 R

and

Ik.u/ D u

3mk C u
I u 2 RC; k D 1; : : : ; m:
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We can easily show that conditions of Theorem 7.31 are satisfied, and hence
problems (7.92)–(7.95) haveL a unique solution defined on .�1; 1	 � .�1; 1	:

7.7 Notes and Remarks

The results of Chap. 6 are taken from Abbas and Benchohra [16,17] and Abbas et al.
[31, 33, 34]. Other results may be found in [242, 244, 246, 247].



Chapter 8
Fractional Order Riemann–Liouville Integral
Equations

8.1 Introduction

In this chapter, we shall present existence results for some classes of Riemann–
Liouville integral equations of two variables by using some fixed-point theorems.

8.2 Uniqueness Results for Fredholm-Type Fractional Order
Riemann–Liouville Integral Equations

8.2.1 Introduction

In this section we study the existence and uniqueness of solutions of the Fredholm-
type Riemann–Liouville integral equation of the form

u.x; y/ D �.x; y/C 1

� .r1/� .r2/

aZ

0

bZ

0

.a � s/r1�1.b � t/r2�1

�f .x; y; s; t; u.s; t/; .cDr
0u/.s; t//dtdsI if .x; y/ 2 J WD Œ0; a	 � Œ0; b	;

(8.1)

where a; b 2 .0;1/; � W J ! R
n; f W J � J � R

n � R
n ! R

n are given
continuous functions.

For w;c Dr
�w 2 C.J /; denote

kw.x; y/k1 D kw.x; y/k C kcDr
�w.x; y/k:

Let E be the space of functions w;c Dr
�w 2 C.J /; which fulfill the following

condition:

9M � 0 W kw.x; y/k1 � M e�.xCy/; for .x; y/ 2 J; (8.2)
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where � is a positive constant. In the space E we define the norm [210]

kwkE D sup
.x;y/2J

˚kw.x; y/k1e��.xCy/� :

It is easy to see that .E; k:kE/ is a Banach space. We note that the condition (8.2)
implies that

kwkE � M: (8.3)

8.2.2 Main Results

Let us start by defining what we mean by a solution of (8.1).

Definition 8.1. We mean by a solution of (8.1), every function w 2 C.J /; such
that the mixed derivativeD2

xy.w/ exists and is integrable on J; and w satisfies (8.1)
on J .

Further, we present conditions for the uniqueness of the solution of (8.1).

Theorem 8.2. Assume

(8.2.1) There exist functions 
1; 
2 W J �J ! R
C; such that f and cDr

� .f / satisfy

kf .x; y; s; t; u; v/ � f .x; y; s; t; u; v/k � 
1.x; y; s; t/.ku � uk C kv � vk/
(8.4)

and

k.cDr
0f /.x; y; s; t; u; v/� .cDr

�f /.x; y; s; t; u; v/k � 
2.x; y; s; t/.ku � uk
Ckv � vk/; (8.5)

for each .x; y/; .s; t/ 2 J and u; v; u; v 2 R
n:

(8.2.2) for � as in (8.2), there exist nonnegative constants ˛1; ˛2; ˛3; ˇ1; ˇ2, and
0 < r3 < minfr1; r2g such that, for .x; y/ 2 J; we have

8
ˆ̂
ˆ̂
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
ˆ̂
ˆ̂
:̂

k�.x; y/k1 � ˛1e�.xCy/;
aZ

0

bZ

0

kf .x; y; s; t; 0; 0/k 1
r3 dtds � ˛

1
r3

2 e
�
r3
.xCy/

;

aZ

0

bZ

0

kcDr
�f .x; y; s; t; 0; 0/k

1
r3 dtds � ˛

1
r3

3 e
�
r3
.xCy/

;

(8.6)
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and
8
ˆ̂
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
ˆ̂
:

aZ

0

bZ

0



1
r3

1 .x; y; s; t/e
1
r3
.sCt /dtds � ˇ

1
r3

1 e
�
r3
.xCy/

;

aZ

0

bZ

0



1
r3

2 .x; y; s; t/e
�
r3
.sCt /dtds � ˇ

1
r3

2 e
�
r3
.xCy/

:

(8.7)

If

.ˇ1 C ˇ2/a
.!1C1/.1�r3/b.!2C1/.1�r3/

.!1 C 1/.1�r3/.!2 C 1/.1�r3/� .r1/� .r2/
e�.xCy/ < 1; (8.8)

where !1 D r1�1
1�r3 ; !2 D r2�1

1�r3 ; then (8.1) has a unique solution on J in E:

Proof. Let u 2 E and define the operator N W E ! E by

.N u/.x; y/ D �.x; y/C 1

� .r1/� .r2/

aZ

0

bZ

0

.a � s/r1�1.b � t/r2�1

� f .x; y; s; t; u.s; t/; .cDr
�u/.s; t//dtds: (8.9)

Differentiating both sides of (8.9) by applying the Caputo fractional derivative,
we get

cDr
0.N u/.x; y/ D cD

r
0�.x; y/C 1

� .r1/� .r2/

aZ

0

bZ

0

.a � s/r1�1.b � t/r2�1

� cD
r
0f .x; y; s; t; u.s; t/; .

cDr
0u/.s; t//dtds: (8.10)

Now, we show thatN mapsE into itself. Evidently,N.u/; cDr
0.N u/ are continuous

on J . We verify that (8.2) is fulfilled. From (8.3), (8.6), (8.7), and using the
hypotheses, for each .x; y/ 2 J; we have

k.N u/.x; y/k1 � k�.x; y/k1 C 1

� .r1/� .r2/

aZ

0

bZ

0

.a � s/r1�1.b � t/r2�1

�kf �x; y; s; t; u.s; t/; �cDr
0u
�
.s; t/

� � f .x; y; s; t; 0; 0/kdtds

C 1

� .r1/� .r2/

aZ

0

bZ

0

.a � s/r1�1.b � t/r2�1kf .x; y; s; t; 0; 0/kdtds
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C 1

� .r1/� .r2/

aZ

0

bZ

0

.a � s/r1�1.b � t/r2�1

�kcDr
0f

�
x; y; s; t; u.s; t/;

�
cDr

0u
�
.s; t/

� �c Dr
0f .x; y; s; t; 0; 0/ kdtds

C 1

� .r1/� .r2/

aZ

0

bZ

0

.a � s/r1�1.b � t/r2�1kcDr
0f .x; y; s; t; 0; 0/kdtds

� k�.x; y/k1 C 1

� .r1/� .r2/

0

@
aZ

0

bZ

0

.a � s/ r1�1
1�r3 .b � t/

r2�1
1�r3 dtds

1

A

1�r3

�
0

@
aZ

0

bZ

0

kf �x; y; s; t; u.s; t/; �cDr
�u
�
.s; t/

� � f .x; y; s; t; 0; 0/ k 1
r3 dtds

1

A

r3

C 1

� .r1/� .r2/

0

@
aZ

0

bZ

0

.a � s/ r1�1
1�r3 .b � t/

r2�1
1�r3 dtds

1

A

1�r3

�
0

@
aZ

0

bZ

0

kf .x; y; s; t; 0; 0/k 1
r3 dtds

1

A

r3

C 1

� .r1/� .r2/

0

@
aZ

0

bZ

0

.a � s/ r1�1
1�r3 .b � t/

r2�1
1�r3 dtds

1

A

1�r3

�
0

@
aZ

0

bZ

0

kcDr
0f .x; y; s; t; u.s; t/; .

cDr
0u/.s; t// �c Dr

0f .x; y; s; t; 0; 0/k
1
r3 dtds

1

A

r3

C 1

� .r1/� .r2/

0

@
aZ

0

bZ

0

.a � s/
r1�1

1�r3 .b � t /
r2�1

1�r3 dtds

1

A

1�r3

�
0

@
aZ

0

bZ

0

kcDr
0f .x; y; s; t; 0; 0/k

1
r3 dtds

1

A

r3

:
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Thus, for each .x; y/ 2 J; we obtain

k.N u/.x; y/k1 � k�.x; y/k1 C a.!1C1/.1�r3/b.!2C1/.1�r3/

.!1 C 1/.1�r3/.!2 C 1/.1�r3/� .r1/� .r2/

�
2

4

0

@
aZ

0

bZ

0

kf .x; y; s; t; 0; 0/k 1
r3 dtds

1

A

r3

C
0

@
aZ

0

bZ

0

kcDr
0f .x; y; s; t; 0; 0/k

1
r3 dtds

1

A

r3

C
0

@
aZ

0

bZ

0



1
r3

1 .x; y; s; t/ku.s; t/k
1
r3

1 dtds

1

A

r3

C
0

@
aZ

0

bZ

0



1
r3

2 .x; y; s; t/ku.s; t/k
1
r3

1 dtds

1

A

r33

5

� ˛1e�.xCy/ C a.!1C1/.1�r3/b.!2C1/.1�r3/

.!1 C 1/.1�r3/.!2 C 1/.1�r3/� .r1/� .r2/

�
2

4˛2e�.xCy/ C ˛3e�.xCy/ C kujE
0

@
aZ

0

bZ

0



1
r3

1 .x; y; s; t/e
�
r3
.sCt /dtds

1

A

r3

CkujE
0

@
aZ

0

bZ

0



1
r3

2 .x; y; s; t/e
�
r3
.sCt /dtds

1

A

r33

5

�
�

˛1 C .˛2 C ˛3 CMˇ1 CMˇ2/a
.!1C1/.1�r3/b.!2C1/.1�r3/

.!1 C 1/.1�r3/.!2 C 1/.1�r3/� .r1/� .r2/



e�.xCy/:

Hence, for each .x; y/ 2 J; we get

k.Nu/.x; y/k1 �
"

˛1 C .˛2 C ˛3 CMˇ1 CMˇ2/a
.!1C1/.1�r3/b.!2C1/.1�r3/

.!1 C 1/.1�r3/.!2 C 1/.1�r3/� .r1/� .r2/

#

e�.xCy/:

(8.11)

From (8.11), it follows thatN.u/ 2 E: This proves that the operatorN maps E into
itself. Next, we verify that the operator N is a contraction map. Let u; v 2 E: From
(8.9), (8.10) and using the hypotheses, for each .x; y/ 2 J; we have
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k.Nu/.x; y/ � .N v/.x; y/k1 � 1

� .r1/� .r2/

aZ

0

bZ

0

.a � s/r1�1.b � t/r2�1

� kf .x; y; s; t; u.s; t/; .cDr
0u/.s; t//� f .x; y; s; t; v.s; t/; .cDr

0v/.s; t//kdtds

C 1

� .r1/� .r2/

aZ

0

bZ

0

.a � s/r1�1.b � t/r2�1

� kcDr
0f .x; y; s; t; u.s; t/; .

cDr
0u/.s; t// �c Dr

0f .x; y; s; t; v.s; t/; .
cDr

0v/.s; t//kdtds

� a.!1C1/.1�r3/b.!2C1/.1�r3/
.!1 C 1/.1�r3/.!2 C 1/.1�r3/� .r1/� .r2/

�

2

6
4

0

@
aZ

0

bZ

0



1
r3
1 .x; y; s; t/ku.s; t/ � v.s; t/k

1
r3
1 dtds

1

A

r3

C
0

@
aZ

0

bZ

0



1
r3
2 .x; y; s; t/ku.s; t/ � v.s; t/k

1
r3
1 dtds

1

A

r3
3

7
5

� a.!1C1/.1�r3/b.!2C1/.1�r3/
.!1 C 1/.1�r3/.!2 C 1/.1�r3/� .r1/� .r2/

2

6
4

0

@
aZ

0

bZ

0



1
r3
1 .x; y; s; t/e

�
r3
.sCt /dtds

1

A

r3

C
0

@
aZ

0

bZ

0



1
r3
2 .x; y; s; t/e

�
r3
.sCt /dtds

1

A

r3
3

7
5 ku � vkE

� .ˇ1 C ˇ2/a
.!1C1/.1�r3/b.!2C1/.1�r3/

.!1 C 1/.1�r3/.!2 C 1/.1�r3/� .r1/� .r2/
e�.xCy/ku � vkE:

Hence

kN u �N vkE � .ˇ1 C ˇ2/a
.!1C1/.1�r3/b.!2C1/.1�r3/

.!1 C 1/.1�r3/.!2 C 1/.1�r3/� .r1/� .r2/
ku � vkE:

From (8.8), it follows that N has a unique fixed point in E by Banach contraction
principle (see [95], p. 37). The fixed point of N is however a solution of (8.1). ut

The next result deals with the uniqueness of a solution of (8.1) in E when the
functions 
i I i 2 f1; 2g are in the form


i .x; y; s; t/ D hi .s; t/c.x; y/ D mi.s; t/e�.xCy�s�t /I i 2 f1; 2g:
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Theorem 8.3. Assume

(8.3.1) For � as in (8.2), there exist constants ˛ > 0; 0 < r3 < minfr1; r2g; and

strictly positive functions m1.x; y/;m2.x; y/ 2 L
1
r3 .J / such that for each

.x; y/; .s; t/ 2 J; �; f and cDr
0.f / satisfy

k�.x; y/k1 � ˛e�.xCy/ (8.12)

and (
kf .x; y; s; t; 0; 0/k � m1.s; t/e�.xCy/;
kcDr

�f .x; y; s; t; 0; 0/k � m2.s; t/e�.xCy/:
(8.13)

(8.3.2) There exist strictly positive functions m3.x; y/;m4.x; y/ 2 L
1
r3 .J / such

that for each .x; y/; .s; t/ 2 J and u; v; u; v 2 R
n; f and cDr

0.f / satisfy

kf .x; y; s; t; u; v/ � f .x; y; s; t; u; v/k � m3.s; t/

� e�.xCy�s�t /.ku � uk C kv � vk/ (8.14)

and

k.cDr
0f /.x; y; s; t; u; v/ � .cDr

0f /.x; y; s; t; u; v/k � m4.s; t/

� e�.xCy�s�t /.ku � uk C kv � vk/: (8.15)

If

.M3 CM4/a
.!1C1/.1�r3/b.!2C1/.1�r3/

.!1 C 1/.1�r3/.!2 C 1/.1�r3/� .r1/� .r2/
< 1; (8.16)

where

!1 D r1 � 1

1 � r3 ; !2 D r2 � 1

1 � r3
; Mi D kmik

L
1
r3

I i 2 f3; 4g;

then (8.1) has a unique solution on J in E:

Proof. Consider the operator N W E ! E defined in (8.9). Now, we show that
N.u/ maps E into itself. Evidently, N.u/; cDr

0.N u/ are continuous on J and
N.u/; cDr

0.N u/ 2 R
n: We verify that (8.2) is fulfilled. From (8.3), (8.14), (8.15)

and using the hypotheses, for each .x; y/ 2 J; we have

k.N u/.x; y/k1 � k�.x; y/k1 C 1

� .r1/� .r2/

aZ

0

bZ

0

.a � s/r1�1.b � t/r2�1

�kf .x; y; s; t; u.s; t/; .cDr
0u/.s; t// � f .x; y; s; t; 0; 0/kdtds
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C 1

� .r1/� .r2/

aZ

0

bZ

0

.a � s/r1�1.b � t/r2�1kf .x; y; s; t; 0; 0/kdtds

C 1

� .r1/� .r2/

aZ

0

bZ

0

.a � s/r1�1.b � t/r2�1

�kcDr
0f

�
x; y; s; t; u.s; t/;

�
cDr

0u
�
.s; t/

� �c Dr
0f .x; y; s; t; 0; 0/kdtds

C 1

� .r1/� .r2/

aZ

0

bZ

0

.a � s/r1�1.b � t/r2�1kcDr
0f .x; y; s; t; 0; 0/kdtds

� k�.x; y/k1 C 1

� .r1/� .r2/

0

@
aZ

0

bZ

0

.a � s/
r1�1

1�r3 .b � t/
r2�1

1�r3 dtds

1

A

1�r3

�
0

@
aZ

0

bZ

0

kf .x; y; s; t; u.s; t/; .cDr
�u/.s; t// � f .x; y; s; t; 0; 0/k 1

r3 dtds

1

A

r3

C 1

� .r1/� .r2/

0

@
aZ

0

bZ

0

.a � s/
r1�1
1�r3 .b � t/

r2�1
1�r3 dtds

1

A

1�r3

�
0

@
aZ

0

bZ

0

kf .x; y; s; t; 0; 0/k 1
r3 dtds

1

A

r3

C 1

� .r1/� .r2/

0

@
aZ

0

bZ

0

.a � s/
r1�1
1�r3 .b � t/

r2�1
1�r3 dtds

1

A

1�r3

�
0

@
aZ

0

bZ

0

kcDr
0f .x; y; s; t; u.s; t/; .

cDr
0u/.s; t// �c Dr

0f .x; y; s; t; 0; 0/k
1
r3 dtds

1

A

r3

C 1

� .r1/� .r2/

0

@
aZ

0

bZ

0

.a � s/
r1�1
1�r3 .b � t/

r2�1
1�r3 dtds

1

A

1�r3

�
0

@
aZ

0

bZ

0

kcDr
0f .x; y; s; t; 0; 0/k

1
r3 dtds

1

A

r3

:
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Thus, for each .x; y/ 2 J; we obtain

k.Nu/.x; y/k1 � k�.x; y/k1 C a.!1C1/.1�r3/b.!2C1/.1�r3/

.!1 C 1/.1�r3/.!2 C 1/.1�r3/� .r1/� .r2/

�
2

4

0

@
aZ

0

bZ

0

.m1.s; t/e�.xCy//
1
r3 dtds

1

A

r3

C
0

@
aZ

0

bZ

0

.m2.s; t/e�.xCy//
1
r3 dtds

1

A

r3

C
0

@
aZ

0

bZ

0

.m3.s; t/ku.s; t/k1e�.xCy�s�t //
1
r3 dtds

1

A

r3

C
0

@
aZ

0

bZ

0

.m4.s; t/ku.s; t/k1e�.xCy�s�t //
1
r3 dtds

1

A

r33

5

� ˛e�.xCy/ C a.!1C1/.1�r3/b.!2C1/.1�r3/

.!1 C 1/.1�r3/.!2 C 1/.1�r3/� .r1/� .r2/

2

4M1e�.xCy/ CM2e�.xCy/

C kukE
0

@
aZ

0

bZ

0

.m3.s; t/e�.xCy//
1
r3 dtds

1

A

r3

CkukE
0

@
aZ

0

bZ

0

.m4.s; t/e
�.xCy//

1
r3 dtds

1

A

r33

5 ;

where

Mi D kmi j
L
1
r3

I i 2 f1; 2g:

Hence, for each .x; y/ 2 J; we get

k.N u/.x; y/k1

�
2

4˛ C
�
M1 CM2 CM.M3 CM4/

�
a.!1C1/.1�r3/b.!2C1/.1�r3/

.!1 C 1/.1�r3/.!2 C 1/.1�r3/� .r1/� .r2/

3

5 e�.xCy/:

(8.17)

From (8.17), it follows that N.u/ 2 E: This proves that the operator N maps
E into itself. Next, we verify that the operator N is a contraction map. Let
u.x; y/; v.x; y/ 2 E: From (8.9), (8.10) and using the hypotheses, for each .x; y/ 2
J; we have



350 8 Fractional Order Riemann–Liouville Integral Equations

k.Nu/.x; y/ � .N v/.x; y/k1 � 1

� .r1/� .r2/

aZ

0

bZ

0

.a � s/r1�1.b � t/r2�1

� kf �x; y; s; t; u.s; t/; �cDr
0u
�
.s; t/

� � f
�
x; y; s; t; v.s; t/;

�
cDr

0v
�
.s; t/

� kdtds

C 1

� .r1/� .r2/

aZ

0

bZ

0

.a � s/r1�1.b � t/r2�1

� kcDr
0f .x; y; s; t; u.s; t/; .

cDr
0u/.s; t// �c Dr

�f .x; y; s; t; v.s; t/; .
cDr

0v/.s; t//kdtds

� a.!1C1/.1�r3/b.!2C1/.1�r3/
.!1 C 1/.1�r3/.!2 C 1/.1�r3/� .r1/� .r2/

�

2

6
4

0

@
aZ

0

bZ

0

.m3.s; t/ku.s; t/� v.s; t/k1e�.xCy�s�t //
1
r3 dtds

1

A

r3

C
0

@
aZ

0

bZ

0

.m4.s; t/ku.s; t/ � v.s; t/k1e�.xCy�s�t //
1
r3 dtds

1

A

r3
3

7
5

� .M3 CM4/a
.!1C1/.1�r3/b.!2C1/.1�r3/

.!1 C 1/.1�r3/.!2 C 1/.1�r3/� .r1/� .r2/
e�.wCy/ku � vkE:

Hence

kN u �N vkE � .M3 CM4/a
.!1C1/.1�r3/b.!2C1/.1�r3/

.!1 C 1/.1�r3/.!2 C 1/.1�r3/� .r1/� .r2/
ku � vkE:

From (8.16), it follows that N has a unique fixed point in E by Banach contraction
principle (see [95], p. 37). The fixed point of N is however a solution of (8.1). ut

For w;c Dr1
0;xw;c Dr2

0;yw 2 C.J /; denote

kw.x; y/k1 D kw.x; y/k C kcDr1
0;xw.x; y/k C kcDr2

0;yw.x; y/k:
Let E be the space of functions w;c Dr1

0;xw;c Dr2
0;yw 2 C.J /; which fulfill condition

(8.2).

Theorem 8.4. Consider the following Fredholm-type Riemann–Liouville integral
equation of the form:

u.x; y/ D �.x; y/C 1

� .r1/� .r2/

aZ

0

bZ

0

.a � s/r1�1.b � t/r2�1

�f .x; y; s; t; u.s; t/; .cDr1
0;su/.s; t/; .

cD
r2
0;tu/.s; t//dtdsI

if .x; y/ 2 J WD Œ0; a	 � Œ0; b	: (8.18)
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Assume

(8.4.1) There exist functions 
1; 
2; 
3 W J � J ! R
C; such that f cD

r1
0;x.f /, and

cD
r2
0;y.f / satisfy

kf .x; y; s; t; u; v;w/ � f .x; y; s; t; u; v;w/k
� 
1.x; y; s; t/.ku � uk C kv � vk C kw � wk/ (8.19)

and

k.cDr1
0;xf /.x; y; s; t; u; v;w/ � .cDr1

0;xf /.x; y; s; t; u; v;w/k
� 
2.x; y; s; t/.ku � uk C kv � vk C kw � wk/; (8.20)

k.cDr2
0;yf /.x; y; s; t; u; v;w/ � .cD

r2
0;yf /.x; y; s; t; u; v;w/k

� 
3.x; y; s; t/.ku � uk C kv � vk C kw � wk/; (8.21)

for each .x; y/; .s; t/ 2 J and u; v;w; u; v;w 2 R
n:

(8.4.2) for � as in (8.2), there exist nonnegative constants ˛1; ˛2; ˛3; ˛4; ˇ1; ˇ2; ˇ3
and 0 < r3 < minfr1; r2g such that, for .x; y/ 2 J; we have

8
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
:̂

k�.x; y/k1 � ˛1e�.xCy/;
aZ

0

bZ

0

kf .x; y; s; t; 0; 0; 0/k 1
r3 dtds � ˛

1
r3

2 e
�
r3
.xCy/

;

aZ

0

bZ

0

kcDr1
0;xf .x; y; s; t; 0; 0; 0/k

1
r3 dtds � ˛

1
r3

3 e
�
r3
.xCy/

;

aZ

0

bZ

0

kcDr2
0;yf .x; y; s; t; 0; 0; 0/k

1
r3 dtds � ˛

1
r3

4 e
�
r3
.xCy/

;

(8.22)

and
8
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
:̂

aZ

0

bZ

0



1
r3

1 .x; y; s; t/e
�
r3
.sCt /dtds � ˇ

1
r3

1 e
�
r3
.xCy/

;

aZ

0

bZ

0



1
r3

2 .x; y; s; t/e
�
r3
.sCt /dtds � ˇ

1
r3

2 e
�
r3
.xCy/

;

aZ

0

bZ

0



1
r3

3 .x; y; s; t/e
�
r3
.sCt /dtds � ˇ23e2�.xCy/:

(8.23)
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If

.ˇ1 C ˇ2 C ˇ3/a
.!1C1/.1�r3/b.!2C1/.1�r3/

.!1 C 1/.1�r3/.!2 C 1/.1�r3/� .r1/� .r2/
e�.xCy/ < 1; (8.24)

where !1 D r1�1
1�r3 ; !2 D r2�1

1�r3 ; then (8.18) has a unique solution on J in E:

Theorem 8.5. Assume

(8.5.1) For � as in (8.2), there exist constants ˛ > 0; 0 < r3 < minfr1; r2g; and

strictly positive functions m1.x; y/;m2.x; y/ 2 L
1
r3 .J / such that for each

.x; y/; .s; t/ 2 J; �; f and cDr
� .f / satisfy

k�.x; y/k1 � ˛e�.xCy/ (8.25)

and (
kf .x; y; s; t; 0; 0; 0/k � m1.s; t/e�.xCy/;
kcDr

�f .x; y; s; t; 0; 0; 0/k � m2.s; t/e�.xCy/:
(8.26)

(8.5.2) There exist strictly positive functions m3.x; y/;m4.x; y/;m5.x; y/ 2
L

1
r3 .J / such that for each .x; y/; .s; t/ 2 J and u; v; u; v 2 R

n; f and
cDr

� .f / satisfy

kf .x; y; s; t; u; v;w/ � f .x; y; s; t; u; v/;wk � m3.s; t/e�.xCy�s�t /

�.ku � uk C kv � vk C kw � wk/; (8.27)

k.cDr1
0;xf /.x; y; s; t; u; v;w/ � .cD

r1
0;xf /.x; y; s; t; u; v;w/k � m4.s; t/

�e�.xCy�s�t /.ku � uk C kv � vk C kw � wk/ (8.28)

and

k.cDr2
0;yf /.x; y; s; t; u; v;w/ � .cD

r2
0;yf /.x; y; s; t; u; v;w/k � m5.s; t/

�e�.xCy�s�t /.ku � uk C kv � vk C kw � wk/: (8.29)

If

.M3 CM4 CM5/a
.!1C1/.1�r3/b.!2C1/.1�r3/

.!1 C 1/.1�r3/.!2 C 1/.1�r3/� .r1/� .r2/
< 1; (8.30)

where

!1 D r1 � 1

1 � r3 ; !2 D r2 � 1

1 � r3
; Mi D kmik

L
1
r3

I i 2 f3; 4; 5g;

then (8.18) has a unique solution on J in E:
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8.3 Fractional Order Riemann–Liouville Integral Equations
with Multiple Time Delay

8.3.1 Introduction

In this section we investigate the existence and uniqueness of solutions for the
following fractional order integral equations for the system:

u.x; y/ D
mX

iD1
gi .x; y/u.x � �i ; y � �i/C I r0 f .x; y; u.x; y//I

if .x; y/ 2 J WD Œ0; a	 � Œ0; b	; (8.31)

u.x; y/ D ˚.x; y/I if .x; y/ 2 QJ WD Œ��; a	 � Œ��; b	n.0; a	 � .0; b	; (8.32)

where a; b > 0; �i ; �i � 0I i D 1 : : : ; m; � D max
iD1:::;mf�ig; � D max

iD1:::;mf�ig; I r0
is the left-sided mixed Riemann–Liouville integral of order r D .r1; r2/ 2 .0;1/�
.0;1/; f W J � R

n ! R
n; gi W J ! R

nI i D 1 : : :m are given continuous
functions, and ˚ W QJ ! R

n is a given continuous function such that

˚.x; 0/ D
mX

iD1
gi .x; 0/˚.x � �i ;��i/I x 2 Œ0; a	;

and

˚.0; y/ D
mX

iD1
gi .0; y/˚.��i ; y � �i /I y 2 Œ0; b	:

We present three results for the problems (8.31)–(8.32), the first one is based on
Schauder’s fixed-point theorem, the second one is a uniqueness of the solution by
using the Banach fixed-point theorem, and the last one on the nonlinear alternative
of Leray–Schauder type.

8.3.2 Existence of Solutions

Set C WD C.Œ��; a	 � Œ��; b	/: C is a Banach space endowed with the norm

kwkC D sup
.x;y/2Œ��;a	�Œ��;b	

kw.x; y/k:

Definition 8.6. A function u 2 C is said to be a solution of (8.31)–(8.32) if u
satisfies (8.31) on J and condition (8.32) on QJ :
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Set

B D max
iD1:::mf sup

.x;y/2J
kgi .x; y/kg:

Theorem 8.7. Assume

(8.7.1) There exists a positive function h 2 C.J / such that

kf .x; y; u/k � h.x; y/; for all .x; y/ 2 J and u 2 R
n:

If mB < 1, then problems (8.31)–(8.32) have at least one solution u on Œ��; a	 �
Œ��; b	:
Proof. Transform problems (8.31)–(8.32) into a fixed-point problem. Consider the
operatorN W C ! C defined by,

N.u/.x; y/ D

8
<̂

:̂

˚.x; y/I .x; y/ 2 QJ ;
mX

iD1
gi .x; y/u.x � �i ; y � �i /C I r� f .x; y; u.x; y//I .x; y/ 2 J:

(8.33)

The problem of finding the solutions of problems (8.31)–(8.32) is reduced to finding
the solutions of the operator equation N.u/ D u: Let R � Maxjj˚ jj; R�

1�mB where

R� D ar1br2h�

� .1C r1/� .1C r2/
;

and h� D khk1; and consider the set

BR D fu 2 C W kukC � Rg:
It is clear that BR is a closed bounded and convex subset of C: For every u 2 BR
and .x; y/ 2 J we obtain by .8:7:1/ that

kN.u/.x; y/k �
mX

iD1
kgi .x; y/kku.x � �i ; y � �i/k

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1kf .s; t; u.s; t//kdtds

� mBkukC C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1h.s; t/dtds

� mBkukC C h� ar1br2

� .1C r1/� .1C r2/

� mBRC .1 �mB/R D R:
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On the other hand, for every u 2 BR and .x; y/ 2 QJ ; we obtain

kN.u/.x; y/k D k˚.x; y/k � R;

So we obtain that

kN.u/kC � R:

Hence, N.BR/ � BR: Since f is bounded on BR; thus N.BR/ is equicontinuous.
Schauder fixed-point theorem shows that N has at least one fixed point u� 2 BR
which corresponds to the solution of (8.31)–(8.32). ut

For the uniqueness we prove the following theorem.

Theorem 8.8. Assume that following hypothesis hold:

(8.8.1) There exists a positive function l 2 C.J / such that

kf .x; y; u/ � f .x; y; v/k � l.x; y/ku � vk;

for each .x; y/ 2 J and u; v 2 R
n:

If

mB� .1C r1/� .1C r2/C ar1br2l�

� .1C r1/� .1C r2/
< 1; (8.34)

where l� D klk1, then problems (8.31)–(8.32) have a unique solution on Œ��; a	�
Œ��; b	:
Proof. Consider the operator N defined in (8.33). Then by .8:8:1/; for every
u; v 2 C and .x; y/ 2 J we have

kN.u/.x; y/ �N.v/.x; y/k �
mX

iD1
kgi .x; y/kku.x � �i ; y � �i/� v.x � �i ; y/k

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�kf .s; t; u.s; t// � f .s; t; v.s; t//kdtds

� mBku � vk1

C 1

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1

�l.s; t/ku � vkCdtds
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� mBku � vk1 C l�
ar1br2

� .1C r1/� .1C r2/
ku � vkC

D
�

mB C l�ar1br2
� .1C r1/� .1C r2/

�

ku � vkC :

Thus

kN.u/�N.v/kC � mB� .1C r1/� .1C r2/C ar1br2 l�

� .1C r1/� .1C r2/
ku � vkC

Hence by (8.34), we have that N is a contraction mapping. Then in view of Banach
fixed-point theorem, N has a unique fixed point which is corresponding to the
solution of problems (8.31)–(8.32). ut

Now, we present an existence result for the problems (8.31)–(8.32) based on the
nonlinear alternative of Leray–Schauder type.

Theorem 8.9. Assume

(8.9.1) There exist positive functions p; q 2 C.J / such that

kf .x; y; u/k � p.x; y/C q.x; y/kuk; for all .x; y/ 2 J and u 2 R
n:

If mB < 1; then problems (8.31)–(8.32) have at least one solution on Œ��; a	 �
Œ��; b	:
Proof. Consider the operator N defined in (8.33). We shall show that the operator
N is completely continuous. By the continuity of f and the Arzela-Ascoli Theorem,
we can easily obtain that N is completely continuous.

A priori bounds. We shall show there exists an open set U � C with u ¤ �N.u/;
for � 2 .0; 1/ and u 2 @U: Let u 2 C and u D �N.u/ for some 0 < � < 1: Thus
for each .x; y/ 2 J; we have

u.x; y/ D �

mX

iD1
gi .x; y/u.x � �i ; y � �i /C �I r� f .x; y; u.x; y//:

This implies by .8:9:1/ that, for each .x; y/ 2 J; we have

ku.x; y/k � mBku.x; y/k C p�ar1br2
� .1C r1/� .1C r2/

C q�

� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1u.s; t/dtds;
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where p� D kpk1 and q� D kqk1: Thus, for each .x; y/ 2 J; we get

ku.x; y/k � p�ar1br2
.1 �mB/� .1C r1/� .1C r2/

C q�

.1 �mB/� .r1/� .r2/

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1u.s; t/dtds

� w C c

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1u.s; t/dtds;

where

w WD p�ar1br2
.1�mB/� .1C r1/� .1C r2/

and

c WD q�

.1 �mB/� .r1/� .r2/
:

From Lemma 2.43, there exists ı WD ı.r1; r2/ > 0 such that, for each .x; y/ 2 J;

we get

kuk1 � w

0

@1C cı

xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1dtds

1

A

� w

�

1C cıar1br2

r1r2

�

WD fM:

Set M � WD maxfk˚k;fM g and

U D fu 2 C W kukC < M � C 1g:

By our choice of U; there is no u 2 @U such that u D �N.u/; for � 2 .0; 1/: As a
consequence of Theorem 2.32, we deduce that N has a fixed point u in U which is
a solution to problem (8.31)–(8.32). ut
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8.3.3 Examples

8.3.3.1 Example 1

As an application of our results we consider the following system of fractional
integral equations of the form:

u.x; y/ D x3y

8
u

�

x � 3

4
; y � 3

�

C x4y2

12
u

�

x � 2; y � 1

2

�

C 1

4
u

�

x � 1; y � 3

2

�

CI r0 f .x; y; u/I if .x; y/ 2 J WD Œ0; 1	 � Œ0; 1	; (8.35)

u.x; y/ D 0I if .x; y/ 2 QJ WD Œ�2; 1	 � Œ�3; 1	n.0; 1	 � .0; 1	; (8.36)

wherem D 3; r D . 1
2
; 1
5
/ and

f .x; y; u/ D exCy 1

1C juj :

Set

g1.x; y/ D x3y

8
; g2.x; y/ D x4y2

12
; g3.x; y/ D 1

4
:

We have B D 1
4

and

jf .x; y; u/j � exCyI for all .x; y/ 2 J and u 2 R:

Then condition .8:7:1/ is satisfied and mB D 3
4
< 1: In view of Theorem 8.7,

problems (8.35)–(8.35) have a solution defined on Œ�2; 1	 � Œ�3; 1	:

8.3.3.2 Example 2

Consider the fractional integral equation

u.x; y/ D x3y

8
u

�

x � 1; y � 1

2

�

C x4y2

12
u

�

x � 2

5
; y � 3

4

�

C 1

8
u.x � 3; y � 2/

CI r0 f .x; y; u/I if .x; y/ 2 J WD Œ0; 1	 � Œ0; 1	; (8.37)

u.x; y/ D ˚.x; y/I if .x; y/ 2 QJ WD Œ�3; 1	 � Œ�2; 1	n.0; 1	 � .0; 1	; (8.38)

where m D 3; r D . 1
2
; 1
5
/; f .x; y; u/ D xCy

20
juj

1Cjuj and ˚ W QJ ! R is continuous
with

˚.x; 0/ D 1

8
˚.x � 3;�2/; ˚.0; y/ D 1

8
˚.�3; y � 2/I x; y 2 Œ0; 1	: (8.39)

Notice that condition (8.39) is satisfied by ˚ 
 0.
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Set

g1.x; y/ D x3y

8
; g2.x; y/ D x4y2

12
; g3.x; y/ D 1

8
:

We have B D 1
8
: It is clear that f satisfies .8:8:1/ with l� D 1

10
. A simple

computation shows that condition (8.34) is satisfied. Hence by Theorem 8.8,
problems (8.37)–(8.38) have a unique solution defined on Œ�3; 1	 � Œ�2; 1	:

8.4 Nonlinear Quadratic Volterra Riemann–Liouville
Integral Equations of Fractional Order

8.4.1 Introduction

This section deals with the existence of solutions to the following nonlinear
quadratic Volterra integral equation of Riemann–Liouville fractional order:

u.x; y/ D f .x; y; u.x; y//

2

4�.x; y/C 1

� .r1/� .r2/

�
xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1g .x; y; s; t; u.s; t// dtds

3

5 ;

if .x; y/ 2 J WD Œ0; a	 � Œ0; b	; (8.40)

where a; b > 0; r1; r2 2 .0;1/; f W J �R ! R; g W D �R ! R and � W J ! R

are given continuous functions, where

D D f..x; y/; .s; t// 2 J � J W s � x and t � yg:

8.4.2 Existence of Solutions

For proving our existence result, we employ the following hybrid fixed-point
theorem of Dhage [109].

Theorem 8.10 (Dhage [109]). LetD be a closed-convex and bounded subset of the
Banach algebra X and let F;G W D ! X be two operators satisfying:

(a) A is Lipschitz with the Lipschitz constant �.
(b) B is completely continuous.
(c) AuBz 2 D for all u; z 2 D.
(d) �M < 1 where M D kB.D/k D sup

u2D
kB.u/k:
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Then the operator equation AuBu D u has a solution and the set of all solutions is
compact in D:

Now, we are concerned with the existence of solutions for (8.40). The following
hypotheses will be used in the sequel.

(8.11.1) There exists a positive continuous function ˛ W J ! R such that

jf .x; y; u/�f .x; y; v/j � ˛.x; y/ju�vj; for all .x; y/ 2 J; and u; v 2 R:

(8.11.2) There exists a positive continuous function ˇ W J ! R and a positive
bounded continuous function h W Œ0;1/ ! R with h.0/ D 0 such that
for all ..x; y/; .s; t// 2 D; and u; v 2 R;

jg.x; y; s; t; u/ � g.x; y; s; t; v/j � ˇ.x; y/h.ju � vj/:

Set

K D sup
�>0

ar1br2Œg� C kˇk1h.�/	
� .1C r1/� .1C r2/

;

where g� D sup
..x;y/;.s;t //2D

g.x; y; s; t; 0/:

Theorem 8.11. Assume that hypotheses (8.11.1) and (8.11.2) hold. If

k˛k1.K C k�k1/ < 1; (8.41)

then (8.40) has at least one solution on J:

Proof. Consider the closed ballD WD fu 2 C.J / W kuk1 � 
g; where


 D f �.K C k�k1/
1 � k˛k1.K C k�k1/

> 0; and f � D sup
.x;y/2J

kf .x; y; 0/k:

Let us define two operators A and B onD by

Au.x; y/ D f .x; y; u.x; y//I .x; y/ 2 J; (8.42)

Bu.x; y/ D �.x; y/C 1

� .r1/� .r2/

�
xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1g.x; y; s; t; u.s; t//dtdsI .x; y/ 2 J:

(8.43)
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Clearly A and B define the operators A; B W D ! C.J /: Now solving (8.40) is
equivalent to solving the operator equation

Au.x; y/Bu.x; y/ D u.x; y/I .x; y/ 2 J: (8.44)

We show that operators A and B satisfy all the assumptions of Theorem 8.10.
First we shall show that A is a Lipschitz. Let u1; u2 2 D: Then by (8.11.1), for

all .x; y/ 2 J; we get

jAu1.x; y/ � Au2.x; y/j D jf .x; y; u1.x; y// � f .x; y; u2.x; y//j
� ˛.x; y/ju1.x; y/ � u2.x; y/j:

Taking the maximum over .x; y/ in the above inequality yields

kAu1 � Au2k1 � k˛k1ku1 � u2k1;

and so A is a Lipschitz with a Lipschitz constant k˛k1:
Next, we show that B is a continuous and compact operator onD: The proof will

be given in several steps.

Step 1: B is continuous. Let fung be a sequence such that un ! u in D: Then, for
each .x; y/ 2 J; we have

jB.un/.x; y/ � B.u/.x; y/j

� 1

� .r1/� .r2/

xZ

0

yZ

0

jx � sjr1�1jy � t jr2�1jg.x; y; s; t; un.s; t//

�g.x; y; s; t; u.s; t//jdtds

� 1

� .r1/� .r2/

aZ

0

bZ

0

jx � sjr1�1jy � t jr2�1 sup
.x;y/2J

ˇ.x; y/h.kun � uk1/dtds

� kˇk1h.kun � uk1/
� .r1/� .r2/

aZ

0

bZ

0

jx � sjr1�1jy � t jr2�1dtds

� ar1br2kkˇk1h.kun � uk1/
� .1C r1/� .1C r2/

:

Since h is a continuous function, we have

kB.un/ � B.u/k1 � ar1br2kˇk1h.kun � uk1/
� .1C r1/� .1C r2/

! 0 as n ! 1:
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Step 2: B.D/ is bounded. Indeed, it is enough show that there exists a positive
constant M � such that, for each u 2 D; we have kB.u/k � M �: Let u 2 D be
arbitrary; then for each .x; y/ 2 J; we have

jBu.x; y/j � j�.x; y/j C 1

� .r1/� .r2/

�
xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1jg.x; y; s; t; u.s; t//jdtds

� k�k1 C ar1br2Œg� C kˇk1h.
/	
� .1C r1/� .1C r2/

� K C k�k1 WD M �:

Step 3: B.D/ is equicontinuous. Let .x1; y1/; .x2; y2/ 2 J; x1 < x2; y1 < y2 and
u 2 D: Then

jB.u/.x2; y2/� B.u/.x1; y1/j D j�.x1; y1/� �.x2; y2/j

C
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

1

� .r1/� .r2/

x1Z

0

y1Z

0

�
.x2 � s/r1�1.y2 � t/r2�1 � .x1 � s/r1�1.y1 � t/r2�1

�

�g.x; y; s; t; u.s; t//dtds

C 1

� .r1/� .r2/

x2Z

x1

y2Z

y1

.x2 � s/r1�1.y2 � t/r2�1g.x; y; s; t; u.s; t//dtds

C 1

� .r1/� .r2/

x1Z

0

y2Z

y1

.x2 � s/r1�1.y2 � t/r2�1g.x; y; s; t; u.s; t//dtds

C 1

� .r1/� .r2/

x2Z

x1

y1Z

0

.x2 � s/r1�1.y2 � t/r2�1g.x; y; s; t; u.s; t//dtds

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

� j�.x1; y1/ � �.x2; y2/j C g� C kˇk1h.
/
� .r1/� .r2/

�
xZ

0

yZ

0

�
.x1 � s/r1�1.y1 � t/r2�1 � .x2 � s/r1�1.y2 � t/r2�1

�
dtds

Cg� C kˇk1h.
/
� .r1/� .r2/

x2Z

x1

y2Z

y1

.x2 � s/r1�1.y2 � t/r2�1dtds
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Cg� C kˇk1h.
/
� .r1/� .r2/

x1Z

0

y2Z

y1

.x2 � s/r1�1.y2 � t/r2�1dtds

Cg� C kˇk1h.
/
� .r1/� .r2/

x2Z

x1

y1Z

0

.x2 � s/r1�1.y2 � t/r2�1dtds

� j�.x1; y1/ � �.x2; y2/j

C Œg� C kˇk1h.
/	ar1br2
� .1C r1/� .1C r2/

�
2y

r2
2 .x2 � x1/

r1 C 2x
r1
2 .y2 � y1/r2

Cxr11 yr21 � xr12 yr22 � 2.x2 � x1/
r1.y2 � y1/

r2
�
:

As x1 ! x2; y1 ! y2 the right-hand side of the above inequality tends to zero.
As a consequence of steps 1–3 together with the Arzelá-Ascoli theorem, we can
conclude that B is continuous and compact.

Next, we show that Au Bu 2 D for all u 2 D: Let u 2 D be arbitrary, then for
each .x; y/ 2 J;

jAu.x; y/Bu.x; y/j � .f � C 
k˛k1/

2

4j�.x; y/j C 1

� .r1/� .r2/

�
xZ

0

yZ

0

.x � s/r1�1.y � t/r2�1jg.x; y; s; t; u.s; t//jdtds
3

5

� .f � C 
k˛k1/
�

k�k1 C ar1br2Œg� C kˇk1h.
/	
� .1C r1/� .1C r2/



� .f � C 
k˛k1/.k�k1 CK/

D f �.k C k�k1/
1 � k˛k1.K C k�k1/

D 
:

Also, we have

M D kB.D/k � K C k�k1;

and therefore, by (8.41), we get

M k˛k1 � k˛k1.K C k�k1/ < 1:

Now we apply Theorem 8.10 to conclude that (8.40) has a solution on J and the set
of all solutions is compact in D: ut
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8.4.3 An Example

Consider the following quadratic Volterra integral equation of fractional order:

u.x; y/ D �
xy2 C xyu.x; y/

�
2

4xye�.x2Cy2/ C 1

� .2
3
/� . 3

4
/

�
xZ

0

yZ

0

.x � s/�
1
3 .y � t/� 1

4

 

xt C e�.xCyCsCt /

1C u
2
3 .s; t/

!

dtds

3

5 I x; y 2 Œ0; 1	;

(8.45)

where r D . 2
3
; 3
4
/; � W Œ0; 1	 � Œ0; 1	 ! R; f W Œ0; 1	 � Œ0; 1	 � R ! R and

g W D � R ! R defined by

�.x; y/ D xye�.x2Cy2/; f .x; y; u/ D xy2 C xyu;

and

g.x; y; s; t; u/ D xt C 1

1C u
2
3 .s; t/

e�.xCyCsCt /:

Here the set D is defined by

D D f..x; y/; .s; t// 2 Œ0; 1	 � Œ0; 1	 � Œ0; 1	 � Œ0; 1	 W s � x and t � yg :

Then we can easily check that the assumptions of Theorem 8.11 are satisfied. In
fact, we have that the function f is continuous and satisfies assumption (8.11.1),
where ˛.x; y/ D xy; then k˛k1 D 1 and f � D 1: Next, let us notice that the
function g satisfies assumption (A2), where ˇ.x; y/ D e�.xCy/; h.
/ D 1

1C
 23
, and

g� D 1: Also, condition (8.41) is satisfied. Indeed,

K D sup
�>0

ar1br2Œg� C kˇk1h.�/	
� .1C r1/� .1C r2/

D 1

� .5
3
/� . 7

4
/
; k�k1 � e�2;

and

k˛k1.K C k�k1/ � 1

� .5
3
/� . 7

4
/

C e�2 < 0:64C 0:13 D 0:77 < 1:

Hence by Theorem 8.11, (8.45) has a solution defined on Œ0; 1	 � Œ0; 1	:
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8.5 Asymptotic Stability of Solutions of Nonlinear Quadratic
Volterra Integral Equations of Fractional Order

8.5.1 Introduction

This paper deals with the existence of solutions to the following nonlinear quadratic
Volterra integral equation of Riemann–Liouville fractional order:

u.t; x/ D f .t; x; u.t; x/; u.˛.t/; x// C 1

� .r/

ˇ.t/Z

0

.ˇ.t/ � s/r�1

�g.t; x; s; u.s; x/; u.�.s/; x//ds; .t; x/ 2 RC � Œ0; b	; (8.46)

where b > 0; r 2 .0;1/; ˛; ˇ; � W RC ! RC; f W RC � Œ0; b	�R�R ! R and
g W RC�Œ0; b	�RC �R�R ! R are given continuous functions. Our investigations
are conducted in a Banach space with an application of Schauder’s fixed-point
theorem for the existence of solutions of (8.46). Also, we obtain some results about
the asymptotic stability of solutions of the equation in question. Finally, we present
an example illustrating the applicability of the imposed conditions.

By BC WD BC.RC � Œ0; b	/ we denote the Banach space of all bounded and
continuous functions from RC � Œ0; b	 into R equipped with the standard norm

kukBC D sup
.t;x/2RC�Œ0;b	

ju.t; x/j:

For u0 2 BC and � 2 .0;1/;we denote byB.u0; �/; the closed ball inBC centered
at u0 with radius �:

Let ; 6D ˝ � BC , and let G W ˝ ! ˝; and consider the solutions of equation

.Gu/.t; x// D u.t; x/: (8.47)

Now we review the concept of attractivity of solutions for (8.46).

Definition 8.12 ([63]). Solutions of (8.47) are locally attractive if there exists a ball
B.u0; �/ in the space BC such that, for arbitrary solutions v D v.t; x/ and w D
w.t; x/ of (8.47) belonging to B.u0; �/

T
˝; we have that, for each x 2 Œ0; b	;

lim
t!1

�
v.t; x/ � w.t; x/

�
D 0: (8.48)

When the limit (8.48) is uniform with respect to B.u0; �/ \ ˝; solutions of (8.47)
are said to be uniformly locally attractive (or equivalently that solutions of (8.47)
are locally asymptotically stable).
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Definition 8.13 ([63]). The solution v D v.t; x/ of (8.47) is said to be globally
attractive if (8.48) holds for each solution w D w.t; x/ of (8.47). If condition (8.48)
is satisfied uniformly with respect to the set ˝; solutions of (8.47) are said to be
globally asymptotically stable (or uniformly globally attractive).

Lemma 8.14 [Co]. Let D � BC: Then D is relatively compact in BC if the
following conditions hold:

(a) D is uniformly bounded in BC .
(b) The functions belonging to D are almost equicontinuous on RC � Œ0; b	; i.e.,

equicontinuous on every compact of RC � Œ0; b	.
(c) The functions from D are equiconvergent , i.e., given � > 0; x 2 Œ0; b	 there

corresponds T .�; x/ > 0 such that ju.t; x/ � limt!1 u.t; x/j < � for any
t � T .�; x/ and u 2 D:

8.5.2 Main Results

In this section, we are concerned with the existence and global asymptotic stability
of solutions for (8.46). The following hypotheses will be used in the sequel.

(8.15.1) The functions ˛; ˇ; � W RC ! RC are continuous and limt!1 ˛.t/ D 1:

(8.15.2) The function f is continuous and there exist positive constants M and L
such that M < L

2
and

jf .t; x; u1; u2/�f .t; x; v1; v2/j � M.ju1 � v1j C ju2 � v2j/
.1C ˛.t//.LC ju1 � v1j C ju2 � v2j/ ;

for .t; x/ 2 RC � Œ0; b	 and for u1; u2; v1; v2 2 R:

(8.15.3) The function t ! f .t; x; 0; 0/ is bounded on RC � Œ0; b	 with

f � D sup
.t;x/2RC�Œ0;b	

f .t; x; 0; 0/

and
lim
t!1 jf .t; x; 0; 0/j D 0; x 2 Œ0; b	:

(8.15.4) The function g is continuous and there exist functions p; q W RC �Œ0; b	 !
RC such that

jg.t; x; s; u; v/j � p.t; x/q.s; x/

1C ˛.t/C juj C jvj ;

for .t; x/ 2 RC � Œ0; b	; s 2 RC and for u 2 R: Moreover, assume that

lim
t!1p.t; x/

ˇ.t/Z

0

.ˇ.t/ � s/r�1q.s; x/ds D 0; x 2 Œ0; b	:
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Theorem 8.15. Assume that hypotheses .8:15:1/ � .8:15:4/ hold. Then (8.46) has
at least one solution in the space BC: Moreover, solutions of (8.46) are locally
asymptotically stable.

Proof. Set d� WD sup.t;x/2RC�Œ0;b	 d.t; x/ where

d.t; x/ D p.t; x/

� .r/

ˇ.t/Z

0

.ˇ.t/ � s/r�1q.s; x/ds:

From hypothesis .8:15:4/; we infer that d� is finite. Let us define the operator N
such that, for any u 2 BC;

.N u/.t; x/ D f .t; x; u.t; x/; u.˛.t/; x// C 1

� .r/

ˇ.t/Z

0

.ˇ.t/� s/r�1

�g.t; x; s; u.s; x/; u.�.s/; x//ds; .t; x/ 2 RC � Œ0; b	: (8.49)

By considering the assumptions of this theorem, we infer that N.u/ is continuous
on RC � Œ0; b	: Now we prove that N.u/ 2 BC for any u 2 BC: For arbitrarily
fixed .t; x/ 2 RC � Œ0; b	 we have

j.N u/.t; x/j D
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
f .t; x; u.t; x/; u.˛.t/; x//

C 1

� .r/

ˇ.t/Z

0

.ˇ.t/ � s/r�1g.t; x; s; u.s; x/; u.�.s/; x//ds

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

� jf .t; x; u.t; x/; u.˛.t/; x// � f .t; x; 0; 0/C f .t; x; 0; 0/j

C
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

1

� .r/

ˇ.t/Z

0

.ˇ.t/ � s/r�1g.t; x; s; u.s; x/; u.�.s/; x//ds

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

� M.ju.t; x/j C ju.˛.t/; x/j/
.1C ˛.t//.LC ju.t; x/j C ju.˛.t/; x/j/ C

ˇ
ˇ
ˇf .t; x; 0; 0/

ˇ
ˇ
ˇ

C p.t; x/

� .r/

ˇ.t/Z

0

.ˇ.t/ � s/r�1q.s; x/
1C ˛.t/C ju.s; x/j C ju.�.s/; x/jds

� 2M kuk
LC 2kuk C f � C d�:
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Thus

kN.u/k � M C f � C d�: (8.50)

HenceN.u/ 2 BC: Equation (8.50) yields thatN transforms the ballB� WD B.0; �/

into itself where � D M C f � C d�: We shall show that N W B� ! B� satisfies
the assumptions of Schauder’s fixed-point theorem [136]. The proof will be given
in several steps.

Step 1: N is continuous. Let fungn2IN be a sequence such that un ! u in B�: Then,
for each .t; x/ 2 RC � Œ0; b	; we have

j.N un/.t; x/ � .N u/.t; x/j
� jf .t; x; un.t; x/; un.˛.t/; x// � f .t; x; u.t; x/; u.˛.t/; x//j

C 1

� .r/

ˇ.t/Z

0

.ˇ.t/ � s/r�1jg.t; x; s; un.s; x/; un.�.s/; x//

�g.t; x; s; u.s; x/; u.�.s/; x//jds

� 2M kun � uk
.1C ˛.t//.LC 2kun � uk/

C 1

� .r/

ˇ.t/Z

0

.ˇ.t/ � s/r�1jg.t; x; s; un.s; x/; un.�.s/; x//

�g.t; x; s; u.s; x/; u.�.s/; x//jds: (8.51)

Case 1. If .t; x/ 2 Œ0; T 	 � Œ0; b	I T > 0; then, since un ! u as n ! 1 and g is
continuous, (8.51) gives

kN.un/�N.u/kBC ! 0 as n ! 1:

Case 2. If .t; x/ 2 .T;1/ � Œ0; b	I T > 0; then from .8:15:4/ and (8.51), for each
.t; x/ 2 RC � Œ0; b	; we get

j.N un/.t; x/ � .N u/.t; x/j

� 2M kun � uk
LC 2kun � uk C p.t; x/

� .r/

�
ˇ.t/Z

0

.ˇ.t/ � s/r�1q.s; x/
.1C ˛.t/C jun.s/j C jun.�.s//j/.1C ˛.t/C ju.s/j C ju.�.s//j/ds
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� M kun � uk
LC kun � uk C p.t; x/

� .r/

ˇ.t/Z

0

.ˇ.t/ � s/r�1q.s; x/ds

� 2M kun � uk
LC 2kun � uk C d.t; x/: (8.52)

Since un ! u as n ! 1 and t ! 1; then (8.52) gives

kN.un/�N.u/kBC ! 0 as n ! 1:

Step 2: N.B�/ is uniformly bounded. This is clear since N.B�/ � B� and B� is
bounded.

Step 3: N.B�/ is equicontinuous on every compact subset Œ0; a	 � Œ0; b	 of RC �
Œ0; b	, a > 0: Let .t1; x1/; .t2; x2/ 2 Œ0; a	 � Œ0; b	; t1 < t2; x1 < x2 and let u 2 B�:
Also without loss of generality suppose that ˇ.t1/ � ˇ.t2/: Thus we have

j.N u/.t2; x2/ � .N u/.t1; x1/j
� jf .t2; x2; u.t2; x2/; u.˛.t2/; x2//� f .t2; x2; u.t1; x1/; u.˛.t1/; x1//j

Cjf .t2; x2; u.t1; x1/; u.˛.t1/; x1// � f .t1; x1; u.t1; x1/; u.˛.t1/; x1//j

C 1

� .r/

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

ˇ.t2/Z

0

.ˇ.t2/ � s/r�1 � Œg.t2; x2; s; u.t2; x2/; u.�.s/; x2//

�g.t1; x1; s; u.t1; x1/; u.�.s/; x1//	 ds
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

C 1

� .r/

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

ˇ.t2/Z

0

.ˇ.t2/ � s/r�1g.t1; x1; s; u.t1; x1/; u.�.s/; x1//ds

�
ˇ.t1/Z

0

.ˇ.t2/ � s/r�1g.t1; x1; s; u.t1; x1/; u.�.s/; x1//ds
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

C 1

� .r/

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

ˇ.t1/Z

0

.ˇ.t2/ � s/r�1g.t1; x1; s; u.t1; x1/; u.�.s/; x1//ds

�
ˇ.t1/Z

0

.ˇ.t1/ � s/r�1g.t1; x1; s; u.t1; x1/; u.�.s/; x1//ds
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
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� M ju.˛.t2/; x2/� u.˛.t1/; x1/j
.1C ˛.t2//.LC ju.˛.t2/; x2/� u.˛.t1/; x1/j/
C jf .t2; x2; u.t1; x1/; u.˛.t1/; x1//� f .t1; x1; u.t1; x1/; u.˛.t1/; x1//j

C 1

� .r/

ˇ.t2/Z

0

.ˇ.t2/ � s/r�1

� jg.t2; x2; s; u.t2; x2/; u.�.s/; x2//� g.t1; x1; s; u.t1; x1/; u.�.s/; x1//j ds

C 1

� .r/

ˇ.t2/Z

ˇ.t1/

.ˇ.t2/ � s/r�1 jg.t1; x1; s; u.t1; x1/; u.�.s/; x1//j ds

C 1

� .r/

ˇ.t1/Z

0

ˇ
ˇ.ˇ.t2/ � s/r�1 � .ˇ.t1/� s/r�1

ˇ
ˇ

� jg.t1; x1; s; u.t1; x1/; u.�.s/; x1//j ds

� M.ju.t2; x2/� u.t1; x1/j C ju.˛.t2/; x2/ � u.˛.t1/; x1/j/
LC ju.t2; x2/ � u.t1; x1/j C ju.˛.t2/; x2/� u.˛.t1/; x1/jj
C jf .t2; x2; u.˛.t1/; x1//� f .t1; x1; u.˛.t1/; x1//j

C 1

� .r/

ˇ.t2/Z

0

.ˇ.t2/ � s/r�1

�
ˇ
ˇ
ˇg.t2; x2; s; u.s; x2/; u.�.s/; x2//� g.t1; x1; s; u.s; x1/; u.�.s/; x1//

ˇ
ˇ
ˇds

Cp.t1; x1/

� .r/

ˇ.t2/Z

ˇ.t1/

.ˇ.t2/� s/r�1q.s; x1/ds

Cp.t1; x1/

� .r/

ˇ.t1/Z

0

ˇ
ˇ
ˇ.ˇ.t2/� s/r�1 � .ˇ.t1/� s/r�1

ˇ
ˇ
ˇq.s; x1/ds:

From continuity of ˛; ˇ; f; g and as t1 �! t2 and x1 �! x2; the right-hand side of
the above inequality tends to zero.

Step 4: N.B�/ is equiconvergent. Let .t; x/ 2 RC � Œ0; b	 and u 2 B�; then we have

j.N u/.t; x/j � jf .t; x; u.t; x/; u.˛.t/; x// � f .t; x; 0; 0/C f .t; x; 0; 0/j
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C
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

1

� .r/

ˇ.t/Z

0

.ˇ.t/ � s/r�1g.t; x; s; u.s; x/; u.�.s/; x//ds
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

� M.ju.t; x/j C ju.˛.t/; x/j/
.1C ˛.t//.LC ju.t; x/j C ju.˛.t/; x/j/ C jf .t; x; 0; 0/j

C p.t; x/

� .r/

ˇ.t/Z

0

.ˇ.t/ � s/r�1q.s; x/
1C ˛.t/C ju.s; x/j C ju.�.s/; x/jds

� M

1C ˛.t/
C jf .t; x; 0; 0/j

C 1

1C ˛.t/

0

@p.t; x/

� .r/

ˇ.t/Z

0

.ˇ.t/ � s/r�1q.s; x/ds
1

A

� M

1C ˛.t/
C jf .t; x; 0; 0/j C d�

1C ˛.t/
:

Thus, for each x 2 Œ0; b	; we get

j.N u/.t; x/j �! 0; as t �! C1:

Hence,

j.N u/.t; x/� u.C1; x/j �! 0; as t �! C1:

As a consequence of Steps 1–4 together with the Lemma 8.14, we can conclude
that N W B� ! B� is continuous and compact. From an application of Schauder’s
theorem [136], we deduce that N has a fixed point u which is a solution of (8.46).

Now we investigate the uniform local attractivity for solutions of (8.46). Let us
assume that u0 is a solution of (8.46) with the conditions of this theorem. Consider
the ball B.u0; �/ with �� D LM�

L�2M ; where

M � WD 1

� .r/
sup

.t;x/2RC�Œ0;b	

8
<

:

ˇ.t/Z

0

.ˇ.t/ � s/r�1jg.t; x; s; u.s; x/; u.�.s/; x//

�g.t; x; s; u0.s; x/; u0.�.s/; x//jdsI u 2 BC
9
=

;
:
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Taking u 2 B.u0; ��/; we have

j.Nu/.t; x/ � u0.t; x/j D j.Nu/.t; x/ � .Nu0/.t; x/j
� jf .t; x; u.t; x/; u.˛.t/; x// � f .t; x; u0.t; x/; u0.˛.t/; x//j

C 1

� .r/

ˇ.t/Z

0

.ˇ.t/ � s/r�1jg.t; x; s; u.s; x/; u.�.s/; x//

�g.t; x; s; u0.s; x/; u0.�.s/; x//jds

� 2Mku � u0k
LC 2ku � u0k

C 1

� .r/

ˇ.t/Z

0

.ˇ.t/ � s/r�1jg .t; x; s; u.s; x/; u.�.s/; x//

�g.t; x; s; u0.s; x/; u0.�.s; x///jds

� 2M

L
�� CM� D ��:

Thus we observe that N is a continuous function such that N.B.u0; ��// �
B.u0; ��/: Moreover, if u is a solution of (8.46), then

ju.t; x/� u0.t; x/j D j.N u/.t; x/� .N u0/.t; x/j
� jf .t; x; u.t; x/; u.˛.t/; x// � f .t; x; u0.t; x/; u0.˛.t/; x//j

C 1

� .r/

ˇ.t/Z

0

.ˇ.t/ � s/r�1jg.t; x; s; u.s; x/; u.�.s/; x//

�g.t; x; s; u0.s; x/; u0.�.s/; x//jds

� M.ju.t; x/� u0.t; x/j C ju.˛.t/; x/ � u0.˛.t/; x/j/
LC ju.t; x/� u0.t; x/j C ju.˛.t/; x/ � u0.˛.t/; x/j

Cp.t; x/

� .r/

ˇ.t/Z

0

.ˇ.t/ � s/r�1q.s; x/
.1C ju.s; x/j C ju.�.s/; x/j/.1C ju0.s; x/j C ju0.�.s/; x/j/ds

� M

L
.ju.t; x/ � u0.t; x/j C ju.˛.t/; x/ � u0.˛.t/; x/j/

Cp.t; x/

� .r/

ˇ.t/Z

0

.ˇ.t/ � s/r�1q.s; x/ds: (8.53)
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By using (8.53) and the fact that ˛.t/ �! 1 as t �! 1; we deduce that

lim
t!1 ju.t; x/� u0.t; x/j � lim

t!1
Lp.t; x/

.L � 2M/� .r/

ˇ.t/Z

0

.ˇ.t/ � s/r�1q.s; x/ds D 0:

Consequently, all solutions of (8.46) are locally asymptotically stable. ut

8.5.3 An Example

As an application of our results we consider the following integral equation of
fractional order:

u.t; x/ D tx

4.1C t C t 2 C t 3/
sin.u.t; x//C 1

� .1
3
/

�
tZ

0

.t � s/
�2
3

ln.1C 2sxju.s; x/j/
.1C t C 2ju.s; x/j/2.1C x2 C t 4/

ds; .t; x/ 2 RC � Œ0; 1	;

(8.54)

where r D 1
3
; ˛.t/ D ˇ.t/ D ı.t/ D t and

f .t; x; u; v/ D tx.sin.u/C sin.v//

8.1C t/.1C t2/
;

g.t; x; s; u; v/ D ln.1C sx.juj C jvj//
.1C t C juj C jvj/2.1C x2 C t4/

I

for .t; x/ 2 RC � Œ0; 1	; and u 2 R:

Then we can easily check that the assumptions of Theorem 8.15 are satisfied. In
fact, we have that the function f is continuous and satisfies assumption .8:15:2/;
where M D 1

8
; L D 1; and also f satisfies assumption .8:15:3/; with f � D 0:

Next, let us notice that the function g satisfies assumption .8:15:4/;where p.t; x/ D
1

1Cx2Ct 4 and q.s; x/ D sx: Also,

lim
t!1p.t; x/

ˇ.t/Z

0

.ˇ.t/ � s/r�1q.s; x/ds D lim
t!1

x

1C x2 C t4

tZ

0

s.t � s/
�2
3 ds D 0:

Hence by Theorem 8.15, (8.54) has a solution defined on RC � Œ0; 1	 and solutions
of this equation are locally asymptotically stable.
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8.6 Attractivity Results for Nonlinear Fractional Order
Riemann–Liouville Integral Equations in Banach
Algebras

8.6.1 Introduction

In this section, we present some results concerning the existence and local asymp-
totic attractivity of solutions to the following nonlinear quadratic Volterra integral
equation of Riemann–Liouville fractional order:

u.t; x/ D f .t; x; u.t; x/; u.˛.t/; x//

2

4�.t; x/C 1

� .r/

�
ˇ.t/Z

0

.ˇ.t/ � s/r�1g.t; x; s; u.s; x/; u.�.s/; x//ds

3

5 I

if .t; x/ 2 RC � Œ0; b	; (8.55)

where b > 0; r 2 .0;1/; � W RC � Œ0; b	 ! R; ˛; ˇ; � W RC ! RC; f W
RC � Œ0; b	�R�R ! R; g W RC � Œ0; b	�RC �R�R ! R are given functions.
Our investigations of the existence and the local asymptotic attractivity of solutions
of (8.55) are placed in Banach algebras, with the application a fixed-point theorem
of Dhage [109]. Also, we present an example illustrating the applicability of the
imposed conditions.

By BC WD BC.RC � Œ0; b	/ we denote the Banach space of all bounded and
continuous functions from RC � Œ0; b	 into R equipped with the standard norm

kukBC D sup
.t;x/2RC�Œ0;b	

ju.t; x/j:

Define a multiplication “ � ” by

.u � v/.t; x/ D u.t; x/v.t; x/I for .t; x/ 2 RC � Œ0; b	:

Then BC is a Banach algebra with the above norm and multiplication.
For u0 2 BC and � 2 .0;1/; we denote by B.u0; �/; the closed ball in BC

centered at u0 with radius �:
We use the following fixed-point theorem by Dhage for proving the existence of

solutions for our problem.

Theorem 8.16 (Dhage [109]). Let S be a closed, convex and bounded subset of a
Banach algebra X and let A;B W S ! X be two operators such that
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(a) A is Lipschitz with the Lipschitz constant k
(b) B is completely continuous
(c) Mk < 1; where M D kB.S/k WD supfkBuk W u 2 Sg
Then the operator equation AuBu D u has a solution and the set of all solutions is
compact in S:

8.6.2 Main Results

In this section, we are concerned with the existence and global asymptotic stability
of solutions for (8.55). The following hypotheses will be used in the sequel:

(8.18.1) The function � is continuous and bounded with �� D sup.t;x/2RC�Œ0;b	
j�.t; x/j; and limt!1�.t; x/ D 0I for x 2 Œ0; b	:

(8.18.2) The functions ˛; ˇ W RC ! RC are continuous and the function � W RC !
RC is measurable.

(8.18.3) The function f is continuous and there exists a positive constant L such
that

jf .t; x; u1; u2/� f .t; x; v1; v2/j � L.ju1 � v1j C ju2 � v2j/;
for .t; x/ 2 RC � Œ0; b	 and for u1; u2; v1; v2 2 R:

(8.18.4) The function t ! f .t; x; 0; 0/ is bounded on RC � Œ0; b	 with

f � D sup
.t;x/2RC�Œ0;b	

f .t; x; 0; 0/:

(8.18.5) The function g is continuous and there exist functions p; q W RC �Œ0; b	 !
RC such that

jg.t; x; s; u; v/j � p.t; x/q.s; x/

1C juj C jvj ;

for .t; x/ 2 RC � Œ0; b	; s 2 RC and for u 2 R: Moreover, assume that

lim
t!1p.t; x/

ˇ.t/Z

0

.ˇ.t/ � s/r�1q.s; x/ds D 0I for x 2 Œ0; b	:

Remark 8.17. Set d� WD sup.t;x/2RC�Œ0;b	 d.t; x/ where

d.t; x/ D p.t; x/

� .r/

ˇ.t/Z

0

.ˇ.t/ � s/r�1q.s; x/ds:

From hypothesis .8:18:5/; we infer that d� is finite.

Set B� WD B.0; �/ � BC; where � D f �.��Cd�/

1�2L.��Cd�/
:
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Theorem 8.18. Assume that hypotheses (8.18.1)–(8.18.5) hold. Furthermore, if

L.�� C d�/ <
1

2
;

where the numbers d� is defined in Remark 8.17, then (8.55) has at least one
solution in the space BC and the set of all solutions is compact in B�: Moreover,
solutions of (8.55) are uniformly locally asymptotically attractive on RC � Œ0; b	:
Proof. Define two mappingsA on BC and B on B� by

.Au/.t; x/ D f .t; x; u.t; x/; u.˛.t/; x// (8.56)

and

.Bu/.t; x/ D �.t; x/C 1

� .r/

ˇ.t/Z

0

.ˇ.t/ � s/r�1g.t; x; s; u.s; x/; u.�.s/; x//ds;

(8.57)
for all .t; x/ 2 RC � Œ0; b	: Then (8.55) is equivalent to the operator equation

.Au/.t; x/.Bu/.t; x/ D u.t; x/I .t; x/ 2 RC � Œ0; b	:

Since the hypothesis .8:18:3/ holds, the mappingA is well defined and the function
A.u/ is continuous and bounded on RC � Œ0; b	: Again, since the functions � and
ˇ are continuous, the function B.u/ is also continuous and bounded in view of
hypothesis .8:18:5/: Therefore A and B define the operators A W B� ! BC: We
shall show that A and B satisfy all the requirements of Theorem 8.16 on B�:

Step 1: A is a Lipschitz operator on B�. Let u; v 2 BC: Then by hypothesis
.8:18:3/; for each .t; x/ 2 RC � Œ0; b	; we have

j.Au/.t; x/� .Av/.t; x/j � jf .t; x; u.t; x/; u.˛.t/; x//
�f .t; x; v.t; x/; v.˛.t/; x//j

� 2Lku � vkBC
Thus, for all u; v 2 BC; we get

kA.u/� A.v/kBC � 2Lku � vkBC :

This shows that A is a Lipschitz on B� with the Lipschitz constant 2L:

Step 2: B is a continuous and compact operator on B�. The proof will be given in
several claims.
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Claim 1. B is continuous on B�. Let fungn2IN be a sequence such that un ! u in
B�: Then, for each .t; x/ 2 RC � Œ0; b	; we have

j.Bun/.t; x/� .Bu/.t; x/j

� 1

� .r/

ˇ.t/Z

0

.ˇ.t/ � s/r�1jg.t; x; s; un.s; x/; un.�.s/; x//

�g.t; x; s; u.s; x/; u.�.s/; x//jds

� 1

� .r/

ˇ.t/Z

0

.ˇ.t/ � s/r�1kg.t; x; s; un.s; x/; un.�.s/; x//

�g.t; x; s; u.s; x/; u.�.s/; x//kds: (8.58)

Case 3. If .t; x/ 2 Œ0; T 	 � Œ0; b	I T > 0; then, since un ! u as n ! 1 and g is
continuous, (8.56) gives

kN.un/�N.u/kBC ! 0 as n ! 1:

Case 4. If .t; x/ 2 .T;1/ � Œ0; b	I T > 0; then from .8:18:5/ and (8.58), for each
.t; x/ 2 RC � Œ0; b	 we get

j.Bun/.t; x/ � .Bu/.t; x/j

� p.t; x/

� .r/

ˇ.t/Z

0

.ˇ.t/ � s/r�1q.s; x/
.1C jun.s/j C jun.�.s//j/.1C ju.s/j C ju.�.s//j/ds

� p.t; x/

� .r/

ˇ.t/Z

0

.ˇ.t/ � s/r�1q.s; x/ds D d.t; x/: (8.59)

Since un ! u as n ! 1 and t ! 1; then (8.59) gives

kB.un/� B.u/kBC ! 0 as n ! 1:

Claim 2. B.B�/ is uniformly bounded. This is clear since B.B�/ � B� and B� is
bounded.

Claim 3. B.B�/ is equicontinuous on every compact Œ0; a	 � Œ0; b	I a > 0 of
RC � Œ0; b	. Let .t1; x1/; .t2; x2/ 2 Œ0; a	 � Œ0; b	; t1 < t2; x1 < x2 and let u 2 B�:

Also without lose of generality suppose that ˇ.t1/ � ˇ.t2/; thus we have
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j.Bu/.t2; x2/� .Bu/.t1; x1/j � j�.t2; x2/ � �.t1; x1/j

C 1

� .r/

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

ˇ.t2/Z

0

.ˇ.t2/ � s/r�1

� Œg.t2; x2; s; u.t2; x2/; u.�.s/; x2//� g.t1; x1; s; u.t1; x1/; u.�.s/; x1//	 ds
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

C 1

� .r/

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

ˇ.t2/Z

0

.ˇ.t2/ � s/r�1g.t1; x1; s; u.t1; x1/; u.�.s/; x1//ds

�
ˇ.t1/Z

0

.ˇ.t2/ � s/r�1g.t1; x1; s; u.t1; x1/; u.�.s/; x1//ds
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

C 1

� .r/

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

ˇ.t1/Z

0

.ˇ.t2/ � s/r�1g.t1; x1; s; u.t1; x1/; u.�.s/; x1//ds

�
ˇ.t1/Z

0

.ˇ.t1/ � s/r�1g.t1; x1; s; u.t1; x1/; u.�.s/; x1//ds
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

� j�.t2; x2/� �.t1; x1/j C 1

� .r/

ˇ.t2/Z

0

.ˇ.t2/ � s/r�1

� jg.t2; x2; s; u.t2; x2/; u.�.s/; x2//� g.t1; x1; s; u.t1; x1/; u.�.s/; x1//j ds

C 1

� .r/

ˇ.t2/Z

ˇ.t1/

.ˇ.t2/ � s/r�1 jg.t1; x1; s; u.t1; x1/; u.�.s/; x1//j ds

C 1

� .r/

ˇ.t1/Z

0

ˇ
ˇ.ˇ.t2/� s/r�1 � .ˇ.t1/� s/r�1

ˇ
ˇ

� jg.t1; x1; s; u.t1; x1/; u.�.s/; x1//j ds

� j�.t2; x2/� �.t1; x1/j C 1

� .r/

ˇ.t2/Z

0

.ˇ.t2/ � s/r�1

� jg.t2; x2; s; u.s; x2/; u.�.s/; x2//� g.t1; x1; s; u.s; x1/; u.�.s/; x1//j ds
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Cp.t1; x1/

� .r/

ˇ.t2/Z

ˇ.t1/

.ˇ.t2/� s/r�1q.s; x1/ds

Cp.t1; x1/

� .r/

ˇ.t1/Z

0

ˇ
ˇ.ˇ.t2/ � s/r�1 � .ˇ.t1/� s/r�1

ˇ
ˇ q.s; x1/ds:

From continuity of ˛; ˇ; g and as t1 �! t2; x1 �! x2; the right-hand side of the
above inequality tends to zero.

Claim 4. B.B�/ is equiconvergent. Let .t; x/ 2 RC � Œ0; b	 and u 2 B�; then
we have

j.Bu/.t; x/j � j�.t; x/j C
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

1

� .r/

�
ˇ.t/Z

0

.ˇ.t/ � s/r�1g.t; x; s; u.s; x/; u.�.s/; x//ds
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

� j�.t; x/j C p.t; x/

� .r/

ˇ.t/Z

0

.ˇ.t/ � s/r�1q.s; x/
1C ju.s; x/j C ju.�.s/; x/jds

� j�.t; x/j C p.t; x/

� .r/

ˇ.t/Z

0

.ˇ.t/ � s/r�1q.s; x/ds

� j�.t; x/j C d.t; x/:

Thus, for each x 2 Œ0; b	; we get

j.Bu/.t; x/j �! 0; as t �! C1:

As a consequence of Claims 1 to 4 together with Lemma 8.14, we can conclude that
B W B� ! BC is continuous and compact.

Step 3: AuBu 2 B� for all u 2 B�. Let u 2 B� be arbitrary, then for all .t; x/ 2
RC � Œ0; b	 we have

j.Au/.t; x/.Bu/.t; x/j � j.Au/.t; x/j C j.Bv/.t; x/j
� .jf .t; x; u.t; x/; u.˛.t/; x// � f .t; x; 0; 0/j C jf .t; x; 0; 0/j/

�
2

4j�.t; x/j C 1

� .r/

ˇ.t/Z

0

.ˇ.t/ � s/r�1jg.t; x; s; v.s; x/; v.�.s/; x//jds
3

5
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� .2Lkuk C f �/

0

@�� C p.t; x/

� .r/

ˇ.t/Z

0

.ˇ.t/ � s/r�1q.s; x/ds
1

A

� .2L�C f �/.�� C d�/ D �:

Hence, we obtain that AuBu 2 B� for all u 2 B�: Also, one has

M D kB.B�.u/k D sup
u2B�

kB.u/k � �� C d�;

and therefore, Mk D 2L.�� C d�/ < 1: As a consequence of Steps 1–3 together
with Theorem 8.16, we deduce thatAB has a fixed point u in B� which is a solution
of (8.55) and the set of all solutions is compact in B�:

Finally, we show the uniform locally asymptotic attractivity of the solutions of
(8.55) on RC � Œ0; b	: Let u and v be any two solutions of (8.55) in B�; then for each
.t; x/ 2 RC � Œ0; b	 we have

ju.t; x/ � v.t; x/j � jf .t; x; u.t; x/; u.˛.t/; x//j
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
�.t; x/

C 1

� .r/

ˇ.t/Z

0

.ˇ.t/ � s/r�1jg.t; x; s; u.s; x/; u.�.s/; x//jds
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

Cjf .t; x; v.t; x/; v.˛.t/; x//j
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
�.t; x/

C 1

� .r/

ˇ.t/Z

0

.ˇ.t/ � s/r�1jg.t; x; s; v.s; x/; v.�.s/; x//jds
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

� 2.2L�C f �/

0

@�.t; x/C p.t; x/

� .r/

ˇ.t/Z

0

.ˇ.t/ � s/r�1q.s; x/ds
1

A : (8.60)

By using (8.60), we deduce that

lim
t!1.u.t; x/� v.t; x// D 0:

Consequently, (8.55) has a solution and all solutions are uniformly locally asymp-
totically attractive RC � Œ0; b	: ut



8.6 Attractivity Results for Nonlinear Fractional Order Riemann�Liouville: : : 381

8.6.3 An Example

As an application of our results we consider the following integral equation of
fractional order:

u.t; x/ D
�

1C
ˇ
ˇ
ˇ
ˇsin

�
u.t; x/

8

�ˇˇ
ˇ
ˇC

ˇ
ˇ
ˇ
ˇsin

�
u.2t; x/

8

�ˇˇ
ˇ
ˇ

�
2

4 1

1C t C x2

C 1

� .1
3
/

tZ

0

sxe�t .t � s/�2
3

2C ju.s; x/j C ju.s2; x/jds

3

5 I .t; x/ 2 RC � Œ0; 1	: (8.61)

Let

r D 1

3
; ˛.t/ D 2t; ˇ.t/ D t; �.t/ D t2;

�.t; x/ D 1

1C t C x2
;

f .t; x; u; v/ D 1C
ˇ
ˇ
ˇ
ˇsin

� juj
8

�ˇˇ
ˇ
ˇC

ˇ
ˇ
ˇ
ˇsin

� jvj
8

�ˇˇ
ˇ
ˇ

and

g.t; x; s; u; v/ D sxe�t

2C juj C jvj for .t; x/ 2 RC � Œ0; 1	; and u; v 2 R:

Then we can easily check that the assumptions of Theorem 8.18 are satisfied. In
fact, the function � satisfies assumption .8:18:1/ with �� D 1. The function f is
continuous and satisfies assumption .8:18:3/; where L D 1

8
and also f satisfies

assumption .8:18:4/ with f � D 1: Next, let us notice that the function g satisfies
assumption .8:18:5/; where p.t; x/ D e�t and q.s; x/ D sx

2
: Also,

lim
t!1p.t; x/

ˇ.t/Z

0

.ˇ.t/ � s/r�1q.s; x/ds D lim
t!1 xe�t

tZ

0

s.t � s/
�2
3 ds D 0:

Here

d� D 1

� .1
3
/

sup
.t;x/2RC�Œ0;1	

xe�t
tZ

0

s.t � s/�2
3 ds

� 1

� .1
3
/

sup
t2RC

e�t

2
t
4
3 D e� 4

3

2� . 1
3
/

�
4

3

� 4
3

< 2:
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A simple computation gives

L.�� C d�/ <
3

8
<
1

2
:

Hence by Theorem 8.18, (8.61) has a solution defined on RC � Œ0; 1	 and all these
solutions are uniformly locally asymptotically attractive on RC � Œ0; 1	:

8.7 Notes and Remarks

The results of Chap. 6 are taken from Abbas et al. [20–23,28,29]. Other results may
be found in [1, 63, 79, 111, 155, 210–212].
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32. S. Abbas, M. Benchohra, G.M. N’Guérékata, B.A. Slimani, Darboux problem for fractional
order discontinuous hyperbolic partial differential equations in Banach algebras. Complex
Variables and Elliptic Equations 57(2–4), 337–350 (2012)

33. S. Abbas, M. Benchohra, J.J. Trujillo, Fractional order impulsive hyperbolic implicit
differential equations with state-dependent delay (submitted)

34. S. Abbas, M. Benchohra, A.N. Vityuk, On fractional order derivatives and Darboux problem
for implicit differential equations. Frac. Calc. Appl. Anal. 15(2), 168–182 (2012)

35. S. Abbas, M. Benchohra, Y. Zhou, Darboux problem for fractional order neutral functional
partial hyperbolic differential equations, Int. J. Dynamical Systems Differential Equations.
2(3&4), 301–312 (2009)

36. S. Abbas, M. Benchohra, Y. Zhou, Fractional order partial functional differential inclusions
with infinite delay. Proc. A. Razmadze Math. Inst. 154, 1–19 (2010)

37. S. Abbas, M. Benchohra, Y. Zhou, Fractional order partial hyperbolic functional differential
equations with state-dependent delay. Int. J. Dyn. Syst. Differ. Equat. 3(4), 459–490 (2011)

38. N.H. Abel, Solutions de quelques problèmes à l’aide d’intégrales définies (1823). Œuvres
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63. J. Banaś, B.C. Dhage, Global asymptotic stability of solutions of a functional integral
equation. Nonlinear Anal. 69(7), 1945–1952 (2008)

64. E. Bazhlekova, in Fractional Evolution Equations in Banach Spaces (University Press
Facilities, Eindhoven University of Technology, 2001)

65. A. Belarbi, M. Benchohra, Existence theory for perturbed impulsive hyperbolic differential
inclusions with variable times. J. Math. Anal. Appl. 327, 1116–1129 (2007)



386 References

66. A. Belarbi, M. Benchohra, A. Ouahab, Uniqueness results for fractional functional differential
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