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Preface

The main theme of this book is the stability of nonautonomous differential
equations, with emphasis on the study of the existence and smoothness of
invariant manifolds, and the Lyapunov stability of solutions. We always con-
sider a nonuniform exponential behavior of the linear variational equations,
given by the existence of a nonuniform exponential contraction or a nonuni-
form exponential dichotomy. Thus, the results hold for a much larger class of
systems than in the “classical” theory of exponential dichotomies.

The departure point of the book is our joint work on the construction of in-
variant manifolds for nonuniformly hyperbolic trajectories of nonautonomous
differential equations in Banach spaces. We then consider several related de-
velopments, concerning the existence and regularity of topological conjugacies,
the construction of center manifolds, the study of reversible and equivariant
equations, and so on. The presentation is self-contained and intends to con-
vey the full extent of our approach as well as its unified character. The book
contributes towards a rigorous mathematical foundation for the theory in the
infinite-dimensional setting, also with the hope that it may lead to further
developments in the field. The exposition is directed to researchers as well as
graduate students interested in differential equations and dynamical systems,
particularly in stability theory.

The first part of the book serves as an introduction to the other parts. After
giving in Chapter 1 a detailed introduction to the main ideas and motivations
behind the theory developed in the book, together with an overview of its
contents, we introduce in Chapter 2 the concept of nonuniform exponential
dichotomy, which is central in our approach, and we discuss some of its basic
properties. Chapter 3 considers the problem of the robustness of nonuniform
exponential dichotomies.

In the second part of the book we discuss several consequences of local
nature for a nonlinear system when the associated linear variational equa-
tion admits a nonuniform exponential dichotomy. In particular, we establish
in Chapter 4 the existence of Lipschitz stable manifolds for nonautonomous
equations in a Banach space. In Chapters 5 and 6 we establish the smooth-
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ness of the stable manifolds. We first consider the finite-dimensional case in
Chapter 5, with the method of invariant families of cones. This approach uses
in a decisive manner the compactness of the closed unit ball in the ambi-
ent space, and this is why we consider only finite-dimensional spaces in this
chapter. Moreover, the proof strongly relies on the use of Lyapunov norms to
control the nonuniformity of the exponential dichotomies. As an outcome of
our approach we provide examples of C! vector fields with invariant stable
manifolds, while in the existing nonuniform hyperbolicity theory one assumes
that the vector field is of class C'*t®. In Chapter 6 we consider differential
equations in Banach spaces, although at the expense of slightly stronger as-
sumptions for the vector field. The method of proof is different from the one
in Chapter 5, and is based on the application of a lemma of Henry to obtain
both the existence and smoothness of the stable manifolds using a single fixed
point problem. In addition, we show that not only the trajectories but also
their derivatives with respect to the initial condition decay with exponential
speed along the stable manifolds. A feature of our approach is that we deal
directly with flows or semiflows instead of considering the associated time-1
maps. In Chapter 7 we establish a version of the Grobman—Hartman theorem
for nonautonomous differential equations in Banach spaces, assuming that
the linear variational equation admits a nonuniform exponential dichotomy.
In addition, we show that the conjugacies that we construct are always Holder
continuous.

The third part of the book is dedicated to the study of center manifolds.
In Chapter 8 we extend the approach in Chapter 6 to nonuniform exponential
trichotomies, and we establish the existence of center manifolds that are as
smooth as the vector field. In particular, we obtain simultaneously the exis-
tence and smoothness of the center manifolds using a single fixed point prob-
lem. In Chapter 9 we show that some symmetries of the differential equations
descend to the center manifolds. More precisely, we consider the properties
of reversibility and equivariance in time, and we show that the dynamics on
the center manifold is reversible or equivariant if the dynamics in the ambient
space has the same property.

In the fourth part of the book we study the so-called regularity theory of
Lyapunov and its applications to the stability theory of differential equations.
We note that this approach is distinct from what is usually called Lyapunov’s
second method, which is based on the use of Lyapunov functions. In Chap-
ter 10 we provide a detailed exposition of the regularity theory, organized in a
pragmatic manner so that it can be used in the last two chapters of the book.
In Chapter 11 we extend the regularity theory to the infinite-dimensional
setting of Hilbert spaces. Chapter 12 is dedicated to the study of the stabil-
ity of nonautonomous differential equations using the regularity theory. We
note that the notion of Lyapunov regularity is much less restrictive than the
notion of uniform stability, and thus we obtain the persistence of the stabil-
ity of solutions of nonautonomous differential equations under much weaker
assumptions.
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1

Introduction

In the theory of differential equations, the notion of (uniform) exponential
dichotomy, introduced by Perron in [69], plays a central role in the study of
stable and unstable invariant manifolds. In particular, consider a solution ()
of the equation ' = F(u) for some differentiable map F in a Banach space.
Setting A(t) = dy ) F, the existence of an exponential dichotomy for the linear
variational equation

v = A(t)v (1.1)

implies the existence of stable and unstable invariant manifolds for the solu-
tion u(t), up to mild additional assumptions on the nonlinear part of the vector
field. The theory of exponential dichotomies and its applications are well de-
veloped. In particular, there exist large classes of linear differential equations
with exponential dichotomies. For example, Sacker and Sell [83, 84, 85, 82, 86]
discuss sufficient conditions for the existence of exponential dichotomies, also
in the infinite-dimensional setting. In a different direction, for geodesic flows
on compact smooth Riemannian manifolds with strictly negative sectional cur-
vature, the unit tangent bundle is a hyperbolic set, that is, they are Anosov
flows. Furthermore, time changes and small C' perturbations of flows with a
hyperbolic set also have a hyperbolic set (see for example [49] for details). We
refer to the books [24, 41, 46, 88] for details and further references related to
exponential dichotomies. We particularly recommend [24] for historical com-
ments. The interested reader may also consult the books [32, 33, 60]. On the
other hand, the notion of exponential dichotomy substantially restricts the
dynamics and it is important to look for more general types of hyperbolic
behavior.

Our main objective is to consider the more general notion of nonuniform
exponential dichotomy and study in a systematic manner some of its conse-
quences, in particular concerning the existence and smoothness of invariant
manifolds for nonautonomous differential equations. Also in the nonuniform
setting, we obtain a version of the Grobman—Hartman theorem, the existence
of center manifolds, as well as their reversibility and equivariance proper-
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ties, and an infinite-dimensional version of Lyapunov’s regularity theory with
applications to the stability of solutions of nonautonomous equations. In com-
parison with the classical notion of (uniform) exponential dichotomy, the ex-
istence of a nonuniform exponential dichotomy is a much weaker hypothesis.
In fact, perhaps surprisingly, essentially any linear equation as in (1.1), with
global solutions and with at least one negative Lyapunov exponent, has a
nonuniform exponential dichotomy (see Chapter 10 for details). We empha-
size that we always consider nonautonomous differential equations, and with
the exception of Chapters 5 and 10 the theory is systematically developed in
infinite-dimensional spaces. Another aspect of our approach is that we deal
directly with flows or semiflows instead of using their time-1 maps (with the
single exception of Chapter 7, where we establish a version of the Grobman-—
Hartman theorem). Our work is also a contribution to the theory of nonuni-
formly hyperbolic dynamics (we refer to [1, 2, 3] for detailed expositions of
the theory).

We discuss in this chapter the main ideas and motivations behind the
theory developed in the book. We also highlight some of the main results
and the relations with former work. We mostly follow the order in which the
material is presented in the book.

1.1 Exponential contractions

In order to describe the differences between the notions of uniform exponential
dichotomy and nonuniform exponential dichotomy, we first consider the case
when only contraction is present. We could replace contraction by expansion
simply by reversing the time.

Consider a continuous function ¢ — A(t) with values in the n x n real
matrices for ¢ > 0. We assume that all solutions of (1.1) are global in the
future, that is, are defined for every ¢t > 0. Let U(¢, s) be the evolution operator
associated with equation (1.1). This is the operator satisfying

U(t, s)v(s) = v(t)

for every solution v(¢) of (1.1) and every t > s. We assume in this section that
all Lyapunov exponents of solutions of equation (1.1) are negative, that is,

1
lim sup n log|lv(t)|| < O for each solution v(t) of (1.1). (1.2)
t—+o0

We say that U(t,s) is a (uniform) exponential contraction if there exist
constants a, ¢ > 0 such that

U, 5)]] < ce” =% for every t > s.

We say that U(t,s) is a nonuniform exponential contraction if there exist
constants a, ¢ > 0 and b > 0 such that
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|U(t, s)|| < ce” =9+ for every t > s. (1.3)

Thus, a nonuniform exponential contraction allows a “spoiling” of the uni-
form contraction along each solution as the initial time s increases: while the
uniform contraction (given by a) is still present in (1.3), and is independent of
the initial time s > 0, we may have the additional exponential term e** (and
thus the nonuniformity along the solution). This means that even though in
both cases we have the exponential stability of solutions (due to (1.2)), in the
nonuniform case, in order that a given solution is in a prescribed neighbor-
hood, the size of the initial condition may depend on s (while in the uniform
case the size can be chosen independently of s).

The following statement is a simple consequence of Theorem 10.6 (the
proof of which is inspired in related work in [1]).

Theorem 1.1. If the equation (1.1) satisfies the condition (1.2), then the
associated evolution operator U(t, s) is a nonuniform exponential contraction,
for which the constant a is any positive number satisfying

1
a < — sup limsup — log|v(t)]], (1.4)
voER™ t—-+4o00 t

where v(t) is the unique solution of the equation (1.1) with v(0) = vy.

We note that the right-hand side of (1.4) is indeed positive (since the
limsup in (1.2) can only take a finite number of values; see Section 10.1).
In view of Theorem 1.1, the notion of nonuniform exponential contraction is
in fact as weak as possible, since all (exponentially stable) linear equations
originate an evolution operator having such a contraction. A similar behavior
occurs in the case of nonuniform exponential dichotomies (see Theorem 10.6).
Thus, in specific applications we never need to assume the existence of a
nonuniform exponential contraction (since this follows from (1.2)) but instead
we look for conditions on a and b which ensure the desired results. For example,
in general we are only able to establish the stability of the zero solution of
(1.1) under sufficiently small perturbations provided that b/a is sufficiently
small (see Chapter 12 for related results).

In view of this discussion it is also important to give a sharp estimate
for b. We refer to Section 10.3 for details; here, we consider only the case
of triangular matrices. The following statement is a simple consequence of
Theorems 10.6 and 10.8.

Theorem 1.2. If the matriz A(t) is upper triangular for every t > 0, then
the constant b can be any number satisfying

n t t
1 1
b> lim su 7/ ag(T dT—liminff/ ag(T dT>,
; (t—>+oopt 0 () t—=+oo t Jo ()
where a1 (t), ..., an(t) are the entries in the diagonal of A(t).

See Chapter 11 for generalizations of Theorems 1.1 and 1.2 to infinite-
dimensional spaces.
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1.2 Exponential dichotomies and stable manifolds

We now consider the more general case of nonuniform exponential dichotomies.
These are composed of nonuniform contractions and nonuniform expansions
(see Section 1.1). We also present a first consequence of the existence of an
exponential dichotomy, namely the existence of invariant stable manifolds for
any sufficiently small perturbation.

Consider a Banach space X and a continuous function ¢ — A(t) such that
A(t) is a bounded linear operator on X for each ¢ > 0. We assume again that
all solutions of (1.1) are global in the future, that is, are defined for every
t > 0. Let T'(t,s) be the evolution operator associated with equation (1.1).
This is the operator satisfying

T(t,s)v(s) = v(t)

for every solution v(t) of (1.1) and every ¢t > s. For simplicity of the exposition,
we assume that the evolution operator T'(¢,s) has a decomposition in block
form

T(t,s) = (U(t,s),V(ts))

into evolution operators with respect to some invariant decomposition X =
E®F (which is independent of the time t). We emphasize that in the remaining
chapters we do not assume that T'(¢, s) has a decomposition in block form.

We say that the equation (1.1) admits a nonuniform exponential dichotomy
if there exist constants A < 0 < p and a, b, K > 0, such that for every
t>s2>0,

(Ut s)|| < KeNt=9)Fas and ||V (t,s)7Y| < Ke #E—s)+bt, (1.5)

The constants A and p play the role of Lyapunov exponents, while a and b
measure the nonuniformity of the dichotomy. The assumption A < 0 means
that there is at least one negative Lyapunov exponent.

We now consider the equation

vl =A(t)v + f(t,v), (1.6)

where the perturbation f(¢,v) is a continuous function defined for ¢ > 0 and
v € X, such that f(¢,0) = 0 for every ¢ > 0 (and thus the origin is also a
solution of (1.6)).

The following is one of our main results on the existence of stable manifolds
for a nonautonomous differential equation, and is an immediate consequence
of Theorem 4.1.

Theorem 1.3. Assume that the equation (1.1) admits a nonuniform expo-
nential dichotomy, and that there exist ¢ > 0 and q¢ > 0 such that

1f (8 u) = F(E )| < ellu = vf|([luf]* + [[v])
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for everyt >0 and u, ve X. If
Ata+(a+b)/g<0 and A+b<uyu, (1.7)

then there exists a Lipschitz function ¢: U — F, where U C Rsr x E is an
open neighborhood of the line Rg x {0}, such that its graph W C R x X has
the following properties:

1. (t,0) € W for every t > 0;
2. W is forward invariant under the semiflow ¥, on R x X generated by
the autonomous system

t'=1, o =A@+ f(tv);

3. there exists D > 0 such that for every (s,u), (s,v) € W and 7 > 0, we
have
1@ (s, u) = r(s,0) || < DA™+ [Ju — ol|.

We refer to Section 4.2 for a detailed formulation. We observe that the
Lipschitz invariant manifolds constructed in Theorem 1.3 are in fact as smooth
as the vector filed. We refer to Chapters 5 and 6 for details.

Note that the first inequality in (1.7) is satisfied for a given a < |A| provided
that ¢, the order of the perturbation, is sufficiently large. Furthermore, both
inequalities in (1.7) are automatically satisfied when a and b are sufficiently
small. The “small” exponentials e®* and e’ in (1.5), that are not present in
the case of a uniform exponential dichotomy, are the main cause of difficulties.
On the other hand, it turns out that the smallness of the nonuniformity is a
rather common phenomenon from the point of view of ergodic theory: almost
all linear variational equations obtained from a measure-preserving flow on
a smooth Riemannian manifold admit a nonuniform exponential dichotomy
with arbitrarily small nonuniformity (see Theorem 10.6).

Our definition of weak nonuniform exponential dichotomy in (1.5) is in-
spired in the notion of uniform exponential dichotomy and in the notion of
nonuniformly hyperbolic trajectory (see Sections 4.3 and 5.2). Our work is
also a contribution to the theory of nonuniformly hyperbolic dynamics. We
refer to [1, 3] for detailed expositions of parts of the theory and to the sur-
vey [2] for a detailed description of its contemporary status. The theory goes
back to the landmark works of Oseledets [65] and Pesin [70, 71, 72]. Since
then it became an important part of the general theory of dynamical systems
and a principal tool in the study of stochastic behavior. We note that the
nonuniform hyperbolicity conditions can be expressed in terms of the Lya-
punov exponents. For example, almost all trajectories of a dynamical system
preserving a finite invariant measure with nonzero Lyapunov exponents are
nonuniformly hyperbolic.

Among the most important properties due to nonuniform hyperbolicity is
the existence of stable and unstable manifolds, and their absolute continuity
property established by Pesin in [70]. The theory also describes the ergodic
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properties of dynamical systems with a finite invariant measure absolutely
continuous with respect to the volume [71], and expresses the Kolmogorov—
Sinai entropy in terms of the Lyapunov exponents by the Pesin entropy for-
mula [71] (see also [55]). In another direction, combining the nonuniform hy-
perbolicity with the nontrivial recurrence guaranteed by the existence of a
finite invariant measure, the fundamental work of Katok [48] revealed a very
rich and complicated orbit structure, including an exponential growth rate
for the number of periodic points measured by the topological entropy, and
an approximation by uniformly hyperbolic horseshoes of the entropy of an
invariant measure (see also [50]).

Here we concentrate our attention on the stable manifold theorem. We first
briefly describe the relevant references. The proof by Pesin in [70] is an elabora-
tion of the classical work of Perron. His approach was extended by Katok and
Strelcyn in [51] for maps with singularities. In [80], Ruelle obtained a proof of
the stable manifold theorem based on the study of perturbations of products
of matrices in Oseledets’ multiplicative ergodic theorem [65]. Another proof
is due to Pugh and Shub in [78] with an elaboration of the classical work of
Hadamard using graph transform techniques. In [37] Fathi, Herman and Yoc-
coz provided a detailed exposition of the stable manifold theorem essentially
following the approaches of Pesin and Ruelle. We refer to [3] for further details.
There exist also versions of the stable manifold theorem for dynamical systems
in infinite-dimensional spaces. In [81] Ruelle established a corresponding ver-
sion in Hilbert spaces, following his approach in [80]. In [58] Mané considered
transformations in Banach spaces under some compactness and invertibility
assumptions, including the case of differentiable maps with compact deriva-
tive at each point. The results of Mané were extended by Thieullen in [92] for
a class of transformations satisfying a certain asymptotic compactness. We
refer the reader to the book [42] for a detailed discussion of the geometric
theory of dynamical systems in infinite-dimensional spaces.

We note that in the above works the dynamics is assumed to be of class
C1F¢ for some ¢ > 0. On the other hand, in [77] Pugh constructed a C'* diffeo-
morphism in a manifold of dimension 4, that is not of class C''*¢ for any ¢, and
for which there exists no invariant manifold tangent to a given stable space
such that the trajectories along the invariant manifold travel with exponential
speed. We refer to [3] for a detailed description of the diffeomorphism. Nev-
ertheless, although this example shows that the hypothesis € > 0 is crucial
in the stable manifold theorem it does not forbid the existence of families of
C! dynamics which are not of class C17¢ for any ¢ but for which there still
exist stable manifolds. Indeed, Theorem 5.1 implies the existence of invariant
stable manifolds for the nonuniformly hyperbolic trajectories of a large family
of maps that, in general, are at most of class C'. A detailed presentation is
given in Section 5.3.

There are some differences between our approach and the usual approach
in the theory of nonuniformly hyperbolic dynamics. In particular, we start
from a linear equation v’ = A(t)v instead of a linear variational equation
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v = Ag(t)v with A, (t) = dy,.F, obtained from a particular solution ¢z
of a given autonomous equation 2’ = F(z). Here ¢; is the flow generated
by the autonomous equation. Another feature of our approach is that we
deal directly with flows instead of considering time-1 maps as it is sometimes
customary in the theory of hyperbolic dynamics. This allows us to give a
direct proof, dealing simultaneously with all the times along each orbit. On
one hand, our approach to the proof of Theorem 1.3 could be considered
classical, and consists in using the differential equation (1.6) to express the
forward invariance of the manifold W under the dynamics to conclude that
o must satisfy a fixed point problem. However, the extra small exponentials in
a nonuniform exponential dichotomy substantially complicate this approach
and the implementation requires several new ideas (see Section 4.4 for details).
We also obtain in a very direct manner explicit quantitative information on
the size of the neighborhoods on which we must choose an initial condition
so that the solution satisfies a given bound. In fact, this information is put
from the beginning in the space on which we look for the fixed point. Finally,
we want to consider semiflows and not only flows. In particular, it is thus in
general impossible to introduce the same adapted Lyapunov norms as in the
case of flows. On the other hand, we still require some appropriate device that
can play a similar role in the case of semiflows. This causes several additional
difficulties.

1.3 Topological conjugacies

A fundamental problem in the study of the local behavior of a map or a flow
is whether the linearization of the system along a given solution approximates
well the solution itself in some open neighborhood. In other words, we look
for an appropriate local change of variables, called a conjugacy, that can take
the system to a linear one. Moreover, as a means to distinguish the dynamics
in a neighborhood of the solution further than in the topological category, we
would like the change of variables to be as regular as possible. For example, we
would like to know whether it is possible to distinguish between different types
of nodes. The problem goes back to the pioneering work of Poincaré, which can
be interpreted today as looking for an analytic change of variables that takes
the initial system to a linear one. The work of Sternberg [89, 90] showed that
there are algebraic obstructions, expressed in terms of resonances between
the eigenvalues of the linear approximation, that prevent the existence of
conjugacies with a prescribed high regularity (see also [19, 20, 87, 61] for
further related work).

We concentrate here our attention in the case of hyperbolic fixed points.
For simplicity of the exposition we consider maps instead of flows. We refer
to Chapter 7 for a detailed presentation in the case of flows. Consider the
dynamics generated by the map

F(v) = Av + f(v) (1.8)
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in a Banach space X. We assume that A is a linear operator, and that f is a
C! map with £(0) = 0 and dof = 0. In this setting, the linearization problem
corresponds to ask whether the behavior of the trajectories of (1.8) in some
open neighborhood of zero somehow approximates well the behavior of the
trajectories of the linear map A. It is well-known that this is the case when A
admits an exponential dichotomy: by the Grobman—Hartman theorem, under
mild additional assumptions on the perturbation f, locally the two dynamics
are topologically conjugate, that is, there exists a local homeomorphism A in
a neighborhood of 0 such that

Aoh=hoPF. (1.9)

Since A"oh = ho F™ for each n € N, the conjugacy map h takes trajectories of
the nonlinear map F' into trajectories of the linear operator A, and thus h acts
essentially as a dictionary between the two dynamics. In the two-dimensional
case the situation is different: in [44] Hartman showed that for a C? diffeo-
morphism it always exists a C! conjugacy. On the other hand, in [43] he also
gave an example of a diffeomorphism with resonances in R? for which there
exists no C! conjugacy. The original references for the Grobman-Hartman
theorem (in the case of uniformly hyperbolic dynamics) are Grobman [38, 39]
and Hartman [43, 45]. Using the ideas in Moser’s proof in [63] of the structural
stability of Anosov diffeomorphisms, the Grobman—Hartman theorem was ex-
tended to Banach spaces independently by Palis [66] and Pugh [76]. We note
that in the case of continuous time a version of the Grobman—Hartman the-
orem for nonautonomous differential equations v' = A(t)v was obtained by
Palmer in [67] (with the exception of the Holder continuity of the conjugacy),
although only for uniformly hyperbolic dynamics, that is, assuming the exis-
tence of a (uniform) exponential dichotomy.

We also want to consider the case of nonautonomous dynamics, where at
each time m € Z we apply a different map

F(v) = Apv + fin(v).

Here each f,, is a Lipschitz map with sufficiently small Lipschitz constant, and
with f,,,(0) = 0. In this case, instead of looking for a single homeomorphism h
as in (1.9), we look for a sequence of homeomorphisms h,, such that for each
m € Z we have the identity

Ay 0 by = b1 0 Fry, (1.10)

or equivalently the commutative diagram in Figure 1.1. We emphasize that
our work includes as a particular case the classical work for an autonomous
uniformly hyperbolic dynamics defined by a map F' as in (1.9).

We would like to point out that it is easy to rewrite the identity in (1.10)
in a similar manner to that in (1.9) by defining appropriate extensions of the
maps from X to Z x X. Namely, consider the maps A and F defined for each
(m,v) € Z x X by
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A(m,v) = (m+1,Apv) and F(m,v) = (m+ 1, F,(v)).

One can easily verify that the map H defined by H(m,v) = (m, hy,(v)), where
hn, are the conjugacies in (1.10), satisfies

AoH =HoF.

We note that in the case of continuous time a version of the Grobman—
Hartman theorem for nonautonomous differential equations v’ = A(t)v was
obtained by Palmer in [67] (with the exception of the Hélder continuity of
the conjugacy), although only for uniformly hyperbolic dynamics, that is,
assuming the existence of a (uniform) exponential dichotomy.

Frnta

X X X X
lhmfl J{hm, lhm+l lhm+2
Am—1 X Am X Am+1 X

Fig. 1.1. Sequence of conjugacies h,, for the problem in (1.10).

We also show that the topological conjugacies h,,, are Holder continuous
and have Holder continuous inverses. We note that in the classical autonomous
case of uniform exponential dichotomies (see (1.9)), the Hélder regularity of
the conjugacies seems to have been known by some experts for quite some
time, although apparently, to the best of our knowledge, no published proof
can be found in the literature. In particular, the Holder property was claimed
by van Strien in [96, Proposition 4.6] in 1990, but it was observed in [79]
(see also [40]) that there are some problems in the proof that are not yet
overcome. This should be compared with the discussion in [40], where the
authors indicate that the statement of the Holder regularity is contained in a
preprint of Belitskil [21] (the preprint apparently circulates since 1994 but it
remains unpublished; we note that a careful inspection of the arguments in [21]
indicates lack of care with some points, being for example unclear what norms
are used). We also mention a paper of Tan [91] announcing a forthcoming work
with a proof (the draft goes back to 1999 but it was also never published).
On the other hand, for the above mentioned example by Hartman in [43] of
a diffeomorphism in R3 for which there exists no C! conjugacy, it was shown
by Rayskin in [79] that there exists a C'* conjugacy for any o € (0,1). In
fact she obtained this result for a class of C? diffeomorphisms in R? (namely,
those for which A is diagonal, and such that A + f leaves invariant the x
and y axes, and the xy and yz planes). It is also conjectured in [79] that
this statement (existence of a C* conjugacy for any a € (0,1)) should be
true for any diffeomorphism A + f of R3 with dof = 0. In another direction
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it was shown by Guysinsky, Hasselblatt, and Rayskin in [40] that for C'*°
diffeomorphisms in R™ the conjugacy ¢ in the Grobman—Hartman theorem is
differentiable at zero with dyg being the identity.

1.4 Center manifolds, symmetry and reversibility

Center manifold theorems are powerful tools in the analysis of the behavior
of dynamical systems. For example, consider the differential equation (1.6) in
a given Banach space. We assume that f(¢,0) = 0 for every ¢. One can ask
wether the behavior of the solutions of (1.6) in a neighborhood of zero some-
how imitates that of the linear equation (1.1). This is certainly the case when
(1.1) admits an exponential dichotomy: by the Grobman—Hartman theorem,
locally the two dynamics are topologically conjugate. When the equation (1.1)
possesses some elliptic directions one can still establish the existence of center
manifolds that are tangent to the vector space generated by these directions.
However, the situation is not so simple anymore. Namely, the behavior on the
center manifold substantially depends on the nonlinearity f and in general
the manifolds need not imitate the behavior on the vector space.

Nevertheless, the understanding of the behavior of solutions of (1.6) plays
a crucial role in dynamics, for example in the study of the stability of solutions
of a given differential equation. Namely, when the equation (1.1) possesses no
unstable directions, all solutions converge exponentially to the center mani-
fold. Therefore, the stability of the system is completely determined by the
behavior on the center manifold. Accordingly, one often considers a reduction
to the center manifold, and determines the quantitative behavior on it. This
has also the advantage of reducing the dimension of the system. We refer the
reader to the book [22] for details and references. In particular, using nor-
mal forms there is also the possibility of an appropriate classification as well
as of giving a description of the allowed bifurcations. Incidentally, since one
needs to be able to approximate the center manifolds to sufficiently high or-
der, it is also important to discuss their regularity and to understand how to
approximate them up to a given order.

In its classical formulation, the center manifold theorem applies to flows for
which the linear equation in (1.1) admits a uniform exponential trichotomy.
This means that the exponential estimates for the norms of solutions of the
equation (1.1) are assumed to be independent of the initial time for which we
consider the solution (see (1.11) and (1.12)). For simplicity, we assume here
that the operator A(t) has a block form with respect to some fixed decompo-
sition E @ F; @ F> of the Banach space, with F, F}, and F5 corresponding
respectively to the central, stable, and unstable directions (the general case
is considered in Chapter 8). Then the solution of (1.1) with v(s) = v, can be
written in the form

U(t) = (U(t7 8), Vl (tv S), ‘/Q(t’ s))”s»
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where U(t, s), Vi(t,s), and Va(¢, s) are the evolution operators associated re-
spectively with the three blocks of A(t).

We say that the equation in (1.1) admits a uniform exponential trichotomy
if there exist constants b > a > 0, d > ¢ > 0, and D > 0 such that for every
s, t € Rwith t > s,

Ut s)l| < De=*), || Va(t,s) 7! || < De~=2), (1.11)
and for every s,t € R with t < s,
|0 )l < D=0, |[Vi(t,5)~} | < De~ e, (1.12)

We can now formulate the classical center manifold theorem. For simplicity
we denote by 0 the partial derivative with respect to u.

Theorem 1.4. Assume that:

1.v" = A(t)v has only global solutions and admits a uniform exponential
trichotomy in the Banach space X ;

2. A and f are of class C* for some k € N, with u +— OF f(t,u) Lipschitz,
and with f(t,0) =0 and 0f(t,0) =0 for every t € R;

3. 09 f is bounded for j =1, ..., k.

If ka < b—a and ke < d — c, then there exists a manifold V of class C*
containing the line R x {0} and satisfying T(50)V =R x E for every s € R.

It is difficult to give an original reference for the first published version
of Theorem 1.4, but the statement should be considered classical. This is
also due to the fact that the linear equation in (1.1) is nonautonomous: the
modifications which are necessary in the approach for autonomous systems in
order to obtain center manifolds for nonautonomous systems are not substan-
tial, but several authors considered only the autonomous case. Theorem 1.4
is also a particular case of Theorem 1.5 that considers the general setting of
nonuniform exponential trichotomies.

The study of center manifolds can be traced back to the works of Pliss [73]
and Kelley [52]. A very detailed exposition in the case of autonomous equa-
tions is given in [93], adapting results in [95]. See also [62, 94] for the case of
equations in infinite-dimensional spaces. We refer the reader to [23, 26, 27, 93]
for more details and further references.

Our goal is to weaken the condition concerning the existence of a uniform
exponential trichotomy, and find the weakest hypotheses under which one can
construct center manifolds for the equation (1.6). In particular, we do not
require the linear equation (1.1) to possess a uniform exponential behavior
(either in the central, stable, or unstable directions). We still use some amount
of partial hyperbolicity to establish the existence of the center manifolds,
but this hyperbolicity can be spoiled exponentially along each solution as
the initial time changes. Namely, we say that the equation in (1.1) admits
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a nonuniform exponential trichotomy if there exist constants b > a > 0,
d>c>0,60>0,and D > 0 such that for every s,t € R with ¢ > s,

[U(t,s)|| < DeE==)40lsl (¢, 5) 71| < De =)l (1.13)
and for every s,t € R with t < s,
|U(t,s)|| < DecC=D+0sl 1y (¢, 5) 7Y < Demds=O+0It, (1.14)

The constant 6 measures the nonuniformity of the exponential behavior.

We can now formulate a prototype of our center manifold theorem, where
we replace uniform exponential trichotomy (see Theorem 1.4) by nonuniform
exponential trichotomy.

Theorem 1.5. Assume that:

1. v" = A(t)v has only global solutions and admits a weak nonuniform expo-
nential trichotomy in the Banach space X;

2. A and f are of class C* for some k € N, with u +— OF f(t,u) Lipschitz,
and with f(t,0) =0 and 9f(t,0) =0 for every t € R;

3. (t,u) — e* 201 GT £ (¢ ) is bounded for j =1, ..., k, and the Lipschitz
constant of u s eF T2k £(¢ u) is independent of t.

If (k+1)(a+0) <band (k+1)(c+0) < d, then there exists a manifold V of
class C* containing the line R x {0} and satisfying Ts,00V =R x E for every
seR.

Theorem 1.5 is a simple consequence of Theorem 8.2, starting by making
the rescaling (¢, u) — (t,du) with § sufficiently small.

Our approach to the proof of Theorem 10.20 could be considered classical,
and consists again in using the differential equation to express the invariance
of the center manifold under the dynamics and conclude that it must be the
graph of a function satisfying a certain fixed point problem. However, the
extra small exponentials in a nonuniform exponential trichotomy (see (1.13)
and (1.14)) substantially complicate this approach and the implementation
requires several nontrivial changes. In particular, we need to consider two
fixed-point problems—one to obtain an a priori estimate for the speed of
decay of the central component of the solutions along a given graph, and the
other to obtain the graph which is the center manifold. In order to obtain the
required estimates in the fixed point problems, we need sharp bounds for the
derivatives of the central component of the solutions, and for the derivatives
of the vector field along a given graph. For this we use a multivariate version
of the Faa di Bruno formula in [30] for the derivatives of a composition. See
Section 6.3.2 for details. We also use a result in [34] (see Proposition 6.3),
that goes back to a lemma of Henry in [46]. This result allows us to establish
the existence and simultaneously the regularity of the center manifolds using
a single fixed point problem, instead of a fixed point problem for each of the
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successive higher-order derivatives. Essentially, the result says that the closed
unit ball in the space C*9 of functions of class C* between two Banach spaces
with Holder continuous k-th derivative with Hoélder exponent ¢ is closed with
respect to the C%-topology. This allows us to consider contraction maps solely
using the supremum norm instead of any norm involving also the derivatives.
See [28] for a related approach in the particular case of uniform exponential
behavior.

In Chapter 9 we consider the notions of reversible and equivariant equa-
tion. We show that the (time) reversibility and equivariance in a given flow
descends respectively to the reversibility and equivariance in any center mani-
fold. We emphasize that we consider the general case of nonautonomous equa-
tions.

1.5 Lyapunov regularity and stability theory

Let us first consider the finite-dimensional setting by which our work was in-
spired. We are interested in the study of the persistence of the asymptotic sta-
bility of the zero solution of a nonautonomous linear differential equation (1.1)
under a perturbation f of the original equation as in (1.6).

We recall that there are examples, going back to Perron, showing that
an arbitrarily small perturbation (1.6) of an asymptotically stable nonau-
tonomous linear equation (1.1) may be unstable, and in fact may be exponen-
tially unstable in some directions, even if all Lyapunov exponents of the linear
equation (1.1) are negative. It is of course possible to provide additional as-
sumptions of general nature under which the stability persists. This is the case
for example with the assumption of uniform asymptotic stability for the linear
equation, although this requirement is dramatically restrictive for a nonau-
tonomous system. Incidentally, this assumption is analogous to the restrictive
requirement of existence of an exponential dichotomy for the evolution opera-
tor of a nonautonomous equation in the case when there exist simultaneously
positive and negative Lyapunov exponents. It is thus desirable to look for
general assumptions that are substantially weaker than uniform asymptotic
stability, under which one can still establish the persistence of stability of the
zero solution of (1.6), when the perturbation f is sufficiently small. This is
the case of the so-called notion of regularity introduced by Lyapunov in his
doctoral thesis [57] (the expression is his own), which unfortunately seems
nowadays apparently overlooked in the theory of differential equations (either
related to stability or otherwise).

We now briefly recall the classical notion of Lyapunov regularity, or regu-
larity for short, in the finite-dimensional setting. We first introduce the Lya-
punov exponent associated to the linear differential equation (1.1) in R™. We
assume that A(t) depends continuously on ¢, and that all solutions of (1.1)
are global. The Lyapunov exponent A: R” — R U {—o0} is defined by
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1

Azo) = lim sup — log||z(t)]|, (1.15)
t——+oo t

where x(t) denotes the solution of (1.1) with 2(0) = zy. To introduce the

notion of regularity we also need to consider the adjoint equation

y = —A(t)"y, (1.16)

where A(t)* denotes the transpose of A(t). The associated Lyapunov exponent
w: R" - RU{—o0} is defined by

. 1
plyo) = limsup + logy(1)],
t——+oo

where y(t) denotes the solution of (1.16) with y(0) = yo. It follows from the
abstract theory of Lyapunov exponents (see Section 10.1) that the function
A can take at most n values on R™ \ {0}, say —oco < Ay < -+ < A, for some
integer p < n. Furthermore, for each ¢ = 1, ..., p the set

E;,={zeR": \z) < \;}

is a linear space. We consider the values \] < --- < X of the Lyapunov
exponent A on R™\ {0} counted with multiplicities, obtained by repeating
each value \; a number of times equal to dim E; — dim E;_; (with Ey = {0}).
In a similar manner we can consider the values p} > --- > pu! of the Lyapunov
exponent p on R™\ {0} counted with multiplicities. We say that the linear
equation (1.1) is Lyapunov regular if

N+ p,=0fori=1,...,n.

It is well known that if all values of the Lyapunov exponent are negative
then the zero solution of (1.1) is asymptotically stable. However, there may
still exist arbitrarily small perturbations f(t,x) with f(¢,0) = 0 such that the
zero solution of (1.6) is not asymptotically stable. An explicit example in R?
is the equation (u',v") = A(t)(u,v), with the diagonal matrix

A(t) = —15 — 14(sinlog t 4 coslogt) 0
o 0 —15 4 14(sinlogt + coslogt) / ’
and the perturbation f(t,(u,v)) = (0,u*). In this example, one can show

that the Lyapunov exponent A in (1.15) is constant and equal to —1, but
there exists a solution (u(t),v(t)) of the perturbed system (1.6), that is, of
the equation (u/,v") = A(t)(u,v) + (0,u?), with

1
limsup — log||(u(t), v(t))[| > 0
t——+o0 t

(we refer to [1] for full details about the example). In other words, assuming
that all values of the Lyapunov exponent A are negative is not sufficient to
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guarantee that the asymptotic stability of the linear equation (1.1) persists
under sufficiently small perturbations. On the other hand, if (1.1) is Lyapunov
regular, then for any sufficiently small perturbation f(¢,z) with f(¢,0) = 0 for
every t > 0, the zero solution of the perturbed equation (1.6) is asymptotically
stable (see Theorem 12.5).

It should be noted that while Lyapunov regularity requires much from
the structure of the original linear equation, it is substantially weaker than
the requirement of uniform asymptotic stability (note that a priori Lyapunov
regularity also requires much from the structure of the associated adjoint
equation, although there are alternative characterizations of regularity that
do not use the adjoint equation; see Section 10.4). More precisely, consider
the evolution operator U (t, s) associated to (1.1), satisfying x(t) = U (¢, s)z(s)
for each t > s, where z(t) is a solution of (1.1). When the linear system (1.1)
is Lyapunov regular and all values of the Lyapunov exponent A\ are negative
one can show that for every 8 > 0 there exist positive constants ¢ and « such
that

|U(t, s)|| < ce” =55 for every t > s.

However, in general one cannot take 8 = 0, and thus the system need not be
uniformly asymptotically stable. In particular,

lz(t)]| < ce® e |la(s)]],

where the constant ce®® deteriorates exponentially along the orbit of a so-
lution. This means that the “size” of the neighborhood at time s where the
exponential stability of the zero solution is guaranteed may decay with expo-
nential rate, although small when compared to the Lyapunov exponents by
choosing (3 sufficiently small.

While the notion of Lyapunov regularity makes considerable demands on
the linear system, it turns out that within the context of ergodic theory it is
typical under fairly general assumptions. Here we formulate only one of the
major results in this direction, which in fact is one of the fundamental pieces
at the basis of the so-called smooth ergodic theory or Pesin theory (see [1]).
Recall that a finite measure v in R™ is invariant under the flow {¢; }ier if

v(p:(A)) = v(A) for every measurable set A C R™ and t € R.

The following statement is a particular version of the celebrated multiplicative
ergodic theorem of Oseledets in [65]. It is a simple consequence of the general
theory, as described for example in [1].

Theorem 1.6 (see [65]). Consider a differential equation ' = F(x) in R™
with F of class C1, and assume that it generates a flow {p;}ier which pre-
serves a finite measure v with compact support in R™. Then for v-almost every
x € R™ the linear variational equation

Y = Ay (t)y with Ay(t) = dy,o F (1.17)

is Lyapunov regular.
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We refer to [1] for a detailed exposition of the multiplicative ergodic theo-
rem. We remark that since the general solution of the equation (1.17) is given
by y(t) = (dzvt)yo, with yg € R™, the Lyapunov exponent A in (1.15) asso-
ciated to (1.17) coincides with the “usual” Lyapunov exponent associated to
each solution () of 2’ = F(z) along a direction g, that is,

(o) = limsup © log|(dscpr o
t——4oo

We can apply Theorem 1.6 for example to any Hamiltonian equation and
the associated invariant Liouville-Lebesgue measure. More generally, any flow
defined by a differentiable vector field with zero divergence preserves Lebesgue
measure. This happens in particular with the geodesic flow on the unit tangent
bundle of a smooth manifold.

Theorem 1.6 and its related versions should be considered strong moti-
vations to study Lyapunov regular systems, in view of the ubiquity of these
systems at least in the measurable category. Furthermore, and this is another
motivation for our study, there exist several related results in the infinite-
dimensional setting. Namely, it turns out that the notion of Lyapunov reg-
ularity in a finite-dimensional space has several important geometric conse-
quences, related to the existence of exponential growth rates of norms, angles,
and volumes (for details see Chapters 10 and 11). Ruelle [81] was the first
to obtain related “geometric” results in Hilbert spaces. Later on Mané [58]
considered transformations in Banach spaces under some compactness as-
sumptions (including the case of differentiable maps with compact derivative
at each point). The results of Mané were extended by Thieullen in [92] for a
class of transformations satisfying a certain asymptotic compactness. In view
of the regularity theory in finite-dimensional spaces one should ask, and this
is another motivation for our study, whether the above “geometric” results
in the infinite-dimensional setting have behind them an analogous (infinite-
dimensional) regularity theory, which additionally reduces to the classical the-
ory when applied to the finite-dimensional setting. We shall show that this is
indeed the case (see Chapter 11). Note that the answer to this question largely
depends on finding an appropriate generalization of the notion of Lyapunov
regularity for infinite-dimensional spaces.
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Exponential dichotomies
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Exponential dichotomies and basic properties

The classical notion of exponential dichotomy, which we call uniform exponen-
tial dichotomy, is a considerable restriction for the dynamics and it is impor-
tant to look for more general types of hyperbolic behavior. These generalized
notions can be much more typical than the notion of uniform exponential
dichotomy. This is precisely the case of the notion of nonuniform exponen-
tial dichotomy, that we introduce in Section 2.1. In particular, we show that
essentially any (nonautonomous) linear differential equation admits such a di-
chotomy (see Section 2.3). We note that each uniform exponential dichotomy
is also a nonuniform exponential dichotomy.

2.1 Nonuniform exponential dichotomies

We introduce in this section the concept of nonuniform exponential dichotomy
for a linear differential equation. We follow closely [13] although now in the
infinite-dimensional setting of Banach spaces.

Let X be a Banach space and let A: J — B(X) be a continuous function
on some interval J C R, where B(X) is the set of bounded linear operators
on X. Consider the initial value problem

v =At)v, v(s) = vy, (2.1)
with s € J and v, € X. We always assume in the book that
each solution of (2.1) is defined for every ¢ € J. (2.2)

We write the unique solution of the initial value problem in (2.1) in the
form v(t) = T(t,s)v(s), where T(t,s) is the associated evolution operator.
We clearly have

T(t,s)T(s,r)=T(t,r) and T(¢t,t)=1d

for every t, s, r € J. In particular T(t, s) is invertible and T'(¢,s)~! = T'(s,t)
for every t, s € J.
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Definition 2.1. Consider an interval J C R. We say that the linear equation
v’ = A(t)v admits a nonuniform exponential dichotomy in J if there exists a
function P: J — B(X) such that P(t) is a projection for each t € J, with

P(t)T(t,s) =T(t,s)P(s) for every t,s € J with t > s, (2.3)
and there exist constants
a<0<b, a,b>0, and Dy,Dy>1 (2.4)
such that for every t,s € J with t > s,
IT(t, $)P(s)]] < Die™t=%ell | T(t,5)71Q(t)]| < Dye 2140, (2.5)
where Q(t) = Id —P(t) is the complementary projection for each t € J.

We emphasize that the notion of nonuniform exponential dichotomy occurs
naturally in the theory of differential equations (see Section 2.3 and Chap-
ter 10). More generally, one can introduce the notion of dichotomy for a given
evolution operator T'(¢, s), without considering any associated linear equation,
and thus, in particular, without any a priori assumption on the regularity of
the map (¢, s) — T(t, s). The definition of nonuniform exponential dichotomy
mimics the classical notion of (uniform) exponential dichotomy. Namely, we
recall that the linear equation v/ = A(t)v admits a (uniform) exponential di-
chotomy if there exists a function P as in Definition 2.1 and constants D,
B > 0 such that for ¢t,s € J with t > s,

IT(t, s)P(s)| < De Bt=s5) IT(t,s)"1Q(t)] < DeBt=s)

Observe that the constant b may be zero, which is not the case in the notion
of (uniform) exponential dichotomy.
We also consider a strong form of nonuniform exponential dichotomy. Con-
sider constants
a<a<0<b<b and a,b>0. (2.6)

Definition 2.2. Consider an interval J C R. We say that the linear equation
v = A(t)v admits a strong nonuniform exponential dichotomy in J if there
exists a function P: J — B(X) such that P(t) is a projection for each t € J
and (2.3) holds, and there exist constants as in (2.6) and Dy, Dy > 1 such
that for every t,s € J with t > s,

IT(t, 5)P(s)|| < Dre™ =1+l |7 (1, )7 P(t)]| < Dyem ¢+l

_ (2.7)
IT(t, )Q(s)[| < Dae® =l I T(t, )71 Q(t)|] < Doe 2=,

Clearly, any strong nonuniform exponential dichotomy is also a nonuniform
exponential dichotomy. On the other hand, even when X is finite-dimensional,
a linear equation admitting a nonuniform exponential dichotomy may not
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admit a strong nonuniform exponential dichotomy. We give a simple example.
Consider the equation in R? given by

¥ =—z, y =ty (2.8)
One can easily verify that (2.8) admits a nonuniform exponential dichotomy
in Rt witha = -1,b=0,a = b =0, and D; = Dy = 1. Furthermore,
the second inequality in (2.7) holds with @ = —1. But we would have to take
b = 400 so that the third inequality in (2.7) could hold. Thus, equation (2.8)
does not admit a strong nonuniform exponential dichotomy in RT.

The first four constants in (2.6) play the role of Lyapunov exponents for
the solutions of the linear system in (2.1): they correspond, respectively, to the
largest and smallest contraction, and to the smallest and largest expansion in
the linear system. The constants a and b in (2.6) measure the nonuniformity
of the dichotomy, and are also closely related to the Lyapunov exponents. We
can indeed obtain estimates for the actual values of the six numbers in (2.6)
in terms of the Lyapunov exponents (see Theorem 10.6). The inequality @ < 0
in (2.6) means that there exists at least one negative Lyapunov exponent; one
can of course introduce an entirely analogous version of dichotomy when @ <
0 < b. While this certainly causes an asymmetry in the notion of nonuniform
dichotomy, it turns out that for the stable (respectively unstable) manifold
theory we do not require the condition b > 0 (respectively @ < 0). We refer to
Chapters 4, 5, and 6 for details.

We now present an example of nonuniform exponential dichotomy that is
not uniform. Let w > a > 0 be real parameters and consider the equation
in R? given by

v = (—w—atsint)u, v = (w+ atsint)v. (2.9)

Proposition 2.3. The linear equation (2.9) admits a nonuniform exponential
dichotomy in R that is not a uniform exponential dichotomy.

Proof. It is easy to verify that u(t) = U(t, s)u(s) and v(t) = V (¢, s)v(s), where

_ _—wttws+atcost—ascos s—asint+asins
Ut,s) =e ,

V(t 8) _ ewt—ws—at cost+4ascos s+asint—asins
) - .

The evolution operator T'(t, s) associated to (2.9) is given by
T(t;s)(u,v) = (U(t, s)u, V(¢ 5)v).

We consider the projection P(t): R? — R? defined by P(t)(u,v) = u. Clearly,
(2.3) holds. It remains to show that there exists D < €2 such that

Ult,s) < Delmwrat=s)+2als| for ¢ > ¢ (2.10)

and
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V(s t) < De~(wWra)t=s)+2alt] g5, 4 > o (2.11)
We first note that

U(t, S) — e(744,'Jra)(tfs)Jrat(cos1571)70‘5(005 s—1)+a(sin sfsint). (212)

For t,s > 0 it follows from (2.12) that U(t,s) < e2®e(-wHta)(t=s)+2as Fyrther-
more, if ¢ = 2k7w, s = (20 — 1)7 with k,l € N then

Ult,s) = el-wta)t=s)+2as, (2.13)

For t > 0 and s < 0 it follows from (2.12) that U(t,s) < e?@e(-wta)t=s),
Finally, for s <t <0 it follows from (2.12) that

U(t,S) < €2a6(7w+a)(t78)+2a\t| < €2ae(7w+a)(t75)+2a|s\.

This establishes (2.10). The bound for V (¢, s) in (2.11) can be obtained in a
similar manner. Furthermore, if t = —2kw, s = —(2] — 1)7 with k,l € N, then

V(s,t) = e~ (Wa)lt=s)+2alt] (2.14)

By (2.10) and (2.11), the linear equation (2.9) admits a nonuniform ex-
ponential dichotomy. It follows from (2.13) and (2.14) that the exponentials
e?elsl and e2el! in (2.10) and (2.11) cannot be removed by making D or w —a
sufficiently large. This shows that the exponential dichotomy is not uniform.

O

2.2 Stable and unstable subspaces

Assume that the linear equation v = A(t)v admits a nonuniform exponential
dichotomy in J. We consider the linear subspaces

Et)=Pt)X and F(t)=Q(t)X (2.15)

for each t € J. We call E(t) and F(t) respectively the stable and unstable
subspaces at time t (although strictly speaking F'(t) should be called unstable
space only when b > 0). Clearly

X =E(t) @ F(t) for every t € J,

and the dimensions dim E(t) and dim F'(¢) are independent of ¢.
The unique solution of (2.1) can be written in the form

v(t) = (U(t,8)E,V(t,s)n) € E(t) x F(t) for t,s € J with ¢t > s, (2.16)

with v, = (§,7) € E(s) x F(s), where
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U(t,s) == T(t,s)P(s) = T(t,s)P(s)2 = P()T(t,s)P(s),
V(t,s) = T(t,5)Q(s) = T(t,5)Q(s)* = Q)T (t, 5)Q(s).
Using (2.3), one can easily verify that
U(t,s)E(s) = E(t) and V(¢ s)F(s) = F(t)

for every t, s € J. In particular, when the stable and unstable subspaces are
independent of t, that is, E(t) = FE and F(t) = F for every ¢, the operator
T'(t,s) has a block form with respect to the direct sum F @ F', namely

e = (57 i)

Furthermore, the linear operators
U(t,s): E(s) — E(t) and V(t,s): F(s) — F(t)

are invertible. Without danger of confusion we denote the corresponding in-
verses by U(t,s)~! and V(t,s)~!. Clearly,

Ult,s)"' =U(s,t) and V(t,s)"' =V(s,t)

for every t, s € J. Note that we can replace the inequalities (2.7) in the notion
of strong nonuniform exponential dichotomy by

|U(t, )| < Daem=+lsl - U(t, )71 < Dyemelt=svel],

_ (2.17)
[V(t,5)]| < Dac™ 74081, V(1) 1| < Dpent0-9)5001

Similarly, we can replace the inequalities (2.5) in the notion of nonuniform
exponential dichotomy by the first and the last inequalities in (2.17).
Setting ¢ = s in (2.5) we obtain

IP@)]| < D1 and [|Q(t)]| < Dy’
for every t € J. We now define
alt) = inf{lle — yll sz € E(t)y € F@), ol = llyll =1} (218)
Proposition 2.4. For each t € J we have

1 2 1 2
o1 <Y< 1Eer ™ jer =Y < eor

Proof. We only establish the inequalities with P(¢). The inequalities with Q(¢)
follow from the symmetry in the definition of a(t). For the first inequality, note
that P(t)(x —y) = « for each z and y as in (2.18). Hence,
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L= [P (z =yl < [[PO - lz -yl

which gives the lower bound for a(t). For the second inequality, observe that
for v,w € X with o = P(t)v # 0 and w = Q(t)w # 0 we have

Note that P(t)(v —w) = v. Given € > 0 we can select v,w € X such that for
z = U —w we have

IIvH ]l

H [(© = @)||o|l + @(o] - [lol)] _ 2[v -
12]] - flwll el

E S T
I1P(@)z]| — [IP@)]l
Therefore,
2||f<?|| 2
| < < +2
’ ol [l H 1P(t) \ 1P
Since ¢ is arbitrary we obtain the upper bound for «(t). |

In particular, a(t) > e~ "!*| /D where x = min{a, b} and D = min{Dy, D>}.
One can easily verify that in the case of Hilbert spaces

at) = 2sin(6(t)/2),
where 6(t) is the angle between the subspaces E(t) and F(t). Thus,
0(t) > 2sin(0(t)/2) > eIt/ D,

that is, 6(t) cannot decrease more than exponentially. In the general case of
Banach spaces, the number a(t) in (2.18) can also be thought of as an “angle”
between the subspaces E(t) and F'(t). We refer to [47] for a related discussion.

2.3 Existence of dichotomies and ergodic theory

We discuss here briefly the existence of nonuniform exponential dichotomies
and the relation of the notion with ergodic theory. A detailed description will
be given in latter chapters. Incidentally, we note that the proofs of Theo-
rems 2.5 and 2.6 depend on results in latter chapters. However, the theorems
are used nowhere in the book, and thus there is no danger of circular reason-
ing.

The following statement shows that nonuniform dichotomies are very com-
mon at least in finite-dimensional spaces. Set X = R". We assume that there
exists a decomposition R” = F@® F' (independent of ), with respect to which
A(t) is a n X n matrix with the block form

At) = (B(()t) C(()t)) for t > 0. (2.19)
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Given vy € R", we define the Lyapunov exponent of vy by

, 1
A(vo) = lim sup - log o)1,

where v(t) is the solution of (2.1) with v(0) = vo. We make the convention
that log0 = —o0.

Theorem 2.5 ([13]). Assume that A(t) is a n X n matriz with the block form
in (2.19) fort > 0. If AMwvg) < 0 for every vo € E, and A(vg) > 0 for every
vo € F'\ {0}, then the linear equation v' = A(t)v admits a strong nonuniform
exponential dichotomy in R .

Theorem 2.5 is an immediate consequence of Theorem 10.6, that also ad-
dresses the question of estimating the numbers in (2.6). Namely, these numbers
will be related with the Lyapunov exponents. We refer to Section 12.4 for a
related discussion in the infinite-dimensional setting of Hilbert spaces.

In the construction of invariant manifolds in the following chapters, we
need the numbers a and b in (2.7) or (2.17) to be sufficiently small when
compared to the “Lyapunov exponents”, that is, to the constants a, @, b, and b
in (2.6). We note that, however, we never need them to be zero (in which case
we would have a uniform dichotomy). This smallness assumption means that
the nonuniformity of the dichotomy is sufficiently small when compared to
these constants. It turns out that at least from the point of view of ergodic
theory, the constants a and b can be made arbitrarily small almost always. To
formulate a rigorous statement, we recall that a flow ¥,: M — M is said to
preserve a measure pon M if u(U A) = u(A) for every measurable set A C M
and every t € R.

Theorem 2.6. If ' is a vector field of class C* on a compact smooth Rie-
mannian manifold M whose flow W, preserves a finite measure p on M, then
for p-almost every x € M the evolution operator T(t,s) = d W, (d,Ws)~! de-
fined by the linear variational equation

v = A (t)v, with Ay(t) = dy,. F

admits a strong nonuniform exponential dichotomy in R with arbitrarily small
a and b.

Proof. The statement can be obtained as an immediate consequence of The-
orem 10.22. For this it is sufficient to observe that the map = — ||d,%]|| is
continuous and positive on the compact manifold M, and thus the condition
(10.62) holds automatically. O

We refer to Section 10.6 for more general statements, whose proofs require
however the multiplicative ergodic theorem.
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Robustness of nonuniform exponential
dichotomies

We give in this chapter conditions for the robustness of nonuniform expo-
nential dichotomies in Banach spaces, in the sense that the existence of an
exponential dichotomy for a linear equation v = A(t)v persists under suf-
ficiently small linear perturbations. We also establish the continuous depen-
dence with the perturbation of the constants in the notion of dichotomy and
the “angles” between the stable and unstable subspaces. The proofs exhibit
(implicitly) the exponential dichotomies of the perturbed equations in terms
of fixed points of certain contractions. We emphasize that we do not need the
notion of admissibility (with respect to bounded nonlinear perturbations). We
also establish related results in the case of strong nonuniform exponential di-
chotomies. All the results are obtained in Banach spaces. The presentation
follows closely [18].

3.1 Robustness in semi-infinite intervals

We discuss in this section the robustness of nonuniform exponential di-
chotomies in semi-infinite intervals. We refer to Section 3.3 for the case of
dichotomies in R.

3.1.1 Formulation of the results

We continue to consider the equation in (2.1), and we assume that (2.2) holds.
Also, we continue to denote by T'(t, s) the associated evolution operator. When
equation (2.1) has a nonuniform exponential dichotomy, we say that the di-
chotomy is robust in a given class of (sufficiently small) perturbations if for
B in this class the equation

V' = [A(t) + B(t)]v (3.1)

still has a nonuniform exponential dichotomy.
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With the notation in (2.4) we set
¢ = min{—a,b}, ¥ =max{a,b}, and D =max{D;i, Ds}. (3.2)

We also write

¢=cy/1-26D/c and 5:# (3.3)

1-6D/(c+c)

The following is the main robustness result. We consider dichotomies in
an interval J = [p, +00) with ¢ < 0.

Theorem 3.1 ([18]). Let A,B: J — B(X) be continuous functions such
that:

1. equation (2.1) admits a nonuniform exponential dichotomy in the inter-
val J with ¥ < ¢;
2. |B(t)|| < e~ for every t € J.

If 0 is sufficiently small, then equation (3.1) admits a nonuniform exponential
dichotomy in J, with the constants c, ¥, and D replaced respectively by ¢, 29,
and 4DD.

The proof of Theorem 3.1 is given at the end of Section 3.1.2. Note that
setting 6 = 20 D/c the constants in (3.3) satisfy

1 1 §2D?
c=cl1=-20—-202—... )\ =¢c—6D— —
c c( 29 89 ) c—90 5
and 6D?  §2D3
~ 1 1
D=D(1+-0+-0*+.-- | =D+ —
(+49+80+ ) + 5ot 52

It should be noted that, by considering the constants in (2.4) instead of those
in (3.2), in general we could in principle obtain better estimates for the ex-
pansion and contraction rates of the nonuniform exponential dichotomy for
the perturbed equation (3.1). However, particularly due to the nonuniformity,
this would require heavier computations which would hide the main princi-
ples of our approach. Instead, we prefer to present a clear approach aimed at
showing the “qualitative nature” of the robustness of nonuniform exponential
dichotomies, without a lengthy discussion about optimal constants.

We also establish a weaker statement with slightly weaker hypotheses.
Namely, in the following theorem we obtain norm bounds along the stable
and unstable directions for the perturbed equation (3.1). However, we give no
information about the norms of the projections for the perturbed equation.
This requires slightly stronger hypotheses and is included in the statement of
Theorem 3.1. We shall denote by T(t, s) the evolution operator associated to
equation (3.1).



3.1 Robustness in semi-infinite intervals 29

Theorem 3.2 ([18]). Let A, B: J — B(X) be continuous functions such that
equation (2.1) admits a nonuniform exponential dichotomy in J with ¥ < c,
and assume that | B(t)|| < se= ! for every t € J. If

0=20D/c<1, (3.4)
then there exist projections 13(75): X — X for each t € J such that
T(t,s)P(s) = P(t)T'(t,s), t>s, (3.5)

and o
IT(t, 5)|Im P(s)|| < De~ct=H0lsl ¢ > g,

IT(t, )| Im Q(s)]| < De= e+l s > ¢,
where Q(t) = Id —P(t) is the complementary projection of P(t).

We will start by proving this weaker statement in the following section.
We note that to obtain Theorem 3.1 from Theorem 3.2 it remains to obtain
sharp bounds for the norms of the projections P(t) and Q(t).

Some of the arguments are inspired by work of Popescu in [75] in the case of
uniform exponential dichotomies. Incidentally, we note that he uses the notion
that is sometimes called admissibility, while we do not need this notion, of
course independently of its interest in other situations. This notion goes back
to Perron and refers to the characterization of the existence of an exponential
dichotomy in terms of the existence and uniqueness of bounded solutions of
the equation v’ = A(t)v+ f(t) for f(t) in a certain class of bounded nonlinear
perturbations. This property is called the admissibility of the pair of spaces in
which we respectively take the perturbation and look for the solutions. One
can also consider the admissibility of other pairs of spaces.

We note that in the case of uniform exponential dichotomies the study
of robustness has a long history. In particular, the robustness was discussed
by Massera and Schéffer [59] (building on earlier work of Perron [69]; see
also [60]), Coppel [31], and in the case of Banach spaces by Dalec’kii and
Krein [33], with different approaches and successive generalizations. The con-
tinuous dependence of the projections for the exponential dichotomies of the
perturbed equations was obtained by Palmer [68]. For more recent works we
refer to [25, 64, 75, 74] and the references therein (since we are dealing with
nonuniform exponential dichotomies we refrain to be more detailed on the
literature). In particular, Chow and Leiva [25] and Pliss and Sell [74] con-
sidered the context of linear skew-product semiflows and gave examples of
applications in the infinite-dimensional setting, including to parabolic partial
differential equations and functional differential equations. We emphasize that
all these works consider only the case of uniform exponential dichotomies.

3.1.2 Proofs

We shall divide the proof of Theorem 3.2 into several steps. We first prove
some auxiliary results.
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Step 1. Construction of bounded solutions

Set
G=A{(t,s) e I x J:t>s},

and consider the space
C={U: G — B(X) : U is continuous and ||U]| < oo} (3.8)
with the norm
Ul = sup{ Ut s)lle” " = (£, 5) € GY. (3.9)

Lemma 3.3. The equation Z' = (A(t) + B(t))Z has a unique solution U € C
such that for each (t,s) € G,

U(t,s) =T(t,s)P(s) + / T(t,7)P(T)B(T)U(T,s)dr
N s (3.10)
- /t T(t, Q) B(1)U (. 5) dr.

Proof of the lemma. Assume that some function U € C satisfies (3.10). Then
t — U(t,s) is differentiable (since t — T(t,s) is differentiable), and taking
derivatives with respect to ¢ in (3.10) a simple computation shows that ¢ —
U(t,s)€, t > s is a solution of equation (3.1) for each £ € X. Thus, we must
show that the operator L defined by

(LU)(t,s) = T(t,s)P(s) —|—/ T(t,7)P(m)B(m)U(r,s)dr
. s (3.11)
- /t T(t,7)Q(T)B(T)U(r,s)dr

has a unique fixed point in the space €. We have
I(LU)(E, s)| < [IT(E, s)P(s)]]
+ /: 1T, )P - (1B - U (7, 8)| dr
+ [CIrene@n 1Bl e lar g
< De—clt=9)+0lsl 1 pgellsl || /t e~ “=7) dr

+ Dae? || / e=e=0) gr.
t

Since ¢ > 0, in view of (3.4) this implies that
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|LU|| < D +0||U|| < oo.

Therefore, we have a well-defined operator L: € — C. Using the identity (3.11)
for Uy, Us € €, and proceeding in a similar manner to that in (3.12) we obtain

|[LUy — LU,|| < 0||Ur — Uz

It follows from (3.4) that L is a contraction, and thus there exists a unique
U € C such that LU = U. This completes the proof of the lemma. O

Lemma 3.4. For any t > 7 > s in J we have

U(t, 7)U(r,s) =Ul(t,s).

Proof of the lemma. Write
X(t,s) =T(t,s)P(s)B(s) and Y(t,s)="T(t,s)Q(s)B(s).

Since P(t) and Q(t) are complementary projections, it follows from (2.3) to-
gether with (3.10) that U(¢, 7)U(7, s) is equal to

T(t,7)P(T)T )

(r,5)P(s
+ T, ) P(r) < / " X (r ) U (u, 5) du — / Y ) U, ) du)
+ (/:X(t,u)U(u,T) du — /too Y (¢, u)U (u, 7) du)U(T,s),

and thus,
U(t, 7)U(,s) = T(t, ) P(s) + / "X (6 W)U (u,s) du
+ / X W)U (YU 5) dut — /t S Y () U, 7)U (7, 5) du.
Using again (3.10) this yields
Ut 1)U (r,s) — Ut 5) = [ X (t,u)U (u, 5) du
+ / Xt )U (0, 7)U (7, )
- /t TVt a)U () U (7, 5) du
- /:X(t,u)U(u, s)du+ /too Y (¢, u)U (u, s) du
_ / XtV m)U (7, ) — U, )] du

— /too Y (t,u)[U(u,7)U(T,s) — U(u, s)] du.
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Settin.
© Z(u) =U(u,7)U(T,s) — U(u,s), (3.13)

we can rewrite the above identity in the form

t oo
2(t) = / X (4 1) Z(u) du — / Y (¢, u)Z(u) du. (3.14)
T t
For each fixed 7 > s in J, we consider the operator N defined by
t 0o
(NW)(t) = / X (t,u)W(u)du — / Y (¢, uw)W (u) du, (3.15)
T t

in the Banach space
E={W:[r,4+00) — B(X) : W is continuous and |W|| < oo} (3.16)

with the supremum norm ||W|| = sup{||W (u)| : v € [1,4+00)}. By (3.15),
t
[VW)O) < D [ et By W (w)] du
+ D/ e~ Bu) | - 1W (u)] du < 6] W],
t

and thus N(€) C €. Furthermore, proceeding in a similar manner we find that
for Wy, Wy € €,
[NWy — NWa|| < 0[|Wy — Wa.

By hypothesis (3.4), N is a contraction, and hence there is a unique function
W € € satisfying (3.14). On the other hand, 0 € & also satisfies (3.14) and
thus we must have W = 0. By Lemma 3.3, the function Z in (3.13) is in €,
and since it also satisfies (3.14), we conclude that for any ¢t > 7 > s in J,

Zt)=U(t,7)U(r,s) = U(t,s) =0.

Therefore, U(t, 7)U(T,s) = U(t, s). O

Step 2. Projections and invariance of the evolution operator

Recall that T'(t, s) denotes the evolution operator associated to equation (3.1).
For each t € J we define the linear operators

P(t) =T(t,0)U(0,0)T(0,t) and Q(t) =1Id—P(t). (3.17)

We want to show that the evolution operator admits a nonuniform exponen-
tial dichotomy with projections P(t). We start by showing that the linear
operators P(t) are indeed projections, leaving invariant 7'(¢, s).
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Lemma 3.5. The operator P(t) is a projection for each t € J, and (3.5)
holds.

Proof of the lemma. Set R = U(0,0). By Lemma 3.4, we have R? = R. Since
T(t,t) =1d,

P(t)P(t) = T(t,0)RT(0,t)T(t,0)RT(0,1)
= T(t,0)R*T(0,t) = P(t),

and P(t) is a projection. Moreover, for t > s,

P(t)T(t,s) = T(t,0)RT(0,t)T'(t, s)
= T(t,s)T(s,0)RT(0, s) = T'(t, s) P(s).

This completes the proof. a

Step 3. Characterization of bounded solutions

Lemma 3.6. Given s € J, if y: [s,4+00) — X is a bounded solution of equa-
tion (3.1) with y(s) =&, then

y(t) = T(t, 5) P(s)E + / T(t,7)P(r) B(r)y(r) dr

- [ TenemB@r) dr
t
Proof of the lemma. By the variation of constants formula, for ¢t > s in J,

P(t)y(t) =T(t,s)P(s)¢ +/ T(t,7)P(T)B(T)y(r)dr (3.18)
and .
Q(t)y(t) = T(t,S)Q(S)éﬂL/ T(t, 7)Q(T)B(7)y(r) dr. (3.19)

Equivalently, the last formula can be written in the form

Q(s)€ =T(s,)Qt)y(?) —/ T(s,7)Q(T)B()y(r) dr. (3.20)

Since y(t) is bounded, we have
IT(s,)Q(1)y(8)|| < CDe = +7M,
where C' = sup{||y(¢)|| : ¢ > s in J} < co. Furthermore,

DéC
P

[ 1760 1B Iyl dr < Doc [ e ar -
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Taking limits in (3.20) when ¢t — +o0, since a > 9 we obtain

It follows from (3.19) that

Qw0 = - [~ T BN+ [ T nRWBET) i
=— /too T(t,7)Q(T)B(m)y(T)dr.

The desired statement follows readily from adding this identity to (3.18).
O

Lemma 3.7. The function [s,+00)N.J 3 t — P(t)T'(t,s) is bounded, and for
any t > s in J we have

P()T(t,s) = T(t,s)P(s)P(s) + / T(t,7)P(r)B(r)P(T)T (7, s) dr
_ /t T D) Q) B BT (7, 5) dr

Proof of the lemma. By Lemma 3.3, the function ¢ — U(¢,0)¢, t > 0 is a
solution of equation (3.1) with initial condition at time zero equal to U (0, 0)¢.
Therefore,

U(t,0) = T(t,0)U(0,0).
By Lemma 3.5 (see (3.5)),

P()T(t, s)

T(t,s)P(s)
T(t,s)T'(s,0)U(0,0)T'(0, s) (3.21)
T(t,0)U(0,0)T(0,s) = U(t,0)7(0, s).

Again by Lemma 3.3, for each £ € X the function

y(t) = P(O)T(t,5)¢ = U(t,0)T(0, s)¢

is a solution of (3.1). Furthermore, by the definition of the space € in (3.8)—
(3.9) this solution is bounded for t > s, and by (3.21),

y(s) = U(s,0)T(0,8)¢ = P(s)T (s, 5)6 = P(s)¢.

The desired identity follows now readily from Lemma 3.6. O
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Step 4. Auxiliary bounds

Lemma 3.8. Given s € R and ¢ € (s,+], let z: [s,5) — [0,+00) be a
continuous function satisfying

t
z(t) < De—c(t—s)-‘rﬂ\sl,y_’_(;D/ e—c(t—r) dT+(5D/ —c(T—t), ) dr
b (3 22)

for every t € [s,<), and assumed to be bounded when ¢ = +0c0. Then

.1‘(t) < B,ye—g(t—s)-&-lﬂsh te [S,{).

Proof of the lemma. We will show that z(t) < ®(t), where &(¢) is any bounded
continuous function satisfying the integral equation

t S
B(t) = De—clt=s)+0lsl, ¢ 5D/ e I g(r)dr + 5D/ e (7 dr
s t

(3.23)
for ¢ > s. Clearly, ®(t) satisfies the differential equation

2 —c(1—6)z=0. (3.24)

Notice that —¢ = —cy/1 — 0 is the negative root of the corresponding char-
acteristic equation. In order that @ is a bounded function when ¢ = 400, we
must have @(t) = &(s)e =) (when ¢ < 400 we simply take &(t) to be of
this form). Furthermore, by (3.23), substituting ®(t) and setting ¢t = s,

oD

<
&(s) = DeVl*ly + 6D (s) / e~ T gr = De?l*ly + @ (s) T
\ c+e

Since ¢ + ¢ > 0, this yields

) = =57

1-6D/(c+c

and thus
&(t) = ﬁve_a(t_s)"’msl.

We now set z(t) = z(t) — @(t) for t > s. It follows from (3.22) and (3.23) that

<5D/ d7+6D/ =t (1) dr.

Set also z = sup,;>, 2(t). Since the functions x and ¢ are bounded, z is finite,
and taking the supremum in the above inequality we obtain

t s
z2<0Dz sup/ e =" dr + 6Dz sup/ e~ =) qr.
t>s Js t>s Jt

Hence, z < 6z. Tt follows from (3.4) that z < 0, and thus z(t) < 0, that is,
z(t) < &(t) for t > s. O



36 3 Robustness of nonuniform exponential dichotomies

Lemma 3.9. Given s € R and 9 € [—00,s), let y: (0,8] — [0,+00) be a
continuous function satisfying

t s
() < D00y 45D [ ety dr 6D [ e Oyr)ar
o t

(3.25)
fort € (o, ], and assumed to be bounded when o = —co. Then

y(t) < IN)’}/(B_E(S_”J”NS‘7 te (o9

Proof of the lemma. Proceeding in a similar manner to that in the proof
of Lemma 3.8 we can show that y(t) < ¥(t), where ¥(¢) is any bounded
continuous function satisfying

t s
W(t) = De= =D+l 4 5D / e~ (7)dr + 6D / e Y (1) dr
o t

for t < s. Note first that ¥(t) also satisfies the differential equation (3.24).
Substituting ¥(t) = ¥(s)e~“*~*) in the above identity and setting t = s we
obtain

# 0D

U(s) = DeﬁISWHDW(s)/ e (T dr < Dty + 0 (s) .
o cCTC

Hence, 5
J|s|

" e

and ¥(t) < ¥(s)e~(5~1). Proceeding in a similar manner to that in Lemma 3.8
we find that

o

y(t) < W(t) < Drye=o=0+01s,
This completes the proof of the lemma. a

Step 5. Norm bounds for the evolution operator

We now estimate the norms of T'(t, s)| Im P(s) for t > s and T'(t, s)| Im Q(s)

for t < s. We recall that the constants ¢ and D are given by (3.3).

Lemma 3.10. The inequality (3.6) holds for every t > s in J.

Proof of the lemma. Let £ € X. Setting
() = | P@)T(t, 5)¢]

for t > s, and v = ||P(s)¢]| it follows from Lemma 3.7 and (2.5) that the
function x is bounded, and satisfies the inequality in (3.22) with o = +o0.
Therefore, by Lemma 3.8,
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IP()T(t, s)€|| < De=* =90 Ps), ¢ > s.

By Lemma 3.5 we have

P(t)T(t,s) = T(t,s)P(s) = T(t,s)P(s)P(s),
and hence, setting n = P(s)¢,
IT(t, ) P(s)nll < De= =4l ¢ > .
This establishes the desired inequality. a

Lemma 3.11. The inequality (3.7) holds for every t < s in J.

Proof of the lemma. We first derive an equation for Q(t)T'(t,s). By the vari-
ation of constants formula, that is,

Tt s) = T(t, 5) + / T(t, 7)B(r)T (7, ) dr,

the function y(t) = T'(t,0)Q(0) satisfies

y() = T(t,0)0(0) + /O () B(r)y() d (3.26)
On the other hand, using (3.10) with ¢t = s =0,
P(0) =U(0,0) = P(0) — /0 h Q(0)T(0,7)B(r)U(r,0) dr. (3.27)
Since P(0) and Q(0) are complementary projections, by (3.27) we have
P(0)P(0) = P(0). (3.28)
Therefore,
Q(0)Q(0) = (1d —P(0))(Id — P(0)) = Id —P(0) = Q(0). (3.29)

It follows from (3.26) that

MQzT@mmm+/3mmwwMﬂm
0 (3.30)

=T@mmm@m+AHwJWWMWMr

Multiplying (3.30) on the left by T'(¢, s)Q(s) and using again (3.29), we obtain

T(t,5)Q(s)y(s) = T(t,0)Q(0)Q(0) + /0 T(t,7)Q(r)B(r)y(r) dr
(3.31)

= T(t,0)Q(0) + /O ’ T(t,7)Q(7)B(7)y(r) dr.
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Combining (3.26) and (3.31) yields
() = Tlt.)Qus) - | (6 1)Q) B(r)y(r) dr

+/0 T(t,7)B(r)y(r)dr )

= T(t, 5)Q(s)y(s) + / T(t, 7)P(r)B(r)y(r) dr
- / T(t,T)Q(r)B(r)y(r) dr.

On the other hand, it follows readily from Lemma 3.5 that

QT(t,s) =T(t, s)Q(s). (3.33)
Since y(7) = T(7,0)Q(0), we obtain

y(r)T'(0,s) = Q(7)T(7, s).
Thus, multiplying (3.32) on the right by T(O, s) we find that for ¢ <'s,

Q)T (t,5) = T(t, )Q()Q(s) + / T(t, 7)P(r) B(r)Q(r)T(r, 3) dr .
3.34

— /t T(t,7)Q(7)B(r)Q(T)T(r, ) dr.
Let now ¢ € X, and set

y(t) = 1Tt )Qs)€]

for t < sin J, and v = [|Q(s)&]|. Tt follows readily from (3.34) and (3.33) that
the function y satisfies the inequality (3.25). Using Lemma 3.9 and proceeding
in a similar manner to that in the proof of Lemma 3.10 we readily obtain the
desired inequality. O

We can now establish the robustness results.

Proof of Theorem 3.2. We have shown above that there exist projections p(t)
(see (3.17)) leaving invariant the evolution operator T'(t,s) (see Lemma 3.5).
The corresponding norms bounds for 7'(¢, s)| Im P(t) and T'(t, s)| Im Q(t) are
given respectively by Lemmas 3.10 and 3.11. This completes the proof of the
theorem. O

Proof of Theorem 3.1. Applying Theorem 3.2 we obtain projections P(t) satis-
fying (3.5) as well as the norm bounds in (3.6) and (3.7). We also obtain norm
bounds for the projections. We note that this is the only place in the proof
where the assumption || B(t)|| < de~?I*l in Theorem 3.2 must be replaced by
the new assumption || B(t)|| < de2I,
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Lemma 3.12. Provided that § is sufficiently small, for any t € J we have

|P@t)|| < 4D’ and ||Q(¢t)|| < 4De”!. (3.35)

Proof of the lemma. By Lemma 3.7 with ¢ = s, since P(t) and Q(t) are
complementary projections,

Q)P(t) = — /t T(t,7)Q()B(r)P(r)T(r,t) dr. (3.36)
By Lemma 3.10 and Lemma 3.5 (see (3.5)) we have that for 7 > ¢ in J,

IP(r)T (. t)[| < D=0+ P(p)]. (3.37)

By (3.36), using the second inequality in (2.5) we obtain

HQ() ()” < 5DD||P ”/ 76(’7‘ t)+19\7'| —29|7| 7c(7 t)+91t| dr

D5 (3.38)
< 6DD| P(t “leAe N gr = || P(t
<anD|Pw [ e r= 2P,
since ¢ > 9. Similarly, it follows from (3.34) with ¢ = s that
t
P()Q(t) = / T(t,7)P(r)B(T)Q(1)T(,t) dr. (3.39)
0
By Lemma 3.11 and (3.33) we have that for 7 < ¢ in J,
IQ(NT(r,0)]| < De= =D+ Q(1)). (3.40)
By (3.39), using the first inequality in (2.5) we obtain
HP( ) ( )” < (5DD||Q ”/ c(t— 7—)+19|‘r\e—219\7'|e—~(t T)+It| dr
s (3.41)
< éDD||Q(t —(eAeN =) gr = :
<opb [ ¢ e 1120]

Observe now that
P(t) — P(t) = P(t) — P(t)P(t) — P(t) + P(t)P(t)
= (1d—P(t))P(t) — P(t)(1d = P(t)) (3.42)
= Q()P(t) — P()Q(D).
It follows from (3.38) and (3.41) that

1) - POl < =225 IPG] -+ IR0 (3.43)
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On the other hand, by (2.5) with ¢t = s, we have
IP(®)]| < De”™ and [|Q(t)]| < De”l.
It follows from (3.43) that
1P| < [1B(@t) = POl + 1P
< 22 (1P + 101 + Del,
and since [|Q(t) — Q(t)|| = || P(t) — P(t)|| we also have

IR < 12(t) = P@)l| + Q)]

ﬂ » A 9t
< —=—5 IPOI+ QM) + De™.
Therefore,
; A 20DD .
1P+ Q@] < === (1P + |Q)I) + 2D,
and B
20DD « A
(1= 222) 1Py + 1@ < 26!

Taking ¢ sufficiently small so that 25D5/(c + ¢ — 1) < 1/2 we obtain
1P|+ Q)] < 4D,

This yields the desired inequalities. a
Combining (3.37) with (3.35) we find that for 7 > ¢ in J,

| P()T (7, 1) < De“T=0+91U|| P4)|| < 4D DecT—O+291t,
Similarly, combining (3.40) with (3.35) we find that for 7 < ¢ in J,
1Q(T(r, ) < Dem2 =9It Q(a)]| < 4D D= 4200

This completes the proof of the theorem. a

3.2 Stable and unstable subspaces

We now consider the stable and unstable subspaces F(t) and F(¢) in (2.15),
and we study how they vary with the perturbation B(t). We recall that the di-
mensions dim E(t) and dim F'(t) are independent of ¢. Under the hypotheses of
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Theorem 3.1, equation (3.1) admits a nonuniform exponential dichotomy, and
using the associated projections P(t) (see (3.17)) we define linear subspaces

E{t)=PH)X and F(t)=Qt)X (3.44)

for each t € J. These are respectively the stable and unstable subspaces at
time ¢ associated to the exponential dichotomy of equation (3.1). The dimen-
sions dim FE(t) and dim F'(¢) are also independent of ¢.

Proposition 3.13. Under the hypotheses of Theorem 5.1, we have dim E(t) =
dim E(t) and dim F'(t) = dim F'(t) for each t € J.

Proof. In view of the above discussion, it is sufficient to consider ¢ = 0. Fix
7 € J and set
Z{t)=U(t,7)(P(t)—1d), t>r.

Using (3.10) it is simple to verify that Z satisfies (3.14). By Lemma 3.3, we
have Z € € (see (3.16)) and proceeding as in the proof of Lemma 3.4 we find
that Z = 0, that is,

Zt)=U(t,7)(P(r)=1d) =U(t,7)P(r) = U(t, ) = 0.
In particular, setting t =7 = 0,
P(0)P(0) = P(0). (3.45)
We now consider the linear operators
S =1d—P(0) + P(0) and T =Id+P(0)— P(0).

It follows easily from (3.28) and (3.45) that ST = Id. Therefore, S is invertible
and S~ = T. Furthermore, a simple computation shows that

SP(0)S™' = SP(0)T = P(0),

and P(0) and P(0) are similar. The same happens with Q(0) and Q(0). In
particular,

dim E(0) = dim E(0) and dim F(0) = dim £(0).
This implies the desired statement. a

We now describe how the spaces E(t) and F(t) vary with the perturbation
B(t), or more precisely with the parameter § in Theorem 3.1. In view of
(3.44) this is equivalent to describe how the projections P(t) vary with the
perturbation.

Proposition 3.14. Under the hypotheses of Theorem 3.1, for anyt > s in J
we have _
8D%D
— 01t
ctc
In particular, for each fized t € J we have P(t) — P(t) as 6 — 0.

1P(t) — P)]| < 6

(3.46)



42 3 Robustness of nonuniform exponential dichotomies

Proof. The inequality (3.46) follows immediately from (3.43) and (3.35). O
We now define “angles” a(t) by (2.18), and

a(t) = nf{||lz —y|| - mf{le —yll : z € E(t),y € E(@), |all = |yl = 1}.

By Proposition 2.4 we have

1 2 1 R 2
o1 = "= Een ™ Bor =Y S Bor

It follows from Proposition 3.14 that
PO = IP@II| < [1P(t) — P@)] <6
Hence, by (3.47), for each fixed ¢ € J,

o) = < p gy

IN

3.3 Robustness in the line

To establish the robustness of nonuniform exponential dichotomies in R, we
first need to consider separately the cases of exponential dichotomies in the
intervals J = [p,+00) with ¢ < 0, and J = (—o0,¢] with ¢ > 0. The first
type of interval was the object of Theorem 3.1. We now consider the second
interval simply by reversing time in the proof of this theorem. We continue to
consider the constants ¢ and D in (3.3).

Theorem 3.15. The statement in Theorem 3.1 holds for the interval J =
(—o0,¢] with ¢ > 0.

Proof. The proof is analogous to the proof of Theorem 3.1, and hence we will
only indicate the main differences. Set

H={(ts)eJxJ:t<s},
and consider the Banach space
D ={V: H— B(X):V is continuous and ||V|| < co} (3.48)
with the norm
VIl = sup{|V (¢, s)[[e™"1*! = (¢, 5) € H}.

Similar arguments to those in the proofs of Lemmas 3.3 and 3.4 establish the
following statement.
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Lemma 3.16. The equation Z' = (A(t)+B(t))Z has a unique solution V € D
such that for each (t,s) € H,

V(t9) = T(9Q0) — [ TnQnBEV(r.s) dr
. k (3.49)
+ / T(t, ) P()B(r)V (7, 5) dr.

Furthermore, V (s, )V (7,t) = V(s,t) for anyt > 71> s in H.

Let now T(t7 s) be the evolution operator associated to equation (3.1). For
each t € J we consider the linear operators

Q(t) =T(t,00V(0,0)7°(0,t) and P(t) = Id —Q(¢).
Lemma 3.17. The operator P(t) 8 a projection, and

P()T(t,s) =T(t,s)P(s), t>s.

The proof of the lemma is analogous to the one of Lemma 3.5. To obtain
the norm bounds for T'(¢,s)P(s) when t > s and T'(¢,s)Q(t) when ¢t < s we
start with the following statement.

Lemma 3.18. Given s € H, if y: (—o0,8] — X is a bounded solution of
equation (3.1) with y(s) =&, then

y(t) = T(t, 5)Q(s)€ — / T(t, 7)Q(r) B(r)y(r) dr
+[ T(t, 7)P(7)B(1)y(7) dr.

Proof of the lemma. By the variation of constants formula, for t < s in H,

P(s)=T(s,t)P(t)y(t) + /ts T(s,7)P(T)B(1)y(r)dr (3.50)

and ,
Q(s)€ = T(s,)Q)y(t) +/t T (s, 7)Q(1)B(1)y(7) dr. (3.51)
Since y(t) is bounded, we have
IT(s, ) P(t)y(t)]| < CDe =001,

where C' = sup{||ly(t)|| : t < s in H} < co. Furthermore,

DoéC

C

| I P@I- B lu@ldr < pic [ e ar =
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Taking limits in (3.50) when ¢t — —oo, since a > 9 we obtain
P(s)¢ = / T(s,7)P(7)B(1)y(7) dr.
By (3.51) we conclude that

P(t)y(t) = /S T(t,7)P(T)B(T)y(r)dr — /ts T(t,7)P(T)B(T)y(r)dr

— 00

= / T(t, 7)Q(T)B(T)y(r) dr.

— 00

The desired statement follows from this identity and (3.51). O
Proceeding as in the proof of Lemma 3.7 we obtain the following.

Lemma 3.19. The function (—oo,s| NJ 3 t — Q(t)T(t,s) is bounded, and
for any t < s in H we have,

Q)T (t,5) = T(t, )Q(s)Q(s) — /tsT(th)Q(T)B(T)T(Tvs)Q(S) dr

+ / T(t,7)P(1)B(T)T(7,5)Q(s) dr.

Lemma 3.20. We have
(¢, )| Im P(s)|| < De=t==)+sl ¢ > 5 in H,
IT'(t, )| Im Q(s)|| < De= =D+l ¢ <5 in H.
Proof of the lemma. The proof of the second statement is analogous to the

proof of Lemma 3.10. Namely, it follows from Lemma 3.19 that for each £ € X
the function y: (—oo, s] — [0, +00) given by

y(t) = QW)T(t,5)¢

is a bounded solution of (3.1). Thus the desired inequality follows readily from
Lemma 3.9 with o = —o0.

The proof of the first statement is analogous to the proof of Lemma 3.11.
Namely, using similar arguments we can show that for ¢ > s,

The desired statement follows now easily from Lemma 3.8. O
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Finally, for any sufficiently small §, proceeding as in the proof of Lemma 3.12
we obtain the norm bounds

IP(#)]] < 4De”™ and  [|Q(1)] < 4De”
for any t € H. Combined with Lemma 3.20 we find that
IT(t, 5)P(s)]| < De™ =1 P(s)|| < 4D De= =420
for t > s in H, and that
IT(t, )Q(s)|| < De~ =D+l Q(s)[| < 4D De~ == F27lsl,
for t < s in H. This completes the proof of the theorem. a
We now consider the case of dichotomies in the interval R.

Theorem 3.21 ([18]). The statement in Theorem 3.1 holds for J =R.

Proof. Consider the sets
G={(t,s)eRxR:t>s} and H={(t,s) e RxR:¢t<s}

We also consider the spaces € and D in (3.8) and (3.48) associated respec-
tively with G and H. We note that by repeating arguments in the proofs of
Theorems 3.2 and 3.15 using these sets we find that the operators

Po(t) =T(t,00U(0,0)T(0,%), Q_(t):=T(t,0)V(0,0)T(0,t)

are projections for each ¢t € R, such that for every t, s € R,

Pr()T(t,s) = T(t,s)Pi(s),  Q-()T(t,s) = T(t,5)Q—(s),

and

IT(t, )| Tm Py (s)]| < De=e=%00sl ¢ >, (3.52)
IT(t, )| Im Q_(s)|| < De—es=+0lsl ¢ < g, (3.53)

Indeed, notice that Lemmas 3.8 and 3.9 hold respectively for functions of
the form z: [s,4+00) — [0,400) and y: (—o0,s] — [0,+00), for any s € R.
This allows us to establish respectively (3.52) (see the proof of Lemma 3.10)
and (3.53) (see the proof of Lemma 3.20). Using the identities

P(0)Py(0) = P(0), Py (0)P(0) = P1(0) (3.54)
(see (3.28) and (3.45)), and the corresponding

Q0)Q-(0) = Q(0),  Q-(0)Q(0) = Q- (0), (3.55)

we can establish the following statement.
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Lemma 3.22. If § is sufficiently small, then the operator S = P, (0)+Q_(0)
is tnvertible.

Proof of the lemma. Setting P_(0) = 1d —Q_(0), it follows readily from (3.55)
that P(0)P_(0) = P_(0). Using also (3.54) we obtain

P (0) 4+ Q_(0) —Id = P (0) — P(0) + P(0) — P_(0)
P (0) — P(0)P,(0) + P(0) — P(0)P_(0)
Q(0)P4(0) + P(0)Q-(0).

)_
)_

By Lemma 3.16,

and by Lemma 3.3,

Q0):(0) = QO)(0.0) = | " 10.)Q() B(U (7,0) dr.

To estimate the two integrals, we need to obtain the bounds for U(¢,0) when
t > 0 and for V(¢,0) when ¢ < 0. Using (3.10) and (2.5) we obtain

U@ 0)| < |T(t,0)P ||+/ [T, 7)P(r)| - | B()[| - [[U(7,0)|| dr
+/t 1T, )QT)| - IB()| - |U(r,0)[| dr
< De~“t + D¢ /0 t e~ U=|U(7,0)| dr
+Dé /too eI U (7, 0)]| dr.

Setting x(t) = ||U(¢,0)|| and v = 1, it follows from Lemma 3.8 that
|U(t,0)|| < De=%, > 0. (3.56)

To estimate V (¢,0) for ¢ > 0, we note that using (3.49) and again (2.5),
IV (&0l < IT(£,0)Q(0)]] +/ 17, H)QI - IB()I - [V (7, 0)|[ dr
+/ 1T, 7)P()| - 1B - 1V (7, 0)] dT
0
< Det + D§ / e~V (r,0)| dr
t

t
+Ds / e=<t=D |V (1,0)|| dr.
—oo
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Setting x(t) = ||V (¢,0)|| and v = 1, it follows from Lemma 3.9 (for functions
in the interval (—oo, s]) that

|V (t,0)|| < Det, t<o. (3.57)

It follows from (3.56) and (3.57) that
124 (0) +Q-(0) —1d || < /0 170, )R - BTl - |U(r,0)]| dr

0
+/ 170, r) () - (| B[ - [V (7, 0)|| d7

e’} 0
<éDD e (O gr 4 5DD/ eletoT gr
0 —00
26DD
< —.
c+c

Hence, taking ¢ sufficiently small, we can make | P4 (0)+Q_(0)—1Id || as small
as desired, and thus S = P} (0) + Q- (0) becomes invertible. O

For each t € R we set
P(t) = T(t,0)SP(0)S~'7(0, ).
We have
P(t)? = T(t,0)P(0)*T(0,t) = T'(t,0)SP(0)2S~'1(0,t) = P(t),
and ﬁ(t) is a projection for each ¢. Furthermore,
T(t,s)P(s) = T(t,0)SP(0)S™'T(0,s) = P(t)T(t, s). (3.58)

Thus, to show that equation (3.1) admits a nonuniform exponential dichotomy
in R with projections P(t), it remains to obtain norm bounds for T'(t, s)P(s)
when t > s, and T(t,s)@(s) when ¢t < s. These will be a consequence of
(3.52)—(3.53). Observe first that by (3.54)—(3.55),

we obtain
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and thus also Q(t)S(t) = Q_(t), where Q(t) = Id —P(t). Therefore,
ImP(t) D Im Py (t) and ImQ(t) D ImQ_(¢).
Since S(t) is invertible it follows that indeed
ImP(t) =ImPy(t) and ImQ(t) =ImQ_(¢).
By (3.52) we obtain that for ¢ > s,

IT(t, 5)P(s)|| < | T(, 5)| Tm P(s)] - || P(s)]]
=T, s)[ Im Py (s)]| - [ P(s)]]
< 5€—E(t—s)+19|s\ ”ﬁ(s) ”
Similarly, it follows from (3.53) that for ¢ < s,

I7(¢,$)Q(s)| < I1T(¢, )| Im Q- ()] - | P(s)]
< De e IHIQ(s)).

(3.59)

(3.60)

Lemma 3.23. Provided that § is sufficiently small, for any t € R we have

IP(®)]| < 4De™ and [|Q(1)] < 4De".

Proof of the lemma. It follows from (3.59) that for each £ € X the function

y(t) = T(t,s)P(s)¢, t > s is bounded. Since y(s) = P(s)¢, it follows from

Lemma 3.6 that for t > s,

P#)T(t,s) = T(t,s)P(s)P(s) + / T(t,7)P(r)B(7)P(1)T(r,s) dr

— /t - T(t,7)Q(7)B(r)P(r)T (1, s) dr.

Setting t = s, since P(t) and Q(t) are complementary projections we obtain

QOP) =~ [ T(t.DQN B PN dr
t
By (3.59) and (3.58) we have that for 7 > ¢,
IP()T(7,0)|| < De=?T= 0| P(t)]|.
Proceeding as in (3.38) we obtain

QWP < 2201

c+e¢—
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Similarly, by (3.60), for each £ € X the function y(t) = T(¢,s)Q(s)§, t < s
is bounded. Since y(s) = Q(s)&, it follows from Lemma 3.18 that for ¢ < s,

QT (t,s) =T(t78)Q(S)Q(S)—/ T(t,7)Q(7)B(T)Q(1)T (. s) dr

+ / T(t,7)P(r)B(r)Q(r)T(r, s) dr.

Setting t = s we obtain
Pt)Q(t) = /_ T(t,7)P(7)B(1)Q(r)T (7, t) dr. (3.61)

By (3.60) and (3.58) we have that for 7 < ¢,
IQ(NT(r,1)[| < De= =D+ Q(1)).
Therefore, in view of (3.61),

IPOGO] < 225130

Observe now that replacing P(t) by P(t) in (3.42) we obtain

P(t) = P(t) = Q(t)P(t) — P(H)Q(?).

The desired statement can be obtained by repeating arguments in the proof
of Lemma 3.12, replacing P(t) by P(t) and Q(t) by Q(¢). O
The theorem follows readily from (3.59), (3.60), and Lemma 3.23. O

3.4 The case of strong dichotomies

We now consider the problem of robustness of strong nonuniform exponential
dichotomies (see Definition 2.2). With the notation in (2.4) we continue to
consider the constants ¢, ¥ and D in (3.2), and the constants ¢ and D in (3.3).

We also set B _
d = max{—a,b} and d=d+ 2D0.

The following is a robustness result for strong dichotomies in the line.

Theorem 3.24. Let A,B: R — B(X) be continuous functions such that:

1. equation (2.1) admits a strong nonuniform exponential dichotomy in R
with ¥ < a;
2. |B(t)|| < 6e=2ltl for every t € R.
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If § is sufficiently small, then equation (3.1) admits a strong nonuniform expo-
nential dichotomy in R, with the constants c, d, 9 and D replaced respectively

by ¢, d, 39 and 8DD.

Proof. Let P(t) be the projections associated to the exponential dichotomy
in Theorem 3.21, and set Q(t) = Id —P(t). In view of Theorem 3.21, it only
remains to show that the last two inequalities in (2.7) hold for the evolution

operator T(t, s) of equation (3.1). By (3.58) we have
P()T(t,s) =T(t,s)P(s), t seR.
Thus, by the variation of constants formula,

P()T(t,s) = T(t,s)P(s) + / T(t,7)B(r)P(7)T(r,s)dr,

On the other hand, by Theorem 3.21,
|P(t)|| <4DDe*”'l and  ||Q(t)| < 4DDe"M.
By (2.7), for t < s we have

IT(t,5)|| = [IT(t, )(P(s) + Qs)) |

< |IT(t,5)P(s)| + 1T (t, $)Q(s)]| < 2De =0 +01s],

Therefore, R _
|T(t,s)P(s)|| < 8D2*Debls=D+37ls|,

Set now . R
z(t) = ||T(t, s)P(s)]
Using (3.62), it follows from (3.63) and (3.64) that for ¢ < s,
z(t) < 8D?Debls—+37ls] 4. 2D5/ POl (1) dr.

¢

Let I'(1) = x(7)e~*=7). Then, by (3.65),
I(t) < 8D*De**l + 2D / ‘ I(r)dr.
¢

Setting w(z) = I'(s — z) we obtain

s—t
w(s —t) < 8D*Delsl 4 2D5/ w(u) du,
0

and by Gronwall’s lemma,

(3.62)

(3.63)

(3.64)

(3.65)
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UJ(S o t) S 8D2563ﬂ9‘8|+2D5(87t).

This yields
z(t) < 8D25€(b+2D5)(57t)+319\s|.

We now estimate ||T'(t, s)Q(t)|. In a similar manner, using (2.7) we find
that for t > s,
|T(t, s)|| < 2Debt==)+0lsl, (3.66)

and thus R B
IT(t,5)Q(s)|| < 8D*Det==)+37Isl, (3.67)

Setting A R
y(t) = IT(¢, 5)Q(s)ll,
it follows from (3.66) and (3.67) that for ¢ > s,

t
y(t) §8D2Deb(t—s)+319|s\ —|—2D(5/ eb(t—T)—ﬂ\le(T) dr.
S

Proceeding as above we find that
y(t) < 8D?Deb+2D0)(t=s)+30]s|

This completes the proof of the theorem. O



Part 11

Stable manifolds and topological conjugacies



4

Lipschitz stable manifolds

We want to construct stable and unstable invariant manifolds without assum-
ing the existence of a uniform exponential dichotomy for the linear variational
equation. Our main objective is to describe the weakest possible setting under
which one can construct the invariant manifolds. We still require some amount
of hyperbolicity. Namely, we show that under fairly general assumptions the
generalized notion of nonuniform exponential dichotomy allows us to estab-
lish the existence of stable and unstable invariant manifolds. In this chapter
we only consider “Lipschitz manifolds”, that is, graphs of Lipschitz functions.
We refer to Chapters 5 and 6 for the existence of smooth invariant manifolds
(respectively in R™ and in arbitrary Banach spaces), under slightly stronger
assumptions. We follow closely [12], although now considering the general case
when the stable and unstable subspaces may depend on the time ¢. Lipschitz
center manifolds were obtained with a similar approach in [8]; we refer to
Chapter 8 for the construction of smooth center manifolds.

4.1 Setup and standing assumptions

Let X be a Banach space and let A: Rj — B(X) be a continuous function,
where B(X) is the set of bounded linear operators in X. We want to study
nonlinear perturbations of the equation v’ = A(t)v. Let f: Rf x X — X be
a continuous function such that

f(t,0) =0 for every t > 0. (4.1)
We assume that there exist constants ¢ > 0 and ¢ > 0 such that
1f(t,w) = f(t0) || < cllu—ol[(lul]* + [lo]]*) (4.2)

for every t > 0 and u, v € X. One can easily verify that when f is differentiable
this is equivalent to the existence of constants ¢ > 0 and ¢ > 0 such that
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Hgi(t, v)|| < ¢llv||? for every t > 0 and v € X. (4.3)

The condition (4.2) may sometimes be obtained by choosing an appropriate
cut-off of the perturbation in a neighborhood of 0 € X and using a Taylor
expansion of f, provided that the perturbation is sufficiently regular. We note
that since all norms in R? are equivalent, assuming that ¢ > 1, the g-norm

1(a,0)lg = (el + Jlol )M

is equivalent to the l-norm [lu|| + ||v||. In this case, one can thus replace
the factor [Ju||? + ||v||? by (Jju|l + ||v]|)? in each inequality in (4.2), up to a
multiplicative constant.

Consider now the initial value problem

v = At + f(t,v), v(s) = v, (4.4)

with s > 0 and vs; € X. Note that v(t) = 0 is a solution of (4.4). The
main objective in this chapter (see also Chapters 5 and 6) is to obtain stable
and unstable invariant manifolds for the equation (4.4). Given s > 0 and
vs = (§,m) € E(s) x F(s) we denote by

((t),y(t) = (x(t, s, vs),y(t, s, v5)) € E(t) x F(2) (4.5)
the unique solution of the problem (4.4) or, equivalently, of the problem

op) = Ulp.s)é + [ "Ulor) £ 2(r), y(r)) dr,
s (4.6)

vo) = Vip.sin+ [ "V(or) £, 2(r), y(r)) dr

for p > s (see (2.16) for the definition of the operators U(t, s) and V (¢, s)).
For each 7 > 0, we define

!pT(S7 57 17) = (S + T’ m(s + T’ S’ 67 n)) y(s + T? 8757 77))' (4'7)

This is the semiflow generated by the equation in (4.4).

4.2 Existence of Lipschitz stable manifolds

The stable manifolds will be obtained as graphs of Lipschitz functions. We
first describe the class of Lipschitz functions that will be considered. Let

a=a(l+1/q)+b/q, (4.8)

with @ and b as in (2.6). We fix 6 > 0 and we consider the set of initial
conditions
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Xo=Xa(0) ={(s,8) : s >0 and £ € Rs(de™*)}, (4.9)

where R;(§) C E(s) is the open ball of radius § > 0 centered at zero. We
denote by X, the space of continuous functions ¢: X, — X such that for
each s > 0, we have

p(s, Rs(6e™%)) C F(s), (s,0) =0,
and
(s, 2) = @(s, y)|| < o — yl| for every z, y € Rs(5e™"). (4.10)
Given a function ¢ € X, we consider the graph of ¢,
W= {(5,6,0(5,6) : (5,€) € Xa} CRY x X. (4.11)

We refer to W as a Lipschitz manifold. Note that (s,0) € W (since ¢(s,0) = 0)
for every s > 0. In particular, the set W contains the line Rar x {0} and the
Lipschitz graph

W ={(5,¢,0(s,¢)) : € € Rs(de™"")}

for each fixed s > 0. See Figure 4.1 for an illustration.

F

Fig. 4.1. A local stable manifold W of the origin. In order that W is invariant under
the semiflow ¥, we require that p = ¥-(s,&, p(s,€)). Here the subspaces E = E(t)
and F' = F(t) are assumed to be independent of ¢.
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We also consider the constant
B=a+a=a(2+1/q)+b/q, (4.12)

and the corresponding sets X3 and Xg defined as before, simply replacing o
by B everywhere. We will show that there exists a function ¢ € X, such that
for every initial condition (s,§) € X3 C X, the corresponding solution of
(4.4) is entirely contained in W. This means that for this particular ¢ the set
W is forward invariant under the semiflow ¥, .

To establish the existence of a stable manifold W for the origin in equa-
tion (4.4), we make the following assumptions:

Al. the function A: Rf — B(X) is continuous and satisfies (2.2);
A2. the function f: Rj x X — X is continuous and satisfies (4.1) and (4.2)
for some ¢ > 0 and ¢ > 0.

We also assume the conditions
a+a<0 and @a+b<b (4.13)

Note that both inequalities in (4.13) are automatically satisfied when a and b
are sufficiently small, and that the first is satisfied for a given a < |a| provided
that ¢ is sufficiently large (that is, provided that the order of the perturbation
is sufficiently large).

The following statement concerns the existence of Lipschitz stable mani-
folds.

Theorem 4.1 ([12]). Assume that A1-A2 hold. If the equation v’ = A(t)v in
the Banach space X admits a nonuniform exponential dichotomy in RT and
the conditions in (4.13) hold, then there exist & > 0 and a unique function ¢ €
Xo such that the set W in (4.11) is forward invariant under the semiflow ¥,
that is,

if (s,€) € Xg then ¥, (s,&,¢(s,£)) € W for every 7 > 0. (4.14)

Furthermore:

1. for every (s,§) € X3, we have

“+oo
9= [ Ve MO e o ) (@1)
2. there exists D > 0 such that for every s > 0, £, € € Ry(6e™7%), and T > 0,

127 (s, &, 0(5,€)) = r (5, € (5, )| < D)€ — £]|. (4.16)

The proof of Theorem 4.1 is given in Section 4.4.
We call the set W in (4.11) a (Lipschitz) local stable manifold or simply a
(Lipschitz) stable manifold of the origin for the equation (4.4). In particular,



4.3 Nonuniformly hyperbolic trajectories 59

setting £ = 0 in (4.16) we see that any solution of the initial value problem in
(4.4) starting in W, that is, with v(s) = (&, ¢(s,£)) for some & € Ry(de™P%),
approaches the zero solution with exponential speed @ (which is independent
of £). It also follows from Theorem 4.1 that if £ € Ry(6e™7%) then

y(ﬂa Wt(safa @(Saf))) - @(Pax(Pa Wt(&ga 90(575)))) (417)

for every p > s+t and t > 0. The fact that the initial condition £ must be taken
in a neighborhood of exponentially decreasing size R,(5e™"*), with respect to
the initial time s, is a manifestation of the exponential terms e®* and e in the
norm bounds in (2.5) for the operators U(t, s) and V (¢, s). Roughly speaking,
this means that the size of the neighborhood of initial conditions for which
there exists a bounded solution of the differential equation v’ = A(t)v+ f(t,v)
decreases essentially with the same exponential speed with which increases the
loss of control of the norm of the operators U(t, s) and V (¢, s) for the linear
equation v/ = A(¢t)v. It should be noted that although these sizes may vary
with exponential speed, if the constants a and b are sufficiently small, the
speed will be small when compared to the Lyapunov exponents.

4.3 Nonuniformly hyperbolic trajectories

We now explain how Theorem 4.1 can be used to establish the existence of sta-
ble manifolds for nonuniformly hyperbolic solutions of a differential equation.
Consider a C! function F': Rf x X — X and the equation

v = F(t,v). (4.18)
Let now vg(t) be a solution of (4.18). We say that vo(t) is nonuniformly
hyperbolic if the linear equation defined by

A(t) = 9 1, (1) (4.19)

admits a nonuniform exponential dichotomy in R*. We continue to assume
that A(t) satisfies (2.2), that is, all solutions of v’ = A(t)v are global.

Theorem 4.2. Assume that F is of class C* and let vo(t) be a nonuniformly
hyperbolic solution of (4.18) such that there exist ¢ > 0 and q > 0 such that
for everyt >0 and y € X,

|G et o) = 00| < el (420)

If the conditions (4.13) hold, then there exist § > 0 and a unique function
w € Xg such that the set

W={(s,§,0(5,€)) + (0,v0(s)) : (5,€) € Xa} (4.21)

satisfies the following properties:
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1. W is forward invariant under solutions of (4.18), that is, if

(s,0s) € {(5,€,(s,8)) + (0, v0(s)) : (5,€) € Xp},

then (t,v(t)) € W for every t > s, where v(t) = v(t,vs) is the unique
solution of (4.18) fort > s with v(s) = vs;

2. there exists D > 0 such that for every s > 0, (s,vs), (s,05) € W, and
t > s we have

lot, vs) = v(t, Bs) || < D™=+ |fu, — 5.

Proof. We shall reduce the study of the equation (4.18) to that of (4.4).
For this we consider the change of variables (¢,y) = (t,v — vo(t)). Letting
y(t) = v(t) — vo(t), where v(t) is a solution of (4.18), we obtain

y'(t) = F(t,v(t)) = F(t,vo(t))
= F(t,y(t) + vo(t)) — F(t, vo(t)) = A(t)y(t) + G(t,y(t)),

where
G(t,y) = F(t,y +vo(t)) — F(t,vo(t)) — A(t)y. (4.22)

By hypothesis A(t) satisfies the assumption Al. Furthermore, it follows from
(4.22) that G is continuous and clearly G(t,0) = 0 for every ¢ > 0. It remains
to establish property (4.2). For this we note that

0G;
O T TR R ) R PR

rel0,1],i=1,...,n

where G = (G, ...,G,). Since

%(ty) = g—f(t,y +vo(t)) — A(?)

for every t > 0 and y € X, we obtain

1G(t,y) = G(t,2)| < ¢ sup |ly+7r(z =)y — =
ref0,1]
< cmax{|[[y[|?, [|z]|“}H|y — 2|l

< c(llyll? + [1z[1)1ly = =]-

Thus, the function G satisfies the assumption A2. We can now apply Theo-
rem 4.1 to obtain the desired statement. a

We call the set W in (4.21) a (Lipschitz) local stable manifold or simply a
(Lipschitz) stable manifold of the solution vg(t) (of the equation (4.18)).
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4.4 Proof of the existence of stable manifolds

4.4.1 Preliminaries

The approach to the proof of Theorem 4.1 can be considered classical, and
consists in looking for W as the graph of a Lipschitz function ¢, while using
the differential equation to express the forward invariance of the graph under
the dynamics to conclude that ¢ must satisfy a fixed point problem. Never-
theless, to implement this approach in the present context presents additional
difficulties, due to the nonuniformity of the exponential behavior of the evolu-
tion operators. In particular, the customary application of Gronwall’s lemma
need not always provide a control of the stable component of the solution.

In view of the desired forward invariance of W under solutions of the
equation in (4.4) (see (4.14)), any solution with initial condition in W at time
s > 0 must remain in W for every ¢ > s and thus must be of the form

(x(t), p(t,x(t))) € E(t) x F(t) for every t > s.

In particular, the equations in (4.6) can be replaced by

xz(t) =U(t, s)x(s) +/ Ut,7)f(r,2(7), o(r,2(7))) dT, (4.23)

t
o(t,z(t)) = V(t,s)e(s, x(s)) +/ Vit ) f(r,2(7),(r, (7)) dr.  (4.24)
We equip the space X,, (see Section 4.2 for the definition) with the norm
ol =sup {lle(t. a)l/lle] : ¢ = 0 and & € Ri(6e™ )\ {0} ). (4.25)

Note that ||¢|| <1 for every ¢ € X,,. Furthermore, given ¢ > 0 and = # 0, we
have
lo(t, @)l < de™[lo(t, )/ ll=l| < ol < 6

for every ¢ € X,. This readily implies that X, is a complete metric space

with the distance induced by ||-||. For technical reasons, we also consider the
space X7}, of continuous functions ¢: X} — X, where
X:={(s,€) :s>0and & € E(s)}, (4.26)

such that p| X, € X, and
w(s,8) = p(s,0e=*¢/||€]|) whenever s > 0 and £ & Rs(de™*%).

There is a one-to-one correspondence between functions in X, and functions
in X7: one can easily verify that each function ¢ € X,, extends uniquely to a
Lipschitz function ¢ on Z, with

1@(s,2) = @(s,9)|| < [l =yl for every z, y € Rs(de=%). (4.27)

In particular X}, is also a Banach space with the norm X% 3 ¢ — ||p| X4
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Lemma 4.3. For each ¢ € X}, and s > 0 we have
lp(s; 2) = @(s,y)|| < 2|z —yl| for every x,y € E(s).

Proof. In view of (4.27) we may assume that = € Rs(de—>%). We first consider

the case when also y & R,(de=2%). Setting ¢ = de~**, we obtain
x x
o) = te = o (mogig) = (o) | =< -l
Since
| o2 - | - M= sl vl = ) 2ol
lzll [yl ]| - {lyl I I
we have

le(s, z) —e(s,y)ll < 2]z -yl
Let now y € Ry(de=2%) and take s € [0,1) such that z = xz + (1 — k)y has
norm ||z|| = ¢. Then
le(s, ) — (s, 9)ll < llpls, ) — (s, 2)|| + lle(s, 2) — @(s, )l
<z =2 + 2]z -yl
= lle—yll+ 1z =yl < 2]z —yl].

This completes the proof. a

We note that in the case of Hilbert spaces one can easily verify that given
p € X} and s > 0 we have

le(s, ) — (s, 9)|| < [lo —yl| for every 2,y € E(s).

4.4.2 Solution on the stable direction

The proof of Theorem 4.1 is obtained in several steps. We first establish the
existence of a unique function x(t) = z,(t) satistying (4.23) for each given
v € X}. By (4.13) we have

Ty :=qa+a<0. (4.28)

Lemma 4.4. There exists R > 0 such that for every § > 0 sufficiently small:

1. for each ¢ € X!, given (s,§) € X, there exists a unique continuous
function © = x,: [s,4+00) — X with x,(s) = &, satisfying x,(t) € E(t)
and (4.23) for everyt > s;

2. the function x, satisfies

lz, ()] < Re™=3)Fas|1¢|| for every t > s. (4.29)
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Proof. Given 6 > 0 and s > 0, we consider the space
B = {z: [s,+00) — X continuous: z(t) € E(t) for t > s and ||z|’ < de”**},
with the norm

lz]" = 575 sup{fl()[le” ™77 1 ¢ > 5},

2D,

where D; > 1 is the constant in (2.5). One can easily verify that with the
distance induced by this norm B is a complete metric space. Given ¢ € X7,
and s > 0, we can define the operator

(Jz)(t) = / U(t,7)f (7, 2(7), (7, x(7))) dr

for each z € B. Clearly, (Jz)(t) € E(t) for every t > s. Given z, y € B and
T > s, it follows from Lemma 4.3 that

[(@(7), e(r, z(T)|| = [[(z(7), (7, 2(7)) — (T, 0))[| < 3llz(7)[,  (4.30)
and
1(@(7), o(7,2(7))) — (y(7), (T y(M)I < 3llz(T) — y(7)]|. (4.31)
Therefore, by (4.2),

1 (m2(7), (7, 2(7))) = F(7,4(7), (7w (7))l

< B3| (r) — y()|(Ja(r )||q+||y(7)\|q) (4.32)
<2D1+q gIt1gaeala+1)(T—s) ||$ i‘/”l

By the first inequality in (2.17) we obtain
1(J)(t) = (Jy) (D)l
/ 1O (s (7)o, (7)) = (7 9(7), (5 (7))l dr

< 2Di+q06q+1§q||x . yll/ / Dleﬁ(t—T)+aTeE(q+1)(T—s)—bs dr
° 00

< 2D%+q06q+1(5q”$ y”/ a(t—s)+as— bs/ e(q6+a)(7—s) dr

< 2D%+q66q+16q”.’£ y”/ a(t—s +as/ eTl(T*S) d’T,

with T < 0 as in (4.28). Therefore

1Tz~ Tyl < 0llz —yl", (4.33)
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where

0 =c69T D59 |Ty|.

We now choose § > 0 sufficiently small, independently of s, so that 6 <1 /2.
Given £ € R;(de~**) we consider the operator J on the space B defined by

(Jz)(t) = 2(t) + (Jz)(1),
where z(t) = U(t,s){ € E(t). For y = 0 we obtain Jy = 0 (note that since

¢ € X% we have (t,0) = 0 for every ¢ > 0), and thus, by (4.33), ||Jz|" <
0)|z||’. By the first inequality in (2.17) we obtain ||z||" < ||€]|/2 and hence,

_ 1
12l < ll21" + T2l < 5 1€l + Oll=]’

1 1

(4.34)

Therefore, J: B — B is a well-defined operator. In view of (4.33),
[z = Jyl" = ||Jz = Jy|" < Ollz — y|I",

and J is a contraction. Therefore, there exists a unique function r =z, € B
such that Jz = z. It follows from (4.34) that

1
" < Sl +Ollz]",  and hence, ] < %F_Hg)-
Therefore, for every t > s,
Il < 2D a(t—s)+as ||§|| )
Jo(o)] < 2Dyenerves JEL
We obtain the desired result with R = D;/(1 — 0). O

4.4.3 Behavior under perturbations of the data

We now establish some auxiliary results that describe the asymptotic behavior
of the function z, given by Lemma 4.4, as time approaches infinity, when we
change the initial condition & or the function ¢. Given § > 0 sufficiently small,
¢ € X%, s > 0, and initial conditions £, £ € Ry(Je~**), we denote by z, and

T, respectively the unique continuous functions given by Lemma 4.4 such that
zy(s) =& and T,(s) = €.

Lemma 4.5. There exists K1 > 0 such that for every § > 0 sufficiently small,
peXr, s>0, and &, £ € Rs(de™ %) we have

[

() = 2o ()| < K™ IF & —&|| for every t > s. (4.35)
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Proof. Proceeding in a similar manner to that in (4.30), (4.31), and (4.32), for
every T > s we obtain

1 (7 20(7), 0T, 25(7))) = F(7, 2 (7), (7, o (7))

bl - . . (4.36)
< 31 [ (1) = Zo (T2 (T + (|20 (T)]]9)-
By Lemma 4.4 (see (4.29)), we thus have
1 (7526 (7), 0 (7: 25(7))) = [T, 2 (7), (7, T (7))
< eI 7T g (1) — Ty (7)]],
where
n = 2c39T RI§7 < 2¢37T RY, (4.37)

provided that 6 < 1. Note that the last constant is independent of §. Setting
p(t) = ||z, (t) — T (t)|| and using the first inequality in (2.17), it follows from
(4.23) that

t
p(t) < [UEs)] - 11§ =&l +/ |U (¢, 7) et =)= =05 p(7) dr
s . (4.38)
< Dlea(tfs)Jrast . f_H + Dlﬂ/ eﬁ(t77)+T1(‘rfs)p(7—) dr,

with T3 < 0 as in (4.28). We can now use Gronwall’s lemma for the function
e~=5) p(t) and (4.37) to obtain (assuming that § < 1)
p(t) < Dyemt D™ 111 a0 ¢ _g|
< KqetTIres e — g,

with K7 = Dj exp[2¢39T1 Dy R?/|T}|]. This completes the proof. ad

Given ¢ > 0 sufficiently small, ¢, ¥ € X}, and (s,¢) € X,, we denote by
z, and zy the continuous functions given by Lemma 4.4 such that z,(s) =

ry(s) =&

Lemma 4.6. There exists Ko > 0 such that for every 6 > 0 sufficiently small,
o, v eX:, and (s,£) € X, we have

a’

2 () = 2y (8)]| < Kae™ DT3¢l — || for every t > 5. (4.39)

Proof. Proceeding in a similar manner to that in (4.32), we obtain

1f (7 20(7), 07, 25(7))) = S (7, 20 (7), (7, 24 (7))
< BU[(2p(1) = 2y (1), 0(T, (7)) — (7, (7)) | (4.40)
X ([ (D7 + fJw (T)])-

Furthermore, by Lemma 4.3,
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(7, 20(7)) = (7, 20 (7))
<o 2o (7)) = b(m, 2o (I + 197, 20 (7)) = (T, 2g (T (441)
<z (M -l = Dl + 2llzp (7) — 2y (7).

By (4.29) in Lemma 4.4 we conclude that

1 (720 (7), (7, 25(7))) = f (75 20 (1), (7, 2 (7)) |

a(t—s)—as—bs (442)
< 2¢39R§%¢1 o (DI - llp = 9l + 3llzp (1) = 2y (T)I])-

We now proceed in a similar manner to that in (4.38) in order to apply
Gronwall’s lemma. Set

p(t) = ||z, (t) — zy(t)|| and 7 = 2¢37R%67. (4.43)

Note that 7 < 2¢37R9 provided that § < 1. Note also that the last constant
is independent of §. Using the first inequality in (2.17), (4.29) in Lemma 4.4,
and (4.42), it follows from (4.23) that

t
p0) < [ UG o ()] o~ o] dr
t
43 [ U 7)™ o (1) — (1) dr
t — —
< ADAR[E] -l — v [ ettt gy
t ’ B
+ 37D / eTTIHAT T (7).

We conclude that

e~ ™) 5(t) < Dy Rel* b / 1) dgrle|| - |lp — |

S

¢
+377D1/ el r=3)g=a(r=3) 5(7) dr,

with T3 < 0 as in (4.28). We can now use Gronwall’s lemma for the function

e~ %=%) 5(t) to obtain (assuming that § < 1)

7D1 R
Th]

< Ko g) -l —

IA

TPV HaD g g — g

p(t)

where

239D RI+! (203q+1D1R‘1>
? T ] 7]

This completes the proof of the lemma. a
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4.4.4 Reduction to an equivalent problem

In order to show the existence of a function ¢ € X7 satisfying (4.24) when
x = x,, we first reduce this problem to another one. We recall that z, is the
function given by Lemma 4.4 with z,(s) = . Let

Ty:=a—b+b<0. (4.44)

Lemma 4.7. Given § > 0 sufficiently small and ¢ € X}, the following prop-
erties hold:

1.if

ot 2, (8) = V(¢ 8)p(s, €) + / V(t,7) f(r,20(7), (T, 20(7))) dr
) (4.45)

for every (s,€) € X, and t > s, then

o(s,&) = — /00 V(r,s) L f(r, xy(7), o(T,2,(7))) dT (4.46)

for every (s,€) € X, (including the requirement that the integral is well-
defined);

2. 4f (4.46) holds for every (s,€) € Xo = Xo(0), then (4.45) holds for every
(s,€) € Xg=X3(0/R) and t > s.

Proof. We first show that the integral in (4.46) is well-defined for each (s, &) €
Xo. By (4.29) in Lemma 4.4, (4.30), and (4.2), we have

(7,20 (7), (T, 20 (P < ell (@ (1), (7, 2 (D)IF < 377 [l ()] 7
< 39+ RaHlglata(r—s)+alat)s | ¢ o+t

It follows from the last inequality in (2.17) that

/ TV ) (g (), oz (1) dr

S D203q+1Rq+1§q+1efa(lJrl/q)sfb(lJrl/q)s /OO efb('rfs)er‘rJr(qul)E('rfs) dr
— D203q+1Rq+16q+1ebs—a(l+l/q)s—b(l+l/q)s /OO e(T2+qE)(‘r—s) dr.

S

Since @ < 0, we have T +qa < 0, and thus the last integral is finite. Therefore,
the integral in (4.46) is well-defined.

We now assume that (4.45) holds for every (s,€) € X, and ¢t > s, and we
rewrite the identity in the equivalent form
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0(5,6) = Vi(t,5) \p(t, 2 (1)) — / Vir,5) 7 (1,24 (r), (7, 24 (7))) dr.

(4.47)
By Lemma 4.3 and (4.29) in Lemma 4.4, we have

IV (£ 8) ot 2 (1) | < 2D2e™ =% [z, (1)
< 2D26*Q(tfs)+btR66(tfs)5670,5/,1755/(]
= 2D2R(53T2(t_s)"'[b(l—l/Q)—a/q]s.

Thus, letting ¢ — oo in (4.47), we obtain (4.46) for every (s,&) € X, and
t > s. This establishes the first property.

We now assume that (4.46) holds for every (s,§) € X, and t > s. Since
V(t,s)V(r,s)~! = V(t,7) we readily obtain

V(t, 5)p(s.€) + / V(t,7)f(r, 20(7), 0, 2(7))) dr |
s (4.48

= /too V(r, t)flf(T, 2o(T), (T, 24(T))) dr.

We now show that the right-hand side of (4.48) is equal to ¢(t,z,(t)). We
first define a semiflow F, for each 7 > 0 and (s,§) € X,, by

FT(Saé-) = (8 +T? .’L'LP(S + 7—7875))'

Note that in view of (4.46),

P58 == [V s el s O (@)
Given 7 > ¢ > s, we have
Froi(t,xp(t) = Froi(Fi—s(5,€)) = Fr—s(5,€) = (1,35(7)).
Furthermore, when (s,£) € X(0/R) it follows from (4.29) in Lemma 4.4 that
()] < RE— a2 ] < sel@rali==at < se=at  (450)

and thus (t,z,(t)) € X4 (9) for every t > s. This shows that eventually making
d smaller if necessary, we can replace (s,&) by (t,z,(t)) in (4.49). This yields

p(t, zp(t)) = — /Oo V(T 0) 7 f (Froa(t, 2o (1), p(Froi(t, 20(1)))) dr
L (4.51)

_ / TV () (g (1), o(r 2p())) dr

Combining (4.48) and (4.51), we conclude that (4.45) holds for every (s,§) €
X and t > s. This completes the proof of the lemma. a
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4.4.5 Construction of the stable manifolds

We now put together all the information given by the former lemmas to es-
tablish the existence of a function ¢ € X7, satisfying (4.24) when z = z,, (with
the function x, given by Lemma 4.4).

Lemma 4.8. Given 6 > 0 sufficiently small, there exists a unique function
w € Xk such that (4.46) holds for every (s,§) € X,.

Proof. We look for a fixed point of the operator @ defined for each ¢ € X% by

(@p)(s,8) = — /Oo VI(1,8) T f(m,20(7), (1,24 (7)) dT (4.52)

when (s,§) € X,, where z, is the unique continuous function given by
Lemma 4.4 such that z,(s) = £, and by

(@) (5,€) = (Pp)(s,de™**E/||€]])

otherwise. We recall that X¥ is a complete metric space for the distance in-
duced by the norm ||-|| in (4.25) (or more precisely by the norm ¢ — ||p|Xa)-
Note that when { = 0 we have z,(t) = 0 for every ¢ € X}, and t > s. Thus,
in view of (4.1), (Pp)(t,0) = 0.

Given ¢ € X}, s > 0, and £, £ € Ry(6e~%), let now z, and Z,, be the unique
continuous functions given by Lemma 4.4 such that respectively z,(s) = ¢
and T,(s) = . Using (4.29) in Lemma 4.4, (4.35) in Lemma 4.5, and (4.36),

Hf(T7 xs@(T)v <P(Ta ‘TW(T))) - f(Tv jtP(T)a @(Ta fsﬁ(T)))”
< 87K RICE T Dt g g7+ ()1,

Since ¢, € € Ry(e™*) we obtain

£ (7,25 (7), (7, 2(7))) — F(7,Z0(7), 0(T, T, (7))l
< K elathalr=s)=bs e g

with 7 as in (4.37). Using the last inequality in (2.17) we conclude that

(@) (s,€) = (P)(s, )
S/ IV (7, 8) M- 1f (7,20 (7), (T, 24(7))) = f(7, 24 (7), (7, By (7)) | dT

< D2"7K1H£ . EH / e—Q(T—s)+b7—e(Q+1)E(T—s)—bs dr
= Dantafl§ ~ €] [ T ar

with 75 < 0 as in (4.44). Choosing § > 0 sufficiently small we have
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o D277K1 o 2D203q+1RQK16q
T2 + qal T2 + qal

In particular, - -
(@) () — (@) (t, )| < lI§ =&l

for every £, € Ry(de™®%). This shows that &(X%) C X,
operator @: X} — X% is well-defined.

We now show that @: X% — X% is a contraction. Given ¢, ¥ € X7, and
(s,6) € Xa, let x, and x, be the unique continuous functions given by
Lemma 4.4 such that x,(s) = zy(s) = . By (4.40) and (4.41),

1 (7526 (7), 0 (T: 26 (7))) = [ (75 24(7), (7, 24 (7))
< 31[(@p(7) — 2y (1), (7 20(7)) = V(7,24 (M (26 (D + [ (7))
< BU([lzo (M -l = DIl + 3llzp(T) — 2y (N D (2o (DN + 2 (T)]%)-

It follows from (4.39) in Lemma 4.6 that
[f(T,2(7), o(T,20(7))) — f(7,25(7), (1, 24 (7)) |

< et =00 (g (7)) - llp — ¢l 4 3llzp (1) — 2y (T)])
< el dtET=I0 (R 4 3 Ko ™) I¢]| - [l — I,

and hence, the

with 7 as in (4.43). Setting G = R + 3K, we conclude that

1(@p)(s,€) = (29)(s, )
S/ IV (7, 8) 7ML (7, 20 (7), (7, 26 (7)) = f (7 0(7), (7, 24 (7)) dr

< DarGle] o — ] [ et irelrste=n b gy

= DoniG|I€] - |l — ¢||/ o(To+q@)(T=5) 7o

D277G

STh+ 7|||€|| I — .

Provided that § > 0 is sufficiently small, we have

_ DonG 2D5c39R169(R + 3K>)
0= — = — < 1.
T + qal |T> + qal

Therefore

[Pp1 — P2 < O]lo1 — 2,
and @: X}, — X} is a contraction in the complete metric space X7,. Hence,
there exists a unique function ¢ € X}, satisfying ®p = ¢. In particular, in
view of (4.52), the identity (4.46) holds for every (s,£) € X,,. This completes
the proof of the lemma. ad
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We can now establish Theorem 4.1.

Proof of Theorem 4.1. As explained in the beginning of Section 4.4.1, in view
of the required forward invariance property in (4.14), to show the existence of
a (Lipschitz) stable manifold W is equivalent to find a function ¢ satisfying
(4.23) and (4.24) in some appropriate domain. If follows from Lemma 4.4
that for each fixed ¢ € X7, there exists a unique function & = z, satisfying
(4.23) and thus it remains to solve (4.24) setting « = z, or, equivalently, to
solve (4.45) in Lemma 4.7. This lemma indicates that this can be reduced to
solve the equation in (4.46), that is, to find ¢ € X* such that (4.46) holds
for every (s,£) € X,. More precisely, it follows from the second property in
Lemma 4.7 that if (4.46) holds for every (s,§) € X,, then (4.45) holds for
every (s,&) € Xg(d/R) and t > s. Finally, Lemma 4.8 shows that there exists
a unique function ¢ € X¥ such that (4.46) holds for every (s,€) € X,.

Furthermore, by (4.50), provided that § is sufficiently small and (s,£) € X3
we have (t,z2,(t)) € X, for every t > s. This ensures that we can replace
the function ¢ in (4.23)—(4.24) by the restriction ¢|X,,. In other words, there
exists a unique function ¢ € X7, such that the corresponding set W in (4.11)
obtained from the function ¢|X, is forward invariant under the semiflow ¥,
for initial conditions with (s,&) € X3, and we obtain the invariance property
in (4.14).

We now establish the remaining properties in the theorem. The first prop-
erty is an immediate consequence of the above discussion (or of the first prop-
erty in Lemma 4.7). To prove the second property, we denote by z, and Z,
the unique continuous functions given by Lemma 4.4 such that respectively

zy(s) =& and Z,(s) = €. It follows from Lemma 4.5 that

||WT(S7§7SD(S’€)) - WT(&&SD(S’E))”
= [[(t, 25 (1), (8w (1)) — (£, T (t), 0 (t, T (1))l (4.53)
< 2|z (t) — Tt < 2K1™H0|E — €]

for every 7 =t — s > 0. Again, since £,& € Ry(de?%), in view of (4.50) we
can replace the function ¢ in (4.53) by its restriction to X, . This completes
the proof of the theorem. a

4.5 Existence of Lipschitz unstable manifolds

We now consider the case of unstable manifolds. The theory is entirely anal-
ogous and the proofs can be obtained by reversing time in the former notions
and arguments. As such, we formulate the corresponding result concerning
the existence of unstable manifolds without proof.

We first briefly describe the corresponding setup. Consider a continuous
function A: Ry — B(X), with Ry = (—o0,0], such that all solutions of the
equation v’ = A(t)v are global in the past. This happens, for example, if
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lim sup 1 log ||A(t)| = 0.

t——o0 |t|
In an analogous manner to that for positive time, we assume here that there
exists a function P: Ry — B(X) such that P(t) is a projection for each ¢ > 0
and (2.3) holds for t < s < 0, and that there exist constants b < 0 < a,
a, b>0,and Dy, Dy > 1 such that for every t < s <0,

IT(t,5) 7 P(t)]| < Dre~at==I+ll and || T(t, 5)Q(s)]| < Dpelht=s+0ls,
(4.54)

We also consider a continuous function f: Ry x X — X such that f(¢,0) =
0 for every ¢ < 0, and there exist ¢ > 0 and ¢ > 0 such that (4.2) holds for
every t < 0 and u, v € X. We consider the semiflow ¥, (now with 7 < 0)
generated by the equation (4.4) or equivalently by the system in (4.6) for
p < s in the corresponding maximal interval of definition.

Again we look for an unstable manifold as the graph of a Lipschitz function.
For this we define the new constants

o =b(1+1/q9)+a/q and B =b2+1/q)+a/q,

and given J > 0, we consider a space X%, of continuous functions obtained as
in Section 4.2, replacing positive time by negative time: consider the set

o ={(s,§):s<0and &€ Rs(éefa/m)}, (4.55)

and let X, be the space of continuous functions ¢: X, — X such that for
each s <0, we have

(s, Ry(de' 1)) € F(s), w(s,0)=0,

and
[4b(s,2) — (s, )|l < [l — yl| for every z, y € Ry(de™*1*!).

We also consider the set X obtained as in (4.55) with o/ replaced by 3.
We can now formulate the result on the existence of Lipschitz unstable
manifolds.

Theorem 4.9. For the equation v' = A(t)v in the Banach space X, if (4.54)
holds and the conditions b+ o' < 0 and b+ a < a hold, then there exist § > 0
and a unique function ¢ € X%, such that the set

W ={(s,9(s,£),8) : (s,§) € X3} CRy x X (4.56)
is invariant under the semiflow W, that is,
if (5,€) € X then W (s,v(s,§),&) € W for every T < 0.

Furthermore:
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1. for every (s,€) € X, we have

0.8 = [ U (5005, 8), ) dr
2. there exists D > 0 such that for every s < 0, &, € € Rs((;e’ms‘), and
7<0,
12 (5, %(s,€),€) = r (s, 4(5,€), )| < DT HMel|je — .

We call the set W* in (4.56) a (Lipschitz) local unstable manifold or simply
a (Lipschitz) unstable manifold of the origin for the equation (4.4).
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Smooth stable manifolds in R"

In this chapter we start the study of the regularity of the Lipschitz man-
ifolds constructed in Chapter 4. We only consider stable manifolds. As in
Section 4.5, the theory for unstable manifolds is analogous, and the proofs
can be readily obtained by reversing the time. We only consider in this chap-
ter the case of finite-dimensional spaces. This is due to the method of proof
of the smoothness of the invariant manifolds, which uses in a decisive manner
the compactness of the closed unit ball in R™ (in the proof of Lemma 5.11).
The proof is based on the construction of an invariant family of cones, in a
similar manner to that in the classical hyperbolic theory, although now using
an appropriate family of Lyapunov norms. The family of cones allows us to
obtain an invariant distribution which coincides with the tangent bundle of
the invariant manifold. This also allows us to discuss the continuity of the
distribution, and thus the continuity of the tangent spaces, that corresponds
to the smoothness of the invariant manifold. We note that we deal directly
with the semiflows instead of first considering time-1 maps as it is sometimes
customary in hyperbolic dynamics. The infinite-dimensional case is treated
in Chapter 6 with an entirely different approach, although at the expense of
requiring more regularity for the vector field. The material in this chapter is
taken from [6] (for Sections 5.1-5.4) and [5] (for Sections 5.5-5.6), although
now considering the general case when the stable and unstable subspaces may
depend on the time t.

5.1 C' stable manifolds

We consider the same setup and notations as in Section 4.1, although we shall
require slightly more restrictive assumptions on the constants in (2.6).
Set ¥ = max{a,b}. We consider the conditions

qa+ 49 <min{a — b, (2 —¢)9} and @+ <b, (5.1)
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which clearly imply the conditions in (4.13). The second inequality in (5.1) is
slightly stronger than the second inequality in (4.13). On the other hand, the
first inequality in (5.1) is of different type. It can be written as:

ga+49<a—b and a+J+29/q<0. (5.2)

The former implies the first inequality in (4.13) while the latter requires a
certain “spectral gap” (we note that the second condition in (5.2) is not used
in the proof of the C' regularity of the stable manifolds, but only to know
a priori, via Theorem 4.1, the existence of a Lipschitz stable manifold). We
note that the first inequality in (5.1) is satisfied for a given ¥ provided that
q is sufficiently large (that is, provided that the order of the perturbation f
is sufficiently large), while the second is always satisfied when ¥ is sufficiently
small.

In this chapter we always take the space X in Sections 4.1 and 4.2 to be R™.
We want to show that the Lipschitz stable manifold W given by Theorem 4.1
is a smooth manifold of class C'. For technical reasons we need to slightly
reduce the size of the neighborhood R,(§e~?%), with 3 as in (4.12). Namely,
we fix the new exponent

v=0+39/q>p (5.3)

and for each ¢ > 0, we consider the subset V C ‘W given by
V={(s,&0(s,8)) : (5,€) € X, with s > o} C RT x R", (5.4)

with X, defined by (4.9). We also replace the conditions Al and A2 in Sec-
tion 4.2 by new conditions, now for the finite-dimensional space X = R". Let
M, (R) be the set of n x n matrices with real entries. We assume that:

Bl1. the function A: R — M, (R) is of class C! and satisfies (2.2);
B2. the function f: R x R" — R™ is of class C! and satisfies (4.1) and (4.2)
for some ¢ > 0 and ¢ > 1.

Note that we replaced the requirement ¢ > 0 in condition A1 by the stronger
requirement g > 1. As observed in Section 4.1, due to the differentiability
of f, the condition (4.2) is equivalent to the existence of constants ¢ > 0 and
g > 1 such that (4.3) holds.

The following result establishes the C' regularity of V.

Theorem 5.1 ([6]). Assume that B1-B2 hold. If the equation v' = A(t)v
admits a strong nonuniform exponential dichotomy in RT and the conditions
in (5.1) hold, then for each ¢ > 0 there exists § > 0 such that for the unique
function ¢ € X, given by Theorem 4.1, the set V in (5.4) is a smooth manifold
of class C*, containing the line (0, +00) x{0} and satisfying T(s 0)V = Rx E(s)
for every s > o.

The proof of Theorem 5.1 is given in Section 5.4. We observe that only the
first and the last inequalities in (2.17) are used in the proof of Theorem 4.1.
The proof of Theorem 5.1 uses, in addition, the third inequality in (2.17).
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We call the set V in (5.4) a local stable manifold or simply a stable manifold
of the origin for the equation (4.4). We note that in general we are not able
to take ¢ = 0 in (5.4). The explanation is given at the end of Section 5.4.6,
when we can already refer to the appropriate places in the proof. On the other
hand, if the functions A(¢) and f(¢,x) are defined for every ¢t > —g, for some
fixed € > 0, then we can replace g in (5.4), as well as in the statement of
Theorem 5.1, by any number in (—¢, 0).

A version of Theorem 5.1 in the case of discrete time is established in [9].

5.2 Nonuniformly hyperbolic trajectories

We now explain how Theorem 5.1 can be used to show the existence of smooth
stable manifolds for solutions of a given differential equation (possibly nonau-
tonomous) that exhibit nonuniformly hyperbolic behavior.

Consider a C* function F': Rf x R® — R"™. We continue to assume that
A(t) in (4.19) satisfies (2.2).

We obtain stable manifolds for nonuniformly hyperbolic solutions of (4.18)
(see Section 4.3 for the definition). We use the same notation as in Section 5.1.

Theorem 5.2. Assume that F is of class C* and let vo(t) be a nonuniformly
hyperbolic solution of (4.18) such that:

1. the function t — A(t) is of class C*;
2. there exist ¢ > 0 and q > 1 such that (4.20) holds for every t > 0 and
y € R™.
If the conditions (5.1) hold, then for each ¢ > 0 there exist 6 > 0 and a unique
function ¢ € X, such that the set

V={(s,&¢(s,8) + (0,v9(s)) : (s,§) € Xy with s > o} (5.5)
is a C' manifold with the following properties:

1. (s,v0(s)) €V and T(5,(s))V = R x E(s) for every s > o;
2.V is forward invariant under solutions of (4.18), that is, if s > o and

(s,v5) € {(5,& 0(5,8)) + (0,v0(5)) : (5,§) € Xyta with s > o},

then (t,v(t)) € V for every t > s, where v(t) = v(t,vs) is the unique
solution of (4.18) fort > s with v(s) = vs;
3. there exists D > 0 such that for every s > o, (s,vs), (8,05) €V, andt > s
we have
[v(t,vs) — (¢, vs)[| < Dea(t_sHaS”Us = Ul-

Proof. The proof follows closely arguments in the proof of Theorem 4.2. We
consider again the change of variables (¢,y) = (t,v — vo(t)). Letting y(t) =
v(t) —vo(t), where v(t) is a solution of (4.18), we obtain
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y'(t) = A()y(t) + G(t, y(1)),

with G(t,y) as in (4.22). This reduces the study of the equation (4.18) to
that of (4.4). By hypothesis A(t) satisfies the assumption B1 in Section 5.1.
Furthermore, it follows from (4.22) that G is of class C'! and clearly G(¢,0) = 0
for every t > 0. Proceeding as in the proof of Theorem 4.2 we establish
property (4.2). Thus, the function G satisfies the assumption B2 in Section 5.1.
We can now apply Theorems 4.1 and 5.1 to obtain the desired statement.

O

We call the set V in (5.5) a local stable manifold or simply a stable manifold
of the solution vg(t) (of the equation (4.18)). Note that if F is of class C? and
there exist ¢ > 0 and ¢ > 1 such that

0’F
|G et o)) < el

for every t > 0 and y € R™, then the hypotheses in Theorem 5.2 hold.

5.3 Example of a C' flow with stable manifolds

In [77] Pugh gave an explicit example of a C! diffeomorphism which is not
C1*¢ for any € € (0, 1), for which the statement in the stable manifold theorem
fails. Of course that this does not mean that all C* diffeomorphisms and flows
with nonuniformly hyperbolic trajectories and which lack higher regularity
have no stable or unstable invariant manifolds. Indeed, we illustrate with an
example that this is not the case.

Proposition 5.3 ([6]). There exists a C* function F: RT x R™ — R" satis-
fying the hypotheses of Theorem 5.2 which is not C1*¢ for any e € (0,1).

Proof. We assume that F(t,0) = 0 for every ¢ > 0, and we consider the
constant solution vy = 0. We want to exhibit a C! function F such that:
1. H:= %—I; is continuous but not Holder continuous;
2. the function t — H(t,0) is of class C;
3. |H(t,y) — H(t,0)|| < c|ly]|9 for every ¢ > 0 and y € R™, and some
constants ¢ > 0 and ¢ > 1.
For this we consider a continuous function p: RT™ — [0,1] and a sequence
prn € RT decreasing to zero such that:
1. pis of class C'! outside the points p,;
2. p is Holder continuous with Holder exponent at most p,, in some open
neighborhood of p,, for each n € N.
We now define a function H by

H(t,y) = H(t,0) + f(y)r(llyl)
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for each y # 0, where t — H(t,0) = A(t) and f: R® — R" are any C!
functions such that v/ = A(¢)v has only global solutions and

If W)l < cllyl|? for every y € R™.

One can easily verify that y — H(t,y) is Holder continuous with exponent
at most p, outside the ball of radius p, centered at the origin. Thus, H is
not Holder continuous, although it is continuous at (¢,0) and thus continuous.
Integrating H, while imposing the condition F'(¢,0) = 0 for every t > 0, we
find a function F' as desired: namely, F' satisfies the hypotheses of Theorem 5.2,
but since H is not Holder continuous, F is not of class C1*¢ for any € € (0, 1).

a

In particular, in view of Theorem 5.2, for the vector field F' in Proposi-
tion 5.3 the nonuniformly hyperbolic solutions of (4.18) possess smooth stable
manifolds. A version of Proposition 5.3 in the case of discrete time is estab-
lished in [9].

5.4 Proof of the C! regularity

We establish in this section the C' regularity of the Lipschitz manifold V
in (5.4). In view of clarity we separate the proof into several steps.

5.4.1 A priori control of derivatives and auxiliary estimates

Here we establish several estimates that are needed in the proof of Theo-
rem 5.1. We will always assume that Bl and B2 hold. In particular, f is now
of class C! and the conditions (4.1)—(4.4) hold for some ¢ > 0 and ¢ > 1. We
will also assume that the conditions (5.1) hold. These are standing assump-
tions that will be used throughout Sections 5.4.1-5.4.6.

We first give a bound for the derivatives of the perturbation. For each
t > 0 we consider the direct sum R™ = E(t) & F(t), and the components

(z,y) = (2(t),y(t)) € E(t) x F().

For simplicity, we will denote by 9f/0x and 9f /0y the partial derivatives
with respect to x(t) and y(t) for each given ¢t > 0, that is, given v € E(t),

and given v € F(t),

21 ()0 = iy L2010 = 0. 40)
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Lemma 5.4. We have

max{Haf
ox

Proof. We first consider the derivative df/dz. Since f is differentiable, it
follows from (4.2) that for every v € E(t),

g?JJH} < 2¢||(x,y)||7.

OF | o W0+ ho,y) = (62,3
ox h—0 |h|
. x4+ hv—x x4+ hv,y) |7+ |[(x,y)]|?
< clim | I ¢ i Y7+ 1( y)”)SQCH(x,y)HqIIvII'

Therefore, ||0f/0x| < 2¢||(x,y)||?. Proceeding in a similar manner with the
derivative 0 f /0y we obtain the desired statement. O

We now obtain norm bounds for the derivatives of the solution with respect
to the initial conditions (note that by the hypotheses B1 and B2, the solution
of (4.6) is indeed of class C! in the initial conditions). Fix s > 0 and ¢ > 0.
For each p > s+ t, we set

o = (0, ¥:(5,,0(5,9)), a = (p;2(pp),y(Pp))> (5.6)
and 2 9 9 9
||z y _ || 0= Yy
SP - H af |pp + H 8€|pp ) P H877|Pp + H8n|pp ’

where x and y are the functions in (4.5). Since ¥, is a semiflow, we have the
identities

z(p,) = 2(p;5,&,0(5,€)) and  y(p,) = y(p, 5, &, 0(5,6)). (5.7)

The following lemma gives several exponential bounds, in particular for S,
and T),, which are essential in the proof of Theorem 5.1. As described above,
for technical reasons we need to slightly reduce the size of the neighbor-
hood R,(6e~P%). Namely, we consider the new neighborhood R,(de™*) C
R,(5e7P%). In view of the first inequality in (5.1), we have

gi+a<0 and ga+b<O0. (5.8)

Let also
d = 2a + 2b + aq + max{a, b},

and
0 =271 D157 and 0 = 2971 D59(Dy + Ds), (5.9)

with D as in (4.16) and Dy, D3 as in (2.17).



5.4 Proof of the C* regularity 81

Lemma 5.5. Given § > 0 sufficiently small, for each (s,§) € X,,, t > 0, and
p > s+t we have

8f Bx af 8y a(p—s)—ds
H e as Tyl ggls | S OTVTS,, (5.10)
8f ay a(p—s)—ds
%lqpafnlpp e anl < @erloms)=dsy (5.11)
and
Sp < Dle(5+0)(p—s—t)+a(s+t)7 Tp < D26(5+9)(p—s—t)+b(s+t)_ (5.12)

Proof. Set z(r) = z(r,s,&,n) and y(r) = y(r,s,&,n) (see (4.5)). Taking deriv-
atives with respect to £ and 7 in (4.6), given p > s+ ¢ we obtain

Oz, _ g of 9z, 9f 0y
67§le - U(p78 +t) + ot U(pv ’I’) (833 a€ |;Dr 82{ (9§ |pr d’r
% — " v of 9z of 9y .
acme = | VP \xag'r T oy ae )

ox [ of oz afay
oo = [ U0 (5 + By ) @
0 P of o of o
a—z|pp:V<p,s+t>+/ for, | 0F0y, )dr,

(5.13)

e 7 (aan' “oyan

with the partial derivatives of f computed at ¢, (see (5.6)). Recall that y(p,) =
o(r,z(py)) for every r > s+t (see (4.17)), and thus ||(z,y)(p-)|| < 2||z(p.)]-
By Lemma 5.4 we conclude that

H 6f| dy

qr ag Pr
Since £ € Ry(de™7*) C Ry(de™P%), it follows from (5.7) and Theorem 4.1
(making £ = 0 in (4.16)) that

< 2l (p, |75

qr ag |pr

2(pr) |7 = ||z (r, 5, ¢(s,£))|* < DIgTea =)~
Thus,

< 8/€qﬁ(r75)7dssr,

oo Gl + oela el

which is the inequahty in (5.10). We can obtain (5.11) in a similar manner.
If follows from the first identity in (5.13), (2.6), and (5.10) that

’896

676 ‘pp
In a similar manner, using the second identity in (5.13) and again (5.10), we
obtain

P
< Dleﬁ(pfsft)+a(s+t) + 0 Dleﬁ(pfr)Jrarqu(rfs)7dsST dr.
s+t
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b

(97§|pp < 91 P DQgE(P—T)-‘rbrqu(r—s)—dsST dr.

a s+t

Therefore,
Sp < Dleﬁ(pfsft)+a(s+t) + 0 P Dleﬁ(pfr)Jrareqﬁ(rfs)7dsST dr
s+t

P _
+ o’ D2€b(p—r)+br€q6(r—s)—dssrr dr.
s+t

Using (5.8) and the fact that @ < b (see (2.6)), we conclude that
Sp < Dleﬁ(p—s—t)+a(s+t)
P o P _
+0 | D" NS, dr 460 [ DyebPS, dr
s+t s+t

< Dleg(p—s—t)—l-a(s-i-t) + eeg(p—s_t) /p 6_5(7»_s—t)sr dr.
s+t

(5.14)

We now write :S'; = e_g(r_s_t)S,. for each r > s+t. It follows from (5.14) that
~ P
S, < Dye®t 10 [ S.dr
s+t
for every p > s + t. Therefore, using Gronwall’s lemma we conclude that
§p < Dlea(s+t) ee(p—s—t)
for every p > s+ t. This establishes the third inequality in the lemma.

In a similar manner, using the third and fourth identities in (5.13), together
with (2.6) and (5.11) we obtain

_ p
Tp < Dzeb(p—s—t)+b(s+t) + 0 Dleﬁ(p—r)eareqa(r—s)—dsTr dr
s+t

p _
+ 9’ D2eb(p—7)+br€qﬁ(r—s)—dsTT dr.
s+t

Using (5.8) and the fact that @ < b, this yields
Tp < D2€B(p—s—t)+b(s+t) +9€E(p_s_t) /p e—g(r—s—t)Tr dr.
s+t
Writing TT = e’E(T’S*t)Tr for each r > s + t, we conclude that

~ P
T, < Dge®t) 1 g / T, dr
s+t

for every p > s+ t. Thus, it follows from Gronwall’s lemma that
fp < D2€b(s+t)69(pfsft)

for every p > s+ t. This establishes the last inequality in (5.12). O
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We note that by the dependence of 6" and 6 on ¢ (see (5.9)), these two
constants can be made arbitrarily small by making § sufficiently small. In
particular, the exponent b+ 6 in (5.12) can be made arbitrarily close to b.

The following statement considers a function F' which occurs in the con-
struction of the invariant families of cones in Section 5.4.3. The value F(x) is
essentially the size of the cone at time z.

Lemma 5.6. Consider the function F: Rf — R defined by

ealm + l/(]. _ ean)

F@) =37 =y

where ay,as < 0, a; > az, and v € (0,1). If

aj
< —, 5.15
Y < 2 (5.15)

then F(x) <1 for every x > 0.

Proof. Assume first that a; = as = a. Then

a(l — 2v)e™®
(1—v(1—eo®))?

F'(z) =
and it follows from (5.15) that F'(z) < 0. Therefore, F((z) < F(0) = 1 for

every x > 0. Assume now that a; > as. In this case,

a1€M% — pa et — page®® — page(t1ta2)T g elartaz)e
_ _ pa2z))2
(1 —v(1 —e®))

F'(z) =

Since a1 > as and as < 0 we have —vase®?® < —vase®® and thus,

, e (a1(1 —v) —vag + v(as — az)e™®)
F (l'> < L (1 _ I/(l i eagz))IQ :

Furthermore, again since a1 > ag and x > 0, we have v(a; — ag)e®?® <
v(a; — ag) and hence,

/ e (ay(1 —v) —vas + v(ay — az)) e (ay — 2vay)
F@) < (1 —v(1 — ea2x))2 = (1= p(1 = ewm))2’

It follows from (5.15) that F’(x) < 0. Therefore, F(z) < F(0) = 1 for every
x > 0. This completes the proof of the lemma. a

5.4.2 Lyapunov norms

Due to the nonuniformity of the norm bounds for the operators U(t, s) and
V(t,s) in the notion of nonuniform exponential dichotomy (see (2.17)), we
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introduce here a new family of Lyapunov norms. However, since we are dealing
in general with semiflows instead of flows, it is impossible to introduce the
Lyapunov norms which are standard in the case of flows (see [3]). On the other
hand, to study the regularity of the invariant manifolds in terms of an invariant
family of cones we still must show the invariance of the whole family, which is
somewhat delicate for small time, that is, before sufficient time has passed so
that the contraction given by @ in (2.17) overcomes the nonuniformity (which
depends on the initial time s). This prevents us from using time-1 maps, at
least without some appropriate preliminary preparation. We prefer to deal
from the beginning with the original semiflow and we overcome the above
difficulties by introducing appropriate families of Lyapunov norms, although
with a new procedure developed here for the case of semiflows.

We fix p > 0 and s > p, and given r > s and (v,w) € E(r) x F(r) we
define the new norms

+oo
ol = / U (o, r)ulle” @D do,

. (5.16)
flly = [ W0 e do,
s—o
where
ad=-a—-¢>0, V=b+c>0 (5.17)
for some ¢ > 0 such that
¢<a and ¢#b—b—b. (5.18)

Clearly, the integrals in (5.16) are finite. We also set
1, w)ll;. = l[vll; + [lwll;. for each (v,w) € E(r) x F(r).

This choice of norms is certainly not unique; in particular one can easily
change them so that |[(v,w)||, is obtained from an inner product for which
E(r) and F(r) are orthogonal (recall that we are now in R™). Nevertheless,
the resulting stable distribution, which is the essential element in the present
proof of the C' regularity of the manifold V, is independent of the choice of
norms.

We now consider the relation between the norms ||-|| and ||-]|".

Lemma 5.7. For every s > o, v > s, and (v,w) € E(r) x F(r) we have

D
Cre™"|loll < [loll; < TIBMHUH, (5.19)
—br I Dy br( s(r+o—s)
Coe " wl < flwlly < == (e = Dfjuw]) (5.20)
where
1 — ea—a-c—a (b=b+c+ble _ q
Cy = < and Cy = — (5.21)

Di(@—a+¢+a) Do(b—b+c+b)
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Proof. By the definition of the norm ||v||}. in (5.16)—(5.17) and (2.6), we have

“+oo
loll, = / U (0, r)olle’ @ do

+oo
< Dleﬁ(afr)JrarHvHe(fﬁfq)(ofr) do

+oo ) D,
=Dl [ e dg = e,
. S
For the other inequality in (5.19) we write
r+1 , r+1 ’
loll, > / 1U (@, rYolle?’ @) do > / 10 ()| olle”’ @D do
r+1 _
> / D;leg(a—r)—ao||U|‘e(—a—g’)(o—7') do
:
— T+1 —
= Dy ol / 4TI g = Cre™ o]

In a similar manner, using the definition of the norm ||wl|,. in (5.16)—(5.17)
and (2.6), we have

el = / IV (r,0) e ) do
s—po

< Dge*b(“")“’r||w|\e<7b*<)("7’“) do
s—o
v D
- DgebTHwH/ e do < 22t ||wl|(esTtemS) — 1),
s—0 S

The remaining inequality follows from

]l > / V(o) |~ wlle™ " do
s—o

> D;lefg(rfa)fba”wue(fﬁfg)(crfr) do
r—o
= Dy Hwl[e b+ / e~ bttt gy

r—e

= - e (TP 1) = Coe " fu].

This completes the proof of the lemma. O

Note that in view of (5.18) the constant Cy is well-defined. Although the
norms ||-|| and ||-||" are equivalent (for each fixed ¢ > 0, ¢ > 0, and s > p),
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by Lemma 5.7 their ratio may deteriorate with exponential speed along each
orbit (see (5.19) and (5.20)). Nevertheless, this deterioration, essentially given
by the exponents a and b, that is, by the nonuniformity in the exponential
dichotomy, is small when compared to the values of the Lyapunov exponents
(in view of (5.1)).

5.4.3 Existence of an invariant family of cones

The next step in the proof of Theorem 5.1 is to establish the existence of an
invariant family of cones along each orbit of the semiflow ¥... The construction
of the cones uses in a decisive manner the Lyapunov norms introduced in
Section 5.4.2. The invariant family of cones is the main element towards the
construction of an invariant distribution that later will be shown to coincide
with the tangent bundle of V. This procedure will also allow us to discuss the
continuity of the distribution, and thus of the tangent spaces, in terms of the
cones.

{s+7}xEXF

F

Fig. 5.1. The cone C;s(7) at the point ¥-(s, &, n). Here the subspaces E = E(t) and
F = F(t) are assumed to be independent of ¢.

For each s > 0 and 7 > 0, we consider the cone
Cs(1) = {(v,w) € E(s +7) x F(s +7): lwlli, < |lvlli-}U{(0,0)}.

We emphasize that Cs(7) is defined in terms of the new norms ||-||" given by
(5.16) and not in terms of the original norm in R". Given (s,£,7) € RT x
E(s+7) x F(s+ 1), we may think of the cone C;(7) as a subset of the plane



5.4 Proof of the C* regularity 87
{s+7}xE(s+71)x F(s+7)
or, alternatively, of the tangent space
Ty, (s,eoy{s+7} x E(s +7) x F(s+17)).

This is a cone around the space E(s + 7) at time s + 7. See Figure 5.1.
Note that by the first inequality in (5.1), and (5.9), we can choose § > 0
sufficiently small so that

ci=b+0+(qg—1)a+a<0 and ca=b+60+qga+b<O0. (5.22)

The following lemma shows that the above family of cones is indeed invariant
under the differential of ¥.. More precisely, we consider the partial derivatives
of the second and third components of ¥, (see (4.7)) with respect to (§,7) at
the point (s,£,7) € RT x E(s) x F(s), and we denote it by 9(s¢ ) ¥r.

Lemma 5.8. Given § > 0 sufficiently small, for each (s,§) € X, with s > p,
and T >t > 0 we have

(6g,T(5757“875))@_7)05(7) C Cs(t). (5.23)

Ws+t

(Vstr, Wstr)

(Vstt5 Wstt)

Cs(t)

Fig. 5.2. Preimages of vectors inside the cones along a given orbit at the times s+¢
and s+ 7.

Proof. Given (vsqr,ws4r) € Cs(s+ 7) and r € [s,s + 7], we define the vector
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(Vry wr) = (0w, (s,¢,0(5,6)) Yr—(s47)) Vs r, Wsir) € E(1) X F(r). (5.24)
See Figure 5.2 for an illustration. Let now 7 >t > 0. By (5.24), we have
(Um wr) = (8¢t(s,§,g&(s,§))wr—(s+t))(Us+t7 Wsit)

for each r € [s + ¢, s + 7]. In a somewhat more explicit form, we can write

v R ANE.
T — 85 (‘?17 s+t
()=(85) (),
with the partial derivatives of x and y in (4.5) computed at p, (see (5.6)). In

particular,

Ox Ox Jy dy
Up = 67£|prvs+t + %'Prwertv Wy = 87§|prv5+t + 6fn|prws+t- (5.25)

We introduce the notation
_of ., of

+ - Wr,

G(r) = 50" By

with the partial derivatives of f computed at ¢, (see (5.6)). Then

of Ox af oy af Ox of oy
G(r) = < |pr + |m> Vst + < ‘pr + |pT> Wstt,
X ([lvs4tll + lwstel)

O 06" " dy 9 dx on'™" " dy on
< 0TS, T ) (o] + el

< 0TI D el () max{e’, e }([|vere | + [[wsre)),

and in view of (5.10) and (5.11) in Lemma 5.5, we have

0f o 0f oy

of oz
6l < (| oL 5o+ 5o o o

of of 9y
Oz On

» oy

Pr Pr

il

where
m(s) _ e—aqs—max{mb}s l,nax{e—(b-‘,—2a)s7 e—(a+2b)s}.

Note that
eas+bs+max{a7b}5m(s) <1. (526)

By the first inequality in (5.1) we obtain
||G(7”)|| < 9€(E+9+qﬁ)(r—s—t)e—(a—i—b)t—max{a,b}tm(s)(||US+tH + ||ws+t||)~ (527>

It follows from (5.13) and (5.25) with p = s + 7 that
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s+T
Vspr = U(S+T7S+t)vs+t +/ U(3+T7T)G(T) d’l",
s+t
s+T
ws+t=V(s+T,5+t)_1ws+r—/ V(r,s+t)" G(r)dr.
s+t

Therefore, by (2.6) and since o’ + @ = —¢ (see (5.17)), we have

“+o0
foasellinr = [ 0G5+ Pl do
s+

+oo
/s+7'

+oo ,
= / U (0,5 + t)vsielle” 77 do
s+t

, “+ o0 s+T ,
oo [ ( [ i iee dr) 7 do

+7 +t

S+T
‘U(O’, s+ t)vse + / U(o,r)G(r)dr
s+t

ea’(o—s—T) do

< e (=) ||Us+t||/s+t
s+7

’ — +oo =
+ e @ (S+T)D1 / (HG(T’)”G_M'J’_GT / e(“ +a)o dU) dr
s+t s+T

D — s+T _
= O gy 2 [ G e o
S s+t

Set now C3 = max{C;*,C5"'}. By (5.27) and Lemma 5.7 (see (5.19)) we
obtain

o 0D,
lostrllinr < O N ugalliny + = Coe™ 0 (wers, wora)
s+T _
% e—(a—i—b)tm(s)/ 66(3-1-7——7')e(b+9+q6)(r—s—t)ea'r' dr
s+t
o 0D,
< IOyl + = Coe™ O (00, w0l
s+T _
% ease—btm(s)/ eﬁ(s+7—r)e(b+9+q6+a)(r—s—t) dr
s+t
o 0D,
< e(a+§)(7' t)HUs+t||ig+t T TCSemaX{a’b}sH(vertaws+t)||;+t
+ _
% easefbtm(s)eﬁ(rft) /S Te[b+9+(q71)6+a](rfsft) dr.
s+t

Using the constant ¢; < 0 in (5.22), we conclude from (5.26) that

[Vs47llsqr < e(a+§)(7_t)|‘vs+t||/s+t
B e e (5.28)
+ giC’ge bt(l — el t))e ( t)||(”s+taws+t)”;+t-
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In a similar manner, using (2.6) we obtain

s+t
e / [V (s +t,0) wepelle™ @7 dor
S

—e
/s+t
s—o

s+7
< e V(Y / |V (s+7,0)  wer e @ do

s+7

V(s+7,0) twey, — / V(r,o) *G(r)dr

’
e Vo=t 4o
s+t

-
, s+t s+T ,
s [ [ W 6ol ) e o
s—p s+t
< e_bl(T_t)stJr‘rH;jtr
, s+T s+t ,
+ eb (s+t)D2/ <|G(r)||e—br+br/ (VD) dO’) dr
s+t s—p
, , D2 s+T
<V O 22 [ e ar
s+t

where in the last inequality we have used the identity b’ = b+ ¢ (see (5.17)).
It follows from (5.27) and Lemma 5.7 that

||ws+t||:s+t < ei(bﬂ)(‘rit)Hw%T”;%-T
+ e(b+<)(S+t)e—<se<9%Cgemax{a’b}s||(Us+ta Wyt) ||;+t
s+T _
X e*(a+b)tm(8)/ e brtbr o (bH0+qa)(r—s—t) 4.
s+t
< e_(b+§)(T_t)|‘ws+f||;+r

_ 0D,
+ elbF)(s+t)e gseggig C3 || (Vstt, Woge) ||t

s+T7
« e—g(s+t)ebse—atemax{a,b}sm(s)/ e(b+9+qﬁ+b)(r—s—t) dr
s+t
0D,

< e_(b+§)(T_t)|‘ws+T||/s+7—

% ebs+max{a,b}sm(8)/

s+t

+ e(g—a)t€§9 C3H(Us+t;ws+t)”l8+t

s+7 _
e(b+9+qa+b)(7'—s—t) dr.

Using the constant ¢z < 0 in (5.22), we conclude from (5.26) that
[ws+tllsqe < e” b

oD —a co(T— (529)
+ d?j(]gecge(c )t(1 — el t))”(USth’wsﬁ)”;H_

-9 lws+r ||/s+7'

Since (Veqr,werr) € Cs(7) we have |[wepr|liyr < |Vsgr|iyr. It follows
from (5.28) and (5.29) that
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||ws+t||/s+t < e—(b-l-c)(‘r—t) e(6+§)(7'—t)||,us+t”;+t

0D — C a —+ —+
Tl‘cgg bt( e 1( t))e ( t)”(vs—‘—taws t)”/S t
0D2 so, (s—a c s+ s+
7;‘0 Z‘C 3€ e( )t(l € 2( t))H(,US t, W t)HI t

<€(a B (r=t) ||Ué+tHs+t

0D, o (r—
—+ m(k(l — € 1( t))||(vs+t7w5+t)||/s+t
9D2 —a co(T7—
‘ 2‘036 )t(l — e t))||(vs+t7ws+t)”;+t'
Set now 0 /D D
v =205 Ly ZZese) . (5.30)
Jer] " Jeal©

In view of (5.17)—(5.18) we have ¢ — a < 0. Thus, setting ¢ = min{cy,c2} <0
we obtain

wsillipe < €@ ogpallipy + (1= TN ([ospilllre + lwsrellspe)-
Therefore,
1= v(1 = e TN fwgrillipy < [T 4 0(1 = TN - fog e

We now consider two cases:
1. ifa—b < ¢, then

lwsiellsrs < F(m—t)lvsgellisrs,

where () ( ()
e T (1 —e77Y)
F(r—1t)= ;
(r=1 1—v(l—ecr=t)) 7

2. ifa—b>c, then
lwsrellrs < F(T = t)vssellire,
where B
e(afg)('rft) + I/(l _ ec(‘rft))
1—v(1 —ec(t=1)
When ¢ is sufficiently small (and thus when 6 is also sufficiently small, in
view of (5.9)), it follows from (5.30) that v can be made arbitrarily small. By

Lemma 5.6 we conclude that F(7 —t) < 1 for every 7 > ¢. This completes the
proof of the lemma. O

F(r—t)=




92 5 Smooth stable manifolds in R™
5.4.4 Construction and continuity of the stable spaces

Given (s,§) € X, we set

E(5,&,0(5,€)) = [ ) (B, (5,006 T-7)Cs (7). (5.31)

7>0

It is shown in Lemma 5.11 that E(s, &, p(s,&)) is a vector space, with the same
dimension as F(s) in the direct sum E(s)DF(s). We will call it the stable space
at the point (s,&, (s, £)). We first establish some auxiliary results concerning
the speed at which the norms of vectors inside and outside the cones vary
along a given orbit. We start with vectors inside the cones.

Lemma 5.9. Given § > 0 sufficiently small, for each (s,§) € X, with s > p,

72> 0, and (v,w) € Cs(T) we have
1 —(a T
100 (s 05,60 T=r) (0, )]s = ™I (0, 0) 54, (5.32)

Proof. We use the same notation as in the proof of Lemma 5.8. Let 7 > ¢t =0
and set (Vs4r, Wstr) = (v, w). We consider the vector (vs, w,) given by (5.24)
with » = s. By Lemma 5.8 (see (5.23)), we have (vs,w;) € Cs(0), and thus
[lws]ly < |lvslls- It follows from (5.28) that

0D

[Vstr iy < €T [lug]l} + c\71|203(1 — eT)e [lusl
1
B 9D
< el@to)r <1 4 1203) HUsH/‘;
Slesl

In view of (5.9), for each § sufficiently small we have

0D
<|711|2CS <1, (5.33)
and thus 1
loall, > e sl (5.34)

Since (v,w) € Cy(7), we have [|(Veyr,Wsir)|lorr < 2[|Vsqr|lspr- It follows
from (5.34) that

1 (ate
e wlls 2 Neells = e~ o

1
—e

4

Y

(@to)r | (Vssrs Wstr) ||ls+r~

This completes the proof of the lemma. O

We now establish an analogous result to that in Lemma 5.9 for vectors
outside the cones.
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Lemma 5.10. Given § > 0 sufficiently small, for each (s,€&) € X, with s > p,
T >0, and z € F(s) we have

1 T
(s.£.0(5.0) ) (0, 2) 54 = 5€° 2 2)|l5 :
@ ) (0,2) 517 = 5970, 2)] (5.35)

Proof. Let
dx Ox 0
(21, 22) = (O(s,£,0(5,6) ¥ )(0,2) = (35 gZ) (Z> ;
o¢ 0On

with the partial derivatives computed at the point psy, (see (5.6) and (5.7)).
Since [|(21, 22)||51+ > || 22|’ it is sufficient to find a lower bound for ||z ||, ..
We use the notation

of
F(r) = %|Qrain| |Qr 877 Ipr 2,

with p, and ¢, as in (5.6). It follows from (5.13) with ¢t = 0 and p = s+ 7 that

s+T
V(is+7,8)z =2 7/5 Vir,s Jr'r)f1 ( lgn 677| |qr(9 |p, > dr.

Using (5.29) with ¢t = 0 and since ¢; < 0, we obtain

0Dy

2 <e” (b+9)T 29
H || || ||b+7’ §|CQ|

——Cse*?|2].

In view of (5.9), for each § sufficiently small we have

0D,

TG =172 (5.36)
Slc
and thus [|z]} < 2e=&+9)7 ||z, ||, . Therefore, since [|z|} = [|(0,2)]|,, we con-
clude that 1

1122l 2 2l 2 5710, )
This completes the proof of the lemma. O

We recall that —(@+¢) > 0 and b+ > 0 (see (5.17)). Thus, the inequalities
(5.32) and (5.35) say respectively that vectors inside the cones expand as time
goes to the past, and that vectors in the subspaces F'(s) (which are outside
the cones) expand as time goes to the future. With the help of Lemmas 5.9
and 5.10 we can now establish that the set F(s, &, ¢(s,&)) defined by (5.31) is
a vector space varying continuously with the pair (s, £).

Lemma 5.11. Given § > 0 sufficiently small, the following properties hold:
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1. for every (s,€) € X, with s > o, the set E(s,&,¢(s,§)) is a subspace with
dim E(s, £, ¢(s,€)) = dim E(s);
2. the map X, N ([o, +00) x R™) 3 (s,§) — E(s,&,¢(s,§)) is continuous.

Proof. Set
D(T) = (alPT(s,ﬁ,cp(s,&))w—T)Cs(T)'

It follows readily from Lemma 5.8, applying Oy, (s, (s,¢))¥~¢ to both sides of
(5.23), that for every 7 >t > 0,

D(7) C int D(t) C int D(0) = C4(0) \ {(0,0)}. (5.37)

Therefore, (D(7)),>0 is a strictly decreasing family of closed sets inside the
cone Cs(0), and thus, E(s,&, ¢(s,&)) is a nonempty closed subset of C(0).
Furthermore, for each k € N the set D(k) contains a subspace E}, of dimension
dim E(s). Therefore, by the compactness of the unit ball in R”, there exists a
subspace E' C E(s,&, ¢(s,€)) of dimension dim E(s) (consider the subspaces
E and an orthonormal basis for each of them; the compactness allows us to
find a subsequence for which each of the components of the orthonormal basis
converges).

Given v € E(s,&,¢(s,£)), we write v = vy +vg with v; € E' and vy € F(s).
We note that E’ is inside the cone C4(0) while F(s) is outside this cone, and
thus, we can always write v in this form. Since v, v1 € E(s,§, ¢(s,€)) it follows
from the definition of E(s,&, ¢(s,€)) in (5.31) that

(6(s,§,ap(s,§))!*pr)vv (8(s,§,<p(s,f))w'r)v1 € CS(T)'

By Lemmas 5.9 and 5.10 we obtain

[valls < 26277 (O s 05,60 T V2[5
=26 )7T|[(9 s (.60 Tr ) (0 — 01) [pr
< 8@ (JJu|l’ + JJva|[})-

By (2.6), letting 7 — 0 we obtain vo = 0 and thus v € E’. Therefore, £’ =
E(s,&,0(s,8)) and E(s,&,p(s,&)) is a subspace of dimension dim E(s).

It remains to establish the continuity in the last property. Recall that v €
E(s,&,0(s,€)) if and only if (see (5.31))

(Os,¢,0(s,60)Wr v € Cs(7) for every 7 > 0.

Consider a sequence (s, &k)r € Xy N ([, +00) x R™) converging to a point
(s,€) in the same set as k — 400, and a sequence vy € FE(sk, &k, ©(Sk,Ek))
such that ||vg|| =1 for each k € N. Then

(O(spen0(sm.e0)) ¥r vk € Cs, (1) for every k € Nand 7> 0 (5.38)

(we stress that the cone in (5.38) is computed with respect to the norms
II-II- in (5.16)). We first assume that (vg)g converges and let v € R™ be

Sp+T
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the limit of the sequence. It follows from the C! regularity of ¥, (which is an
immediate consequence of the C! regularity of (¢t,v) — A(t)v + f(t,v)) and
the Lipschitz property of ¢ in (4.10) that (s,£) — O(s.¢,0(s,¢)) ¥~ is continuous,
and hence,

(Otsnnolon.ex)Tr )0k = (Os,6,0(5,6)¥r )V as k — 400 for every 7 > 0.

Furthermore, since the norms in (5.16) are independent of £ and vary contin-
uously with s, we conclude from (5.38) that

(O(s,,0(s,6))¥r )V € Cy(7) for every 7 > 0.

Therefore, v € E(s,&,¢(s,€)) (see (5.31)). When (vg)r does not converge,
let (myg)r be some subsequence for which (v, )i converges, say to a vector
v € R™ (recall that ||vg|| = 1 for each k, and thus there are always sublimits).
Proceeding in a similar manner, it follows from (5.38) that

(O(s,e,0(s,6))¥r)v € Cy(7) for every 7 > 0.

Therefore, v € E(s,&,¢(s,€)), that is, any sublimit of the sequence (vy) is
in E(s,&,0(s,£)). It follows from the property

dim E(sk, &k, ¢(sk, k) = dim E(s, £, ¢(s,§)) = dim E(s) for each k € N,

that any sublimit of a sequence of orthonormal bases (with respect to the origi-
nal norm ||-||) of the vector spaces E(sk, &k, ©(sk,&k)) (obtained by considering
any subsequence (my ) such that every component of the orthonormal bases
converges) is also an orthonormal basis of E(s,&, ¢(s,€)). Therefore,

E(sp, &k, p(sk,8k)) — E(5,€,0(s,6)) as k — oo,

and the map £ — E(s,£, ¢(s,&)) is continuous. O

It follows readily from (5.31) and the inclusions in (5.37) that for every
increasing sequence 7 — +00 as k — 400 we have

E(S7 ga 90(35 5)) = m (akDTk (s,&,ap(s,{))wfrk )Cs (Tk)-
keN

5.4.5 Behavior of the tangent sets

We now introduce sets that at each point of V contain all possible tangential
behavior (with respect to V). Given s > 0 and &, £ € Rg(0e™7%) with & # &,

we set
C Eels.8)
A8 = (e ol(.6)

(5,8)
(5N

£,
5%

and
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ts,op = {v €R™: A g, ¢ — v for some sequence &,, — &}

We define the tangent set of the graph of ¢ at (s,&,(s,£)) (when restricted
to {s} x R™) by

V(S,f, @(Sag)) = {)\’U ‘ve t(s,g)ﬁﬁ and )\ € R}

One can easily verify that the function ¢ is differentiable at (s,£) when re-
stricted to {s} x R™ if and only if V(s,&, ¢(s,£)) is a subspace of dimension
dim E(s). This is precisely the basis in the present approach to establish the
smoothness of V. In order to effect this approach we first establish a relation
between the tangent sets and the invariant family of cones constructed in the
former section.

For each r > s, we write

x(r) = z(r,s,&,0(s,€)) and Z(r) = z(r,s,£,0(s,8)). (5.39)

We also set
¢ =292 DI59D; . (5.40)

We start with some auxiliary results.

Lemma 5.12. Given § € (0,1) sufficiently small, for each s > 0, &, € €
Rs(6e7%), and 7 >t > 0 we have

2(s+7) — Z(s + 7)|| < De@HOT=0+alsHD (s 4+ 1) —T(s + t)||.  (5.41)
Proof. For each r € [s +t,s + 7], it follows from (4.10) that

G (), p(ry 2 (r)) = [[(z(r), o (r, 2(r) = @, 0)| < 2fjz(r)]);
1@ (), p(r, T = [[(Z(r), o (r, (1) = @ (r, 0)I| < 2[[z(r)]],

<

and
1@ (r), o(r; x(r))) = (@(r), o (r, 2(r)[| < 2[|2(r) —Z()]].
By (4.2), we obtain
1f (r,2(r), p(r, 2(r))) = f(r, 2(r), o (r, 2(r)))|
< 2 la(r) =) (Ja()[1? + [[7(r) ).
Using Theorem 4.1 (see (4.16)), this yields
1f (r,2(r), p(r, 2(r))) = f(r,2(r), o (r, 2(r)))|

< 272l (r) — T(r) | D9eTTT T HE(|l€]| + |[€]|) (5.42)
< neqﬁ(r—s)—(2a+2b+aq+max{a,b})s||$(,r) _ f(?‘) H’

where
n =292 D157 < 292D, (5.43)
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since § < 1. Note that the last constant in (5.43) is independent of d. There-

fore, setting
p(r) = [lz(r) = z(r)]]

and using (2.6), it follows from the identities

s+T
x(s+7)=U(s+7,s+t)z(s+1t)+ /+t U(s+7,7)f(r,z(r), o(r,z(r))) dr

s+T
T(s+7)=U(s+71,s+t)T(s+1t)+ » U(s+1,7)f(r,z(r),p(r,z(r))) dr

that
p(s+7) <|U(s+T,s+1t)|p(s+1)
s+7
+ / ||U(S + 7, r) ||neqﬁ(r—s)—(2a+2b+aq+max{a,b})sp(T) dr
S

+t
_ 5.44
< Dlea(T—t)+a(s+t)p(S + t) + Dlne—(a+2b+aq+max{a,b})s ( )

s+T
> / eﬁ('rft) 6T1 (r—s) efﬁ(rftfs)p(,,,) dr,
s+t

with T} = ga + a. By the first inequality in (5.1), we have T7 < 0. Setting
I(o) =e " "9p(0),

it follows from (5.44) that for every 7 > t,
s+
I'(s+7) < D1e®Hp(s + 1) + C/ I'(r)dr.
s+t

Using Gronwall’s lemma for the function 7 +— I'(s + 7), we obtain
p(s 4 7) < DyetEHIHT= (5 4 1) (71
for every 7 > t, which is the same as (5.41). This completes the proof. ]
Note now that by (2.6) and (5.1), we have
—b+a+qga+b<0 and @a—b+b<0,
and hence, in view of (5.40), we can choose ¢ > 0 sufficiently small so that
To=-b+a+(+qga+b<0 and a+(—-0b+b<0. (5.45)
We will use the notations
() = llo(r) =3 and  p(r) = p(r,a() — p(r. 3D, (5.46)

with z(r) and Z(r) as in (5.39). The following is another auxiliary result.



98 5 Smooth stable manifolds in R™

Lemma 5.13. Given § € (0,1) sufficiently small, for each s > 0, £, £ €
Rs(0e77%), and 7 > t > 0 we have

p(s+1) < D2e—(b—b)(f—t)eb(s+t)p(5 +7)
+ DlDQne(qE+a+b)t—(a+b+aq+max{a,b})sx(8 + t)
||
Proof. Tt follows from (4.17) and (4.17) that
o(s+ta(s+t)=V(s+71,5+t) Lo(s+1,2(s+7))

s » (5.47)
_/+t V(r,s+t)" f(r,z(r), o(r,z(r))) dr,

(s +t,Z(s+ 1) =V(s+7,s+1) ' o(s+7,2(s+7))
s+ U B (5.48)
- /+t Virs + 8 F(r2(r), o(r, () dr.
By (5.42), we have

1f (r,2(r), o (r, 2(r))) = f(r, 2(r), (r, 2(r)))|

< neqﬁ(rfs)f (2a+2b+aq+max{a,b})sx(r) ,

with 7 as in (5.43). It follows from Lemma 5.12, setting s + 7 = r in (5.41),
that for every r > s 4+ ¢t we have

1f (r,2(r), o (r, 2(r))) = f(r, 2(r), o (r, 2(r)))|

S Dlnqu(T*S)*(2a+2b+a¢Z+maX{a7b})SG(EJFC)(T*S*t)Jra(Sth)X(s_’_t)'
Subtracting (5.47) and (5.48), and using (2.6) we obtain
pls +1) < V(s + 7,5 +) " lp(s +7) + Dine™x(s + )

s+T

X/ ||V(7n’s+t)—lHeqﬁ(r—s)—(a+2b+aq+max{a,b})se(6+c)(r—t—s) dr
s+t

< Dze—b(r—t)+b(s+7)p(8+7) +D1D2ne(qa+a+b)t

s+
~ e—(a+b+aq+max{a,b})sx(8+t)/ eTg(r—s—t) dr
s+t

< Doe b =DHb(47) 55 4 1)

i D|1T‘D|2776(qﬁ+a+b)t7(a+b+aq+max{a,b})sx(s + t),
2

with T5 as in (5.45). This completes the proof of the lemma. O

We can now establish a relation between the tangent sets and the invariant
family of cones along each orbit.
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Lemma 5.14. Given § € (0,1) sufficiently small, for each (s,§) € X, with
s> 0, and t > 0 we have V(W:(s, €, 0(s,£))) C Cs(t).

Proof. We proceed by contradiction. Namely, assume that there exists ¢ > s
such that

V(W(s, & 0(s5,8))) \ Cs(t) # 2. (5.49)
Then, there exists £ € R,(de™ ) arbitrarily close to & for which

[o(s +t,2(s +1) = @(s +t,T(s + 1)) sge > lx(s +1) = T(s + )]/ i1y, (5.50)

where z and T are the functions in (5.39). Using the same notation as in
(5.46), it follows from (5.50) and Lemma 5.7 that

X(s+1) < Cre®M |l o(s +t,x(s + 1) — (s + £, T(s + 1)) |14
< DQTCle(aer)(SHHC(QH) (s +1).
By Lemma 5.13, we obtain

D%C1 —(b=b)(1—1t) (a+2b)(s+t)+s(o+t)
X(s+t) < ———e @ e sTHTeT p(s + 1)
S

DngCln

e(qﬁ+a+b)t—(a+b+aq+max{a,b})se(a+b)(s+t)X(S + t)
S|Tz|

2
< DG ¢~ (B (r—1) (a20) () +5(0 1) (5 4 7)
S
2
Dy D2 Cln e(qﬁ+2a+2b)te—aqs—max{a,b}sx(s + t)
S|
(5.51)

By the first inequality in (5.1), we have ga + 2a + 2b < 0. In view of (5.43),
we can choose § > 0 sufficiently small so that

Dngclne(qﬁ+2a+2b)te—aqs—max{a,b}s < DngCln

< <
S| T S| Ty

1
5
Hence, it follows from (5.51) that

D3C1 _(h—b)(r—t) (a+2b) (s+)+<(0+1)
X(S—’—t)SQTe 2 e E e p(S—i-T)

By (5.41) in Lemma 5.12, we conclude that

2
(s + 1) < 2PAD2CL @byt ot ab) (s e+ o s 1 ).

Recall that s and ¢ are fixed (see (5.49)). Therefore, by (5.45) (see also (5.46)),
there exists 7 > t such that



100 5 Smooth stable manifolds in R™
|lz(s+7)—Z(s+7)| < [lo(s + T, 2(s+ 7)) — (s + 7,Z(s + 7))
But this contradicts the fact that the points
(x(s+7),0(s+72(s+7))) and (T(s+7),0(s+7,Z(s+7)))

belong to the stable manifold, since ¢ possesses the Lipschitz property
in (4.10). This completes the proof of the lemma. O

5.4.6 C! regularity of the stable manifolds

We have now all the tools that are needed to prove that the subset V. C W
(see (5.4)) of the Lipschitz manifold W is in fact a smooth manifold of class C*.

Proof of Theorem 5.1. We note that A¢ ¢ ¢ — v as m — oo (with &,, — £ as
m — o0) if and only if for every 7 > 0,

lim Vo (8, 6m, p(5,Em)) — ¥r (5,8, 0(5,8)) _ (a(sfﬂp(svf))&r)v .
m—oo ||!p.,-(s, Em> 0(5,6m)) — ¥ (5,6, (s, f))” H(@(S,S,w(&i))Q/T)UH

This implies that

(a(s,§,<p(s,§))!pr)v(5a 57 90(87 f)) = V(WT(S, 57 90(57 5))) (552)

Let now (s,§) € X, with s > p. By Lemma 5.14, we have

V (¥, (s,&,0(s,£))) C Cy(7) for every 7 > 0.
Therefore, in view of (5.52),

V<57 ga QO(Sa 5)) C (alp-,- (s,§,<p(s,£))u7*T)CS (T)

for every 7 > 0, and hence, by (5.31),
V(s & 0(s,8)) C E(s, & 0(s,8))

On the other hand, for each v € E(s) \ {0} there exists a sequence ¢, — 0
such that Ag¢ys,.0¢ converges as m — oo (due to the compactness of
the unit ball in R™). This implies that the first dim F(s) components of
Vs, & 0(s,€)) project onto E(s). On the other hand, by Lemma 5.11, the
space E(s,&, p(s,€)) has dimension dim E(s) and hence

Vi(s,&¢(s,€)) = E(s, €, ¢(s,€))- (5.53)

In particular, V (s, £, ¢(s,€)) is a subspace of dimension dim F(s). Therefore
(see the discussion in the beginning of Section 5.4.5), the function ¢ is differ-
entiable at each point (s, &, ¢(s,£)) when restricted to {s} x R™. Furthermore,
it follows from the continuity of the map
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(5,6) = E(s,8,0(5,€))

(see Lemma 5.11) and (5.53) that ¢ is of class C! on each plane {s} x R (since
the tangent set varies continuously). This shows that the set VN ({s} x R")
is a C'' manifold for each s > g, of dimension dim E(s).

We now consider some € = £(s) > 0 such that s — e > g, and we define the
map

Fo: {(t,€): t € (—e,€) and € € Rypy(6e 7))} - RT x R”

by
Fs(tv g) = Wt(sa 57 (P(S, 5)) (554)

We showed above that & — ¢(s,&) is of class C! (for each fixed s). Further-
more, it follows from Bl and B2 that the map (¢,s,&,n) — W(s,&,n) is of
class C. Therefore, Fy is also of class C* (for each fixed s). In addition, one
can verify that the map Fy is injective: if Fy(t,&) = Fy(t',&’) then the first
component of Fy gives s +t = s+ t' and hence ¢t = t; therefore,

Wi(s,€,0(s,8)) = Wi(s, &, 0(s,£7))

and applying ¥_; to both sides of the identity yields & = &’. This shows that
F, is a parametrization of class C'' of an open subset of V containing (s,0).
Since this procedure can be effected for every s, and ¢ is arbitrarily small, we
conclude that V is a smooth manifold of class C' of dimension dim E(s) + 1.

For the remaining properties, note that by Theorem 4.1 (see (4.15)) we have

“+oo
o(s,8) = — VI(7,8) " f(Wr—s(s, €, 0(s,€))) dr.
Taking derivatives with respect to £, we obtain
) B Foeo _4 [ Of ox  Of oy
85(8,0)— i V(r,s) <3$(T’0)5§+8y(7-’0)8§ dr,

with g—z and g—g computed at (7,5,0) € RT x R x R". By Lemma 5.4 we
have

of _of _
oz (T7O) - ay (Ta O) - 07
and hence, ‘g—“g(s, 0) = 0. This implies that
(T5,00V) N ({5} x R™) = {s} x E(s) for each s > p. (5.55)

Furthermore, since ¢(s,0) = 0 for every s > o, we have (g, +o00) x {0} C V
and thus, R x {0} C T,V for every s > o. Together with the identities in
(5.55) and the fact that dimV = dim E(s) + 1, we conclude that

T(S’O)V =R x E(S)

This completes the proof of the theorem. a
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It follows immediately from (5.52) and (5.53) in the proof of the theorem
that given (s,¢§) € X, with s > o we have

(O(s.£.0(5.0)Tr ) E (5, €, (8, €)) = E(Wr(s,€, ¢(s,€))) (5.56)

for every 7 > 0. However, a priori (without considering the tangent sets), the
identity in (5.56) must be considered nontrivial, due to the fact that the cones
which are used to define the space E(¥.(s,&, ¢(s,£))) in (5.56) are obtained
from the norms ||-||" in (5.16) with s replaced by s+ 7. In particular, it follows
easily from the definition of the stable spaces in (5.31) that

(Os.g.0(5.0) ) E (5,6, 90(5,8)) C E(¥(s,€,9(s,€)))

and a priori this inclusion could be proper. We note that when we consider
cones instead of tangent spaces, the corresponding inclusion is indeed proper
for the cones at the points (s,&, ¢(s,€)) and ¥, (s, &, ¢(s,£)), that is,

(O(s,6,0(5,) ¥ ) Cs(0) C Coyr(T)

and this inclusion is proper (since ||wl|}, < |[|w]||, whenever w # 0).

We now explain why Theorem 5.1 requires the extra parameter ¢ which is
absent in Theorem 4.1 concerning the existence of a Lipschitz manifold. This
has to do with the expressions in (5.30), (5.33), and (5.36) which involve the
product

0Cs = max{C; "', Cy '},

with € as in (5.9), and with C; and Cs = Ca(p) as in (5.21). Indeed, it follows
from (5.21) that as ¢ — 0 the constant Cy approaches infinity, and thus 6 and
consequently 6 = §(o) must approach zero. On the other hand, we can fix an
arbitrarily small positive g, and choose a corresponding ¢ in Theorem 5.1.

5.5 C* stable manifolds

Given k € N, we now replace the conditions B1 and B2 in Section 5.1 by the
new conditions:

C1. the function A: Rf — M, (R) is of class C* and satisfies (2.2);
(2. the function f: Rf x R® — R™ is of class C*¥, satisfies (4.1), and there
exist ¢ > 0 and ¢ > k such that
H o’ f o' f

tw) = 55 (6 0) || < ellu = of|([Jul|"™ + flv]*7) (5.57)

for every j =0,...,k—1,¢ >0, and u, v € R™.
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When j > 1, the norm considered in the left-hand side of (5.57) is the norm
of a multilinear (j-linear) operator. One can easily verify that the condition
C2 is equivalent (with the same constant ¢) to the condition: f(¢,0) = 0 for
every t > 0, and there exist ¢ > 0 and ¢ > k such that

|5

W(t,v) < cfjv]|27IT for every j =1,...,k, t >0, and v € R".
v

That this implies the condition C2 is immediate from the mean value theorem.
The converse follows readily from the definitions (see (5.73)).
We continue to set ¥ = max{a,b} (see (2.6)). We consider the conditions

qa + 49 < min{a — b,(2 —¢)¥} and a+59(1+1/q) <0. (5.58)

Note that the second inequality in (5.58) is always satisfied for ¢ sufficiently
small. Again we slightly reduce the size of the neighborhood R, (5e~(8+3?)s/4),
with § as in (4.12). Let

w=~v+a=a(3+1/q)+b/q+39/q, (5.59)

with 7 as in (5.3). Note that
w>2y=>2082>a (5.60)
We now formulate the higher regularity result. We write p, ¢ = (s,&, ¢(s,§)).

Theorem 5.15 ([5]). Assume that C1-C2 hold for some functions A and
f of class C*, for some k € N. If the equation v' = A(t)v admits a strong
nonuniform exponential dichotomy in R™ and the conditions in (5.58) hold,
then for each o > 0 there exist § > 0 and a unique function ¢ € X, _q such
that the graph

V= {pse:(s,6) € X, and s > o} C RT x R"
is forward invariant under the semiflow ¥, in the sense that
if (5,6) € Xitq then Ur(pse) €V for every T > 0. (5.61)

In addition, the following properties hold:

1.V is a smooth manifold of class C* containing the line (o, +00) x {0} and
satisfying Tis0)V = R x E(s) for every s > o;
2. for every (s,&) € X, we have

+oo
o(s,6) = - / V(r8)  f(_y(pae)) drs
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3. there exists D > 0 such that for every s > 0, &, €, u, @ € Ry(5e™*%), and
7> 0 we have

||WT(pS,E) - LDT(psf” S DGET+aS”£ - 5”7 (562)

and setting zs ¢ = (1, %(S,f)u):

ow, ow,
o (pse)oscan — 5 (0ot

< De T ([[€ =€l +[lu—all). (5.63)

The proof of Theorem 5.15 is given in Section 5.6, and proceeds by induc-
tion on k. When k£ = 1, the statement in Theorem 5.15 is a consequence of
Theorem 5.1. Indeed, note that the second condition in (5.58) implies the sec-
ond condition in (5.1). Theorem 5.1 is the first step in the induction process
in the proof of Theorem 5.15. We observe that for technical reasons in general
we are not able to take ¢ = 0 in Theorem 5.1 and thus also in Theorem 5.15.

We emphasize that we also establish the exponential decay on the tangent
bundle of the stable manifold of the derivatives of ¥.- with respect to the initial
condition (see (5.63)). Since u — 2 ¢, is linear, setting u = @ in (5.63) we
obtain

ov, ov

B 0020~ G )z < DI = gl ull (.60

for every s > 0, &, £ € Ry(6¢™*), u € E(s), and 7 > 0. Furthermore, setting
¢ =01in (5.64) we obtain

oV,

|5 13, 70 (1) xR L]

S DeE‘r-{-as su
u#0 ||Zs,§,u

for every s > 0, & € Rs(de~“*), and 7 > 0. When we consider higher-order jets
(other than the first, which amounts to the linear variational equation, that
is used in the proof of Theorem 5.15; see Section 5.6.1), the corresponding
higher-order linearized vector fields maintain the linear part A(t) of the origi-
nal linear variational equation. This ensures that the higher-order jets possess
essentially the same nonuniform exponential dichotomies as the linear varia-
tional equation, although in higher-dimensional spaces. Thus, we can expect
each of the corresponding higher-order derivatives to exhibit an exponential
decay similar to that in (5.62) and (5.63), up to order k — 1. That this is
indeed the case is established in Chapter 6 with another approach (see The-
orem 6.1). The main “computational” difficulty in using the approach in the
present chapter to deal with the higher-order derivatives is that when j > 2
the derivative 0¥, /Ov’ never occurs alone in any component of the semi-
flows associated with the higher-order linearized vector fields. For example, to
obtain the second-order linearized vector field we can consider the first-order
vector field in (5.66) and take derivatives with respect to v and z, which gives
the “second order” semiflow on R x (R™)%,



5.5 C* stable manifolds 105
éT(&v,z,E,Z)

oV, ov, _ (0%, - 0v; ~
= (W‘F(sa ”U), W(Sav)% W(va)vv (81)2(8,1))> (Z,’U) + W(Sa ’U)Z) .

In particular, one can establish similar inequalities to those in (5.62) and
(5.63), or equivalently to (5.78), that is, for every s > 0 and 7 > 0,

18+ (5,p1) — O~ (s, p2)ll < De™*||py — pa|

whenever (s,p;) = (s,v;, 2, 0i,2;) € T(TV) N ({5} x (R™)*) for i =1, 2.

We now make some comments on the assumption ¢ > k in the condi-
tion C2. This is caused by the nonuniformity in the exponential dichotomy,
that is, the constants a and b in (2.17). Namely, the norms of the operators
U(t,s) and V (¢, s) may increase with exponential speed along a given orbit,
and in its turn this may cause that one is not able to control the solutions
for an arbitrary perturbation f. More precisely, we require some a priori con-
trol of the perturbation. In the present section, the corresponding condition
q > k is a consequence of the nonuniformity. Namely, in the proof we need
that f and its derivatives up to order k are Lipschitz, with sufficiently small
Lipschitz constants, in appropriate neighborhoods of the origin with size de-
creasing exponentially to zero along each orbit (due to the nonuniformity).
Unfortunately, when ¢ > k this is in general not true for the k-th derivative
unless ¢ > k.

A somewhat related possible approach could be to require an extra amount
of differentiability, such as in the nonuniform hyperbolicity theory in which
it is customary to assume the dynamics to be of class C1*¢. Incidentally,
we note that in [77] Pugh gave an explicit example of a C'! diffeomorphism
which is not C'*¢ for any € € (0, 1), for which there exists no stable manifold
theorem (see also Section 5.3). Of course that this not mean that all C!
diffeomorphisms and flows with nonuniformly hyperbolic trajectories which
lack higher regularity have no stable or unstable invariant manifolds. In fact,
we showed in Section 5.3 that replacing the C'*¢ hypothesis by the above
condition C2, now with ¢ > 1, there exist classes of C! vector fields which
need not be C1*¢ for any e € (0, 1) but for which each nonuniformly hyperbolic
trajectory possesses an invariant stable manifold.

We note that if in Theorem 5.15 we still have the condition in (5.57) but
now with ¢ < k (where k continues to be the degree of differentiability of A
and f), then we can show the existence of an invariant stable manifold V of
class C" where r is the largest integer smaller than ¢. In another direction, we
would like to comment that in some situations, such as in dimension one, it is
easy to reduce the perturbation to one satisfying the condition C2. Namely,
it is sufficient to make the change of variables v = uP for a sufficiently large
odd integer p € N. We also point out that in the case of uniform exponential
dichotomies, that is, when a = b = 0, we do not require the condition ¢ > k
and it can be replaced by ¢ > 1 both in Theorems 5.1 and 5.15. This follows
from a simple inspection of the proofs, although since in the uniform case
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the corresponding results are well known we do not include the corresponding
discussion.

5.6 Proof of the C* regularity

5.6.1 Method of proof

The proof of Theorem 5.15 is based on the extension of the vector field of the
original equation by its differential. The regularity of the stable manifold of
the original equation will be obtained “integrating” the corresponding second
component of the stable manifold of the extended vector field, thus gaining
one additional derivative in the process. This allows us to proceed by induction
on k, the regularity of the vector field. We briefly describe the main elements
of the argument:

1. The induction step is based on the linear extension of the equation (4.4)
by the linear variational equation along a solution v(t) of (4.4), that is, of
the equation

/ of
2 =A(t)z + == (t,v(t))z. (5.65)

v
The extended vector field is of class C*~!. Thus, provided that all the
conditions in Theorem 5.15 are satisfied with k replaced by k — 1, we
obtain by induction a stable manifold V of class C*~! for the equation
defined by the extended vector field (see Section 5.6.2). We recall that the

case when k = 1 was already considered in Section 5.1.

2. The invariant manifold V has essentially two components, namely the sta-
ble manifold V for the original equation (4.4), since the first component
of the extended vector field coincides with the original vector field (the
right-hand side of (4.4)), and a vector bundle B over this first compo-
nent. This follows from the fact that the equation (5.65) is linear in z.
Furthermore, both manifolds V and B are of class C*k=1. If we can show
that the second component B of V coincides with the tangent bundle TV
of the stable manifold, then V is of class C* (since the tangent bundle is
of class C¥~1). The details of this claim are given in Section 5.6.5.

3. We show that indeed B = T'V by carefully studying the behavior of solu-
tions along the stable manifold of the extension. More precisely, we first
obtain a characterization of the vectors in T'V in terms of the norms of
the action of the differential of ¥, (see Section 5.6.3). We then establish
an exponential decay of the tangential component of the solutions of the
extended equation (see Section 5.6.4) or equivalently of the solutions of
the equation (5.65) on the stable manifold V. Combining the two results
we are finally able to show that B C T'V (see Section 5.6.4). Since the
vector bundles B and T'V have the same dimension they must be equal.
This completes the proof of Theorem 5.15.
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We assume from now on that A and f are of class C*, for some k > 2, and
that C1 and C2 hold. We also assume that the equation v' = A(¢)v admits
a nonuniform exponential dichotomy in R* and that the conditions in (5.58)
hold.

We will refer to the statement in Theorem 5.15 as the induction hypothesis
for k. We divide the proof into several steps.

5.6.2 Linear extension of the vector field

We consider the new vector field X : Rar X R™ x R® — R™ x R™ given by
of
X(t,v,2z) = Alt)v + f(t,v), A(t)z + %(t,v)z . (5.66)

We note that X is a linear extension of its first component. The corresponding
nonautonomous differential equation is

(W, )= X(t,v,z2). (5.67)

Observe that the first component v(t) of a solution of (5.67) satisfies the
decoupled equation
v =A(t)v + f(t,v). (5.68)

The second component z(t) of a solution of (5.67) satisfies the linear varia-
tional equation obtained from (5.68), that is,

J = A(t)z + %(t,v(t))z. (5.69)

Therefore, if ¥, is the semiflow in (4.7), the autonomous equation
(', v, 2") = (1, X (t,v,2)) (5.70)

generates the semiflow ©, on R x R™ x R™ given by

O, (s,v,2) = (wf(s,u), 8;;(571))2) . (5.71)

Note that writing

Alt) = <Aét) A?t)) and  f(t,v,z2) = (f(t,v),?ij(t,v)z),

and using the new variable p = (v, z), we can rewrite (5.70) in the form

t'=1, p'=Alt)p+ f(t,p).

Clearly, the matrix A(t) satisfies the condition C1. The evolution operator
associated with A(t) is given by
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(U%’ Vv s>> ¢ (U%’ Vv s>> ‘

We now verify that the extended vector field satisfies the remaining hypotheses
of Theorem 5.1. We consider the norm ||(v, 2)|| = |[v||+||z|| for (v, z) € R"xR".

Lemma 5.16. The following properties hold:

1. f is of class C*~! and f(t,O) =0 for everyt > 0;
2. there exists C > 0 such that for every 7 = 0, ..., k—2,¢t > 0, and
p1, p2 € R™ X R™ we have

Proof. The first property follows immediately from the definitions. We now
establish the second property. Since by hypothesis f is of class C*, it follows
from (5.57) that for every j =0, ..., k — 1 and (t,v,2) € R} x R" x R",

CL ) -

¥l
OpJ opi

Lt po)

< _ q—j a=7y, 79
o < Clpr = pa2lllpa |7 + llp2l 7). (5.72)

5J’+1f ) 1 ajf ajf
’ Duitl (t,v)z|| = lim ] ‘W(tav + hz) — W(t’v)H
he — . _
< C}Lin%) W(HU + hz||979 4 |7 (5.73)

< 2c[fv]| 7l 2]l.

Therefore, ||(07FLf/0vi+t1)(t,v)|| < 2¢|lv]|977. Set p; = (v, 2;) for i = 1,2.
Again by (5.57), for j =0, ..., k — 2 we obtain

ajJrlf aj+1f
‘ W(t,vl)zl - W(tﬂ&)@
aj+1f 5j+1f 3j+1f
< W(tavl) - W(tﬂ&) Al + H@vﬂ'“(t’w) “Jle1 — 22|

< cflor = v2ll(lor |77 71 + [loz |97 7Yz | + 2oz ]| ||z — 22|l
< cllpr = p2ll(lpa |7 + Ip2ll 7~ Y Ipall + 2¢llp2 )| [lpr — p2
< 2¢llpr — p2ll(llpa |l + llp2l) 7~ (lpa | + llp21l)

+ 2¢(|lp1]l + 207 [Ip1 — p2|l
= dellpr = pall(lpa ]l + [Ip2])? 7.

Since all norms in R? are equivalent and ¢ —j > 1 (since ¢ > k > j +2), there
exists a universal constant d = d(q, k) such that

Ip1ll + P2l < d(llpal|9™7 + [|pa| 7)Y/ (@),

Therefore,
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aj+1f
Ovitt

(‘9j+1f
Oyttt

< ded™ ||py = pall(llpa |77 + [Ip2ll*~7).

(5.74)
In order to establish (5.72), it suffices to observe that for j =0, ...,k —2 each
component of the derivative

ﬁ(t,p) _ <f(t,v), g‘i(t,v)z> = (g(t,v),gj <g£(t,v)z)>

(tv Ul)zl

(t,v2)20

op ~opi

is a linear combination of components of the derivatives (9711 f/0vi+1)(t, v)2z
and (97 f /Ov?)(t,v). Therefore, by (5.57) and (5.74) we obtain (5.72) (for some
constant C' depending only on ¢ and k). O

We now consider the set
Yo ={(s,6w) 1 s> 0 and & u € Ry(6e™")},

and let Y, be the space of continuous functions @: Y,, — R"™ such that:

1. &(s,&,u) € F(s) for each s > 0 and &, u € Rs(de™“%);
2. the function u — @(s, &, u) is linear for each (s,§) € Xy
3. for each s > 0, and &, u, &, @ € Rs(de™“*) we have

1P(s,€,u) — (s, & w)| < (1€ — €[l + [lu— all. (5.75)
Note that in particular, given ¢ € Y,, we have
b(s,£,0) =0 for every s > 0 and £ € R,(de™*?). (5.76)

The induction hypothesis allows us to obtain a stable manifold of the origin
for the equation (5.67). We continue to write ps ¢ = (s, &, ¢(s,§)).

Lemma 5.17. If the induction hypothesis holds for k—1, then for each 0 > 0
there exist & > 0 and unique functions ¢ € X_, and © € Y, _, such that the
set

V= {(ps,e,u, P(s,&,u)) : (s,§,u) € Yy_q and s > p}, (5.77)

is a (2dim E(s) + 1)-dimensional stable manifold of class C*~1 which is for-
ward invariant under the semiflow O, in the sense that if (s,&,u) € Y,, then

O (ps,e,u, P(s,6,u)) € V for every T > 0.

In addition, there exists a constant D > 0 such that for every s > 0, &,&,u, @ €
Rs(0e=%%), and T > 0 we have

10+ (ps.eu, (s, €, 1)) — Or (py g, 1, D(s,&,w)) || < D™ (|| — & + [[u — ).
(5.78)
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Proof. Since the first component of (5.67) is the decoupled equation (5.68)
(and the first component of @, in (5.71) is the semiflow ¥;; see (4.7)), the
first components (s, &, n) of a solution in a stable manifold of the origin for the
equation (5.67) must satisfy the forward invariance property of the manifold V
in Theorem 5.15 (for the equation in (4.4)). Therefore, in view of Lemma 5.16
(and of the discussion before the lemma), the existence of a unique stable
manifold V of class C*~1 in (5.77) follows immediately from Theorem 5.15,
although with the linearity assumption in the definition of Y,_, replaced by
the condition &(s,0,0) =0 for every s > 0.

Using the fact that the equation in (5.69) is linear in z, we can show that
for each (s,&) € X,_, the section

V(s5,6) = {(ps g, u, D(5,,u)) : u € Ry(de™@~%)}

is an open subset of a linear space. This can be seen in the following manner.
Since V(s, ) projects onto the space E(s) (on the component u), given (s, &)
we can choose linearly independent vectors w1, ..., us € Rs(ée_(w_a)s ), where
¢ = dim E(s), and define the ¢-dimensional space

:\}*(535) = {ps,f} X E(S’E)’

where
E(s,&) = span{(u;, P(s,&,u;)) i =1,..., ¢}

Since the second component of ©; is linear in the variable z, the set V=
{0-(V*(s,£)) : 7 > 0} is a smooth manifold with the property that

(00} % BN T = (000 )) % (G2 (000)) B6.)

is a linear space of dimension £ for each 7 > 0. Furthermore, the manifold P
is forward invariant and projects over R* x E(s). In particular, V* and V have
the same dimension. In view of the uniqueness of the manifold v among those
with the same dimension (and over the same vector space) which are forward
invariant, we conclude that V coincides with an open subset of a linear space.
Therefore, the function u — @(s,&,u) must be linear for each (s,&). This
completes the proof of the lemma. |

5.6.3 Characterization of the stable spaces

For each s > p, we consider the tangent set
V(pse) =Tp, VN ({s} xR") (5.79)

(note that by Theorem 5.1 the set V is a smooth manifold of class C'). We will
refer to each of these sets as a stable space. We give a characterization of the
vectors in the stable spaces V(ps ¢) in (5.79). We consider the Lyapunov norms
introduced in Section 5.4.2 (see (5.16)). For simplicity of the notation, from
now on we will also write 0 .)¥, for the partial derivative (0¥, /0v)(s,v).
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Lemma 5.18. Given (s,€) € X, and (u,w) € E(s) x F(s), if the function
Ry 27— [|(Op, W7 )(u,w)||sy, is bounded, (5.80)

then (u,w) € V(ps,e).

Proof. We proceed by contradiction. For each t > s, we write (u(t),w(t)) =
(Op, ¥i—s)(u,w). Note that (u(s),w(s)) = (u,w). The space V(ps¢) satisfies
the invariance property

(6175,&“77)‘/(1)8,5) = V(Lp‘r (ps,ﬁ))-

Therefore, it is sufficient to prove that (u(t),w(t)) € V(¥;—s(ps,¢)) for some
t > s. We now write (u(s),w(s)) in the form

(u(s), w(s)) = (u(s), w(s)) + (0, 2(s)) (5.81)

with (@(s), w(s)) € V(ps,e). This is always possible since the “vertical” vectors
(0, z) € F(s) and the tangent vectors in V(ps ¢) (which are obtained from the
tangent vectors to the graph of the Lipschitz function ¢ in (4.10)) generate
the whole space R". We want to prove that z(s) = 0. Applying (0,, .¥;—s) to
both sides in (5.81) we obtain

(u(t), w(t)) = (u(t), @(t)) + (Op, ¥i-s)(0,2(s)), (5.82)

where
(a(t), w(t)) = (B, Wi—s)(uls), w(s)). (5.83)
Replacing (v, w) by (@(t),w(t)) in (5.32) in Lemma 5.9 (note that by (5.60)
we have X, C X,), and using (5.83) we obtain
(@), o())ll; < 47| (u, w)]ls.

In particular, the pair (@(t),w(t)) is bounded in ¢. By the hypothesis in the
lemma, the pair (u(t),w(t)) is also bounded in ¢, and hence, by (5.82), the
derivative (Jp, ¥ 4)(0,2(s)) must also be bounded in ¢. But by (5.35) in
Lemma 5.10 the norm of this derivative increases exponentially with ¢t when-
ever z(s) # 0. Therefore, we must have z(s) = 0 and the desired statement
follows from (5.81). O

5.6.4 Tangential component of the extension
We will write from now on, for each ¢ > s,

Or—s(5, &, ¢(s,8), uls), D(s, &, uls))) = (8 x(t), y(8), u(t), w(t).  (5.84)

By Lemma 5.17, for each (s,&,u(s)) € Y,, we have
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y(t) =t z(t)) and w(t) = D(t, z(1), u(t)). (5.85)

We want to show that for each ¢ > s the component u(t) in (5.84) can be
estimated in terms of u(s) solely, without needing the component £ of the
initial condition. The stable component of (5.69) can be written in the form

u(t) =U(t, s)u(s) —I—/ U(t,T) {giu(ﬂ + g—‘;@(ﬂx(T),u(T)) dr  (5.86)

with the partial derivatives of f computed at the point (7, z(7),y(7)), where
y(7) = ¢(7,z(7)) for each 7.

Lemma 5.19. There exists M > 0 such that for every § > 0 sufficiently
small, given (s,&, u(s)) € Y, we have

lu(®)ll; < Mel™ O u(s)|[] for every t > 5.

Proof. We consider the space
B = {u: [s,+00) — R"™ continuous: u(t) € E(t) for t > s and |jul|’ < N},

where N = §e~ (w93 /O (we recall that § is fixed, and the constant C} = C;*
is given by Lemma 5.7), with the norm

lull” = sup{[lu(t)[l;e” @+t > s}

One can easily verify, with the help of Lemma 5.7, that with the distance
induced by this norm B is a complete metric space. By (5.17) and (5.58) we
have

G+a+s+tw<a+59(1+1/q) <0.

Therefore, for each u € B, it follows from Lemma 5.7 that
Hu(t)” < CieatHu(t)”é < 5efwse(6+a+g)(tfs) < 567wt6(ﬁ+a+§+w)(tfs),

and hence u(t) € Ry(de~%?) for every t > s. On the other hand, by Lemma 4.5,
provided that ¢ is sufficiently small, and since £ € Rs(de™*?), we obtain

z(t)|| < Kie®™9)Fes|j¢|| < Kydewse®ts)Fas < [ e~ (W5 (5.87)
Therefore, in view of (5.75) and since @ € Y,,_,, for each u,@ € B we have
D¢, 2(t), u(t)) — D(t, 2(t), ut))|| < [|u(t) —ut)]]. (5.88)

We now define an operator J for each u € B and t > s by

(Ju)(t) = / Ut 7)G(r,2(7), u(r)) dr,
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where (see (5.86))

of
u(T) + a—y@(T, (1), u(7)) (5.89)

of

G -4

(r.2(7),u(r) =

with the partial derivatives of f computed at the point (7, z(7), (7, z(7))) =

(1,2(7),y(7)). Proceeding as in (5.73) with j = 0, it follows from (5.57) that
for every u € E(t),

of i+ huy) — ()|
Haw(t’x’y)“ =t ]
_ q q
<clim |z + uh — || (||(= +|huh,y)|| + [|(z, »)[17)

< 2¢|[(z, y) | *[fe]l-
Therefore, ||0f/0z| < 2¢||(z,y)||?. Since

1@ (), gD < 2+ vy Nyl = lly(m) = yO) < =),

it follows from Theorem 4.1 (more precisely, from the inequality (4.16)) and
(5.87) that

of q q+1 q

52 Py < 2e(lla(D)] + ly(r)IDT < 2™ la()l]

< C2q+1l)qeqﬁ(tfs)+qas||£Hq (590)
= 291 Da§a,9a(t—s) ;—a(w—a)s

The same bound can be obtained for the derivative df/0y at the point
(1,2(7),y(7)). Furthermore, given u, s € B we have

G(T7 1‘(7’), U(T)) - G(T7 1’(7'), ’EL(T))

= W)~ a(e)) + Lt 2(r), u(r)) — 07, 2(7), ()

- 61; ay ) b ) ) M

By (5.88), (5.90) (and the corresponding inequality for the derivative 9 f/9y),
and Lemma 5.7, we obtain
a(r) : = [|G(r,2(7),u(7)) — G(7,2(7),a(7))|
< 02q+2Dq5qqu(T—S)G—Q(W—a)sHu(q—) —a(7)||
< 29+2 Da§eda(T=8) 01 T e =W S| |y (1) — (7)) |

< 62q+2Dq5qcie((q+1)ﬁ+a+<)(T—S)e—q(w—a)S—i-as”u —a.

Therefore,
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[(Ju)(t) — (Ja) (@)
+o0
= /t U (r, 6)((Ju)(t) — (Ja)(@))|le” @ T=0 gy

—+o00 t
< / (/ |U(r,7)||a(T) dT) e~ (@) (r=t) gp.
t s

< 212 DIgIC e twmstas |y g/

—+oo t
></ (/ Dy etr—)+ar (g Da+at) (r—s) dr) o~ @)1 4.
t s

= CDl2Q+2Dq(gqc{efq(wfa)s+2as||u _ a||/€(6+§)(tfs)

t +oo
X / <e(q“+2“)(75) / e—sr=7) dr> dr
S t

+2 t
< cD,24 Dq(qu{ efq(wfa)erQas”u _ ,a”/eﬁ(tfs) / Is(7—9) dr,
S s

where T5 = ga + 2a + . Note that in view of the first inequality in (5.18)
and (5.58), we have
T3 < qga+ 3a < qga+ 49 <0.

Furthermore, in view of (5.59) we have e~9(“~@)s+2a5 < | Therefore,
lJu = Ja|" < 6lju —all, (5.91)
where
0 = cD, 2972 D590, / (5| T3|).

For u = 0 we obtain Ju = 0 (note that by (5.76) we have that &(s,£,0) =0
for every (s,§) € X,,, and thus, by (5.91), ||Jul/" < 0]u||’.

We now choose § > 0 sufficiently small, independently of s, so that 6 < 1/2.
Given u(s) € Rs(Ne=%/(2C})), we consider the operator J on the space B
defined by

(Ju)(t) = T(t) + (Ju)(t),
where T'(t) = U(t, s)u(s). For each t > s, we have

+oo
1T@)l; :/ |U(r, t)T(t)He—(a+<)(r—t) dr
t

“+o00
= @) [ 0 s)u(s) e 0 dr
t

< @ )

Since u(s) € Rs(Ne~*°/(2C1)), it follows from Lemma 5.7 that

N

17" < luls)ls < Cre®llus)] < 5
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Therefore,

. N N
1Tal” < | T + [ Tull” < llu(s)ll + Ollul” < 5 + 5 = N, (5.92)

and J: B — B is a well-defined operator. In view of (5.91),
| Tu— Tall = |Ju— Jal’ < 0llu— al,

and J is a contraction in the complete metric space B. Hence, there exists a
unique function v € B such that Ju = u. It follows from (5.92) that ||Ju||’ <
lu(s)||% + 6]|u]’, and hence,

lull’ < IIU( )II’.

Therefore, for every u(s) € Rs(Ne™%*/(2C1)) and t > s,

/
< (@+s)(t—s) ||u( )” )
(e vl

To establish this inequality for u(s) outside Rs(Ne %%/(2C])) it suffices to
observe that in view of (5.86) (see also (5.89)) the function u(s) — wu(t) is
linear (for each s and t), and thus it suffices to consider initial conditions
u(s) in an arbitrarily small ball. Thus, we obtain the desired result setting

M=1/(1-0). O

We now show that each tangential component of the extension belongs to
a stable space.

Lemma 5.20. For every s > 0 and §,u € Rs(de™“*) we have
(ua ¢(S7 ga U)) € V(pS,E)'

Proof. In view of Lemma 5.18, it is enough to prove that for the vector (u,w)
with w = @(s, &, u) the function

(u(t), w(t)) = (D, (Pi—s)(u, w) (5.93)
n (5.80) is bounded for 7 > 0. Since w(t) = P(¢,x(¢t),u(t)) (see (5.85)),
it follows from (5.75) that |Jw(t)|| < |lu(t)|. By Lemma 5.7, setting C} =
Dyes(P=5) /. we obtain
lo(®)]; < Coe lw(®)]] < Coe®F ! |lu(t)]| < CC3 T+ ut)]l;,

for every ¢ > s, and thus, since C1,C} > 1,

I(u(t), w(®); < (1+ CLC P+ lu(t)[l} < 2013+ Ju(?)]);.
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It follows from Lemma 5.19 that

ICu(t), w(t)) ][} < 207 CyMe(THattrt=s)elettras |y )|
< 2070y Ml THettr20=s) (@092 (u(s), w(s)) 5.

(5.94)

By (5.58), provided that ¢ is sufficiently small we have @+ a + b + 2¢ < 0.
Thus, for each fixed s > 0 the quantities in (5.94) are bounded for 7 > 0.
By (5.93), the function in (5.80) is also bounded for 7 > 0. This completes
the proof of the lemma. O

5.6.5 C* regularity of the stable manifolds

We have now all the necessary tools to establish that the stable manifold V
of the origin for the equation (4.4) is of class C* when the functions A and f
are of class C*.

Proof of Theorem 5.15. When k = 1, the statement is a simple consequence
of Theorems 4.1 and 5.1 (note that the second condition in (5.58) implies
the second condition in (5.1)). We now proceed by induction on k. Assume
that the induction hypothesis (see the initial paragraph of Section 5.6) holds
for k — 1, for some k > 2. We consider the extended vector field f, and by
Lemma 5.17 we obtain the C*~! manifold V given by (5.77). By Lemma 5.20
and the fact that dim V(ps¢) = dim E(s) (see (5.79)) we obtain

V(pse) ={(u,P(s,&,u)) : uw € E(s)}, (5.95)

where we continue to denote by P(s,&,-) the unique linear extension of
Rs(0e™%%) o u +— D(s,&,u) to the whole space E(s). Therefore, in view
of (5.77),

V0 ({pse} X R") = {pse} x Vs(ps,)
for every s > p and £ € Ry(de™“®), where

Vs(ps,e) = {(u, @(s,& u) : uw € Ry(de™ )}
is an open subset of V(ps,¢) containing the origin. That is,
VN ({p} x R") = {p} x Vi(p) for every p € V. (5.96)

By (5.96) and the C*~! regularity of the manifold V, the map V 3 p — V (p)
is of class C*~1. Therefore,

€ (s, &) is of class C* for each fixed s. (5.97)

We now consider, for each s > 0, a constant € = £(s) > 0 such that s —e > p,
and the parametrization Fs in the proof of Theorem 5.1 (see (5.54)) of an
open subset of V containing (s,0). Since A and f are of class C¥, the map
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(t,s,&,m) — W(s,&,m) is also of class CF (see for example [46]). By (5.97), we
conclude that Fj is of class C* (for each fixed s), and V is a smooth manifold
of class CF.

With the exception of the exponential decay of the derivatives in (5.63),
the remaining properties are already given by Theorem 4.1. In particular, the
manifold V satisfies the forward invariance property in (5.61). To establish
the exponential decay of the derivatives we note that by (5.78), the second
component of O, in (5.71) gives

1(Op. e ¥ )zs.6u = (Bp, (W) 2 all < D™ (|I§ — €]l + [lu — ),

where zs ¢, = (u,®(s,&,u)), for every s > 0, &, &, u, i € Ry(5e™**), and
7> 0. By (5.97), the tangent vectors in V' (ps¢) (see (5.79)) are of the form

0 Oy

3*5(680(875))16 = (u, ag(s,f)u> for some u € E(s).

But by the uniqueness of the function ¢ in Lemma 5.17, it follows from (5.95)

that &(s, &, u) = g—f(& &)u. This completes the proof of the theorem. O
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Smooth stable manifolds in Banach spaces

We establish in this chapter the existence of smooth stable manifolds for
semiflows defined by nonautonomous differential equations in a Banach space.
One can obtain unstable manifolds simply by reversing the time. We also
establish the exponential decay on the stable manifold of the derivatives of
the semiflow with respect to the initial condition (see (6.8) and (6.9)). We are
not aware of any similar result in the literature even in the case of uniform
exponential dichotomies. Our approach to the proof of the stable manifold
theorem consists again in using the differential equation and the invariance
of the stable manifold under the dynamics to conclude that it must be the
graph of a function satisfying a certain fixed point problem. However, the
extra small exponentials led us to consider two fixed-point problems—one to
obtain an a priori estimate for the speed of decay of the stable component of
solutions along a given graph, and the other to obtain the graph which is the
stable manifold. To obtain the estimates in the fixed point problems, we need
sharp bounds for the derivatives of the stable component of the solutions, and
for the derivatives of the vector field along a given graph. For this, we use a
multivariate version of the Faa di Bruno formula in [30] for the derivatives
of a composition (see (6.15) for a particular case). This formula allows us
to estimate the norms of the derivatives of the composition in terms of the
norms of the derivatives of the original functions (see (6.16)). Although several
special cases were treated before, the general formula for the derivatives of a
composition was first obtained by Faa di Bruno in [36]. We recommend [56]
for the history of the problem and for many related references. We also use a
result in [34] (see Proposition 6.3), that goes back to a lemma of Henry in [46].
This allows us to establish the existence and simultaneously the regularity of
the stable manifolds using a single fixed point problem, instead of one for each
of the successive higher-order derivatives. We follow closely [11], although now
considering arbitrary stable and unstable subspaces.
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6.1 Existence of smooth stable manifolds

We present here the result on the existence of a stable manifold for the origin in
equation (4.4) assuming the existence of a nonuniform exponential dichotomy
in R*. Let again R4(§) C FE(s) be the open ball of radius § € (0,1) centered
at zero. Given k € N and ¢ > k we set
Calg+k+1)+b

2 1
o= ——— >q and B:Oé-i-GZM

— e N (8

with a and b as in (2.6). Notice that in the particular case when k = 0 the
numbers « and /3 coincide respectively with « and 3 given by (4.8) and (4.12).
The number « specifies the size of the neighborhood R,(de~*®) in which we
will take the initial condition. We continue to consider the set X, = X, (9)
defined by (4.9). We also denote by 0 the partial derivative with respect to
the second variable of any given function of two variables. We assume that
for some k € N the following conditions hold:

D1. the function A: R} — B(X) is of class C* and satisfies (2.2);
D2. the function f: RS‘ x X — X is of class C*, and there exist ¢ > 0, ¢ > k,
and € € (0, 1] such that for every ¢ > 0 and u,v € X we have

F(£,0)=0, 9f(t,0)=0, flYz=o0, (6.2)
where Y5 = {(s,0) € R} x X : |[o|| > de~P*/(2D1)},

107 £t )| < ellull 7 for j =1,....k, (6.3)

18% f(t,u) — 8* f(t, 0)]| < ellu — o]l *(Jull + o] (6.4)

The last condition in (6.2) may sometimes be obtained with an appropriate
cut-off of the function f. We will verify that for the stable manifold of the
origin in equation (4.4) constructed in Theorem 6.1, the solutions with suf-
ficiently small initial condition starting on the manifold never intersect the
region Yjg.

We denote by Z, the space of continuous functions ¢: X, — X of class
C* in ¢ such that for each s > 0 and x, y € Ry(de™**) we have:

L (s, Rs(6e™%)) C F(s);

2. ¢(s,0) =0 and dy(s,0) = 0;

3. |07p(s,z)|| < 1forj=1,....k;

4. |0%¢(s,2) = 0%¢(s,y)|| < llz — yl*.

Given a function ¢ € Z,, we consider its graph

V={(s,6¢(s5,¢)) : (5,€) € Xa} CRJ x X. (6.5)

We look for the stable manifold in this form. We will show that there exists
¢ € Z, such that for every (s,&) € Xz C X, the corresponding solution of
(4.4) is entirely contained in V. We will assume the conditions
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a+a<0 and a+b<b (6.6)

Note that both inequalities in (6.6) hold when a and b are sufficiently small.
We now formulate the stable manifold theorem. We continue to write

Ps¢ = (8757 @(875))

Theorem 6.1 ([11]). Assume that D1-D2 hold. If the equation v' = A(t)v
in the Banach space X admits a nonuniform exponential dichotomy in R
and the conditions in (6.6) hold, then there exist § > 0 and a unique function
© € Zq such that the setV in (6.5) is forward invariant under the semiflow ¥,
that is,

if (5,€) € Xp then U, (pse) €V for every T > 0. (6.7)

Furthermore:

1.V is a manifold of class C* that contains the line RS‘ x {0} and satisfies
Tis.0)V =R x E(s) for each s > 0;
(5,0)
2. for every (s,€) € Xz we have

+oo
p(5.6) = - / V(r8)  F (W (pae)) drs

3. there exists D > 0 such that for every s >0, £, £ € Ry(6e77%), and 7 > 0

we have
102 (1 (psg)) — OL(Wr(py )l < D™ 20T Ds|jg — ¢ (6.8)
forj=0,....k—1, and
108 (7 (ps.g)) — OF (r(py )| < D™D — <. (6.9)

The exponential decay on the stable manifold, of the derivatives up to
order kK — 1 (see (6.9)), can be understood in the following manner. When
we consider higher-order jets (other than the first, with the linear variational
equation), the corresponding higher-order linearized vector fields maintain the
linear part A(t) of the original linear variational equation. Thus, the higher-
order jets possess essentially the same nonuniform exponential dichotomies as
the linear variational equation, although in higher-dimensional spaces, and we
can expect each of the corresponding higher-dimensional dynamics to possess
a similar exponential behavior. Since the lower-dimensional parts of these jets
coincide with the lower-order jets, the corresponding initial components of the
higher-order jets maintain the exponential behavior along the stable manifolds
of the lower-order jets.

6.2 Nonuniformly hyperbolic trajectories

We now use Theorem 6.1 to obtain smooth stable manifolds for nonuniformly
hyperbolic solutions of a differential equation.
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Consider a function F: Rf x X — X of class C* (k € N). We assume
that A(t) = OF(t,vo(t)) satisfies (2.2), that is, all solutions of v/ = A(¢t)v are
global. We also consider the function G(¢,y) in (4.22).

Theorem 6.2. Let F' be of class C* (k € N) and let vo(t) be a nonuniformly
hyperbolic solution of (4.18). We assume that G|Y3 = 0 and that there exist
¢>0,q>1, and € € (0,1] such that for every t > 0 and u,v € X we have

107Gt w) = & G(t,v)| < cllu—vl|(Ju 7 + [Jv]| ) (6.10)
forj=0,....k—1, and
18*G(t,u) = "G (t, )| < ellu— ol (ful|™* + [[o]|*7). (6.11)

If the conditions in (6.6) hold, then there exist 6 > 0 and a unique function
@ € Zo such that the set

V={(s.§¢(5,€) + (0,v0(s)) : (5,€) € Xa}
is a manifold of class C* with the following properties:

1. (s,v0(s)) €V and T(s,0)V = Ry x E(s) for every s > 0;
2.V is forward invariant under solutions of t' = 1, v’ = F(t,v), that is, if

(S,”Us) eV = {(ra£a¢(ra g)) + (Ova(T)): (Tv f) € Xﬁ}

then (t,v(t)) € V for every t > s, where v(t) = v(t,vs) is the unique
solution of (4.18) fort > s with v(s) = vs;

3. there exists D > 0 such that for every s > 0, (s,vs), (s,75) € V', and
t > s we have

ot vs) = v(t, 8) | < D=5 o, — 3.

Proof. Proceeding as in the proof of Theorem 4.2, and using the same nota-
tion, we obtain the equation y' = A(t)y + G(t,y), with G(¢t,y) as in (4.22).
By hypothesis A(t) satisfies the assumption D1 in Section 6.1. It follows
from (4.22) that G is of class C*. Furthermore, G(¢,0) = 0 and 9G(¢,0) =
OF(t,vo(t)) — A(t) = 0, using the definition of A(¢). By (6.10), for every
(t,y,u) € Ry x X x X,

F(t,y +vo(t) + hu) — F(t,y + vo(t))

10G (&, yyul = | lim . ~ At
1
= Jim P+ o) + hu)  F(ty -+ wo(t)) — A(t)hu]

. 1
< Jim el (ly + el + [3]%) < 2l -

and thus, || 0G(t, y)|| < 2¢||ly||?. For j = 2,...,k—1, it follows from (6.10) that
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~ i—1p(¢ t) + hu) — 99 LF(t t
107G ()| = ||1im & E Gy + vo(®) + ) = O F(E,y + vo >>H
h—0 h
. C = s .
S;ILLHB m”huH(HerhUH‘Z Tyl 7Y = 2¢]ul| - [Jy)| @7,

and thus, [|07G(t,y)| < 2¢|y[|[9=7FL. Together with (6.11) this shows that
the function G satisfies the assumption D2 in Section 6.1. We can now apply
Theorem 6.1 to obtain the desired statement. O

6.3 Proof of the existence of smooth stable manifolds

6.3.1 Functional spaces

In view of the required forward invariance of V under solutions of the equation
in (4.4) (see (6.7)), any solution with initial condition in V at time s > 0 must
remain in V for every ¢ > s, and thus must be of the form (z(t), ¢(t, z(t))) for
every ¢t > s. In particular, on such a manifold V the equations in (4.6) can be
written in the form (4.23)—(4.24).

We equip the space Z,, in Section 6.1 with the norm in (4.25). We want to
verify that Z, is a complete metric space with this norm, or in other words,
that Z,, is closed in the complete metric space X, in Section 4.4.1. Let X, Y
be Banach spaces and let U C X be an open set. Given constants ¢ € (0, 1],
k € NU {0}, and ¢ > 0 we define the set

CEEUY) = {ue CF(UY) : |lullpe < e},
where C*¢(U,Y) is the space of functions u: U — Y of class C* with Holder
continuous k-th derivative with Holder exponent €. Furthermore, we set

lulli.e = max{|lulloo, l|dullocs - - -, |d"ulloo, He(d"u)},
where ||| denotes the supremum norm and

[u(z) = u(y)|l

He(u) = S“p{ o=yl

:x,yeXandx;éy}.

The following result shows that C*#(U,Y) is closed in the space of continuous
functions C(U,Y") with the supremum norm.

Proposition 6.3 ([34]). Let X, Y be Banach spaces and let U C X be an
open subset. If u, € C**(U,Y) for each n € N and u: U — Y is a function
such that ||u, — ull — 0 as n — oo, then u € C54(U,Y) and for each x € U
we have d*u, (z) — d*u(z) as n — oco.

The proposition says that the closed unit ball of the space C*¢ of func-
tions of class C* between two Banach spaces with e-Holder continuous k-th
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derivative is closed with respect to the C°-topology. This allows us to con-
sider contraction maps solely using the supremum norm instead of any norm
involving also the derivatives. When k = 1, the statement in Proposition 6.3
was first established by Henry in [46, Lemma 6.1.6]. A similar result was ob-
tained by Lanford in [54, Lemma 2.5] (with all limits, in the hypothesis and
in the conclusion, pointwise in the weak topology).

Proposition 6.4. With the norm in (4.25), Z, is a complete metric space.

Proof. Given ¢ € Z4, t > 0, and z € R;(de~*") we have

—at ||50(ta JZ‘)H

o(t, z)|| < de
| | Iz

< se=otg] < 6.

Thus, if (¢n)n C Za is a Cauchy sequence with respect to the norm in (4.25),
then, for each ¢ > 0, (¢n(t,-))n C Cy°(R:(Je~ "), F(t)) is a Cauchy sequence
in the supremum norm. A simple application of Proposition 6.3 now yields
the desired result. O

For technical reasons, we also consider the space 27, of continuous functions
¢: X2 — X, with X2 as in (4.26), such that ¢|X, € Z, (see (4.9)) and

©(8,8) = ¢(s,0e%¢/||&]|) whenever s > 0 and & & Rs(de™ ).

Clearly, there is a one-to-one correspondence between functions in Z, and
functions in Z} . In particular we have the following.

Proposition 6.5. With the norm ¢ — |p|X.l|, 2}

* 4s a complete metric
space.

As in Section 6.1, we denote by O the partial derivative with respect to
the second variable. For each fixed s > 0, set

p(t) =a(t — s) + as, (6.12)
and let B be the space of continuous functions
x: {(t,) :t > sand € € Rs(de”**)} — X

of class C* in the second variable such that for some constant C' > 0 we have:

1. z(t,€) € E(t) for every t > s and £ € R,(de™%%);
2. x(s,&) = £ for every £ € Ry(de™*%);
3.

lal|' < Coe=o* and [[@a]| < C for j=1,....k,  (6.13)

where

|z||" := sup {||x(t,§)uefﬂ<t> ‘t>sand € € Rs(5e’°‘5)} : (6.14)
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o 9050010
e = o <

with the supremum taken over t > s and £, & € R,(6e™%) with & # &.
An application of Proposition 6.3 now yields the following result.

Proposition 6.6. With the norm in (6.14), B is a complete metric space.

6.3.2 Derivatives of compositions

We recall the Faa di Bruno formula for the n-th derivative of a composition.
Consider open sets Y, Z, and W of Banach spaces. Let g: Y — Z be defined
in a neighborhood of x € Y with derivatives up to order n at z. Let also
f:+ Z — W be defined in a neighborhood of y = g(z) € Z with derivatives up
to order n at y. Then the n-th derivative of the composition h = fog at x is
given by

n
dih =Y "dif > ey dyige-ditg, (6.15)
k=1 0<ry,....,Te<n
ritot+re=n

for some nonnegative integers c,, ..., . Collecting derivatives of equal order, one
can show that for each n € N there exists ¢ = ¢(n) > 0 such that (see [30])

Izl < e IdsfIl > H g™, (6.16)
k=1 p(n,k) =1

where
p(n, k) = (kl,...,kn)ENg:ijzk‘and ijj:n (6.17)

(here Ny is the set of nonnegative integers). Furthermore, using (6.15) and
the triangular inequality one can show that for y = g(z) and § = ¢(Z),

[dzh — dz2hl| <CZIId’“f difl H||d gll¥ +¢ an’“fnsk, (6.18)
p(n,k) j=1 k=1
for some constant ¢ = ¢/(n) > 0, where

n

n j—1
=3 S I lazalte IT lldzgls-,

p(n,k) j=1 m=1 m=j+1

and
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kj—1

Ty = |d)g — dig| Z I gl"s = * | dgll*.

A multivariate extension of the Faa di Bruno formula was established
in [30]. It can be readily generalized to transformations in Banach spaces as
follows. Let g = (g1, g2) be defined in a neighborhood of x with derivatives
up to order n at x. Let also f(y) be defined in a neighborhood of (y1,y2) =
(91(x), g2(2)) with derivatives up to order n at (y1,y2). Then for each n € N
there exists ¢ = ¢(n) > 0 such that the n-th derivative of h = fo(g1,¢92) at x
satisfies

ldzhll < e lopaz Y S > T I gull™ [1dY gal|™2, (6.19)
q(n) o=1p,(n,\)j=1
with the notations

Al,)\zf _ a/\lJr)\Zf(yla yQ)

, n)={(A,X2): A1+ X e {1,...,n}},
9\ 0 Dy oy q(n) = {(A1;A2) t Ar + A2 €4 H

and, setting A = (A1, Aa),

po‘(n7>\) :{(k117k12a'~'7k‘.0'17k.0'2;l15"'alo) € I\1(2)0' x N7:

(kjl,k‘jg) 75 (0,0) for1 < i <o, h<-<ly, (620)
D kj=XNforl=1,2 and Y I;(kj + kj2) = n}
j=1 j=1

Furthermore, in a similar manner to that in (6.18) one can show that for
(y1,92) = (91(2), g2(z)) and (1, 72) = (91(2), 92(Z)),

n o
)\7)\ . . . .
ldzh—dyhl < 3 Joef — oy IS S T g™ dga2

a(n) o=lpy(n,A)j=1

AL, rd
+¢ D105 fl Y S
a(n) o=l

(6.21)
for some constant ¢’ = ¢/(n) > 0, where
= Yl H gl ol T dan | ol
po(n,A) =1 i=j 41
(6.22)

and
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k?jlfl
~ . ) ) 1 . 11— l;
Thyy kyoty = A8 ga|*2 | d gy — di gnll > Nld gu]* =¥ d gu |*
k=0
o (6.23)
l; . ] 1 ] e 11— l;
+\dZ gl ¥t (ld g2 — dZ gall Y A ga] R A7 g2 *.
k=0

6.3.3 A priori control of the derivatives

We now use the inequalities in Section 6.3.2 to obtain several bounds for the
derivatives that are needed in the proof of Theorem 6.1. Given ¢ € Z} and
r € B we write

@*(t, &) = o(t, 2(t,£)). (6.24)

Lemma 6.7. There exists A > 0 such that for each j = 1,...,k, ¢ € Z},
(s,€) € Xq, and t > s satisfying x(L,€) € Ry(de™*) we have

107" (1, €)|| < AerIT—Des,

Proof. Using (6.16) for the derivative 87¢* we obtain

107 Lol <d Y o™ etz el 3 T 10%( €))
m=1

p(j,m) =1

with p(j,m) as in (6.17). Since Z{Zl ki = m (see (6.17)), using (6.13) we
obtain

J J j ,
et o)l <d>. S e <ea Y Y erxiak

m=1p(j,m) I=1 m=1p(j,m)
J
<o 3 el < gyer®+i—Nas
m=1

for some constants ci, ¢z, ¢3 > 0, where we have used (6.12) in the last
inequality (note that @ < 0 and a > 0). O

Given ¢ € 2} and x € B we write
fr(t,8) = £t 2(t,€), ¢ (t, x(t,€)))- (6.25)

Lemma 6.8. There exists B > 0 such that for each j = 1,...,k, ¢ € Z},
(s,€) € Xq, and t > s we have

167 £* (¢, €))|| < BTt —Ie—alat1=Dslatl)p()+ias
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Proof. We note that the derivative 97 f*(t,€) is defined for every ¢ > s. This
is due to the fact that, by (6.2), whenever ¢ > 0 is such that x(¢,£) € E(t) \
Ri(6e") we have f*(t,£) = 0. Indeed, setting ¢t = s in (2.5) we obtain
[IP(s)|] < Dye*s. Therefore, since

P(t)(z(t,€), ¢(t, z(t,€))) = x(t,§)
we have
[(2(t,€), 0t 2(t, )| > Dy e *||a(t, )| > 6Dy e, (6.26)

and by (6.2) we conclude that f*(t,£) = 0 whenever ||z(¢, )| > de~ .
Assume now that x(t,£) € Ry(de™*t). Using (6.19) for the derivative &7 f*
we obtain

J
107 F* (£ O < D N0078 wrneenf GBI D

q(j) s=1ps(3,M)

x H [0 (2, &) |0 " (¢, €) |2,

with ¢*(¢,€) as in (6.24), and ps(j,\) as in (6.20).
Since ¢ € 27, using (6.3), (6.13), and the fact that in ps(j, A) we have

S

Z(kﬂ +kjo) =AM+ and leka < le(kﬂ +kijo)=j

Jj=1 Jj=1 Jj=1

(see (6.20)), it follows from Lemma 6.7 that

107 F* (I < ex > (e, ) + llpt, a(t, )T M2y N

q(7) s=1p.(4,\)

X H Cep ep(t)+(l _1)a§)km,2

<o Z 2l (t, ) )71 2 epO P s
a(4)
< c3e(q+1)p(t)+jas Z((ge—aS)qH—(MHe)’
a(5)
for some constants ¢y, ca,c3 > 0. Since de™** < land 1 < A + Ay < j we
obtain the desired statement. a

Lemma 6.9. For each j =0,...,k—1, (5,€),(s,€) € X4, and t > s we have

107 (t,€) — & (t, €)|| < Ce”V]|¢ €. (6.27)
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Proof. To prove the lemma it suffices to observe that by (6.13),

|972(6,) =000 < swp 07 a(t,6-+r(E-O)-I6=El < O],

ref0,1

applying the mean value theorem. a

6.3.4 Holder regularity of the top derivatives

Lemma 6.10. There exists C' > 0 such that for each ¢ € 2}, (s,€),(s,§) €

X, and t > s satisfying x(t,£),x(t,€) € Ry(de~*") we have
107" (t,6) — 8*p" (1, E)I| < C'ePDHras|i¢ —]J°.
Proof. By (6.18) we obtain
10%¢* (t,€) — 0™ (¢, )|

k k
<e Y oMt w(t,6) — 0"t x(t,O)| Y [0 o))"
m=1 p(k,m) =1 (628)
k

+ C/ Z ||6m<p(t, .'I/'(t, g)) ||Sm7

m=1

with p(k,m) as in (6.17), and where

k -1 k
Swi= > S n 101 T 10%(t.0)

p(k:,m) =1 =1 i=l+1

ke, (6.29)

and

ki—1

Ty = [0'a(t,€) — da(t, )| Y [ (t, &)~ da(t, )]

k=0

Since ¢ € Z7%, it follows from Lemma 6.9 that fori=1,... k-1,

10°p(t, 2(t,€)) — D' (t, 2(t,€))]|
< sup ||8i+1g0(t,l‘(t,f) + r(:c(t,f) - l‘(t,f)))” . ||$(t7€) - J)(t,g)”

ref0,1]
< la(t, &) — x(t, &) < CerPg = €.

Furthermore, again using Lemma 6.9,

107 (8, x(t, €)) — 0% (t, 2 (t, )| < [|2(t,€) — (t, E)II°

_ 6.30
< CfePM)ie — €|F. (6:30)
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Since § < 1, we have || —¢|| < [|€ —£||°, and using (6.13) with j = [ we obtain

ki—1
T < CerD g = 7 Y (CerM)h=t < CRikebe e —g|e. (6.31)
k=0

By (6.29) together with (6.31), (6.13), and the fact that in p(k, m) we have
Zle k; = m (see (6.17)) we conclude that

k k
S, < Z ZTl H (Cep(t))ki

plkym) I=1  i=1,i#l

k k
<e Z chzklekm(t)ng_gue H ekin(®)

p(k,m) I=1 i=1,il
< cpe™ D¢ - €7,

(6.32)

for some constants c1,ce > 0. By (6.28), (6.30), (6.32), (6.13), the fact that
in p(k,m) we have Zle k; = m (see (6.17)), and since p(t) = a(t — s) + as
with @ < 0 and a > 0, we obtain

k
107" (t,€) — "™ (¢, €)I| < cse®||€ — €]I° Z > H (Cert)F

m= 1pk:m =1

+eallé = €I° Z e

m=1

k
< ese®€ = €]° Y e < coer @R — g

m=1
for some constants cs, ¢4, c5, cg > 0. This gives the desired statement. O
In view of Lemmas 6.7 and 6.10, for each j = 0,...,k we have
1070%(t,€) — 870" (t,€)|| < VerDIHis|e — &<, (6.33)

for some constant V' > 0.

Lemma 6.11. There exists D' > 0 such that for each ¢ € 2}, z € B,
(5,8),(s,) € Xq, and t > s we have

107 f*(t,€) — 0" [ (£, €)I| < D'(de~ )i FetpOHETDes e —g|j=. (6.34)

Proof. The reason why the derivatives in (6.34) are always well-defined is the
same as in the proof of Lemma 6.8. We first assume that z(¢,£),z(t,&) €
Ry (6e"). We use (6.21) to obtain
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10" f*(¢,€) - ’“f*( Ol

<c) G, AQZ > H 10 (t, )| [|0" " (2, )| 2

q(k) o0=1p,(k,\) m=1 (6.35)
k
/ A1,A ~
te ;Wx(lt 6.5t (1)l 2:15
q(k o=

where
A1, A1,
G)\l,)\z ”az(lt 52 tyg)f(ta ) az(lt 52) o* (¢, f)f(tv )”7
and, in view of (6.22) and (6.23),

- > Z o < H 102, )1 10" o™ (¢, )2

po (k,A) m=1

(6.36)
x H 10" (t, )| |0" o (¢, €) 2)
i=m-+1
and
T b = 10" (1, Q) |[Fr2 |0 (1, €) — O (1, E) |
km1—1
X Z [0 (t, &) | Fra =R |00 2 (t, €)1
_ (6.37)
+ Hal’" &, N[0 (t, &) — 8" (¢, §)|
kma—1
X Z [0" " (¢, ) ||Fm2 =10 o™ (¢, )||1*.
By the mean value theorem, for A\ + Ao = 1,...,k — 1 we have
Gane < St[lp] lpe 5122 £ (8, )| - Nl(t,€) — (2, )|
r€lo
+ sup 10505 F (8- e (2, €) — 2" (8, ),
re
where

a(r) = (a(t, &) +r(x(t, ) — x(t,€)), 9" (t,€)),
b(r) = (a(t,£), ¢"(t,€) + (0" (t.£) — ¢"(¢,€)))-

By (6.3), (6.13), and Lemma 6.7, for \y + Ay = 1,...,k — 1 we obtain
Gxx < C(2C567asep(t))q*)‘lf/\l’cep(t)”5 — &

+ (208 3erM)1= M= r2 fer® e g
— Cl(5€fa3)q7>\1fAQBP(t)(qul*()\hL)\z)) € — €|l
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for some constant ¢; > 0. Furthermore, since ¢ € 2%, in view of (6.4), (6.13),
and Lemma 6.9, for Ay + Ao = k we have

G e < eV € = €] (4C5e P )aF

< ey(fem%)IReP IR e — g,
for some constants co, c3 > 0. Thus, for each Ay + Ay € {1,...,k} we have
G e < max{er, e} (fe0%)1~ Al epla=Qurde) gos e — g°,

where we have used (6.12).
By Lemma 6.7 together with the fact that in p,(k, \) we have

o

Z (kml + km2) = )\1 + )\2 and Z (lm - 1)km2 S Z lm(kml +km2) = k>
m=1

m=1 m=1
the first summand in (6.35) can be bounded by
Y e (6.38)

for some constant ¢4 > 0. To bound the second summand in (6.35) we first
bound Tk, kool - By (6.37), using Lemmas 6.7 and 6.9, (6.13), and (6.33),
we obtain

fk ksl < C5ep(t)(k1n1+k1,L2)H£ _ g”ekmz(lmfl)as

+ CGBP(t)(km1+km,2) (= EHEe((km?_1)(lm_1)+lm)as

< C7ep(t)(k1n1+k'm2)e(k7m2(lm,71)“1’1)‘13||§ _ €||E,

for some constants cs, cg,c7 > 0. In view of (6.36), using Lemma 6.7 and the
fact that in p,(k,\) we have >0 _ (km1 + km2) = A1 + A2 and

(e

Z (lm - 1)(km1 + km2) < Z lm(kml + km2) = k7
m=1

m=1

we conclude that

§0_ < cge® € — gHa Z Z PO (Bmitkm2) gkma(lm—1)as
po—(k,)\) m=1
% H ep(t)(k?'il"l‘kh?)e(ki1+ki2)(li_1)a5
i=1,i#m
< eI AN s e _ g,

for some constants cg,co > 0. Therefore, the second summand in (6.35) can
be bounded by
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c10eF 1€ — €7D (2]l (t, §) )T M A2er N tA)
a(k)
< cloe(q+1)P(t)+(k+1)asH£ — €|l 2(206670‘5)'”17)‘17)‘2 (6.39)

a(k)
< 611((56_as)q+1_ke(q+1)p(t)+(k+1)as||f _ f_Hsv

for some constants cjg,c11 > 0. By (6.35), (6.38), and (6.39) we obtain
107 17 (t,€) = 0" [ (£, )| < ea(de %) T~ FetrOHEHDes ¢ —g|je
+ Cll(567045)q+17ke(q+1)p(t)+(k+1)asHE 7 5”6
< D/(6e—a3)q—keqp(t)+(k+1)as Hg _ gHEv
for some constant D’ > 0, since o > a.

When z(t,€),z(t, &) € Ry(5e™*t) we have 9% f*(t,&) = 0% f*(t,€) = 0 and
there is nothing to show. It remains to consider the case when z(¢,§) €

Ri(de=") and z(t,&) & Ri(de ). Take ¢ € (0,1] such that the vector
z = c& + (1 — c)¢ satisfies ||x(t, 2)|| = de~. Then O f*(t,€) = OF f(t,2) =0
and

107 F*(t.€) — 0" f*(¢,€)]|

< J0FF2(t,€) = 0" f* (1. 2) | + 108 F* (8, 2) — 0" F*(£.©) |

< DI((56_as)q_k€qp(t)+(k+l)asHf _ Z”a

< D/(Jefas)qfkeqp(t)Jr(kJrl)asHf _ 5”6

This completes the proof. O

6.3.5 Solution on the stable direction

We now proceed with the proof of Theorem 6.1. It is obtained in several steps.
We first establish the existence of a unique function z(t) = z,(t) satisfying
(4.23) for each given ¢ € Z7.

Lemma 6.12. For every § > 0 sufficiently small the following properties hold:

1. for each ¢ € 2}, given s > 0 there exists a unique function x = z, € B
satisfying (4.23) for everyt > s;
2. we have
lz(t, €)|| < Ce?D|€|| for every t > s. (6.40)

Proof. Given z € B, we define the operator

(J2)(1,€) = U(t, $)€ + / U(t,7)f (7. 2(7,€), (. 2(7, £))) dr



134 6 Smooth stable manifolds in Banach spaces

for each t > s and £ € Rs(de~**). Using the last condition in (6.2) and (6.26),
we find that Jz is a continuous function of class C* in ¢. The fact that
(Jz)(s,€) = & is immediate from U(s,s)§é = £. Furthermore, using (6.3)
and (6.13),

£ (7, 2(7), (7, (7)) < 29 (r)]| 7+
< 24t atl 5a+1 —alg+1)s (a+1)p(T)

By (6.1) we have

azalg+k+1)/(¢—Fk) >alg+1)/q

Therefore, using the first inequality in (2.17) and (6.12), we obtain

t
[(Jz)(¢t,€) — U(t, s)E| S/ (U@, 2(7), o(r, 2(7)))| dr
t
< 62q+lcq+1Dl5q+1/ @t—T)Far a(g+1)(1—s) (a+1)(a—a)s g

< 62q+1Cq+1D16q+166(t75)+a5+(q+1)(a7a)5 /OO 6(qEJra)(Tfs) dr

S

oo
< 02q+1 Cq+1D16q+1efase(qul)asfqozsep(t) / €T1 (t—s) dT,
s

with
Th'=(¢—-1a+a<0. (6.41)

Indeed, in view of (6.6) we have
T+ (1—kJa+alg+k)+b=(¢—k)(@a+a) <0,
and hence T} < 0. Therefore
1(J2)(t,€) = U(t, $)é]| < 5™,

where
0 = 29T CI D6/ |Ty|.

Furthermore, by (2.17), (6.12), and since £ € Rs(de~**) we have
|U(t, s)&|| < D1ePD||¢]| < Dyde™*er®,

Thus, choosing C' > D; in the definition of B independently of s, and taking
¢ sufficiently small we obtain

[Jz|" < (D + 0)de=% < Cdeos.

We now consider the derivatives &’ (Jz). By Lemma 6.8 applied to the func-
tion f* (see (6.25)), for j =1,...,k we have
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67 £*(7,8)|| < B§rT T emalatli=is latlp(r)+jas, (6.42)

Therefore, by (6.42) and the first inequality in (2.17), for j = 2,...,k,

107 (J)(t, €) S/ U107 (7, &)l dr

t
SBDl(quLl*jefoz(qulfj)86(4+1+j)a56p(t)/ Slaa+a)r—s) g

< BDy§9H1 g—elat1-)s oa+1+)as gol) / T -9 gr

S

)

with 77 < 0 as in (6.41). Therefore, taking § sufficiently small, for j = 2,... k
we have

||8j(Jx)||/ < BDl5q+17je*a(qulfj)Se(quHj)as/|T1| <C,

where we have used that by (6.1) we have o > a(q+ 1+ j)/(¢ — 7). When
j =1, the term U(t, s) is also present in the derivative, and thus

BD;§le=selatas
T
< (D1 + BDy 6% 1012 /Ty [)er ),

P

10(J) (8, I < UL, )l +

Taking ¢ sufficiently small, and using (6.1) we obtain
|8(Jz)| < Dy 4+ BD§%~elat2)es /11| < (.

Finally, by Lemma 6.11 and the first inequality in (2.17), for each ¢ > s and
&, € € Rs(de %) we have

10* (J2) (2. €) — 0 (J2)(1.6)|
< / WU, - (9457 (r,€) — 8 £ (r,E) dr

t
< D/éq—ke—a(q—k)se(q+k+1)as||£ _ éT”le/ ea(t—T)+aT€aq(r—s) dr

t
< D/D16q7k||£ . f_||€€a(t78)+as / e((qfl)EJra)(Tfs) dr

S

- > , D'Dy§7* -
o e el S

s |T1|
Taking § sufficiently small we obtain
(Ja)lf < D'Dy6"*)|Ty| < C.

Hence Jz € B, and J: B — B is a well-defined operator.



136 6 Smooth stable manifolds in Banach spaces

We now prove that J is a contraction in the norm |[|-||". Given z, y € B and
T > s, it follows from (6.3), the mean value theorem, and (6.13) that

Hf(T7 .’)3(7', 6)7 90(7-’ l‘(T, f))) - f(Tv y(Tv 5)7 (p(Ta y(Ta 6)))”
< sup |[Oa(r) S (7] - (7, 8) — y(7, §)]

rel0,1]
+ sup 10y f (75 )| - leo (T, 2(7, €)) = (7, y(7,€))

< 2c(2C§e_aSe”(T))q||$(T, &) —y(r, 9l
= 26(2056_“6”(7))‘]”% - yH’e”(T)?
with

0,(7”) = (l‘(T, 5) + T(y(T’ 5) - .T(T,g)), W(T’x(Tv g)))7
b(r) = (2(7,€), (7, 2(7,€)) + r(p(7, (7, £)) — (7, 2(7,£))))-

By the first inequality in (2.17) and (6.1) we obtain
1(Jz)(t,€) = (Jy) (&, E)|
< /: [U ) -1 (7,27, €), o(r, 2(7,€))) = f(75(7: ), (7, y(7,€)))l dT
< 2T 0§ — y”//t Dyeflt=m)+ar gala+1)(r=s) g
< 2THLCID, 59 — | eali—s)as /OO plaata)(T—s) g
< 2910189 ||z — yl|'er™® /00 M=) dr < 0y ||z — y||'er®,
where
0, = 297 C1D 67/ |Ty .
Therefore, taking § sufficiently small, we obtain
|2 — JylI” < 61[l =y’

with #; < 1. Hence, J is a contraction. Thus, by Proposition 6.6 there exists a
unique function x = z, € B such that Jx = . The inequality in (6.40) is an
immediate consequence of Lemma 6.9, by setting 7 = 0 and £ = 0 in (6.27);
note that it follows readily from (4.23) that z(¢,0) = 0 for every ¢, by the
uniqueness of solutions. 0O

6.3.6 Behavior under perturbations of the data

We need to discuss how the function z, varies with ¢. Given ¢, € 2}, and
(5,€) € X4, we denote by x, and x,, the functions given by Lemma 6.12 such

that z,(s,&) = zy4(s,&) =&
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Lemma 6.13. There exists K > 0 such that for every § > 0 sufficiently small,
o, Y €Zr, and (s,§) € X, we have

(%)

2o (t,€) — 2y ()| < Ke™ 9 |¢]| - |l — || for every t >s.  (6.43)

Proof. Using (6.3) and the mean value theorem we obtain

Hf(T’ -rtp(Tv 5)790<7-7 xtp(Ta 5))) - f(Tv l‘w(T, 6)7 ¢(7'7 xw(Tv 5)))”

< 2[(2p(7,€) — 2y (7,8), (7, 2 (7,€)) — (7, 24 (7,£))) | (6.44)
X ([l (T, 1T + llzy (7, [1).
Furthermore,

lo(7, 2o (7,€)) = P(7, 24 (7, )
< le(r, 26 (7,€)) = (7, 2o (1, ) + 19(7, 25 (7,€)) = P(7, 24 (7, €)) || (6.45)
< 2o (1, O - llp = Dl + 2l (7, ) — 2y (7, I
When z,(7,£) € R-(de~“7), the first term after the last inequality in (6.45)
appears in this form due to the fact that
(T, 2 (7, €)) = (7, 2 (7, )

e (o) o (o rpzcn)|

<oe™lo =l <z (7, O - lle — .
By (6.40) in Lemma 6.12 we conclude that
”f(T? xtp(Tv f)»SD(T» x@(Tv 5))) - f(7—7 xw(T» 5)71/}(7—7 »Tw(T» f)))”
< 291 (0954¢4a(T—5)+qas—qas (6.46)
X ([l2g (1, I - lo =Pl + 3llzp (7, §) — 2y (7, E)))-
We now apply Gronwall’s lemma. Set
p(t) =[x, (t, &) — my(t,€)|| and 7= 2771959, (6.47)

Note that 77 < ¢22971C9, and that the last constant is independent of 6. Using
the first inequality in (2.17), (6.40) in Lemma 6.12, and (6.46), it follows from
(4.23) that

t
p(t) < 77/ U (t,7) || =) Faas=aos ||z (7 &)| - [lo — || dT
t
+37 / JU(t,7) e+ as=005 (. €) — iy (, €) | dr
t
<aDLClE] - o — z/}||e((q+1)a—qa>s/ (At—s)+((g-Data)(r—s) g

S

t
+ 377D16q(a7a)s / eﬁ(tf‘r)qtaTqu(Tfs)ﬁ(T) dr.
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We conclude that

ep(t) < gDy Cella s [ dre) o )

S

t
+ 377D16((Q+1)a*qa)5 / el (T*S)ﬁ(T) dr,

S

<AD\C / ) dre] - o — v
t
+3ﬁD1/ eTl(T_S)ﬁ(T) dr,

with T} < 0 as in (6.41), using also the definition of a. We can now apply
Gronwall’s lemma to the function e=®(*=%)5(t) to obtain

7D, C

ﬁ(t) < |T1|

IR g]| - o — ).

This completes the proof of the lemma. a

6.3.7 Construction of the stable manifolds

In order to establish the existence of a function ¢ € Z7 satisfying (4.24) when
x is the function z, given by Lemma 6.12 with z (s, §) = £, we first transform
this problem into another one.

Lemma 6.14. Given § > 0 sufficiently small and ¢ € Z7,, the following prop-
erties hold:

1. if (4.45) holds for every (s,&) € X, andt > s, then (4.46) holds for every
(s,€) € Xo (including the requirement that the integral is well-defined);
2.4f (4.46) holds for every (s,€) € Xo = Xo(0), then (4.45) holds for every

(s,€) € Xg=X3(0/C) and t > s.

The proof can be obtained by repeating arguments in the proof of
Lemma 4.7 and thus will be omitted.

We now put together the information given by the former lemmas to es-
tablish the existence of a function ¢ € Z7, satisfying (4.24) when z = z, (with
the function z,, given by Lemma 6.12).

Lemma 6.15. Given § > 0 sufficiently small, there exists a unique function
w € ZF such that (4.46) holds for every (s,&) € X,.

Proof. We look for a fixed point of the operator @ defined for each ¢ € Z% by

(Pp)(s,8) = —/Oo V(r,8) T f(,20(7,6), (T, 20(7,€))) dT (6.48)
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when (s,&) € X,, where z,, is the unique function given by Lemma 6.12 such
that z,(s,&) =&, and by

(@) (5,€) = (Pp)(s,de™**E/|€]])

otherwise. In view of Proposition 6.5, it suffices to prove that & is a contraction
with the norm ||-|| in (4.25) (or more precisely the norm ¢ — [|¢]|X,]|).

We first show that @p| X, is of class C* in ¢ for each ¢ € 2%,. We consider
again the function f*(¢,€) in (6.25). It follows from the last inequality in (2.17)
and Lemma 6.8 that for j =1,...,k, and 5§ > s,

[|Ww@*WFwowf
< B§Iti—igalatl=i)slati+ias p, /OO e T8 FbT (a4 D)alr=s) gr (6.49)

= B(gq-irl—je—oz(q-S-I—J')se((q+1+j)a+b)sD2 /Oo e(Tet+qa)(T—=s) g 0,
5

where (see (6.6))
Ty=a—b+b<0. (6.50)

In particular, the integral f:o V(r,8) 7t f*(1,€) dr is well-defined for j =

1,..., k. Furthermore, by Lemma 6.8, for j =0,...,k — 1, (s,¢),(s,&) € X4,
and t > s,

1077 (2,6) — &7 f* (1, €)|| < BoTTem (@ IselatDPOFUH Vs |e — ¢l (6.51)

In a similar manner, it follows from (6.51) that for j = 0,...,k — 1, (s,¢),
(s, +mv) € Xy, 7 >0,and § > s,

[ e amnlar
. (6.52)

)

< DyB§I e ala=i)selbt(tatals |y | /OC e(Tetaa)(T—s) 1,

where s s
Aj(T,T):af (T7§+TU)_af (T7§>.

r

Thus by (6.52) and (6.49), given p > 0 there exists § > 0 such that for (s, &)
and (s,& + rv) as above,

[IWU@”ANWWMSMML

and

/ IV (r,5)"1 07 £ (r,6) dr < p.
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For this 5 and provided that r is sufficiently small, we also have

Hence, by the former three inequalities

Since p is arbitrary, there exists the limit

/ IV (r, ) A () — 074 £ (7, €)e] dr | < pllo].

<3p|lv].

[ v 14y 0 (el ar

oo

lir% V(T,S)ilAj(T,T)dT:/ V(r,s) LT (1, v dr.

Proceeding by induction in j we find that ®p|X,, is of class C¥ in ¢, with
derivatives given by

& (B0) (5,€) = — / V() () dr (6.53)

for j = 1,...,k. Since z,(t,0) = 0 for every ¢ € Z} and ¢ > s (see
Lemma 6.12), it follows from (6.48) that (P¢)(s,0) = 0 for every s > 0.
Furthermore, by (6.53),

O(Pp)(s,0) = — /OO V(r,s) tof(r, 0)0a,(T,0)dr,

where a,(7,&) = (2(7,€), (T, 2,(7,€))). Since 0f(7,0) = 0, we conclude
that 9(Pp)(s,0) = 0 for every s > 0.

Using the second inequality in (2.17) together with the definition of « in
(6.1), proceeding as in (6.49) we obtain

187 (@) (s, €)| S/ IV (7, 8)7H| - 107 f* (. )| dr
< B§It1—iealatl=)s ((a+14i)atb)s ), /Oo e(Tetaq@)(T—s) g

e’} +1—j
< B(Sq+1_jD2/ e(Tetqa)(7—=9) 1o < BT Dy jD2,
- s ~ T2+ qal
with 75 < 0 as in (6.50). Taking ¢ sufficiently small so that

B&1H R Dy /Ty + qal < 1,

we have [|07 (P¢)(s,€)|| < 1 for every s > 0 and £ € Ry(6e~**). Furthermore,
by Lemma 6.11,

10" (7. €) = 0" f*(r, E)|| < D'(8e )1 FearMHETDas e —g)°,
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Using again the second inequality in (2.17) together with the definition of «
in (6.1) we conclude that

18%(Pp)(s,€) — 8" (Pp)(s, &) <

< [ 10 o - ) ar

< Dl(sqfkefoz(qfk)se(qqthrl)as Hé. . g”sDz /OO e,g(773)+b~r+&q(7'*s) dr
— D/(sq—ke((q+k+1)a+b—a(q—k))s Hé— _ EHEDQ k/C>O e(_b+b+aq)(7—8) dr

D'§97% Dy

_ DIsi kDl — & / (Tt (a-Da)(r—s) g — DO D2
2le =, T+ (- Da

g — €ll°.

Taking ¢ sufficiently small so that the last fraction is at most 1, for every
s> 0 and £ € Ry(0e~*?) we have

107 (@p)(5,€) — 0" (2) (s, )| < lI€ — €]

This shows that ¢(Z%) C Z}, and hence, ¢: 2}, — Z7 is well-defined.

We now show that @: 2} — 27 is a contraction. Given ¢, ¥ € Z}, and
(5,€) € X4, let z, and zy be the unique functions given by Lemma 6.12 such
that z,(s,&) = xy(s,£) = & Proceeding in a similar manner to that in (6.44)
and (6.45), with g replaced by h, we obtain

() : = I (1,207, ), o(7, 24 (7,€))) = [T, 2y (7,8), ¥ (T, (7, €)))
< 2U[(2p(7,€) = 2y (7,€), (7, 0 (7, ) — (7, 24 (7, €))) |
X ([ (m, N + Nl (7, 1)
< 2|z (1, I -l = Il + 2]z (7, €) — 2y (7, )
X (lzo (7, O + (7, 11)

It follows from Lemma 6.12, and (6.43) in Lemma 6.13 that

b(r) < et IO (2 (7, €| - o — | + By (7,6) — 2y (T, O)])
< gelat DT tlathes—ats (O 3K e~ ) |I¢]| - [l — v,

with 7 as in (6.47). Setting G = 7j(C + 3K) and using (2.17), we obtain
1(@¢)(s, &) = (P)(s, )| S/ IV (7, 8)7H| - b(r) dr

< DaGle] - o — leloress=ens [ cl-brbrterimrs) gp

DG

7y e IEl - e =il

= DyGIiEl - [l — ¥ / o Tta®(r=5) g7 <

Taking § > 0 sufficiently small, we have
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j_ DoG _ Doc2t'C95U(C 4 3K)
|T> + qa T2 + qal '

Therefore -
|Pp1 — Poal| < 8lle1 — @2l

and @: 2% — Z7 is a contraction in the complete metric space Z7, (see Propo-
sition 6.5). Hence, there exists a unique function ¢ € 27 satistying $p = ¢.
In particular, in view of (6.48), the identity (4.46) holds for every (s,¢) € X,,.
This completes the proof of the lemma. O

We can now establish Theorem 6.1.

Proof of Theorem 6.1. As explained in the beginning of Section 6.3.1, in view
of the required forward invariance property in (6.7), to show the existence of
a stable manifold V is equivalent to find a function ¢ satisfying (4.23) and
(4.24) in some appropriate domain. If follows from Lemma 6.12 that for each
fixed ¢ € Z7, there exists a unique function « = x,, satisfying (4.23) and thus
it remains to solve (4.24) setting = z, or, equivalently, to solve (4.45) in
Lemma 6.14. This lemma indicates that the problem can be reduced to solve
the equation in (4.46), that is, to find ¢ € Z} such that (4.46) holds for every
(s,€) € Xq. More precisely, it follows from the second property in Lemma 6.14
that if (4.46) holds for every (s,§) € X, = X, (), then (4.45) holds for every
(s,€) € Xg = Xp(6/C) and ¢t > s. Finally, Lemma 6.15 shows that there
exists a unique function ¢ € Z} such that (4.46) holds for every (s,€) € X,.

Furthermore, by (6.40), provided that § is sufficiently small and (s,§) € Xz
we have (t,z,(t)) € X, for every t > s. This ensures that we can replace
the function ¢ in (4.23)—(4.24) by its restriction ¢|X,. In other words, there
exists a unique function ¢ € Z, such that the corresponding set V in (6.5) is
forward invariant under the semiflow ¥, for the initial conditions (s, §) € Xg,
and thus (6.7) holds.

We now establish the remaining properties in the theorem. For each s > 0,
we consider a constant € = £(s) € (0, s) and we consider the map

Fo: {(t,&): t € (—e,e) and € € Ry (6 PETI) L RY x X

defined by (5.54). Since A and f are of class C*, the map (¢,s,&,7) —
W, (s,&,m) is also of class CF on Rt x RT x X (see for example [46]). Since
© € Zq, the map F; is also of class C* (for each fixed s). Furthermore, F
is injective and is thus a parametrization of class C* of an open subset of V
containing (s,0) (see the proof of Theorem 4.1). Therefore, V is a smooth
manifold of class C*. The second property in Theorem 6.1 is an immediate
consequence of the above discussion (or of the first property in Lemma 6.14).
To prove the third property, we denote again by x = x, the unique function
given by Lemma 6.12 such that z,(s,§) = {. With the notation in (6.24) we
have
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107 (7 (s, €, (5, €))) = DL (s, €, (5, )|
= [|0L(t, 2(t, ), " (t,€)) — OL(t, x(t,£), " (£, )] (6.54)

< 7w (t,€) — & a(t, €I + 107" (1, €) — " (£, €)

for every 7 > 0 and t = s + 7. When &, £ € Ry(Je™7%), in view of (6.40) we
can replace the function ¢ in (6.54) by its restriction to X,. Note that by
Lemma 6.7, we have

1070% (1,€) — 0" (1, €) ]| < AP — €|

for j =0,...,k — 1. Thus, for these values of j the inequality in (6.8) follows
readily from Lemmas 6.9 and 6.7, taking into account that a > 0. For j = k
the inequality in (6.9) follows from the fact that z, € B (see Lemma 6.12)
and Lemma 6.10, since || — &[] < [|€ — £ (recall that § < 1) and a > 0. This
completes the proof of the theorem. a
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A nonautonomous Grobman—Hartman theorem

A fundamental problem in the study of the local behavior of a dynamical
system is whether the linearization of the system along a given solution ap-
proximates well the solution itself in some open neighborhood. In other words,
we look for an appropriate local change of variables, called a conjugacy, that
can transform the system into a linear one. Moreover, as a means to dis-
tinguish the dynamics in a neighborhood of the solution further than in the
topological category (such as, for example, to distinguish different types of
nodes), the change of variables should be as regular as possible. The problem
goes back to the pioneering work of Poincaré, that can be interpreted today
as looking for an analytic change of variables which transforms the initial sys-
tem into a linear one. The work of Sternberg [89, 90] showed that there are
algebraic obstructions, expressed in terms of resonances between the eigen-
values of the linear approximation, that prevent the existence of conjugacies
with a prescribed high regularity (see also [19, 20, 87, 61] for further related
work). The main purpose of this chapter is to establish a nonautonomous and
nonuniform version of the Grobman-Hartman theorem in Banach spaces. In
addition, we show that the conjugacies are always Holder continuous, with
Holder exponent expressed in terms of ratios of Lyapunov exponents. We fol-
low closely [17, 10].

7.1 Conjugacies for flows

Let X be a Banach space. We continue to denote by B(X) the set of bounded
linear operators in X and we assume that:

El. the function A: R — B(X) is continuous and satisfies (2.2);

E2. the function f: R x X — X is continuous, and there exist § > 0 and
08 > 0 such that for every t € R and z,y € X,

1t 2) = £t p)]| < de P min{1, ||z — y]|}. (7.1)
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Under the assumptions E1-E2 both the linear equation v' = A(t)v and
the perturbed equation v’ = A(t)v + f(¢,v) define evolution operators in the
whole R, that we denote respectively by T'(¢,s) and R(t,s), with ¢,s € R.

Theorem 7.1 ([17]). Assume that E1-E2 hold and that the linear equation
v = A(t)v admits a strong nonuniform exponential dichotomy in R with b > 0
and B = 6max{a,b}. If § is sufficiently small, then there exist homeomor-
phisms hy: X — X fort € R such that

T(t,s)ohs =hyoR(t,s), t,seR. (7.2)

The proof of Theorem 7.1 is given in Section 7.4 as a consequence of the
corresponding result for maps (see Section 7.2). We note that this is the only
place in the book where we reduce the study of flows or semiflows to the study
of the associated (time-1) maps.

We also show in Section 7.4 that the topological conjugacies h; and their
inverses are Holder continuous. We assume that there exists a strong nonuni-
form exponential dichotomy and we set

oo = min{a/a, b/b}, (7.3)
with the same constants as in (2.6). It follows from (2.6) that ag € (0, 1].

Theorem 7.2 ([17]). Assume that E1-E2 hold and that the linear equation
v = A(t)v admits a strong nonuniform exponential dichotomy in R with b > 0
and 3 = 6 max{a,b}. For each a € (0, ), if 0 is sufficiently small (depending
on «), then there exist homeomorphisms hy as in Theorem 7.1, and a constant
K >0 (depending on o and §) such that

1he(2) = he(y)|| < Ke?medatt @50l —y|je,

1he (@) = byt (y)]| < KePmaxta sty —y)jo
for everyt € R and x, y € X with ||z — y|| < e 3max{abht],

The proof of Theorem 7.2 is given in Section 7.4, also as a consequence of
a corresponding result for maps.

We note that in the classical autonomous case of uniform exponential di-
chotomies, the Holder regularity of the conjugacies seems to have been known
by some experts, although, apparently, no published proof can be found in
the literature (see the detailed discussion in Section 1.3).

7.2 Conjugacies for maps

We establish here a nonautonomous and nonuniform version of the Grobman—
Hartman theorem in the case of discrete time. We show in Section 7.3 that
the conjugacies are always Holder continuous. These results will be used in
Section 7.4 to prove Theorems 7.1 and 7.2.
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7.2.1 Setup

We assume here that:

F1. there exist invertible linear operators A,, € B(X), m € Z with inverse
ALl e B(X);

F2. there exist continuous maps f,,: X — X, m € Z, and constants § > 0
and ¢ > 0 such that for each m € Z the map A,, + f,, is a homeomorphism
and

1 fmlloo = sup{|| fin(@)]| : @ € X} < ge7m; (7.4)
F3. there exists § > 0 such that for every z,y € X we have

[ fm (@) = fn(@)]| < de™PI™l|z —y)l, m e Z. (7.5)

The conditions F1 and F2 will be assumed throughout Section 7.2, while
F3 will only be needed in some results (this will be made explicit in each
statement). We note that when the conditions F1-F3 hold, provided that §
is sufficiently small the requirement in F2 that the map G,, = A, + fm is
a homeomorphism is not needed: in this case it is easy to verify, using the
remaining conditions, that G,, is invertible, and it follows from Lemma 7.15
that the inverse is Lipschitz.
Set
Ap1--Ap, m>n
A(m,n) = < 1Id, m=n.
At AL m<n

We now introduce the notion of nonuniform exponential dichotomy in the case
of discrete time.

Definition 7.3. We say that the sequence of linear operators (Am)mez admits
a nonuniform exponential dichotomy if there exist projections P, € B(X) for
n € 7, with

P, A(m,n) = A(m,n)P, for every m,n € Z with m > n, (7.6)
and there exist constants
a<0<b, a,b>0, and D>1
such that for every m,n € Z with m > n we have
A, n) Pyl| < D= alnl || A(m, n) 1 Q| < De~bm=r4tlml - (7.7)
where @, = 1d —P, are the complementary projections.

For a sequence (A;;)mez admitting a nonuniform exponential dichotomy,
we consider the linear subspaces
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FE, =P,X and F, =Q,X

for each m € Z. We call E,, and F,,, respectively the stable and unstable
subspaces at time m € Z. Clearly X = E,, ® F,, for every m € Z, and the
dimensions dim F,,, and dim F,,, are independent of m. We define the operators

B, = An|En: Eyy — Epy1 and  Cy, = Ap|Fin: Fry — Fruga

for each m € Z. Clearly, these are invertible continuous linear operators with
continuous inverse. Furthermore, with respect to the decompositions X =
E,, ® F,,, we have the block form

B 0
Am(o Cm>’ m € 7. (7.8)

Each sequence (zy)mez C X satisfying zp,+1 = Anmzm for every m € Z can
be written in the form

Zm = ‘A(m7n)zn = ('B(m7n)$7l) e(ma n)yn)a m,n € Za

where z, = (vpn,yn) € En X Fpp,, and

Bmfl"'Bru m>n Cmfl"'cny m>n
B(m,n) =< 1d, m=n, C(m,n)=11d, m=n.
B;zl"'B;,lp m<n O;IC;El’ m<n

Furthermore, the inequalities in (7.7) can be written in the form
IB(m,n)|| < Dettm=mralnl - jj@(m, n) | < Dem bl (7.9)

We also introduce appropriate Lyapunov norms now in the case of discrete
time. Choose ¢ > 0 such that ¢ < min{—a, b}. For each m € Z we define

Izl = 3 1Bk, m)z]|e-TOF=m for & € By,

k= (7.10)
Iyl = D €am, k)" ylle® D=0 for y € Fp, '
k<m
and we set
[z, )17 = ll[l5, + [[yll;, for each (z,y) € Em X Fy,. (7.11)

Using (7.9) it is straightforward to verify that each series in (7.10) is finite,
and

Dealm| Deblml
[z and [ly]l < [lyll7, < 1 _e,gllyll~

lall < el < T
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Lemma 7.4. For each z € X and m € Z we have

2D2

7, < m(ﬂmax{a,bﬂm‘”z”. (7.12)

Izl < [l=

Proof. Clearly,

G )l < Nl + Nyl < 2l + Tyl = 11 9) -

Since P, (z,y) = x and Q(z,y) =y, it follows from (7.7) that

D maxqa m
1z, o)l < T—5=¢ LB (| P |+ 11Qum D) | (2, 1)
202
max{a,b}|m|
< e I vl
which gives the desired result. O

Furthermore, whenever m > n,

|B(m, n)z|;

IB(m, n)H/ ‘= sup 7/7” < e(a“‘é’)(m—”),
zerrioy Nzl
||e(m,n)*1||/ = sup w < e(—bto)(m—n)
yeF\{0} yll7, -

7.2.2 Existence of topological conjugacies

We construct here topological conjugacies between the sequences formed re-
spectively by the maps A,, and A,, + f,,. We proceed in three steps:

1. we show that there exist unique continuous functions u,, satisfying
Ay 0 Uy = U1 © (A + fin) (7.13)

such that @, — Id is bounded for each m € Z (see Theorem 7.5);
2. we show that there exist unique continuous functions vy, satisfying

U1 © A = (A + fin) © O (7.14)

such that v, —Id is bounded for each m € Z (see Theorem 7.6);
3. we verify that for each m € Z these functions satisfy

o~

U, © Uy, = Uy © Uy, = 1d,

and thus they are the desired topological conjugacies (see Corollary 7.7).
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The Holder regularity of the conjugacies will be obtained in Section 7.3.

We note that the problem in (7.14) is obtained from that in (7.13) by
interchanging the order in the compositions in each side. We emphasize that
Theorem 7.5 does not show that the unique maps u,, are invertible, and thus,
in order to show the existence of topological conjugacies, we must also con-
sider the problem in (7.14). One could of course consider instead the general
problem

by showing the uniqueness of the continuous functions @,, satisfying (7.15)
such that @,, — Id for each m € Z, one would immediately conclude the ex-
istence and continuity of the inverse of each function #,,. Namely, one can
simply take f,, = 0 in (7.15), which corresponds to Theorem 7.5, and f,, = 0
in (7.15), which corresponds to Theorem 7.6. However, the difficulty involved
in considering the general equation in (7.15) is essentially the same as that
of considering the two separate problems in Theorems 7.5 and 7.6, that is,
equations (7.13) and (7.14). This is caused by the fact that rewriting an equa-
tion of this type in terms of a fixed point problem, for a contraction operator
obtained from a composition of maps such that the first one is nonlinear,
increases the difficulty of the estimates required in the proofs. By consider-
ing separately the equations in (7.13) and (7.14), and thus two fixed points
problems instead of only one, we avoid this difficulty (see (7.19)—(7.20) in the
proof of Theorem 7.5, and (7.29)—(7.30) in the proof of Theorem 7.6).

We counsider the space X of sequences © = (ty, )mez of continuous functions
U . X — X such that

lullte == sup{[jumll;, : m € Z} < oo, (7.16)

where
[t I 2= sup{[um (@)|I7, : x € X}

One can easily verify that X is a complete metric space with this norm.
We now present the first main result.

Theorem 7.5. Assume that F1-F2 hold. If the sequence (Ap,)mez admits a
nonuniform exponential dichotomy with b > 0 and max{a,b} < 9, then there
is a unique (Um)mez € X such that for every m € Z we have

App 0 Uy = Upmt1 © (Am + fm), where Uy, = Id +uy,. (7.17)

Proof. Setting G, = A + fm, the equation in (7.17) is equivalent to
A 0 Uy — Umy1 © Gy = [ (7.18)
Writing wy, = (bm, ¢m) and fr, = (gm, him), with values in E,,, x Fy,, using F1

we find that (7.18) holds for every m € Z if and only if (by,, ¢m) = (b, Cm)
for every m € Z, where
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l_)m = (Bm—l 0bm-1— gm—l) o G;ﬁbl,l, (719)
Cm = C;Ll o (Cm+1 0 Gm + him). (7.20)

Given u = (Um)mez = (bm, Cm)mez € X, we define S(u) = (b, ¢m)mez. The
statement in the theorem is thus equivalent to the existence of a unique fixed
point of S in the space X. We will prove that S(X) C X and that S is a
contraction in the complete metric space X.

Since Gy, is a homeomorphism, (b,,,¢,,) is continuous for every m € Z.
Furthermore, using the Lyapunov norms in (7.10) for each z € X we obtain

1o ()l < D By 1) Bin—1bin—1(Gr,1 (2)) e 7~ =)

k>m
+ 37 1Bk, m)gm -1 (G (2) e =)
k>m
<™ 3T Bkym = Dbior (Gl (2)) el 7O
k>m—1
+ > Bk, m)| - [|gm—1]|ccet 77O ¢=™ (7.21)
k>m

< e byn-1(G 1 (2) -1
+ D5 Z eﬁ(k—m)+19\m|e—ﬂ|m—1|e—(ﬁ+g)(k—m)
k>m
< by 1 (Gl 1 (2)) oy + DS’ D e,
k>m

Setting § = Dde” /(1 —e~?9), for the sequences b = (b, )mez and b = (b)) mez
we have

18ll% = sup{[|om I, = m € Z} < e ¢|b]l + 6 < oo (7.22)
In an analogous manner, for each z € X we obtain

Iem ()l < D 1€0m, k)T Ot ema (G (2)) [0

k<m
+ ) 1€(m, k) T (2) [ B O R
k<m
< e N C(m+ 1,k) e (G (2) [0
k<m+1
+ 3 1€+ L k) - [ | soe® @R (7.23)
kE<m

< e e 1 (G (2) 7
+ D5 Y e bm LR EDlm| = lml o (b—e) (m—F)
k<m

< e e i1 (G (2)) gy + D72 Z eelkmm).
k<m
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For the sequences ¢ = (¢, )mez and € = (€, )mez we have
el < e telelll + 0 < oo (7.24)

By (7.22) and (7.24) we have S(u) € X, and thus S: X — X is well-defined.
We now prove that S is a contraction. Given u; = (b1,m,1,m)mez and
Uz = (b2,m, C2,m)mez i1 X, proceeding as in (7.21) for each z € X we obtain

[151,m(2) = b2,m (2) |1, < € F0b1m—1(G;,11(2)) = bom—1(Gr, 1 (2)) [
<e" by 1 — bam—1llin_1-

Thus ~ ~ B
[[b1 — ba |l < €™y — o[, (7.25)

Analogously, proceeding as in (7.23) we obtain
1E1,m(2) = Co,m (2l < €28 le1mi1 (G (2)) = c2mt1(Gin(2)) i1
< e e i1 — compn [t

and
[e1 — E2llh < e 29 ler — 2l (7.26)

Since ¢ < min{—a, b}, it follows from (7.25) and (7.26) that
1S(v1) = S(v2) ]l < max{e™ 2 e 2"} oy — vallL,

and the operator S is a contraction. Thus, there exists a unique sequence
u € X such that S(u) = u. This completes the proof of the theorem. O

We note that the following result is the first place where we use the con-
dition F3.

Theorem 7.6. Assume that F1-F3 hold with 8 = 9. If the sequence (A )mez
admits a nonuniform exponential dichotomy with b > 0 and max{a,b} < 9,
and § is sufficiently small, then there exists a unique (Vm)mez € X such that
for every m € Z we have

Um+1 © Am = (Am + fin) 0O,  where Uy, = Id 4v,y,. (7.27)

Proof. The equation in (7.27) is equivalent to
Umt1 © A — Ay 0 Uy = fin © U (7.28)

Writing vy, = (dm, €m) and fr, = (gm, hm), again with values in E,, x F,,
using F1 we find that (7.28) holds for every m € Z if and only if (dy,em) =

(dm,€m) for every m € Z, where

(Bmfl © dmfl + 9m—10 i]\mfl) o A;Llf]v (729)

m=Cr1o(emi10Am — hm 00p). (7.30)

[l
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Given v = (Vm)mez = (dm,em)mez € X, we define T(v) = (dm, Em)mez. To
prove the theorem we must show that 7" has a unique fixed point in X.

We first show that T(X) C X. By the condition F1 the map A,! is contin-

uous, and thus (d,, &y,) is continuous for every m € Z. We obtain

ld () < D IB(k, 1) Bimadin—1 (A1 2) e

k>m
+ 3 Bk, m) gm—1(Bm1 (A1 2)) el 77 F=m)
k>m
< ete Z IB(k,m — 1)dp—1(A,1 2)|[el 7Tk (m=1)
k>m—1
+ 3Bk m) | - g floce T O,
k>m

Proceeding as in (7.21) we conclude that ||d||,, < co. In an analogous manner,

lem ()l < D I1€(m, k)T Ot ema (Amz) [l O =0

k<m
+ Z |C(m, k)*lhm(am(z))He(bfg)(mfk)
Setre Z [C(m 4 1,k) Lepp1(Amz)|elb=@mF1=k)
k<m+1
+ 3 €, k)T - [ |oce R,
k<m

and proceeding as in (7.23) we conclude that ||€||,, < oco. This shows that
T(v) € X, and thus T: X — X is well-defined.

We now prove that T is a contraction. Given v; = (dim, €. m)mez € X for
i = 1,2, and setting

~ ~ -1
Vim =I1d+vim and Gim =Vimo A, _,

proceeding as in (7.21) for each z € X we obtain

d1.m (2) = d2.m (2) 17,

<ette Z 1Bk, m —1)(d1,m—1 — d2,m71)(A;11712)||€(_E_Q)(k_m)
k>m—1

+ > Bk m)[grn-1(Grim—1(2) = gm—1(Go,m—1(2))]e 77O

k>m
< e |dym-1(A112) — dom-1(AL 1 2) 10,y
+ 0|1, m—1(A;1 1 2) = Dom—1(A;L 1 2)|

< eaJrQHdl,m—l _ d27m_1||;n_1 + 9||’017m_1 — U2,m—1||/m—1’
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using (7.12). Thus

[d1,m—da,mllm < € elld1m—1—=d2m-1]l1n—1 011 ,m—1—v2,m1 1. (7.31)
Analogously, proceeding as in (7.23) we obtain

e1,m(2) = €2,m(2) I

<e P N Cm+ LE) T ermi1 (Am2) — €2,mp1(Ap2)) [N

k<m+1
+ ) lCm + 1K) A1 (B1m(2)) = han—1 (Ba,m(2))][[ e O H)
k>m
< e et i1 — eamttllmgr + 0T m — Bom s

and thus,

rm = 2mllin < e et mir — eamptlliner + 0lvim —vamlr,. (7.32)
By (7.31) and (7.32) we conclude that
IT(v1) = T(v2) 5 < (max{e®™ e, ™22} +20)[l1 — a5

Since ¢ < min{—a, b}, taking ¢ sufficiently small the operator T is a contrac-
tion. Thus, there exists a unique v € X such that T'(v) = v. This completes
the proof of the theorem. O

We now combine the information provided by Theorems 7.5 and 7.6 to
obtain the topological conjugacies.

Corollary 7.7. Assume that F1-F3 hold with 8 = ¥. If the sequence (An)mez
admits a nonuniform exponential dichotomy with b > 0 and max{a,b} < 9,
and § in (7.4) and (7.5) is sufficiently small, then the maps Uy = Id +uy,
and Uy, = Id +v,,, with u,, as in Theorem 7.5 and v,, as in Theorem 7.6,
are homeomorphisms and satisfy

U O Uy = Upn O Uy, = 1d, m € Z. (7.33)

Proof. In view of the continuity of the functions u,, in Theorem 7.5 and v,,
in Theorem 7.6, it is sufficient to show that the identities in (7.33) hold. We
continue to set G, = Ay + fm. By (7.17) and (7.27) we have

Umt1 © Uma1 © Ay = U1 © G © Uy = A © Uy © Uy (7.34)
for every m € Z. Since
U © Uy — Id = Uy + Uiy + Uppy © Uy,

we have

sup{ ||t © Oy, — Id||}, : m € Z} < 00,
and thus (U, © Uy )mez € X. It follows from (7.34) and the uniqueness state-
ments in Theorems 7.5 or 7.6 (for the perturbations f,,, = 0) that U, ov,, = Id
for every m € Z. This shows that the maps 4, and v,,, are homeomorphisms

and (7.33) holds. O
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7.3 Holder regularity of the conjugacies

We show in this section that the topological conjugacies u,, and v, in Corol-
lary 7.7 are in fact Holder continuous.

7.3.1 Main statement
We need a stronger version of dichotomy in this section.

Definition 7.8. We say that the sequence of linear operators (Apm)mez admits
a strong nonuniform exponential dichotomy if there exist projections P, €
B(X) forn € Z satisfying (7.6), and there exist constants

a<a<0<b<b, a,b>0, and D>1
such that for every m,n € Z with m > n we have
lA(m, n) Po|| < Dem = elnl |l A(m, n) 7' Q| < DemtmmHmI,
and for every m,n € Z with m < n we have
[ A(m.n)Py|| < Demermmtelnl [ A(m, n) ™! Qp|| < DetlnmmTobml,

Clearly, any sequence (A, )mez admitting a strong nonuniform exponential
dichotomy admits a nonuniform exponential dichotomy.

We now assume that there exists a strong nonuniform exponential di-
chotomy, and we recall the constant ap introduced in (7.3). The following
is the main statement concerning the Holder regularity of the conjugacies in
Corollary 7.7.

Theorem 7.9. Assume that F1-F3 hold with = 49. If the sequence of linear
operators (Am)mez admits a strong nonuniform exponential dichotomy with
b > 0 and max{a,b} < 9, then for each o € (0,), provided that & in (7.4)
and (7.5) is sufficiently small (depending on «), for the unique sequences
(um)mez € X in Theorem 7.5 and (Vm)mez € X in Theorem 7.6 there exists
K >0 (depending on o and §) such that

lum (2) = um ()| < Ke2metattalmljy —yje,
[om (@) —vm(y)|| < Ke?mxtattalmly —y)j
for everym € Z and z, y € X with ||z — y|| < e~ 2max{a.biiml

Theorem 7.9 is a simple consequence of slightly stronger statements in
Theorems 7.12 and 7.13.
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7.3.2 Lyapunov norms

We need to introduce new Lyapunov norms, which are adapted to the “two-
sided” notion of strong nonuniform exponential dichotomy (instead of the
“one-sided” notion of nonuniform exponential dichotomy). We continue to
choose ¢ > 0 such that ¢ < min{—a,b}. For each m € Z we set

2l = D Bk, m)afe”@FOE= 1% Bk, m)a|e@ @m0 (7.35)

k>m k<m

for x € F,,, and

lylls, =" l1e(m, k)~ tylle=®+OE=m L N jie(m, k)~ ty[le-)(m k)
k>m k<m
(7.36)
for y € F,,,. We also set

1 )l = N5 + [lyll7-

It is straightforward to verify that each series in (7.35)—(7.36) converges, and

setting
N=D(1+e9)/(1-e9), (7.37)

for each (z,y) € E,, X F,, we have
]| < llzlly, < Ne®™ || and [yl < [lyll}, < Ne"™[ly].
Lemma 7.10. For each z € X and m € Z we have
2]l < llzll}, < 2DNe?maxtebHmjz)|. (7.38)

The proof is analogous to the one of Lemma 7.4, and thus it will be omitted.
We now obtain estimates for the norms of the linear operators with respect
to the new Lyapunov norms.

Lemma 7.11. For each m € Z we have

Amz||k -
Al = sup Mmoo

zeX\{0} ||Z||;(n N

—1
||A—1H* — sup HAm ZH:n < e—g+g
m : —_— Y .

sex\{oy N2l
Proof. Setting z = (z,y) € E,, X F,;, we have

[Am 2741 = [ Bmlligr + [1Cmyllm -

Furthermore
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1Bmlnpr = €™ Y Bk, m)a|je” @Ot
k>m+1
+et70 N [ Bk,m)z|lelem TR < et gn
k<m
and
|Comllina = "¢ D7 [|C(m k) yflem PHOEm™
k>m+1

+et0 ST [@(m, k) Ty [t R < ey |-
k<m

Since b+ > 0 > @+ o, we obtain ||A,z5,41 < ebte||z||x,. Similarly, we have
1A 0l = 1Bzl + 1C 1yl
with
1Bntaally =™ 3 Bk, m)sflem@rOE)
k>m—1
+e7ete ST || B(k, m)afleleOmE) < emateyjg)n
k<m-—1
and
IO 1yl =778 Y7 [IC(m k)~ y [Pt
k>m—1
Fete S e(m ) yeloDm ) < ey,

k<m-—1

Since —a 4 0 >0 > —b + g, we obtain ||A_ 1 z|% _, < e ete|z||x,. O

7.3.3 Proof of the Holder regularity

We establish in this section the Holder regularity of the conjugacies and of
their inverses. For convenience of the proofs, we first consider the maps v.,
(and then the maps u,,). We continue to consider the constant ag in (7.3).
Let (vyn)mez be the unique sequence given by Theorem 7.6, and write v, =
(dm, €m) with values in E,, X F,,.

Theorem 7.12. Assume that F1-F3 hold with § = 9. If the sequence of lin-
ear operators (Am)mez admits a strong nonuniform exponential dichotomy
with b > 0 and max{a,b} < ¥, then for each o € (0, ), provided that 0 is
sufficiently small (depending on «) there exists K > 0 (depending on o and §)
such that for every m € Z and z, y € X with ||z — y||%, <1 we have

[[om () = vm (Y7 < K ([l = yll5)"
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Proof. Given constants K > 0 and a € (0, 1), we consider the subset X, C X
composed of the sequences (v, )mez satisfying

max{||d (2) — dm (Y5 [lem(2) — em )5} < K|z —yll;,)"

for every m € Z and z, y € X with ||z—y]||%, < 1. One can easily verify that X,
is closed with respect to the norm ||-||., in (7.16). Hence, the statement in the
theorem will follow readily after showing that the contraction map 7: X — X
in the proof of Theorem 7.6 satisfies T'(Xy) C Xy

We assume that the constant ¢ > 0 in the construction of the Lyapunov
norms in (7.35)—(7.36) is chosen so small such that, in addition, it satisfies

—d—0 b—
a<min{ a4 9,9}. (7.39)
—at+o0 b+op

Let now v = (v )mez = (dm,em)mez be a sequence in X,. We must show
that the sequence T'(v) = (dm, ém)mez, With d,, and &,, as in the proof of
Theorem 7.6 (see (7.29) and (7.30)) is in X,. Take x, y € X. By (7.29) we
have

H‘Zm(x) - Jm(y)”:@ < |[Bm-10m-1(%) = Bm-10m-1(y)l,
+ |gm—1(Um—1(2)) = gm-1(Om-1))l5, == T1 + T2,
where
Om = dyy, 0 A,:Ll and T, = 0m o AL, with 0, = Id +u,,.

m

Since @ + ¢ > (a — ), we obtain

7= 3 Bk m = 1) (G (2) = s () e~ O B=)

k>m
+ ST Bk m = 1) (G () — S (9)) @R
k<m
= ™ N7 Bk, m — 1) (Sn1(2) — S (y)) e~ FHOE=mED
k>m

+ @06, 1 () = Fp1(y)||
4 ola—0) Z IBk,m —1)(8pm_1(z) — 5m—1(y))||e(@—g)(mf1fk)

k<m—1
< ST Bk, m — 1)(0n1(2) — b1 (y))l|le”@FFOE=mHD
kE>m—1

TN Bk m = 1)(0n-1(2) = G (y)) | eTerOCR I

k<m-—1

T m—1(2) = Fm—1 ()71

<e
<K (AL (2 = y)ll5-1)
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Furthermore, using F3 with 8 = ¢ and (7.38) we obtain
T <6y |[B(k,m)lle™ ™ oy 1 (@) = B () [Je” @FOE=™
k>m

+6 > Bk, m)lle™ M [0 () = B (y) el

k<m
< NP -1 () — Vi1 ()| 70_s
< N6ePL+ NK&ePL,

(7.40)

where L = ||A,! | (x — y)||5,—; and with N as in (7.37). By Lemma 7.11, for
x #y with ||z — y||¥, < 1 we obtain

din(2) — d, : -
” m(ﬁ‘";)_ yHT:()@Qm < K(e™e + Noe)e*(-2t0) 4 Noelemate.  (7.41)

We now consider the second component &,,. By (7.30), we have

1Em (2) = Em @)l < 10 Emr(@) = Crlemsa (W),
H IO (him 0 U ) (@) = O (hum 0 U ) ()7, == T3 + T,

where €,,4+1 = €my1 0 Ay, We obtain

Ty = ¢ ST |C(m 4 1, k) @nr1 (2) — G () [l CHOE=m=D

k>m
+e7 N C(m + 1, k)T @ () — Ema () [|e & AR
k<m
<ete N7 je(m 4+ 1,E) T Ent () — Empa (y)[le” ETAETmD
k>m+1
e e ST e(m 4 1,k) " @ (2) — Empa ()[R
kE<m+1
= e 221 (2) — Emr1 (W) |fpy < e TR ([ Am(z — y)ll5an)”,
(7.42)
and proceeding in a similar manner,
Ty=06 Y [€m+1,k) " e ™ [Ty (x) — Ty () [ e CFOE=™)
k>m
+6 > [lC(m + 1, k) Hle MGy () — T (1) [ e DR
k<m
(7.43)

_ e—5+19—g e—b—‘—ﬂ R R
SOD | T + 7= | 1Pm(@) =05
_e~btV—0 4 btV

SD——— Iz =yl + Kz —yl7)]-
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By Lemma 7.11, for « # y with ||z — y||}, < 1 we obtain
_ _ * _ —b+9— —b+9
||€nE|(J?) - em()y)Im < K67Q+Qea(b+9) i (1 n K)5De e 1L el
T —y|5)"

It follows readily from (7.39) that

. (7.44)

1—e2

eteer(-ate) < 1 and ebteeate) <, (7.45)

Hence, for each sufficiently small § it follows from (7.41) and (7.44) that there
exists K > 0 (independent of f) such that

max{|dm () = dm (Y) |5, 1Em (@) — Em@)I5} < K ([l = yll7,)"

foreverym € Z and x,y € X with ||[z—y||?, < 1, whenever (dm, €m)mez € Xao.
This completes the proof of the theorem. O

Let now (u, )mez be the unique sequence given by Theorem 7.5, and write
U, = (b, ¢m) with values in F,,, X F,.

Theorem 7.13. Assume that F1-F3 hold with 8 = 49. If the sequence of
linear operators (A )mez admits a strong nonuniform exponential dichotomy
with b > 0 and max{a,b} < 9, then for each a € (0,ap), provided that § is
sufficiently small (depending on «) there exists K > 0 (depending on a and d)
such that for every m € Z and x, y € X with ||z — y||%, <1 we have

[t () = um (W)l < K ([l = yll7)"
Proof. Set
Cy ="+ 2DN6e? and Cp = (1 —2DNe otet20)=1
Lemma 7.14. For each x, y € X we have
[Gm(2) = G (Y) g1 < Crllz =yl

Proof of the lemma. In view of Lemmas 7.10 and 7.11, we have

1Gm () = G ()1 < 1 Am (@ = 9) 1 + (@) = Fin (@) 10 ia
< )z —yls, + 2DNe? | £ () = fn(y)]
< ez —y|5, + 2DNoe 2=V |z —y|
< Cillz =yl
which gives the desired inequality. a

Lemma 7.15. For each § sufficiently small and each x, y € X we have

G (@) = Gl W) < Cae™*elw — yll7 i1

m
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Proof of the lemma. Again by Lemmas 7.10 and 7.11,

1Gm(2) = G (W)l g1 = [[Am(z = )5 = 1) = fn (W) 511
> (e~ 2DN M g4 gy,
> (€272 = 2DN6e® D)z —y 7,
> Cylet ™|z —yll7,,
thus giving the desired inequality. a
We now proceed with the proof of the theorem. We use the same notation as
in the proof of Theorem 7.12, and we proceed in a similar manner. Namely, we
let o and « be as in (7.39), and we show that if u = (um)mez = (b, Cm)mez
is in X, (see the proof of Theorem 7.12 for the definition), then the sequence
S(u) = (bm,Cm)mez, With by, and &, as in the proof of Theorem 7.5 (see
(7.19) and (7.20)), is also in X,.
Take z,y € X with ||z — y||}, < 1. By (7.19), proceeding as in (7.40) we
obtain
15 () = b ()5, < €HK (G (2) = Gy () [a-1)”
N6 GLL (@) — Gl )l

It follows from Lemma 7.15 that

|Bm(x) - Bm(y)H;kn
< KOG ([l — y|)* + N6Coe ez —ylls,  (7.46)

Ke™eee(at00g + N§Coe =t e47) (o = gI7,)"

IN

(since ||z — y||%, < 1). Furthermore, setting
Cy = (e70H77¢ 4 et49) /(1 — e70),
and proceeding as in (7.43) we obtain
1C (i (2) = hun(9))II3, < 0DCsllz —yll7,-
Thus, proceeding as in (7.42) and using Lemma 7.14 yields

l[em(z) — em )%
< TR (|G (@) = G (W) [i1)° + 6D Csz — w5, (7.47)
< (Ke—b+9(eg+9 +2DN6e?)™ + 51‘703) (Il = ylI5)*,

again since ||z — y||%, < 1. We now proceed as in the proof of Theorem 7.12.
Namely, it follows readily from (7.39) that the inequalities in (7.45) hold for
every a € (0,). Thus, by (7.46) and (7.47), for each sufficiently small §
there exists K > 0 such that
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max{]|bm () = b (1) 170 1Em (2) — Em W) 17.} < K ([l = yll7)°,

for each m € Z and z, y € X with ||z — y||%, < 1. This completes the proof of
the theorem. O

Theorem 7.9 follows now readily from Theorems 7.12 and 7.13 together
with the inequalities in (7.38).

7.4 Proofs of the results for flows

7.4.1 Reduction to discrete time

The first step in the proofs of Theorems 7.1 and 7.2 is the reduction of the
problem to discrete time. Fix r € [—1, 1]. For each m € Z we define invertible
linear operators

Ap=Ap,=Tm+r,m+r—1), (7.48)
and maps
m—+r
fmw) = [ Tlmet ) (vl ) dr, (7.49)
m—+r—1

where v(t,u) is the solution of the differential equation v = A(t)v + f(t,v)
with v(m +r — 1) = u. For every ¢t € R we have

t
v(t,u) =T, m+r—1)u+ / T(t,7)f(r,v(1,u))dr, (7.50)
m—+r—1
and thus in particular v(m + r,u) = Apu + fn(u).

Lemma 7.16. Assume that E1-E2 hold with B = 6max{a,b}. For each § > 0,
if 6 is sufficiently small, then:

1. the maps A, and f,, satisfy the conditions F1-F3 with 3 = 49 and the
given 0;

2. (Am)mez admits a strong nonuniform exponential dichotomy if v/ = A(t)v
admits a strong nonuniform exponential dichotomy in R.

Proof. The second statement is clear from the definitions. In particular, con-
dition F1 holds. Set now ¥ = max{a, b}. By (2.17), for any t > s we have

1Tt 8) < 1T s)P(s)l| + [T( $)Q(s)]l
= U, 8)| + |V (£, )]l < (D1 + Da)elt =10kl

and hence B
I7(t, )] < Debt=s+71s], (7.51)

where D = Dy + Dy. By condition E2, we obtain
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[[fmlloo = sup
ueX

m—r
S/ 1T (m 7, 7| - sup [} f (. o7, w))| dr
ue

m—+r—1

m-+r
/ T(m+r,7)f(r,v(r,u))dr

m—+r—1

m—4r _
< DS/ eb(m+r—7—)e—519\r| dr
m+r—1

m—4r _
< D561019€—519\m|/ eb(m+7'—7) dr
m—+r—1
DgelOﬂe—Sﬂ\m\ (eg _ 1)
< 7 .

Thus, provided that ¢ is sufficiently small (see also the proof of Lemma 7.15
and the discussion after condition F3 in Section 7.2.1), we obtain condition F2.

It remains to establish condition F3. We first prove that there exists D’ > 0
such that forany m+r—1<t<m+r and x,y € X,

lo(t, ) —v(t,y)|| < D'e’™ o —y]. (7.52)
By (7.50) and condition E2,

[o@t,z) —v(t, )| < [TEm+r=1)]- [z -yl
t
+6 1Tt 7)lle= " o (r, ) — v(r, )| dr.

m—+r—1

Using (7.51), since t < m + r we have

[o(t, ) —o(t,y)|| < DeLTIm+r=1 |1z —y]|

ot
+5Deb/ |v(,z) —v(T,y)| dr.

m+r—1

Applying Gronwall’s lemma we obtain
lo(t, ) — v(t, )| < Db +27HImIIDE gy

for any m +r — 1 <t <m+ 1, which proves (7.52). By (7.51), condition E2,
and (7.52), for any z,y € X and m € Z,

m-+r _
[fm(z) = fm (W)l < SD/ DN (7, 2) — v(r,y)|| dr
m—+tr—1
_ m—r _
< 5DD/619\m|||z _y” / eb(m+r77)€7519|7'\ dar
m+r—1
et —1

< SDD’e‘WTe*M‘m‘ llz =yl

Provided that ¢ is sufficiently small this yields F3. a
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7.4.2 Proofs

We recall that T'(t,s) and R(t,s) are respectively the evolution operators
generated by the equations v' = A(t)v and v = A(¢t) + f(¢,v).

Proof of Theorem 7.1. Take r € [—1,1]. In view of Lemma 7.16, by Corol-
lary 7.7 there exist homeomorphisms G, ,: X — X, m € Z such that

Tm+r,m+r—1)Gn, =Gunii Rm+r,m+r—1), meZ (7.53)

The uniqueness statements in Theorems 7.5 and 7.6 can be used to show the
following.

Lemma 7.17. We have Gy, » = G 7 whenever m +7 =m +r.

Proof of the lemma. Let |-||;, . be the family of norms defined as in (7.11)
when we replace the operators A, in (7.8) by those in (7.48) (which now
depend on r). One can easily verify that

][5, = NIl 7 for every € X

whenever m + r = m + 7: it follows from (7.48) that A,,, = As 7 and thus
that
Ar(m+km+1)=A:(m+k,m+1), kleZ,

where A, and A; are obtained as in (7.8) respectively using the sequences of
operators A, , and A, 7. In particular, this shows that

sup sup (|G () — x”fm%»l,rfl = sup sup |Gy r(7) — ‘TH:n,r < oo (7.54)
meZxeX meZxeX

for every r € [0, 1]. Furthermore, by (7.53) we have that
Tm+7F,m+7—1)Gpo1, =G, Um+7m+7—1), meZ (7.55)

for any ¥ = r — 1 with r € [0,1]. It follows from (7.54) and the uniqueness
statement in Theorem 7.5 that the sequence (Gy,—1,)mez coincides with the
unique sequence of homeomorphisms in Theorem 7.5 satisfying (7.55), that
is, the sequence (G 7)mez. In other words, when r € [0, 1] we have

G5 = Gy—1,y for every m € Z.

The case when r € [—1,0] can be treated in a similar manner. This establishes
the desired statement. O

By Lemma 7.17 we can define homeomorphisms
Ji = Gpr withm = [t] and r =t — [t], (7.56)

where [t] denotes the integer part of ¢. For each s € R we define the map
hs: X — X by
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ho(z) = /0 T(s,7 + 5)Jrs s R(7 + 5, 5)(x) dr, (7.57)

where for simplicity composition is denoted as multiplication. To verify that
the integral is well-defined, we will show that for each s € R and x € X the
integrand in (7.57) is bounded in 7 € [—1,1]. We will use Theorem 7.9. We
first note that for the functions A, and f,, in (7.48)—(7.49), the constants
K and « in Theorem 7.9 can be chosen independently of r € [—1,1] (this
follows immediately from the definition of g in (7.3), and from the form of
the constants in the right-hand sides of (7.41), (7.44), (7.46) and (7.47)).

In a similar way to that in (7.51), using (2.17) we have that for any ¢ > s,

1T (s, )| < Demelt=s1+ol, (7.58)

where D = Dy + Dy and ¥ = max{a,b}. By (7.58) and Theorem 7.9, when
M = ||R(7 + s, 5)(z)|| < e~2?(0+I5D) we have

N :=|T(s, 7+ 8)JrysR(T+s,5)(2)]
< Dem e HOFED| T R(7 + 5, 5)(2)|

7.59
< Dem @ HP0HsD | e=200Hs D) 41 (7, —Id)R(TJrSaS)(fE)ll} (7-59)
< Dema(e—?(Hsh 4 fe?(1+1sy
and when M > e¢=290+1s]) we have
N < Demat90FsD[Ar 4 K (1 4 e27OFsD pp)). (7.60)

We now estimate M. In view of (7.51) and (7.1), since 0 < 7 < 1 we have
T+s
M<|T( 4 sl + [T+ )£ R @) dr
_ ) T+s _
< Deb7+ﬂ|s\”x|‘ +Dg/ eb(7+s—r)+19|r|e—619\r| dr

_ DS b
< DM a] + =5

Together with (7.59)—(7.60), this shows that for each s and z the integrand
in (7.57) is bounded in 7 € [0, 1] and thus the integral is well-defined.

Since the maps R(7 + s,s) and J, ;s are continuous, each map h; is also
continuous. Furthermore, the map h, is invertible with inverse given by

it (z) = /0 R(s, 7+ 8)J 7T (T +s,s)(x)dr.

Clearly, each map h;! is also continuous.
We now establish the identity in (7.2). Note that for each s,t € R we have
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1
T(t,s)hs = / T(t, 7+ 8)JrysR(T+ s,8)dr
0 (7.61)

1
= / T(t, 7+ s)JrysR(T + s,t)dr o R(t,s).
0
We will show that
1
P:= / T(t, 7+ 8)JrysR(T + s,t) dT = hy. (7.62)
0

Making the change of variables w = 7 — t, since R(t,w +t)~! = R(w + t,t)
we obtain

0
P= / T(t,w+t)Jyrt R(w +t,t) dw

s—t

st (7.63)

+ / T(t,w+t)Jyr e R(w + ¢, t) dw.

0

But from (7.53) (and the uniqueness observation after this identity) we have

Tw+t+1l,w+t)Jyit = Jyrer1 Rw+t+ 1w+ t),

and the first integral in (7.63) can be written as

0
/ Ttw+t+1)T(w+t+1,w+t)JyreR(w+t,t) dw

—t

0
= / Tt,w+t+1)Jyrer1Rw+t+1,t) dw
s—t

1
_ / T(tt+ 1) Jisn R(E+ 7.8) dr.
14+s—t

It follows from (7.63) that
1
P- / T(tt+ 7) T R(E+ 7, 8) dr = by,
0

and this establishes (7.62). It follows from (7.61) that (7.2) holds. This com-
pletes the proof. 0O

Proof of Theorem 7.2. We continue to consider the homeomorphisms J; and
hy constructed in the proof of Theorem 7.1 (see (7.56) and (7.57)). It follows
from (7.57) and (7.58) that

(@) — ha(y)l| < /O Deam 15+l 4(2) iy, (7.64)

where
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a(7) = || Jr4s B(T + 8,8)(2) = Jrs R(T + 5,8)(y)]]-

Assume now that [lz —y[| < e #”I*l. We claim that
|R(T + s,8)(x) — R(T + 5,5)(y)|| < Ke 2?0FsD (7.65)
for some constant K > 0 (independent of s). Indeed,
R(t,s)(x) — R(t, 5)(y)

= 7(t5)(o— 9+ [ Tt Rw,s)(@) ~ . R, 5)(0) du

and letting b(t) = | R(¢, s)(z) — R(t,s)(y)]|, for ¢ > s we obtain
_ t _
b(t) < Dbt 018l — | —|—/ Debt=1) 5 =601l by du,

using (7.51) and condition F3. Setting &(t) = e~P(t=9)b(¢), for each t > s we
have

®(t) < De’ll||jz — y|| + /t D&d(u) du,
and by Gronwall’s lemma,
B(t) < DML gy
Hence, for any 7 € [0, 1] we have

b(T+ S) < D€57+19\s|66DT”x B y”

< Deb+oD+I|s| ,—30]s| (7.66)

This establishes (7.65). We can thus apply Theorem 7.9 to obtain
a(t) < b(1 + s) + K040 (7 4 ),

since Jr1s = Id+(Jr4s — Id), for some constant K’ > 0 (independent of s).
It follows from the first inequality in (7.66) that since ||z — y|| < 1 we have

— - «@
CL(T) < Deb+6D+19\s|||x _ fU|| + K/eQﬂa(1+|s|) (Deb+5D+19\s|Hx _ yH)

< Leﬁ(1+3a)\s| ”1, _ yHa7
for some constant L > 0 (independent of s). By (7.64) we obtain
1hs(@) = hs(y)l| < Dem#+ Le? GOl — y||o

This completes the proof of the theorem. a



Part III

Center manifolds, symmetry and reversibility
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Center manifolds in Banach spaces

Center manifold theorems are powerful tools in the analysis of the behavior
of dynamical systems. For example, when the equation ' = A(t)v has a
(uniformly) partially hyperbolic behavior with no unstable directions, then
under some mild additional assumptions all solutions of v/ = A(t)v + f(t,v)
converge exponentially to the center manifold. Hence, the stability of the
system is completely determined by the behavior on the center manifold.
Therefore, one often considers a reduction to the center manifold. This has
also the advantage of reducing the dimension of the system. Furthermore,
since one often needs to approximate the center manifolds to sufficiently high
order, it is also important to discuss their regularity. Our main goal is to
establish the existence of smooth invariant center manifolds in the presence of
nonuniformly partially hyperbolic behavior. The method of proof is inspired
in the arguments of Chapter 6. In particular, the smoothness of the center
manifolds is obtained with a single fixed point problem, instead of one for
each additional derivative. We follow closely [15], now with arbitrary stable
and unstable subspaces.

8.1 Standing assumptions

Let X be a Banach space and let A: R — B(X) be a continuous function,
where B(X) continues to denote the set of bounded linear operators on X.
Consider the initial value problem

v =Alt)v, v(s)=vs, (8.1)

with s € R and vy € X. We assume that all solutions of (8.1) are global.

We write the unique solution of the initial value problem in (8.1) in the
form v(t) = T(t,s)v(s), where T(t,s) is the associated evolution operator.
Consider constants

0<a<b 0<c<d, (8.2)
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a,v,c,d >0. (8.3)

Definition 8.1. We say that the linear equation v' = A(t)v admits a nonuni-
form exponential trichotomy if there exist functions P,Q1,Q2: R — B(X)
such that P(t), Q1(t), and Q2(t) are projections with

P(t) + Qu(t) + Q2(t) = 1d,

P#)T(t,s) =T(t,s)P(s), Q:t)T(t,s)=T(t,s)Qi(s), i=1,2

for every t,s € R, and there exist constants as in (8.2)—(8.3) and D; > 1,
1 <1 <4 such that:

1. for every s,t € R with t > s,

|T(t, 5)P(s)|| < Dye® =¥l T (1t 5)71Qu ()| < Dyem =9 H1M;
(8.4)
2. for every s,t € R with t < s,

I7(t, $)P(s)]| < Daee= 0+ Bl [Tt 5) 7 Qi (1)) < Dae~ o0+ 1]
(8.5)

The constants in (8.2) can be thought of as Lyapunov exponents, while
the nonuniformity of the exponential behavior is controlled by the constants
n (8.3). When the three components of the solutions respectively correspond
to genuine center, stable, and unstable components of A(t) we can take a =
¢ = 0 (and thus b > 0 and d > 0). In a certain sense, the existence of a
nonuniform exponential trichotomy is the weakest hypothesis under which
one is able to establish the existence of center manifolds, or more precisely of
“intermediate” manifolds.

We now present the standing assumptions on the vector field. Set

B =max{(k+1)a’ +¥,(k+ 1) +d'}. (8.6)
We denote by 0 the partial derivative with respect to the second variable and

we assume that there exists an integer k£ > 1 such that:

Gl. A: R — B(X) is of class C* and satisfies (2.2);
G2. f: R x X — X is of class C* and satisfies:
1. f(t,0) =0 and 9f(¢,0) =0 for every t € R;
2. there exist § > 0 and ¢; > 0 for j = 1,...,k + 1 such that for every
t € R and u,v € X we have

07 f(t,u)|| < c;oe Pt for j=1,... K, (8.7)

10" f(t, 1) = 8*F(t,0)]| < cirrde™ M flu—vl]. (8.8)
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Note that for every j =0,...,k—1,t € R, and u,v € X we have
107 f (£, u) — & f(t,0)| < ejr0eMju — v, (8.9)

In the presence of a nonuniform exponential trichotomy we consider the
subspaces

Et)=Pt)X, F@t)=0Q:10)X, F(t)=Q2)X. (8.10)
The unique solution of v/ = A(t)v can then be written in the form
v(t) = (U(t, 8)€, Vi(t, s)m, Va(t, s)n2) for t € R, (8.11)
with vs = (&,m1,m2) € E(s) x Fi(s) x Fy(s), where
U(t,s) == P@)T(t,5)P(s), Vi(t,s) := Qi(0)T (¢, 5)Qi(s), i=1,2.

Given s € R and an initial condition vs = (§,71,12) € E(s) X F1(s) x Fa(s), we
denote by (z(-, s,vs),y1(+, 8, vs), y2(+, 8, v5)) the unique solution of the problem
(4.4) or, equivalently, of the problem

£(t) = Ut )€ + / Ut r) f(r, 2(r), 1 (), () di

¢
() = Vilt. s+ [ Vit fr (), 1), e dr, i =12
for t € R. For each 7 € R, we write
U, (s,vs) = (s+7,2(s+7,8,0s),y1(s + 7, 8,0s),y2(s + 7, 8, 05)).

This is the flow generated by the equation in (4.4).

8.2 Existence of center manifolds

We present in this section the center manifold theorem for the origin in the
equation v/ = A(t)v + f(t,v). As an application, we also establish the exis-
tence of center manifolds for nonuniformly partially hyperbolic solutions of
differential equations in Banach spaces.

The center manifolds will be obtained as graphs. We continue to denote
by O the partial derivative with respect to the second variable. Let X be the
space of continuous functions ¢ = (¢1,p2): {(s,) ERx X: £ € E(s)} - X
of class C* in ¢ such that for every s € R and z, y € E(s) we have:

L (s, E(s)) C Fi(s) & Fa(s);
2. ¢(s,0) =0 and dy(s,0) = 0;
3. |07p(s,2)|| <1for j=1,... k, and

10%o(s,2) — 0" p(s, )| < llz — yl. (8.13)
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We note that by the mean value theorem, for j =0,...,k — 1 we have

107 ¢(s,2) = & p(s,y)ll < [l —yl| (8.14)
for every s € R and z, y € E(s). Given a function ¢ € X we consider its graph

V={(s,&¢(s,8)):(s,§) e Rx E(s)} CRx X. (8.15)
We set
a; =4c1D;6 for i =1, 2, (8.16)
and we consider the conditions
Ty = (k+1)a — b+ max{(k+ 1)a’,0'} <0,

8.17
Ty := (k+ 1)c — d + max{(k + 1)c/,d'} < 0. ( )

These can be thought of as spectral gap conditions.
We now present the center manifold theorem. We use again the notation

ps,& = (87 57 50(87 5))

Theorem 8.2 ([15]). Assume that GI1-G2 hold. If the equation v' = A(t)v
in the Banach space X admits a nonuniform exponential trichotomy, and
the conditions in (8.17) hold, then provided that § in (8.7)—(8.8) is sufficiently
small there is a unique function ¢ € X such that the set'V in (8.15) is invariant
under the semiflow W, that is,

if (s,€) € R x E(s) then ¥ (ps¢) €V for every T € R. (8.18)

Furthermore:

1.V is a smooth manifold of class C* containing the line R x {0} and sat-
isfying T(5,0)V = R x E(s) for every s € R;
2. for every (s,€) € R x E(s) we have

o1(5,6) = — / V(8 (T (pe)) dr,

o0

—+oo
pa(5,€) = / Va(r.8) " f(Tr—(pue)) dr

3. there exists D > 0 such that for each s € R, &, € € E(s), 7 € R, and
j=0,...,k, if T >0 then

10L(Z7 (ps.)) — OL(Wr (py )| < Del Dl eten)mtalsle g - (8.19)
and if T <0 then

102 (Z- (ps.¢)) — BL(Wr (py )| < Delitlerallrltelslljie g (8.20)
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The proof of Theorem 8.2 is given in Section 8.3.

We call the manifold V in (8.15) a center manifold for the origin in the
equation (4.4). We observe that V is in fact the unique center manifold. Note
that the constants a; and as in (8.19)—(8.20) can be made arbitrarily small
by taking ¢ sufficiently small. A version of Theorem 8.2 in the case of discrete
time is established in [4].

We now explain how Theorem 8.2 can be used to establish the existence
of center manifolds for nonuniformly partially hyperbolic solutions of a given
differential equation. Consider a function F: R x X — X of class C* (for
some k € N), and the equation (4.18). We say that a solution vg(t) of (4.18)
is nonuniformly partially hyperbolic if the linear equation defined by A(t) =
OF (t,vo(t)) admits a nonuniform exponential trichotomy (see (8.4)—(8.5)).

Theorem 8.3. Assume that F is of class C* (for some k € N), and let vy(t)
be a nonuniformly partially hyperbolic solution of (4.18) such that for every
teR and u, v € X we have

|F(t,u) — F(t,v) — A(t)(u —v)| < de Pl |ju — o], (8.21)
|67 F(t,u) — &7 F(t,v)|| < de Pt u— | forj=1,... k. (8.22)

If the conditions in (8.17) hold and § is sufficiently small, then there exists a
unique function ¢ € X such that the set

V={(s¢¢(s,8) + (0,v0(s5)) : (5,6) € R x E(s)}
is a smooth manifold of class C* with the following properties:

1. (s,v0(s)) €V and T(5,(s))V = R x E(s) for every s € R;
2.V is invariant under solutions of the equation

t'=1, o =F(tv),

that is, if (s,vs) € V then (t,v(t)) € V for every t € R, where v(t) =
v(t,vs) is the unique solution of (4.18) fort € R with v(s) = vs;

3. given € > 0, provided that § is sufficiently small there exists D > 0 such
that for every s € R and (s,vs), (s,05) € V we have

ot vs) = v(t,0,)|| < D@Vl — ]| fort > s,

[o(t, vs) — v(t, 0s)|| < DeletO =0+ sy 5 || for t < s.

Proof. As in the proof of Theorem 4.2, setting y(t) = v(t) — vo(t), where v(t)
is a solution of (4.18), we obtain

y'(t) = A(t)y(t) + G(t, y(t)),

where G(t,y) is given by (4.22). By hypothesis A(t) satisfies the assump-
tion G1. Furthermore, it follows from (4.22) that G is of class C* (k > 1).
Furthermore, also by (4.22) we have G(t,0) = 0, and since A(t) = OF (¢, vo(t)),
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0G(t,0) = OF (t,vo(t)) — A(t) = 0.
Moreover, from (4.22) and (8.21), for each (¢,y,u) € R x R™ x R™ we have

[OF(t,y + vo(t))u — A(t)ull

i Gy +v0(t) + hu) — F(t,y + vo(t))
h—0 h

— A(t)u

1
= Jim Py o (t) 4 ) = F(1y + woft)) = A(ho

1
< lim —de P hu|| < eI ||ul,
h—0 |h|

and thus,
10G (¢, y)|| = [OF (t,y +vo(t)) — At)]| < se~ 1.
For j = 2,...,k it follows from (8.22) that
167 F(t, y + vo(t))ul|

o Py + vo(t) + hu) — 9V (ty + wo(t)) H
h—0 h

< Jim el < 5=
and hence, 4 |
H(’)JG(t,y)H = H@JF(t,y + Uo(t))H < §e Al

It also follows from (8.22) that

|05 G(t,z) — O*G(t,y)|
= [|0"F(t,x + vo(t) = 0" F(t,y +vo(1))]| < de~ ||z —y].

Thus, the function G satisfies the assumption G2. We can now apply Theo-
rem 8.2 to obtain the desired statement.

8.3 Proof of the existence of center manifolds

8.3.1 Functional spaces

In view of the desired invariance of the manifold V under the flow ¥, (see
(8.18)), any solution with initial condition in V at a time s € R must remain
in 'V for every t € R and thus must be of the form (¢, z(t), (¢, z(t))) for each
t € R. In particular, the equations in (8.12) can be written in the form
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£(t) = Ut )€ + / U(t,7)f(r,2(r), (r, (7)) dr,
it z(t)) = Vi(t, s)pi(s, &) (8.23)

+ [ Vi et et =12

for t € R, where ¢ = (¢1,2). We equip the space X (see Section 8.2 for the
definition) with the norm

lell = sup{lle(t 2)[I/l|z]| - ¢ € R and 2 € E(t) \ {0}}. (8.24)

It follows from (8.14) that ||¢|| < 1 for every ¢ € X. We want to show that X
is a complete metric space with the norm in (8.24).

Proposition 8.4. With the norm in (8.24), X is a complete metric space.

Proof. Given a function ¢ € X we set @ = ¢|({t} x Bg) for each fixed t € R
and R > 0, where B C E(t) is the ball of radius R centered at 0. Then

1e(@)Il = lle, 2) < llell - ll=ll < R

for each € Bpg. Thus, if (p,), C X is a Cauchy sequence with respect
to the norm in (8.24), then (@n)n C C’Z’O‘(BR,X) is a Cauchy sequence in
the supremum norm. Hence, there exists a function @: B — X such that
|&n — @llc — 0 as n — oo. By Proposition 6.3, we have @ € CII%O‘(BR,X).
Furthermore, by the uniqueness of the limit ¢, we can uniquely define a con-
tinuous function ¢: {(t,z) e Rx X : 2 € E(t)} — X by ¢|({t} x Br) = ¢.
Taking into account the pointwise convergence of the k-th derivative in Propo-
sition 6.3 (and hence of the lower-order derivatives) of each sequence (@ )n,
and thus of the sequence (¢,,)n, one can easily verify that ¢ € X. It remains
to show that ||¢, — ¢|| — 0 as n — oo. Since (¢y,,), is a Cauchy sequence, for
each € > 0, there exists N = N(e) such that for every t € R, x € E(t), and
n,m > N(g) we have

l[on(t, z) — om(t, 2)|| < ellz]. (8.25)

Letting n — oo in (8.25), we obtain ||¢ — ¢, || < € whenever m > N(g). This
completes the proof. O

Let now «; be as in (8.16) and consider constants C; > 0 for j =0,...,k+
1. As in Section 8.2 we denote by O the partial derivative with respect to the
second variable. For a fixed s € R, set

p(t) = (a+a1)(t —s) + a'ls] (8.26)

and let B4 be the space of continuous functions z: [s, +00) X E(s) — X of
class C* (k > 1) in & such that z(s, &) = & for every & € E(s), x(t, &) € E(t)
for each t > s and £ € E(s), and
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zll' := su ||x(t7§)|‘e—p(t) . s s
Jall - p{ = i3 s €€ B >\{0}}<co7 (8.27)

|lz||; = sup {||8jx(t,§)||e_j”(t) t>s, €€ E(s)} <Cjforj=1,...,k,
Li(x) := sup{ 16%(t,¢) = ?kx(t,é)ﬂ e~ (kD)
1€ =€l

with the last supremum taken over all ¢ > s and &,£ € E(s) with £ # €. Note
that given « € B, for every t > s and &, £ € E(s) with £ # £ we have

} < Cryr,

(8, I < =)' 1]le”® < Collg]ler™, (8.28)

[07a(t,€)| < [|l=]|;e7" < Cye?? ™) for j=1,....k, (8.29)
k k 2

o :E(t,i ?Hz(t,fﬂ < Li(@)et e < o etk (8.30)

Proposition 8.5. With the norm in (8.27), B is a complete metric space.

Proof. Given a function x € B we set T = z|({t} x Br) for each fixed ¢t > s
and R > 0, where B C E(t) is the ball of radius R centered at 0. Then

1)1 = (6, )1l < llzllgler® < D

for each ¢ € Bg, where D = CyRe?®. Thus, if (z,), C By is a Cauchy
sequence with respect to the norm in (8.27), then (z,), C Ch*(Bg, E(t))
is a Cauchy sequence in the supremum norm. Hence, there exists a function
Z: Br — E(t) such that ||Z, — Z||ooc — 0 as n — co. We can now proceed as
in the proof of Proposition 8.4 to obtain the desired statement. ad

We now cousider the past. With s as in (8.16), we set
o(t) = (c+az)(s —t) + clsl,

X
(t)

and we introduce the space B _ of continuous functions x: (—oo, s]x F(s) —
of class C* (k > 1) in & such that x(s,£) = & for every € € E(s), z(t,£) € E
for each ¢t < s and & € E(s), and

v (IO i, e
e p{”€” 1< 86 € B >\{0}}<co, (8.31)

||, := sup {||8jx(t,§)||e_j”(t) t<sEc E(s)} <Cjforj=1,...,k

k _ ok 3

Lk(l‘) = sup { ||a Qf(t,f) (? x(tvf)”e—(k—i-l)o‘(t)
1€ — <l

with the last supremum taken over all ¢ < s and £, & € E(s) with & # &.

} < Ok, (8.32)

Proposition 8.6. With the norm in (8.31), B_ is a complete metric space.

The proof of Proposition 8.6 is analogous to that of Proposition 8.5.
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8.3.2 Lipschitz property of the derivatives

We now use the inequalities in Section 6.3.2 to obtain several bounds for the
norms of the derivatives of solutions and of the vector field along solutions.
Given ¢ € X and z € B, U B_ we write

@*(t, &) = e(t, 2(t,§)). (8.33)

Lemma 8.7. For each j = 1,...,k there exist constants A; and B; such that
given ¢ € X and (s,£) € R x E(s) we have

Ajejp(t), t>sandx e By
Bjel*® t<sandz e B_’

107" (£, &) < {

Proof. We will only consider the case when ¢ > s and € B, since the other
case can be treated in an analogous manner. Using (6.16) for the derivative
&’ ¢* we obtain

07"t < e D omeltat, Nl Y [T 10" &)l*,

p(jym) I=1

with p(j, m) given by (6.17). Since ¢ € X, using the identity 2{21 lk; =7 in
(6.17) together with (8.29), we have

J J
07 *(t, &)|| < c Z Z H(Clelp(t))kz < Ajejp(t)

m=1p(j,m) =1
for some constant A; > 0. m]

In the following lemmas, as in Lemma 8.7, we will continue to give the
proofs only when ¢ > s and x € B . The other case is analogous. Given ¢ € X
and x € By UB_ we write

f* (t’ 5) = f(tv :E(t, 5)7 QP(L I(t, E))) = f(tv I(tv f)a 90* (tv 5))7 (834)
with ¢*(¢,€) as in (8.33).

Lemma 8.8. For each j = 1,...,k there exist constants A; and B; such that
given ¢ € X and (s,£) € R x E(s) we have

fljejp(t), t>sandx e By
Bjej"(t), t<sandzeB_’

109 (8, €] < e {

Proof. Using (6.19) for the derivative 87 f*(t,£) we obtain
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Haj (t, ) | < CZ ||8;\(1t)22 )0 (t,a(t,€) )f(t )”

fI(J)
XZ > H 10 (t, €)1 |0 " (¢, €) |2,
5= 1pS(J )\)m 1

with p,(j,)) as in (6.20). Since ¢ € X, using the identity >0 _ Iy (km1 +
kma2) = j in (6.20), together with (8.7) and (8.29), it follows from Lemma 8.7
that

7 s
107 £ (8, &)l < coe PN e Y= 3 T (Cretm?D)em (A, elme®)ima

q(j)  s=1ps(j,A) m=1
< Aj(;efﬁ\tlejp(t)
for some constant flj > 0. This establishes the desired statement. O

Lemma 8.9. For every j =0,...,k and (s,€), (5,€) € R x E(s) we have

_ et -t > 5 and x € By
Jj ’ B
1872 (t, &) — P a(t,E)|| < Cjrall€ — € { G+De®) ¢t <sandz e B_

Proof. By the definition of the spaces By and B_, the statement is automat-
ically true for j = k (see (8.30) and (8.32)). For j < k, it suffices to observe
that by (8.29) we have

1072(t,€) — & a(t, )|l < sup (|7 a(t, & +r(§ = &)l [I§ — €]

rel0,1]
< Cypa TP - g,
with an application of the mean value theorem. a

Lemma 8.10. For each j = 0,...,k there exist constants Ej and Ej such
that given ¢ € X and (s,£),(s,£) € R x E(s) we have

, Ae(+1)p() t>sandx e By
O po*(t,€) — t < o= )
107 0" (t, &) o (t, E)” 1€ — E” { (]+1)a(t) t<sandzeB_

Proof. For j < k the result follows immediately from Lemma 8.7. However,
the proof does not simplify by considering only the case j = k. By (6.18) we
have

107" (¢,€) — 07" (¢, €l

< ey 0"t x(t,€) = 0mp(ta(t,) Y [T 10" o))"
m=1 p(j,m) =1 (835)

J
+c > 0me(t 2t )NS5,
m=1
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with p(j,m) as in (6.17) and with

i1l i
= > Y nloz@ ol IT 0%

(8.36)
p(j,m) =1 i=1 i=l+1
where
_ k-1 _
Ty = [|0'x(t,€) — 0'w(t, )| Y [0 (t, I * 0" x(t, O)|*.
k=0
Since ¢ € X, by (8.13) and (8.14) for m =1,...,k we have
0™ o (t,x(t,€)) — 0™ ot a(t, ) < llo(t, €) — = (t, ).
Using Lemma 8.9 with j = 0 we obtain
107 (8, 2(t,€)) — 0™ p(t, x(t, )| < Cre?D 1€ = &]|. (8.37)
Furthermore, by Lemma 8.9 and (8.29) with j =1,
ki —1
T < O qeltDe®) e _ £ O, elr®)yki—1
1< Cipa 1€ =€l kZ:O( 1e”) (8.38)
< Cl+1cfl_1kz€(lk’+1)p(t)||f —£.
By (8.38) and (8.29) it follows from (8.36) that
i i _
< Z ZTl H (CyetP )k
p(im) =1  i=1,i#l
J J 8.39
< 6 Z lk,+1)p(t)”§ N gH H eikiﬂ(t) ( )
=1 i=1,i#£l

~

= Cje(”””“ € = €I,

where éj is a positive constant, using the identity Zzn:l mkpy, = j (see (6.17)).
Thus, by (8.35), (8.37), (8.39), (8.29), and the fact that ¢ € X, we obtain

J
109 (£,€) = & " (1, E)I| < cCre”||€ — EIIZ > TTciet ok

m=1p(j,m) l=1
+jCieU TP e — ¢
- Aje(jﬂ)p(t)uf — g,

since Z{Zl lk; = j (see (6.17)), for some constant gj > 0. We have thus
obtained the desired statement. O
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Lemma 8.11. There exist constants Ay and By, such that given p € X and
(5,8),(s,&) € R x E(s) we have

- _ (At Do) t>sandzeB
O f*(t,6) — " f*(t,€)|| < de Pt e — iy Tz *
[0% F*(t,8) = 9" f*(t,€)|| < de™PM|le = ¢ Bre® o) ¢ < s andzeB_

Proof. By (6.21) we have

10" f*(2,€) - ’“f*( 219l

<Xy X TT 10t ol ot ot o
a(k) s=1p,(k,\) m=1 (8.40)
k
/ AL\ >
+CZH8x(lt5<p (tf) )”ZS
q(k) s=1
where

) A1\ AL\
e = 102076 o 00T () = 0 8) o e F 81

and where
Im—1 B
Z ZT;W, mZ,m< H 10" (¢, )| 0" o (¢, €) |2
< 11 Ia“w(taé“)llk“||5”<P*(t,§)’““>7
i=lm+1
with

T oz b = 100" (8, €) | P2 0" (2, €) — 0" (2, €) |

7n1 1
x Z [0 (t, €)=t H [0t (,€)
+ ||alm (t 5) km1 U (t f) b *(tvg)H
kma2—1

x Z 107 o™ (¢, &) | F2 = [0 o (¢, €I

By the mean value theorem, (8.7), and Lemmas 8.9 and 8.10 with j = 0, for
AM+X=1,...,k—1 we have

G)q Ag < sup Ha:(l;)rl)gf(t? )” : ||(E(t7§) - x(t7g)H

rel0,1]

+ s 1Ope 2 1 (8, )| - ™ (8,) — 9" (£, D)

relo,1

< eaprar1de Aler® e — €)(Cr + Ay),
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where
a(r) = (2(t,€) +r(x(t,€) — z(t,€)), " (8. €)),
b(r) = (z(t,£), 9" (t, &) + r(¢"(t,€) — ¢"(t,€))).

Furthermore, when Ay + A2 = k it follows from (8.8) and Lemmas 8.9 and 8.10
that

A1, A1,
Gaive =058 e .60 (6 ) = 048 e )T ()

< Ck+1667ﬁ‘t|”(m(t7§)a @*(t,g)) - (l’(t,g), (P*(t,g))H
< exqr6eMerM g — £)(Cy + Ay).

Thus, for each (A1, A2) € ¢(k) we have

Gaine < aiagrde terM e — €]|(Cy + Ap).

By (8.29), Lemma 8.7, and since Y. _; L (km1 + km2) = k (see (6.20)), the
first summand in (8.40) is bounded by

Goe P e — g, (8.42)

for some constant G > 0. It follows from Lemmas 8.7, 8.9, and 8.10 that

k7n1_1

L < (Ay, emP Oy Em2||e — 8| Cy, g eltm TR0 Z (A
k=0
k'"Lz_l

+ (G et Ot ¢ = €7y, elm D00 S (4, ebnolt)fna=
k=0

T

m1,km2,

< BpelMHn G b O g,

for some constant E,, > 0. By (8.41), (8.29), and Lemma 8.7 we obtain

5os Y Epeltn im0 _ g

ps (k) m=1

S
« e2i=1,izm li(kiit+ki2)p(t) H Clk_il A;C_“
i=1,i%m
< Foeltt e e — g,

for some constant F > 0, using the identity >_;_, l;(ki1 +ki2) = k. Therefore,
the second summand in (8.40) is bounded by

Hde Pltle+1)p(t) € = €|, (8.43)
for some constant Hy, > 0. It follows from (8.40), (8.42), and (8.43) that
1977 (8,€) = "1 (1, )| < de™ e Dlig — (G + Hy).

Thus, the statement in the lemma follows setting Ek = Gy + Hy. O
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8.3.3 Solution on the central direction

The proof of Theorem 8.2 will be obtained in several steps. We first establish
the existence of a unique function x = z,, satisfying the first equation in (8.23)
for each given ¢ € X.

Lemma 8.12. Provided that ¢ is sufficiently small, for each ¢ € X the fol-
lowing properties hold:

1. given s € R there exists a unique function x = x,: R x E(s) — X with
z,(s,&) = € satisfying the first equation in (8.23) and x,(t,&) € E(t) for
every t € R and § € E(s);

2. the function x, satisfies

zy|ls,+00) X E(s) € By, x,|(—o00,s] x E(s) € B_,

and

2D PV, t=s

||.’1?¢(t,§)H S {QDQGP(t)”f”, t ; s : (844>

Proof. We start with the case when ¢t > s. Given s € R, p € X, and £ € E(s),
we define the operator

(J2)(1.€) = U(t, 5)€ + / U(t,7)f (7, 2(7,€), o, 2(r, €))) dr

for each z € B, and t > s. Clearly Jx is a continuous function of class C*
in €. The fact that (Jz)(s, &) = £ is a consequence of the identity U (s, s) = &.
Furthermore, using (8.9) and (8.28) we obtain

1f (7, 2(7, &), (7, 2(7,6)))
< erde M| (2 (r, €), p(7, 2(r,)))|| < 2e18e™ 1T |l (7, &) |
< 261 Code” Ve AITI¢].

Thus, using the first inequality in (8.4) and the definition of 3 in (8.6),
1(J) (¢, &) — U, s)¢]| < /: WU - (L (7, (7, £), o7, (7, )| dr
< 2¢1Co6 Dy ||€]]e'1*! /t elatan)(r—s) ja(t—T) (o' =p)I] g
< 261Cob Dy [|€]|e”™ /t e~en(t=7) (@ =B)i7l g7 < glgfer®,
s

where
0= 20100D16/a1.



8.3 Proof of the existence of center manifolds 185

Furthermore, by (8.4) and (8.26), we have |U(t,s)¢|| < Dye”®||||. Thus,
choosing a constant Cy > D; and taking § sufficiently small, we obtain
[Jz||" < D1+ 6 < Cy.

We now consider the derivatives #’(Jx). By Lemma 8.8 applied to the
function f* in (8.34), for j =1,...,k, we have

17 7 (7. )l < Ajde Tl .
Thus, by the first inequality in (8.4), for j =2,...,k,
t
107 (J)(¢, )l S/ [U &I - 107 F(7, &)l dr

t
A,6D, el / pi(atan)(r—s) ya(t—r) (o' ~B)l7| g

S

IN

t
gAj(SDlejP(t>/ o~ (G=Datarf)(t—7) (o' ~B) | g
S

AiD10 o),
T U-Datay

Therefore, taking § sufficiently small, for j = 2,..., k we have
Aj D15

5 (J <
o () < = <

j.

When j =1 the term U(¢, s) is also present in the derivative, and thus
[0(Jx)(t, &)l < IU(L, s)|| + A1 D16 /o

Choosing a constant C7 > D; and taking § sufficiently small we obtain

A1D16

10(Jz)l[x < Dy +
g

< Ch.

Finally, by Lemma 8.11, and the first inequality in (8.4), for each ¢ > s and
&, & € E(s) with £ # £ we have

10" (Jz)(t,€) — 0" (Jx)(t,€)ll
< / lU o) - 10 f(r,6) = 0" f*(7,) | dr

t
< A, DysektDa’ls] 1€ — €| / e+ (atar)(r—s) ga(t=7) y(a'=B)I| 1

t
< AuD1d||€ — E]le*+Dr® / o= (kart (bt D)) (t=7) (@' =B g

ArD:§

TR e — £lleFTDe®)
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By taking ¢ sufficiently small, we obtain

ArD16
Lip(Jr) < —————— < Cla.
k( I>_ka+(k+1)a1— k+1

Hence, Jz € By and J: By — B, is a well-defined operator.
We now prove that J is a contraction with the norm |[-||" in (8.27). Given
x,y € By and T > s, it follows from (8.9) and the definition of oy that

I f (7, 2(7,€), 0(,2(7,€))) — f(T,y(1,€), o(1, y(r,))) |
< Se PIl||(@(7,€), o(r,2(7,€))) — (U(7.€), 0(r, y(r, )
< 2¢18e PN (7,€) — y(r, )|

< 55 el - e ol

By the first inequality in (8.4) and (8.45) we obtain
1(Jz)(t,€) = (Jy) (&, E)|

< / [UE - 1S (7, 2(7, ), (7, 2(7,€))) — f(7,9(7, €), (7, y(7, €))) | dT

(8.45)

t
< L] o — ylfeteren-nalel [ emestongle -1 g

S

A

I e — yipes

for each t > s, using the fact that 3 > a’. Therefore
1
2~ Jyll < 3 eyl (8.46)

and J is a contraction. Thus, by Proposition 8.5, there exists a unique function
T =z, € B such that Jo = z. Set

2(t,6) = (JO)(t, &) = U(t, )&

The function x can be obtained by

+oo
£(16) = Tim ('0)(.6) = S (018 ~ (J0)(1.€)
k=0
for each t > s. It follows from (8.46) that
+00 Iy
lzll” < DT 2)(56) = (T O < Y opllell’ = 2|zl < 2Dy,
k=0 k=0

which together with (8.27) yields the desired results for ¢ > s.

The case when t < s can be treated in a similar manner, considering now
the space B_ with the norm (8.31), using the first inequality in (8.5) as well
as the fact that § > ¢, together with Proposition 8.6. O
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By Lemma 8.12 we have
zy|[s,+00) X E(s) € By and x,|(—o0,s| x E(s) € B_.

Thus, if we denote by z, and Z, the unique functions given by Lemma 8.12
such that z,(s,§) = & and Z,(s,§) =&, it follows from Lemma 8.9 that

eP) >

2 (£, €) = 2o (1, )| < Call€ = €]l {eom’, t<s

8.3.4 Reduction to an equivalent problem

In order to establish the existence of a function ¢ € X satisfying the second
identity in (8.23) when x = x,, where z,, is the continuous function given
by Lemma 8.12 with z,(s,£) = &, we first transform this problem into an
equivalent problem.

Lemma 8.13. Provided that 0 is sufficiently small, given ¢ € X the following
properties are equivalent:

1.
901(757 xs&(t7 f)) =W (tv S)‘Pl(sv 5)

t 8.47
JF/Vl(t’T)f(7—7x<p(7_a€)vW(Taxtp(Taf)))dT (547

for every (s,€) e R x E(s) and t < s, and
<p2(t7m80(t7£)) = V2(t7 S)f(87§)

' (8.48)
+ [ Valt ) (o) ol o7, ) dr
for every (s,£) € R x E(s) and t > s;
2.

15 = [ Vi) (8. ol )

oo (8.49)

p2(s,§) = — Va(r, )7 f (1, 20(7,€), (7, 24 (7, €))) dr

S

for every (s,€) € R x E(s) (including the requirement that the integrals
are well-defined).

Proof. We start by showing that the integrals in (8.49) are well-defined for
each (s,£) € Rx E(s). By the second inequality in (8.44) in Lemma 8.12, and
(8.9), for each 7 < s we have
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Hf(T7 x«P(Ta g)a ()0(7—) ‘T@(’ra 6)))”
< 2¢18e 1|z, (7, €) || < 4erdeP1TI Dye” D¢

(8.50)

Proceeding in a similar manner, using now the first inequality in (8.44), for
each 7 > s we have

(7, 2 (7, €), (7, 2 (1,€))) | < derde™ T DyeP D). (8.51)

It follows from the second inequality in (8.5), and (8.50), using the inequality
|7| < |7 —s| +|s]|, that

/S IVi(r,8) ™ f(r, 2 (1,6), (T, 2 (1,)) | dr

— 00

< 4e18D4 Dae” ¢ / elemdtan)(=n) = (B=d)lrl gy (8.52)
§4c15D4DzeC’\sl||g||/ e(Te+a2)(s=7) g
—0o0

since Ty > ¢—d (because ¢ > 0) and where we have used that § > d'. By (8.17)
we have Ty < 0 and choosing § sufficiently small we can make «s sufficiently
small so that Tz + a2 < 0. This shows that the first integral in (8.49) is well-
defined. In a similar manner, using the second inequality in (8.4) and (8.51)
we obtain

+oo
/ IVa(r, )7 F(ra 2 (1. €), (s 2 (r, )| dr
. (8.53)

+oo
< 4e16D3Dye” 9 ¢ / (T (=9) g,
S

since T; > a — b (because a > 0) and where we have used that 8 > b'. By
(8.17) we have T1 < 0 and choosing ¢ sufficiently small we have T7 4+ a1 < 0.
Thus, the second integral in (8.49) is also well-defined.

We now assume that the identities (8.47)—(8.48) hold, and we rewrite them
in the equivalent form

@i(s,&) = Vi(t,s) pilt, my(t,€))

(8.54)
/ Vi(r,s) (1, 25(7,8), (1,2, (7,€))) dT

for t < s when i =1, and ¢t > s when ¢ = 2. By the second inequality in (8.44)
and the second inequality in (8.5), for every t < s we have

Vit 8) " pr (o (8, )| < Dae= "= Mz, (1, )|
< 2Dy Ds||¢||elcdHd o) (s=t) (< +d)s|
< 2Dy D ||¢]|e(Trta2)(s=t+ (" +d)]s|
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Thus, letting ¢ — —oo in (8.54) when ¢ = 1, we obtain the first identity
in (8.49). To establish the second identity we proceed in a similar manner
using the first inequality in (8.44) and the second inequality in (8.4) to obtain

IVa(t,8) ot (1, €))I| < 2D DyJ¢ el el

for every t > s, and thus, letting ¢ — +o00 in (8.54) when ¢ = 2, we obtain the
second identity in (8.49).
We now assume that the identities in (8.49) hold for every (s,&) € Rx E(s).
Since
Vi(t,s)Vi(r,s)"t = Vi(t,7) fori=1,2,

we obtain

Vilt, s)p(s,€) + / Vit 1) (r, 27, ), o( 2,(7,€))) dr

. (8.55)
— [ MO (8. elna(r o) dr
for each t < s, and
VQ(tv 5)902(5’ 5) + / ‘/Q(tv T)f(T7 xSD(T? 5)’ @(7—’ 1};,(7’, 6))) dr
s (8.56)

“+ o0

- Va(r,0) " (T, 20(7,€), (7, 24 (7, £))) dr

for each ¢t > s. We want to show that the right-hand sides of (8.55) and (8.56)
are respectively o1 (t, 2, (t,€)) and @a(t, 2,(t,&)). We first define a flow F; for
each 7 € R and (s,&) € R x E(s) by

Fr(s,8) = (s + 7 mp(s +7,8)).
In view of (8.49), we have

0= [ VTS (Fra(5, ), p(Fr—a(5.€))) dr.

+oo
pa(s,8) = — Va(r, 5)_1f(F‘rfS(S7f)v P(Fr—s(s,8))) dr.

S

(8.57)

Furthermore,

FT—t(tvxtp(tﬁg)) = FT—t(Ft—S(Svg)) = FT—S(S7£) = (T7 3390(7’ 5))7

and thus, by (8.57) with (s, ) replaced by (t,z,(t,¢)),
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t

P1 (tv zw(t7€)) = / Vl (Tv t)ilf(FT—t(ta ms@(tv f))v @(FT—t(t’ .’L’w(t,f)))) dr

— 00

- / Vi(rot) 1 f(r,20(r.€), o, 2 (7, £))) d,

— 00

+oo
902(755 xl,a(t7€)) = - /t VQ(T7 t)_lf(FT—t(tv l‘g,(t, f)), SO(FT—t(ta xs&(tv f)))) dr

+oo
= 7/ V2(7—7t)71f(7_a xtp(Ta 5)750(7—7 xs&(Tv E))) dr
¢
(8.58)
for every ¢t € R. Combining (8.55)—(8.56) and (8.58), we conclude that (8.47)

and (8.48) hold on the respective domains. This completes the proof of the
lemma. a

We also need to have some information on how the function z, varies
with ¢. Given ¢, ¥ € X and (s,£) € R x E(s), we denote by =, and z, the
continuous functions given by Lemma 8.12 such that z,(s,§) = zy(s,§) = &.

Lemma 8.14. Provided that § is sufficiently small, for every ¢, b € X and
(s,€) € R x E(s) we have

Die?De]l - o =9l t>s

2ot &) — wy (8, )] < {DQed(t)EH o=, t<s’

Proof. Take 7 > s. Proceeding in a similar manner to that in (8.45), we obtain

Hf(Ta xtp(Tv 6)» @(Tv x(p(T? 6))) - f(Tv .’Ew<7’7 f)a w(T’ xw(ﬂﬁ)))”
S 01567B|T‘ ||(I<P(Ta f) - xd)(’ra 5)7 @(Ta xtp(T7 f)) - ¢(T7 1'1/1(7—5 5)))”
Furthermore,
(T, o (7,€)) — P (7, 4 (7, 6))|

< le(m, 2o (7,€)) = (7, 2o (1, )| + 19(7, 25 (7, €)) = (7, 24 (7, 6)) |
<z (m Ol -l = Il + (7, ) — 2 (T,

and hence,
Hf(Tv xtp(ﬂ 5)7@(73 3380(7—7 6))) - f(Tv .’)3¢(T, f)ﬂﬁ(ﬂ .1‘1/,(7', 5)))”
< erde M (|ag (1, )1 - lp = ¢l + 2)|we (1,) — 2y (7, ).

Set now p(t) = ||zx(t,€) — zy (£, €)||. Using the first inequality in (8.4), the
first inequality in (8.44) in Lemma 8.12, and (8.59), it follows from (8.23) and
the definition of « that

(8.59)
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t
) < a6 [ U loolm Ol - = wle " dr
S
t
+erd [ U] 2,9 — ol e dr
S

t
< 261D [€]| - [|op — pf|e Tl / o1 (r=s) g7

¢
+ %/ e 5(7) dr

for each t > s, where we have used that 8 > a’. Therefore,
t
e"(ep(t) < 2a8DRe] - g = e [ e dr

t
—i—ﬂ/ ea(s_T)ﬁ(T) dr.
2 S

We now use the following version of Gronwall’s lemma (see for example [29,
page 37]): given continuous functions u,v,w: [p,q] — R§ with v differen-
tiable, if

u(t) < o(t) + / w(r)u(r) dr

for every t € [p, g|, then

u(t) < v(p) exp (/ptw(T) d7> + /pt o/ (7) exp (/:w(r) dr) ir

for every ¢ € [p, q]. Applying this result to the function u(t) = e*(*~" 5(t) with
p = s we readily obtain

t
pit) < 2er5DFe M [ 0 o — )

S

< Dyelrtent=atalsl g |l — |

for each ¢ > s. This completes the proof of the lemma when ¢t > s. The case
when ¢ < s can be treated in an analogous manner, using the first inequality
in (8.5) and the second inequality in (8.44). O

8.3.5 Construction of the center manifolds

We now use the former lemmas to establish the existence of a function ¢ € X
satisfying the second equation in (8.23) when = = z,, via the equivalence in
Lemma 8.13.

Lemma 8.15. Provided that ¢ is sufficiently small, there exists a unique func-
tion @ € X such that (8.49) holds for every (s,&) € R x E(s).



192 8 Center manifolds in Banach spaces

Proof. We look for a fixed point of the operator @ defined for each ¢ € X by

(@M&@(/Sm@w)VUwAﬂGWUwMﬂQDW>

-/ WUJ)VﬁwdﬂﬁwﬁwdﬂQDM>

for (s,€) € R x E(s), where x,, is the unique function given by Lemma 8.12
such that z,(s,§) = £. In view of Proposition 8.4, it is sufficient to prove that
& is a contraction with the norm in (8.24).

Proceeding in a similar manner to that in the proof of Lemma 6.15 (with
the help of Lemma 8.8), we can show that the continuous function @y is
of class C* in ¢ for each ¢ € X. Since z,(¢,0) = 0 for every ¢ € X and
t € R (see (8.44)), it follows from (8.60) that (Pp)(s,0) = 0 for every s € R.
Furthermore, also by (8.60),

A(Pyp)(s,0) = (/S Vi(r,s)"rof(r, 0)9a,(T,0) dr,
o0
— Va(r,8) Lo f(r, 0)0a,(T,0) dT) ,

where
a“P (T7 f) = (‘Ts@ (Ta 6)7 (p(T, :CLP (Tv 5)))

Since 0f(7,0) = 0 we have 9(Pp)(s,0) = 0 for every s € R.
Using the second inequalities in (8.5) and in (8.4), together with Lemma 8.8
and the definition of 3 in (8.6), we conclude that

S

187 (@) (s, 6 S/ VA(r, )| - 107 f*(7,) |l dr

- |
+/ IVa(r.s) "1 - |09 £* (7. €)]| dr

ngBjDél/‘ eliletaz)=d)(s—)—(B=d)lrl+icls| gy

—0o0

+oo
+5;1jD3/ (lilatan)=b)(r—s)— (8- l7+ja’ls| g
Since ¢'|s| < (s —7) + |7| for 7 < s, and d'|s| < &/ (7 — s) +d/|7] for T > s,
together with the fact that a > 0 and ¢ > 0, we obtain
S
[07(00) (5. < 6B, D4 | Tt ar
e (8.61)
+ 5A]D3 / e(Tl"l‘jOél)(T—S) dT

S
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with 77, T3 < 0 as in (8.17) and where we have used again (8.6). Choosing &
sufficiently small we can make « and «s sufficiently small so that

T, +kay; <0 and T2+]<5012<O,

and, for j =1,... k,

B.D, A.Ds
) A I )<1. 8.62
(|T2+Ja2| Ts + o] (8.62)

With these choices, we have [|37(Dp)(s,£)|| < 1 for every s € R and £ € E(s).
Set

by, (1) = [[0°F* (7, €) = O f* (. E).

Using again the second inequalities in (8.5) and in (8.4), together with
Lemma 8.11 and the definition of 3, we conclude that

16" (@)(s,€) — " (D) (s, ) |
< [ s ke ar+ [ ) ar
<sBDil¢ -4l [ D))l e g
+6A,Ds € — €| /+Do (bt 1) (at+a1)=b)(r—5) = (B=b")|7|+(k+1)a’|s| g (8.63)
.
< 6B.D4|¢ — €] / o (Tat (k1)a) (s=7) g

+OAD¢— | [ eBrtrvanea gy

Eventually choosing again § sufficiently small we can make a; and ay suffi-
ciently small so that

T + (k‘ + 1)a1 <0 and T+ (k + 1)0&2 <0, (864)
and N R
BiDy ApDs
1) + < 1. 8.65
<|T2 + (k + 1)a2| |T1 + (k + 1)a1| ( )

With these choices, for every s € R and ¢ € E(s) we have

107 (@) (5,€) — " (P) (s, €)| < 1.

This shows that &(X) C X, and hence, ¢: X — X is well-defined.
We now show that ¢: X — X is a contraction with the norm in (8.24).
Given ¢, € X, and (s,&) € Rx E(s), let z, and z be the unique continuous
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functions given by Lemma 8.12 such that z,(s,&) = zy(s,§) = €. Using (8.9)
and Lemmas 8.12 and 8.14 we obtain

bj(7) : = [1hs(7,20(7,€), 0T, 2o (7,))) — Dy (7, 24 (7, ), (7, 24 (7, ) |
< 166 M| (2 (7, €) = 2y (1,€), (1, 20 (1,€)) — (7, 24 (7,€))) |
< 16 (lzg (1, €)1 - o = Il + 2l|zp(7,€) — 2y (1, E)])

Dier(M 7>

Doe?(M) | 7 <

< de6e” g -l — | {

for j = 1,2. Using the second inequalities in (8.5) and in (8.4), together with
the definition of 8 in (8.6), we conclude that

[(@p)(s,€) = (29)(s, O

s “+o0o
< [ Wi M+ [ Vet ealr) dr

oo
S

< Aer bl -l — ¢||D4D2/ eleter=d)(a=n)=(B=d)Irl+lsl 4

— 00

+oo
+ derd||€] -l — ]| Ds D / platar—b)(r—s)=(B-b)|r|+a’s| g
Since ¢'|s| < (s —7) 4+ |7| for 7 < s, and d'|s| < o/ (7 — s) +d/|7] for T > s,
we obtain

1(@0)(5,€) — (@) (5, )|
< 4c0)€] - [lp — ¥ DaDs / o(Totan)(s=7) g

— 0o

+o0o
Faedll-llp DDy [ e g

DyD, DiDs
[Ty + | |T1 + a4

gw( ) €l - o = w1l

where we have used again (8.6) (recall that T} + @; < 0 and Ts + a2 < 0).
Furthermore, eventually choosing again § > 0 sufficiently small we also have

D>Dy Dy D3 ) <1
[Ty + ao| T4 + au] .

0 =410 ( (8.66)

Therefore
|Pp1 — Poal| < 8lle1 — @2l

and @: X — X is a contraction in the complete metric space X (see Propo-
sition 8.4). Hence, there exists a unique function ¢ € X satisfying ®p = .
This completes the proof of the lemma. O

We can now establish Theorem 8.2.
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Proof of Theorem 8.2. As explained in Section 8.3.1, in view of the required
invariance property in (8.18), to show the existence of a center manifold
V is equivalent to find a function ¢ € X satisfying (8.23). It follows from
Lemma 8.12 that for each fixed ¢ € X there exists a unique continuous func-
tion « = x, satisfying the first equation in (8.23). Furthermore, this function
is of class C* in . Thus, it is sufficient to solve the second equation in (8.23)
setting & = wx, or, equivalently, to solve (8.47)—(8.48) in Lemma 8.13. This
lemma indicates that to solve (8.47)—(8.48) is in its turn equivalent to solve
the equations in (8.49), that is, to find ¢ € X such that the identities in (8.49)
hold for every (s,€) € R x E(s). Finally, Lemma 8.15 shows that there exists
a unique function ¢ € X such that (8.49) holds for every (s,&) € R x E(s).
We now define a map K: R x E(s) » R x X by

Since ¢ € X, the map & — (0, ) is of class C*. Furthermore, by the assump-
tions G1 and G2 the map

(t,8,§,77) = Wt(safﬂ?)

is of class C* (see for example [46]). Therefore, K is also of class C*. In
addition, the map K is injective: if K'(¢,&) = K (¢, ¢’) then the first component
of K gives t = t'; applying ¥_; to both sides of the identity K(¢,&) = K(¢,&')
yields ¢ = ¢'. This shows that K is a parametrization of class C* on R x E(s)
of the set V. Therefore, V is a smooth manifold of class C*.

It remains to establish the additional properties in the theorem. The first
two properties are an immediate consequence of the above discussion and of
Lemma 8.13. To prove the third property, we denote by ., the unique function
given by Lemma 8.12 such that z,(s,§) = £. With the notation in (8.33) we
have

||ag(w.,—(s7§,<,0(8,§ )) - 82(%(5,590(3,5)))\\
= [0t 2(t,€), ¢ (t.€)) — 0L (t, 2(1,), 0" (1. )| (8.68)
<07 a(t,€) — & a(t Il + 10797 (£, €) — 0" (£, €l

for every 7 € R and ¢t = s 4+ 7. Note that by Lemma 8.10, we have

. . _ A eUtDpt) > g
J ¥ _ AaJ, A* _ ] ) -
107" (t,€) — " (1. E)] < I §|{§jeuﬂ>m, . 56

for j = 0,...,k. The desired inequalities in (8.19)—(8.20) follow readily from
Lemma 8.9, (8.69), and (8.68). This completes the proof of the theorem. O

It follows from the proof of Theorem 8.2 that ¢ can be any positive number
satisfying (8.62), (8.64), (8.65), and (8.66) in the proof of Lemma 8.15. We
note that the extra step in the proof of Theorem 8.2 involving the map K
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in (8.67) has only the purpose of showing that V is also of class C* in the
time direction (we observe that the space X where we look for the function ¢
only requires the C* differentiability in the second component). An alternative
proof could be obtained observing that by (8.60) in the proof of Lemma 8.15
the function ¢ € X constructed satisfies the identity

o(s,6) = ( | Vi) el ) ptr ot )

oo (8.70)

[ 9 et ) )
for every (s,£) € R x E(s). The desired C* differentiability of ¢ can then be
obtained directly from (8.70).

When a < 0 or ¢ < 0 (see (8.2)) we have the following generalization of
Theorem 8.2.

Theorem 8.16. Assume that G1-G2 hold. If the equation v' = A(t)v in the
Banach space X satisfies (8.4)—(8.5), and for j =1, ..., k+ 1 we have

ja—b+max{ja’,b'} <0 and jc—d+max{jc,d} <0, (8.71)
then the statement in Theorem 8.2 holds.

Proof. The only places where we use the conditions ¢ > 0 and ¢ > 0 are in the
inequalities (8.52), (8.53), (8.61), and (8.63). Appropriate generalizations of
these inequalities can be obtained for arbitrary a and ¢ when we replace the
condition (8.17) by the condition (8.71), and thus one can verify in a straight-
forward manner that the desired statement is an immediate consequence of
the proof of Theorem 8.2. O
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Reversibility and equivariance in center
manifolds

We show in this chapter that for a nonautonomous differential equation (in the
presence of a nonuniform exponential trichotomy; see Chapter 8), the (time)
reversibility and equivariance of the associated semiflow descends respectively
to the reversibility and equivariance in any center manifold. We note that
time-reversal symmetries are among the fundamental symmetries in many
“physical” systems, both in classical and quantum mechanics. This is due
to the fact that many Hamiltonian systems are reversible (see [53] for many
examples). In spite of the crucial differences between reversible and equivariant
dynamical systems, the techniques that are useful in any of the two contexts
usually carry over to the other one. This will be apparent along the exposition.
We follow closely [14].

9.1 Reversibility for nonautonomous equations

9.1.1 The notion of reversibility

We introduce here the notion of reversible (nonautonomous) differential equa-
tion. Let X be a Banach space. Consider a continuous function L: Rx X — X
such that v = L(¢,v) has unique and global solutions, and a (Fréchet) differ-
entiable map S: R x X — X.

Definition 9.1. We say that the equation v/ = L(t,v) is reversible with re-
spect to S if
oS oS
L(—t,S(t,v)) + %(t,v)L(t,v) = —E(L’U) (9.1)
for every t € R and v € X. We also say that the equation v' = L(t,v) is
reversible if it is reversible with respect to some map S.
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We now present a characterization of reversibility, in terms of the solutions
of v = L(t,v). This characterization can in fact be seen as the main justifi-
cation for the above notion of reversible nonautonomous equation. For each
s € R and vs; € X we denote by ®(t, s)(vs) the unique solution of v' = L(t,v)
with v(s) = vs. We recall that by hypothesis @(t, s) is defined for all ¢,s € R.

Proposition 9.2. The equation v' = L(t,v) is reversible with respect to the
map S if and only if

O(r, —t)(S(t,v)) = S(—7,P(—7,t)(v)) foranyt, TER andve X. (9.2)

Proof. We first assume that (9.2) holds. We have

O(@(r, £t)(v))

5 = L(1,®(r, £t)(v)) (9.3)

for every v € X. By (9.3), taking derivatives with respect to 7 in (9.2),

a8
_E(
08
— %(

L(77¢(7—7 t)(S(t,v))) = _7—7@(_7—7 t)(’l)))

=7, 8(=7,1)(v)) L(=T7, &(=7, 1) (v))-

Using again (9.2) and setting w = #(—7,t)(v) we obtain

0S8 0S8

L(r,S(—1,w)) = —a(r,w) — 7, w)L(—T,w),

%(7 )
thus yielding (9.1).

We now assume that (9.1) holds. Given ¢t € R and v € X we set z(t) =
S(—t,P(—t,s)(v)). Taking derivatives with respect to ¢t and using (9.3) we
obtain

oS 08

2 (t) = —ES(—t,sﬁ(—t, —s)(v)) %(—t,é(—t,s)(v))L(—t,sﬁ(—t,s)(v)).

Using now (9.1),

2'(t) = L(t, S(—t,®(—t,5)(v))) + g—f(—t,@(—t, s)(W))L(—t, ®(—t, s)(v))
+ g—f(—t,@(—t, $)(v))L(—t, @(—t, s)(v))

= L(t, 8(—t,B(~t, 5)(v))) = L(t, 2()).

Thus, z(t) satisfies the initial value problem 2z’ = L(¢,z), z(—s) = S(s,v).
Since P(t, —s)(S(s,v)) is also a solution of this problem, the uniqueness shows
that z(t) = &(t, —s)(S(s,v)) for any v € X and ¢, s € R, and (9.2) holds.

O
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In the particular case when the operators S; = S(t,-): X — X are lin-
ear the following statement establishes several basic properties of reversible
systems.

Proposition 9.3. Assume that L is Fréchet differentiable in v. If the equation
v’ = L(t,v) is reversible with respect to the map S, and Sy is linear for each
t € R, then the following properties hold:

1. the linear equation v' = A(t)v is reversible with respect to S;
2.if Sg =1d, then S_; 0.S; = 1d for every t € R.

Proof. Taking derivatives in (9.1) with respect to v, and using the linearity of
S; we obtain

oL oL as
%(715, St'l))St —+ Sta(t, 'U) = 7&(15, )
Setting v = 0 yields
oS
A()S + St A(t) = -5 (&), (9.4)

and this establishes the first property (recall that S; is linear).
Assume now that S2 = Id. Let v(t) be a solution of the equation v = L(t,v),
that is, v'(t) = L(¢,v(t)). Using (9.1) we obtain

A5+ ‘;tst)”(t)) = %f( t, Spu(t)) + S_y aS(t v(t)) + (S_¢ 0 SV (¢)
= L(t, S_(Sw(t))) + S_¢ L(—t, Spv(t))
— S_y[L(—t, Spv(t)) + SeL(t, v(t))] + (S—¢ 0 St)L(t, v(t))

(
= L(t, (S-¢ o S)v(t)),

and (S_¢ o S;)v(t) is also a solution of v/ = L(t,v). Since S3 = Id, we have
(S_t0S:)v(t)|t=0 = v(0), and by the uniqueness of solutions we conclude that
(S_¢ 0 Sp)v(t) = v(t) for every t € R. Therefore, S_; 0 Sy = Id for every ¢ € R.

O

9.1.2 Relation with the autonomous case

We show here that the notion of reversibility in Section 9.1.1 is a natural
extension of the notion of reversibility in the autonomous setting.

Let L: X — X be a continuous function in the Banach space X, such that
the equation v = L(v) generates a flow (¢;)ier in X. We say that v' = L(v)
is reversible with respect to a map T: X — X if

LoT=-ToL. (9.5)

We note that if the function L(¢,v) in Definition 9.1 does not depend on ¢,
then taking S; = T for all ¢ € R the identity (9.1) becomes (9.5).
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As in the general nonautonomous case there is a characterization of re-
versibility of autonomous equations in terms of the solutions of v/ = L(v).
The following statement is an immediate consequence of Proposition 9.2, and
the fact that in the autonomous case @(t,7) = @i, for every ¢, 7 € R,

Proposition 9.4. The equation v' = L(v) is reversible with respect to the
map T if and only if os 0T =T o p_4 for every t € R.

The following result shows that the notion of reversibility in Section 9.1.1
is a natural extension of the notion of reversibility in the autonomous setting.

Proposition 9.5. The equation v' = L(t,v) is reversible with respect to the
map S: R x X — X if and only if the autonomous equation

t'=1, o =L(tv) (9.6)
is reversible with respect to the map T: R x X — R x X defined by

T(t,0) = (—t, S¢(v)). (9.7)

Proof. Since the equation v' = L(¢,v) has unique and global solutions, the
autonomous equation in (9.6) defines a flow ¢, on R x X, given by

pr(t,0) = (t+ 7, 2(t + 7, 1) (v)),

with @ as in Proposition 9.2. By Proposition 9.4, the equation (9.6) is re-
versible with respect to the map T if and only if

proT=Top_,, rcR. (9.8)
For every (t,v) € R x X, we have
(or o T)(t,0) = @r(=t, S¢(v)) = (r — £, P(r — £, —1)(Si(v))),
and
(T o p)(t,0) = T(t —r,®(t — r,t)(v)) = (r — t, Sy (B(t — 7, 1)(1))).

Comparing the two identities we conclude that (9.8) holds if and only if (9.2)
holds (setting r — ¢t = 7), that is, if and only if the equation v = L(¢,v) is
reversible with respect to the map S. This completes the proof. O

As a consequence of Proposition 9.5, the reversibility of a nonautonomous
equation can always be reduced to that of an autonomous equation. Notice
that T2(t,v) = (t,(S_; 0 S;)(v)). In view of Proposition 9.3, if L is Fréchet
differentiable in v, S; linear for each t € R, and S3 = Id, then 72 = Id, that
is, T' is an involution.
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9.1.3 Nonautonomous reversible equations

We provide here a nontrivial example of a nonautonomous reversible equation,
to which we can additionally apply our results in Section 9.2 concerning center
manifolds and their reversibility.

Ezample 9.6. Consider linear transformations

for each t € R, where
b(t) — eE(Sil’lt*tCOSt*COSt*tsint)'
Note that S3 = Id and that S; o S_; = Id for each t € R. We define a map

S: R xR3 — R3 by S(t,v) = S;v. We also consider the map L: R x R® — R3
given by

L(t,v) = A(t)v + f(t,v), (9.9)
where
0 0 0
A(t) = [ 0 —w — etsint 0 , w>e>0, (9.10)
0 0 w + etcost

and, setting v = (x,y, 2) and B(t) = e 2e(costttsint)

ft) = ST (o) (@ 0y + BB)ez,ay +w2), E20, 0y
_S—tf<_t7 St’U), < 07

for some C* function a: R — R with o = 0 outside [—1, 1].

We want to show that the equation v’ = L(t,v) with L as in (9.9) is
reversible with respect to S. Since each S is linear, the identity (9.1) is equiv-
alent to

A(=t)Sw + f(—t, Spv) + St A(t)v + S f(t,v) = —%‘?(t, v).
Thus, it is sufficient to establish that
A(—1)S; + S A(t) = —%f(t, ). (9.12)
and
f(=t,Sw) = =S f(t,v). (9.13)

The identity (9.12) is equivalent to
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—(w +etsint)b(t) + b(t)(w + et cost) = —b'(t),
V(1)
b(—t)’

w—etcost — (w+etsint) = —

and both identities can be verified in a straightforward manner.
We now show that (9.13) holds. By construction, for each ¢t < 0 we have

Stf(t,v) = —StS_tf(—t, St’U) = —f(—t, S{U). (914)

When ¢ > 0, it follows from (9.14) (replacing v by S_;v, and then ¢ by —t)
that S_;f(—t, Stv) = —f(¢,v), and thus,

Stf(t/l)) = —Sttstftf(—t7 StU) = —f(—t7 Stv).
Furthermore, f(0,v) = 0 and
—S_¢f(—t,5w)|,_,- = —S0f(0,S0v) = 0.

This establishes (9.13), and thus also (9.1). In particular, f is continuous. To
verify that it is of class C* we note that whenever j = a + b < k we have

afi o7
8va6tb (ty U)’t:(ﬁ» =0 and W [_Sftf(_u Stv)] ‘t:of =0.

We shall see in Section 9.2 that the equation v' = L(t, v) with L as in (9.9)
satisfies the hypotheses of Theorems 8.2 and 9.7. In particular, this allows us to
conclude that the equation v’ = L(t, v) has a reversible global center manifold
of class C* provided that w > (k + 2)e.

9.2 Reversibility in center manifolds

9.2.1 Formulation of the main result

We formulate here our main result about the reversibility in center manifolds,
showing that the reversibility of a given equation, with respect to a map S
with S linear for each ¢ € R, always descends to the center manifold. We
assume in this section that for some constants C' > 0 and 8 > 0 we have

1
M <ISTIT < sl < e, te R (9-15)

We continue to write

Vs={veX:(s,v) eV}={(p(sE)): € E(s)}, (9.16)

where ¢ is the function given by Theorem 8.2.
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Theorem 9.7. Under the assumptions of Theorem 8.2, if the equation v' =
A(t)v+ f(t,v) is reversible with respect to a map S with S3 = 1d and S; linear
for each t € R, and the constants in (8.2)—(8.3) and (9.15) satisfy

max{c,a} +2(y +0) < min{b,d}, with ~=max{d,b',c,d'}, (9.17)
then Ss(Vs) = V_g for every s € R.

The statement in the theorem is equivalent to T'(V) =V with T as in (9.7).

It follows easily from (9.8) that T takes invariant sets into invariant sets,
with respect to the flow defined by

=1, o =A@+ f(tv). (9.18)

As explained at the end of Section 9.1.2, when SZ = Id it follows from Propo-

sition 9.3 that T is an involution. In this case, provided that the map .S is of

class C!, the map T takes invariant C! manifolds into invariant C'' manifolds

(again with respect to the flow defined by (9.18)). Furthermore, it follows

easily from Lemma 9.10 that T takes any invariant C' manifold W satisfying

R x {0} €W and T(50)W =R x E(s) for every s € R (9.19)

to an invariant manifold with the same property. Note that by Theorem 8.2,
the center manifold W = 'V satisfies (9.19). However, it does not follow from
Theorem 8.2 that V is the unique invariant C* manifold with this property,
but only that it is unique among those which are graphs of functions in X.
The reason is that in view of the possible exponentials in (9.15) (when 6 > 0,
as in Example 9.6), the images Ss(Vs) of the graphs V, need not be graphs
of functions in the same space X (although it is easy to verify that Sg(V;) is
always a graph no matter whether § = 0 or 6§ > 0). This prevents us from
obtaining the invariance property 7'(V) = V in Theorem 9.7 by using the T-
invariance of the class of invariant C' manifolds W satisfying (9.19). Instead
we give a proof of Theorem 9.7 based on the “explicit” form in (8.15) for
the manifold V (which thus requires explicitly the setup from Chapter 8. We
stress that in the present nonuniform context (with nonuniform exponential
trichotomies and with # > 0 in (9.15)) we are not aware of any alternative
argument to the proof of Theorem 9.7 given below.

We also would like to emphasize that the difficulty described above (of not
being able to deduce that any invariant manifold W satisfying (9.19) is the
center manifold in Theorem 8.2) is unrelated to the fact that we consider global
center manifolds. Indeed, even if we were considering local center manifolds,
since we may have exponentials in (9.15) when 6 > 0 (or even if we can make 0
arbitrarily close to zero but we cannot make it zero), the images SS(\Z) of local
center manifolds \~75 are not necessarily graphs of functions in the same initial
space. Thus, the difficulty is exactly the same with local and global center
manifolds (and in particular it is unrelated to the possible nonuniqueness of
local center manifolds).
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Concerning the hypotheses of Theorem 9.7, the requirement that the
maps S; are linear is presumably technical and has to do with the method of
proof of Theorem 8.2 which takes care separately of the central and stable—
unstable parts (in a similar manner to that in Lemmas 9.12 and 9.13). We
believe that it should be possible to obtain a version of Theorem 9.7 when
the maps S; are not necessarily linear, although we should require a different
approach to the proof of Theorem 8.2 (we note that in the nonuniform setting
Theorem 8.2 is the only result in the literature establishing a smooth center
manifold theorem for continuous time, and thus we are not aware of any alter-
native approach that can be used successfully). Condition (9.15) has the sole
purpose to maintain sufficiently separated the spectrum of the nonuniform
exponential trichotomy when we apply the linear maps S;. The separation is
given by condition (9.17).

We now show that the equation v’ = L(¢,v) with L as in (9.9) satisfies the
hypotheses of Theorems 8.2 and 9.7.

Ezample 9.8. We consider again the map L: R x R?> — R3 in Example 9.6
(see (9.9)-(9.11)). We want to show that we are in the hypotheses of Theo-
rem 8.2 with

D:er’ a=c=0, b=d=w—¢, ’VZmaX{a’7b/,C/,dl}:5>

provided that w > (k + 2)e.
The evolution operator associated to the linear equation v’ = A(t)v with
A(t) as in (9.10) is given by

T(t7 S)’U - T(ta 5)(1'7 Y, Z) - (33, U(ta S)ya V(ta 5)2)7

where
U(t S) _ e—wt+ws+£(t cost—s cos s—sin t+sin s)
, =

and
V(t S) _ ewt—ws+5(tsint—ssins+cost—coss)
b) - .

Hence, condition G1 in Section 8.1 is satisfied with any k.
We now show that there exists D > 0 such that

Ult,s) < Delmwte)t=s)+2elsl - for ¢ > (9.20)
and
V(s,t) < Delmwtt=s)F2elt for ¢ > g, (9.21)
We first note that
U(t, ) = el—w+e)(t=s)et(cost—1)—es(cos s—1)+e(sins—sint) (9.22)

For t > s > 0, it follows from (9.22) that

U(t, 5) S 6266(7w+5)(t*5)+265'
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Furthermore, if t = 2km and s = (2 — 1)7 with k,l € N and k& > [, then

U(t, S) — e(—w+£)(t—s)+2as.
For t > 0 > s it also follows from (9.22) that U(t, s) < e?e(~«+2)(t=5) Finally,
for s <t <0 it follows from (9.22) that

U(t,S) < 6256(7w+5)(t75)+25\t| < 6256(7w+5)(t78)+2€|5\.

This establishes (9.20). To obtain (9.21) we proceed in a similar way. Since

V(S t) — e(—w+5)(t—s)+es(sirls+1)—et(sint+1)+5(coss—cost) (923)

for t > s > 0 we have

V(S,t) < 6266(7w+€)(t75)+26|8‘ < 6256(7w+5)(t75)+2s\t|'

For t > 0 > s it follows from (9.23) that V (s, t) < e**e(~«+€)(t=5)_ Finally, for
s <t <0 it also follows from (9.23) that

V(S, t) < 6256(—w+s)(t—s)+25\t\ )
This establishes (9.21). Therefore, the equation v = A(t)v admits a nonuni-
form exponential trichotomy with D = e¢?**, a = ¢ =0, b = d = w — ¢,
and v =e.
Finally, we show that condition G2 in Section 8.1 holds. For simplicity we
consider only k = 1. We already know that f(¢,0) = 0 and (9f/0v)(t,0) = 0.
Furthermore, for ¢ > 0,

of 2x 0 0
a—(t,v) = sthtle 2 g (lu]|?) | y + B(t)z = B(t)x
v y+z x
213 0 0 (6-24)

4 §ektle—12et ( ||U|| )| 22 (y + B(t)2) zy? B(t)zz?
2y +2z) ay? a2

Note that there exists C' > 0 such that

tk+1e—125te—25(cos t+tsint) < Ce—llat€25(1+t) — 06266—9€t.

If follows readily from (9.24) that there exists a constant x > 0 such that for
every t > 0 and u,v € R3,

H (t,v) < kde 2 ju — v

_ of af
< et —J _ 24
< Kde , H 50 (t,u) 5 (t,v)

When t < 0 we have

P of
S S0 f (5] = =S (=4, 5,0) S (9.25)
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Since
6725(1+|t|) < |b(t)| < €2e(l+\t|)’

we obtain ||.S|| < €261+t for every ¢t € R. Therefore, each entry of the matrix
n (9.25) is at most

0
Ye(v) == O A1+t Hai(—t,stv)

for some constant C’ > 0. Since

of of Sv 9[t] 2 (1+t])
9 _ - <
[0 s = s [5F (o g )| <

we obtain
Y (v) < KC'Ge %O — 0 §ebe—3elt

Therefore, there exists ' > 0 such that for every ¢t < 0 and u,v € R3,

Htv

< K/de= %l Hgij(t,u) — gi(t,v)H < K'de 3 |lu — o).

Thus, condition G2 in Section 8.1 is satisfied with k = 1. It is easy to verify
that for w > (k+2)e the hypotheses of Theorem 8.2 are satisfied. In addition,
we can easily verify that the hypotheses of Theorem 9.7 are satisfied provided
that w > (3 4+ 2v/2)e (indeed we can take 6 = v/2¢ in (9.15)).

9.2.2 Auxiliary results

We first prove several auxiliary lemmas. We continue to denote by T'(t, s)
the evolution operator associated to the linear equation v’ = A(t)v, and by
E(t) and F;(t), i = 1,2, the subspaces in (8.10). Furthermore, the evolution
operator can be written in the form (see (8.11))

T(t,s) =Ul(t,s) ® Vi(t,s) ® Va(t, s).
Lemma 9.9. For each t € R and w = (z,y,2) € E(t) x Fi(t) x Fy(t)

lwll < el + llyll + ]l < 3De flw]].

Proof. The first inequality is clear. For the second one, since z = P(t)w,
y = Q1(t)w, and z = Q2(t)w, we have

]l + Nyl + 121l < AP + QLB + lQ2 @) ) [[wll,
and the inequality follows readily from (8.4)-(8.5) (setting s = ). O

Lemma 9.10. For every t € R we have

SUF(0) = Fa(—t),  Su(Fa(t) = Fi(~t),  Si(B()) = B(~1).  (9.26)
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Proof. We have (0f/0v)(t,0) = 0 (by condition G2 in Section 8.1). Hence,
by Proposition 9.3, the linear equation defined by A(t) is also reversible with
respect to S. Thus, by Proposition 9.2,

ST (—t,—s)=T(t,s)S_s, s,teR. (9.27)
In particular, for any v € Fi(—s) we have that
S_Vi(—t,—s)v = S_;T(—t,—s)v = T(t,s)S_sv. (9.28)
We now write
S_sv—wy =wo+wy, wy€ E(—s),w; € F1(—s),wy € Fo(—s).
Applying the operator T'(¢,s) to S_sv — ws we obtain
IT(t, 8)S_sv — Va(t, s)ws|| = [|U(t, s)wg + Vi (¢, s)w:|. (9.29)

Notice that for an invertible linear operator A we have the inequality || Av|| >
A=Y~ |v]|. Tt follows from Lemma 9.9, and (8.4)—(8.5) that for ¢ < s,
3D (2, s)wo + Va(t, s)wnl| 2 [U(E, s)wol| + Vi (t, s)wi |
> 11U, Ol hwoll + 1V (5, )]~ o | 9.30)

> ||w0||efa(sft)7'y|t\ . leHed(sft)fﬂﬂ'
D

On the other hand, using (9.28), (9.15), and again (8.4)—(8.5),
IT(t, 5)S—sv — Va(t, s)wall < [[S—Vi(—t, —s)v]| + [[Va(s, ) " wal|
< CDefd(sft)JrvISIJr@\tl||UH + De~b(s=t)+7]s] | wa | (9.31)
< Dmax{Clfo], Jus| eI+ -mintba) o0,

By (9.17) we have that a + 2y + 20 < min{b, d}. Together with (9.30) this
implies that when wy + w; # 0,

lim e@0=mbdD (¢, s)wy + Vi(t, s)w: || = oo. (9.32)

t——o0

On the other hand, (9.31) yields

lim @0 mbdDt 71 6)S_ 0 — Vo(t, s)ws|| = 0. (9.33)

t——o0

By (9.29), (9.32) and (9.33) we have a contradiction unless wg+w; = 0. Thus,
S_sv = wy for every s € R. This shows that

Ss(F1(s)) C Fo(—s), seR. (9.34)

We prove in a similar manner that Ss(F(s)) C Fi(—s) for every s € R.
By (9.27), for any v € Fy(—s) we have that



208 9 Reversibility and equivariance in center manifolds
S_iVa(—t, —s)v = S_4T(—t,—s)v = T(t,s)S_sv. (9.35)
We now write
S_sv—wyp = wo +we, wo € E(—s),w1 € F1(—s),ws € F3(—3s).
Then
IT(t, s)S_sv — Vi(t, s)w1| = |U(t, s)wo + Va(t, s)wa]|. (9.36)
By Lemma 9.9, and (8.4)—(8.5), for ¢ > s we have
3D|[U(t, s)wo + Va(t, s)wsl| > |U(t, s)wol| + [|Va(t, s)ws|

> Ut )7 I Hlwoll + IVa(t, ) 7HITH lwe (9.37)

> ||w0||e—c(t—s)—'y|t| + ”’lgneb(t—s)—ﬂﬂ’

and using (9.35) and (9.15),
IT(t,5)S—sv = Vi(t, s)wn | < [|S—¢Va(—s, —t) " vl +[[Vi(t, s)wi]
< CDe—b(t—S)MISHO\tI||U|| + Ded(t=s)+7ls] lJwe || (9.38)

< Dmax{C|[v]|, [wy ||} +o1Immintd 0} (t=s),

By (9.17) we have that ¢ + 2y + 20 < min{d, b}. It follows from (9.37) that
when wy + wo # 0,

lim e~ @0—mindd D117 (t $)wg 4 Va(t, s)ws|| = co. (9.39)

t——+4o0
On the other hand, by (9.38),

lim e~ GOmmindd NI T(¢ $)S_ 0 — Vi(t, s)w: | = 0. (9.40)

t——+oo

By (9.36), (9.39) and (9.40) we have a contradiction unless wy + wy = 0.
Therefore,
S¢(Fs(s)) C Fi(—s), seR. (9.41)

Note that from (9.34) and (9.41) we have
Ss(Fi(s) @ Fa(s)) C Fi(—s) ® Fa(—s), seR. (9.42)

But since the operator S is invertible, with inverse S_; (see Proposition 9.3),
we have

Fi(s) ® Fa(s) C S_s(Fi(—s) ® Fa(—s)) C Fi(s) ® Fa(s),

using (9.42) with s replaced by —s. Hence,
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Ss(F1(s) ® Fa(s)) = Fi(—s) ® Fa(—s), seR.
It follows from (9.34) and (9.41) that
Ss(Fi(s)) = Fa(—s) and Ss(Fa(s)) = Fi(—s), seR.

Similarly, to prove the third identity in (9.26), it is sufficient to show that
Ss(E(s)) C E(—s) for every s € R. We use a similar argument to the above
ones. By (9.27), for any v € E(—s),

S_U(—=t,—s)v=5_;T(—t,—s)v="T(t, s)S_sv. (9.43)
We now write
S_sv—wo—wy =we, wy€ E(—s),w; € Fi(—s),wy € Fa(—s). (9.44)
Applying the operator T'(¢, s) to this identity we obtain
IT(t, s)S_sv — U(t, s)wo — Vi(t, s)w1|| = ||Va(t, s)ws]|. (9.45)

Proceeding as in (9.38), taking into account that max{—d, c,a} = max{c,a},
and using (9.15) and (9.43), we find that for ¢t > s,

IT(t,s)S_sv — U(t, s)wg — Vi (¢, s)wi||

9.46
< Dmax{|[woll, Clv]], [[wy|[}e7 "ol Fmaxteart=s), 240

By (9.17) we have that max{c,a} + 2y + 20 < b. Together with (9.37) this
implies that when ws # 0,

Jlim o= COrm D Yy (1, )| = oc,

On the other hand, (9.46) implies that

Jim e~ @rmaxdealt | Pt S v — U(t, s)wo — Vi(t, s)w:|| = 0.
By (9.45) we have a contradiction unless ws = 0. We can thus rewrite (9.44)
as
S_sv—wy =w1, wo€ E(—s), w1 € Fi(—s). (9.47)

Then
IT(t,5)S—sv = U(t, s)wol| = [[Vi(t, s)w ]|, (9.48)
and proceeding as in (9.46), for ¢ < s we have
| T(t,8)S_sv — U(t, s)wo|| < D max{|jwp, C|jv| }e*I+0lt+maxieat(s=t)
(9.49)

By (9.17) we have that max{c,a} + 2y + 20 < d. Together with (9.30) this
implies that when wy # 0,
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lim e@0rmadeal)t|| v, (¢ s)w, || = co.

t——o0
On the other hand, (9.49) implies that

lim e@0+max{eal)t| Tt 5)S_ o — U(t, s)wp| = 0.

t——o0

By (9.48) we have again a contradiction unless wy = 0. But by (9.47) this
implies that Ss(E(s)) C E(—s) for every s € R. O

Lemma 9.11. For every t € R we have

S_Vi(—t,s) = Va(t, —s)Ss on Fi(s),
S_Va(—t,s) = Vi(t,—s)Ss on Fy(s),
S_:U(—t,s) =U(t,—s)Ss on E(s).

Proof. By Lemma 9.10, if v € Fy(s) then Ssv € Fy(—s) and hence, by (9.27),
S_Vi(—t,s)v = S_4T(—t,s)v =T(t, —s)Ssv = Va(t, —s)Ssv.

This establishes the first identity in the lemma. The other identities can be
readily obtained in a similar manner. a

We now use the same notation as in Chapter 8 (see Section 8.3.1). In
particular, for a fixed s we consider the spaces B, and B_. We define the
space B of continuous functions x: R x E(s) — X such that

x|[s,+00) x E(s) € By and z|(—o0,s] x E(s) € B_.
By Propositions 8.5 and 8.6, B is a complete metric space with the norm
[[z]|s := max {|[z[[s, +00) x E(s)+, [|[z|(=00,s] x E(s)]-},

where ||-]|+ and ||-]|- denote respectively the norms in B and B_.
Given s € R and ¢ € X (see Section 8.2 for the definition of the space X),
we define the operator

(Js)(t,8) = U(t78)€+/ U(t,7)f (7, 2(7,€), (7, 2(7,€))) dr

for each z € B, and (¢,£) € R x E(s). It follows from the proof of Lemma 8.12
that Js(Bs) C Bs and Js: B; — By is a contraction. We note that the unique
fixed point x5 € B, of J, is the function z, in Lemma 8.12.

Lemma 9.12. Given ¢ € X and s € R, if Sip(t,£) = @(—t,S:&) for every
(t,€) € R x E(s) then

Sixs(t, &) = x_s(—t,958) for every (t,€) € R x E(s). (9.50)
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Proof. We consider the space B x B_, with the norm

Gz, )l = max{|z]]s, [lyll s},

and we define the operator J = (J;, J_s) in Bs x B_;. Clearly, J is a contrac-
tion in the complete metric space By x B_,. The unique fixed point of J is
the pair (z,2_s).

We now counsider the subset € of functions (x,y) € Bs X B_g such that

Sex(t, &) = y(—t, Ss&) for every (¢,€) € R x E(s).

It is straightforward to verify that C is closed in By x B_,. Furthermore, C # @
since (0,0) € C. The statement in (9.50) will follow immediately after showing
that J(C) C C.
We have
St(JSm)(t7 5) = StU(tﬂ 8)5 + St(Jsx)(t7 5)7 (951)

where

(Tux)(t,€) = / Ut 7)f(ry (. €), ol (7. £)) dr.

By Lemma 9.11,
SiU(t,8)6 =U(—t,—s)Ss& (9.52)

and
Sy(Jua)(t, €) = / SU(t,7)f (7. 2(7,€), o, (7, £))) dr

- / U(—t, ~7)8, f(r, (7. £), (7, 2(r,€))) dr.

Since the equation is reversible and each operator S; is linear, for every ¢t € R
and v € X we have

oS
A(=t)Swv + f(=t, Sev) + SiA(t)v + Se f(t,v) = _E(ta v).
It follows from (9.4) that for every ¢t € R and v € X,
f(=t, Spv) + Sif(t,v) = 0. (9.53)

Using (9.53) and the hypothesis on the function ¢, for (z,y) € € we have
t
St(jsx)(t7§) = - / U(=t,—7)f(=7,8:2(7,§), p(—7, Sr(7,§))) dr
t
—— [ Ut =0 (-npl-7. 5.0, o(-ryl-r. 5.) dr

- / U ) y(r S:E), o,y (r, S46))) dr

—S

- (j—sy)(fta sz)a



212 9 Reversibility and equivariance in center manifolds

with the change of variables 7 = —r. By (9.51) and (9.52) this implies that

St(‘]sm)(t7§) = U(_t’ —S)SS§ + (j—sy)(_tv Ssg) = (‘]—sy)(_ta Saf)

Therefore (Jsx, J_sy) € € whenever (z,y) € €, and J(C) C C. O

9.2.3 Proof of the reversibility
Lemma 9.13. The unique function ¢ = (1, ¢2) € X in Theorem 8.2 satisfies
Ste1 (tv SC) = 902(7157 Stx)a St(p?(ta $) = 901(7157 Stx) (954)

for every (t,z) € R x E(t).

Proof. By Proposition 8.4, X is a complete metric space with the norm
in (8.24). The unique function ¢ € X in Theorem 8.2 is obtained as the
fixed point of the contraction map ¢: X — X in (8.60). We now consider the
subset Y of X formed by the functions ¢ = (p1,2) € X satisfying (9.54) for
every (t,€) € R x E(t). It is straightforward to verify that Y is closed in X.
We will show that the contraction map @ satisfies &(Y) C Y. It then follows
immediately that the unique function ¢ € X in Theorem 8.2 is also in Y.
We must prove that for every (s,€&) € R x E(s),

Ss(@p)1(s,€) = (Pp)a(=s,5:€),  Ss(Pp)a(s,€) = (Pp)1(=s,5:)  (9.55)

whenever ¢ € Y. We only prove the first identity in (9.55), since the other one
can be obtained in a similar manner. By (8.60), Lemma 9.11, and (9.53) we
have

S.@eh(5.6) = [ SVils (7., plr2. () dr

- / V(s =), f(ry (7, €)s (7 (7, )

oo

= 7/8 V2(7S,7T)f(77, STIES(Tv §)7ST<P(T’ ‘TS(T7 5)))d7—

— 00

Take ¢ € Y. By (9.54), we have

Sro(1,8) = Sr((p1 + w2)(7,8)) = (92 + ¢1) (=T, 57§) = p(—T7,5:). (9.56)

It follows from Lemma 9.12 that Ss(Pp)1(s, &) is given by
- / VP2(757 77_).}0(77_; x—s(f’ra Ssg)a QP(*T, ers(7—7 g))) dr

= - /_s ‘/2(_87 _T)f(_7—7 LL’,S(—T, 555), (P(_T, ,T,S(—T, sz))) dr.
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Making the change of variables 7 = —r we obtain

S0 = [ (1) a1, S46), ol a1, Sa6))) d

+oo
= (@@)2(_51 Ss&)

This establishes the first identity in (9.55). The other identity can be obtained
in a similar manner. m]

Proof of Theorem 9.7. Since Sy is linear, it follows from (9.56) that

Ss(ga 80(37 g)) = (sz, QO(—S, Ssg))
By Lemma 9.12 we have S;(E(s)) = E(—s) and thus,

Ss(Vs) =, (=s,m)) : m € Ss(E(s))} = V_s.

This completes the proof. a

9.3 Equivariance for nonautonomous equations

We introduce here the notion of equivariant (nonautonomous) differential
equation. The approach is similar to the one in Section 9.1.1 and thus we
make the presentation brief. We continue to consider a Banach space X and
a continuous function L: R x X — X such that v' = L(¢,v) has unique and
global solutions.

Definition 9.14. We say that the equation v' = L(t,v) is equivariant with
respect to the (Fréchet) differentiable map S: R x X — X if

oS a5

L(t, Syv) — —(t,v)L(t,v) = —(¢, 9.57

(t,500) ~ 22 (1, 0)L (1) = o (1,0) (957)

for every t € R and v € X. We also say that the equation v/ = L(t,v) is
equivariant if it is equivariant with respect to some map S.

We can also provide characterizations of equivariance, in terms of the so-
lutions of the equation v' = L(¢,v). We continue to denote by (¢, s)(vs) the
unique solution of v = L(t,v) with v(s) = vs. The proof of the following state-
ment essentially repeats arguments in the proofs of Propositions 9.2 and 9.5,
and thus it is omitted.

Proposition 9.15. For a map S, the following statements are equivalent:

1. the equation v' = L(t,v) is equivariant with respect to S;
2. (1, t)(S(t,v)) = S(r,P(7,t)(v)) for any t, T € R and v € X;
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3. the autonomous equation t' =1, v = L(t,v) is equivariant with respect to

the map T: R x X — R x X defined by
T(t,v) = (¢, S(t,v)).

The proposition shows that the above notion of equivariance is a natural
generalization of the notion of equivariance in the autonomous setting. Indeed,
let L: X — X be a continuous function such that the equation v = L(v)
defines a flow (¢¢)ier in X. The equation v’ = L(v) is called equivariant if
there is a map S: X — X such that

LoS=5oL. (9.58)

One can easily show that this happens if and only if ¢; 0 .S = S o ¢, for every
t € R. Similarly to what happens in the case of reversibility, if in (9.57) the
function L(t,v) does not depend on ¢, then taking S; = S for all t € R the
identity (9.57) becomes (9.58).

9.4 Equivariance in center manifolds

The following statement is a counterpart of Theorem 9.7 concerning equivari-
ance in center manifolds. We use the same notation as in Section 9.2. In
particular, we consider the sets Vs in (9.16).

Theorem 9.16. Under the assumptions of Theorem 8.2, if the equation v' =

A(t)v + f(t,v) is equivariant with respect to a map S with S3 = Id and S;

linear for each t € R, and the constants in (3.3) and (9.15) satisfy
a+2(y+0)<b and c+2(v+0)<d, with v=max{d, V', d},

then Ss(Vs) = Vs for every s € R.

Proof. The proof is a simple modification of the proof of Theorem 9.7, and
thus we only describe the necessary modifications. Following closely the proofs
of Lemmas 9.10 and 9.11, we readily obtain the next statement.

Lemma 9.17. For every t,s € R we have
SUE() = Fi(t), i =1,2, S,(E@®) = B(),
and
SiVi(t,s) = Vi(t,s)Ss on Fi(s), i =1,2, SU(t,s) =Ul(t,s)Ss on E(s).

In a similar manner to that for (9.53), we can use (9.57) to show that for
any t € R and v € X,
ft, Spv) = Sef(t,v) =0. (9.59)
Imitating the proofs of Lemmas 9.12 and 9.13, now using Lemma 9.17
and (9.59) instead of Lemmas 9.10 and 9.11 and (9.53), we obtain the fol-
lowing.
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Lemma 9.18. The unique function ¢ = (1, ¢2) € X in Theorem 8.2 satisfies
Sep1(t, @) = @1(t, Spx),  Sepa(t, @) = @a(t, Siw)
for every (t,z) € R x E(t). Furthermore, given s € R,
Sixs(t,€) = xs(t, Ss&) for every (t,€) € R x E(s).
We proceed with the proof of the theorem. It follows from Lemma 9.18 that
Ss(&:0(5,€)) = (558, (s, 558))-
On the other hand, by Lemma 9.17 we have Si(E(s)) = E(s) and thus,
Ss(Vs) ={(n.0(s,m)) : m € Ss(E(s))} = Vs.

This completes the proof. a
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Lyapunov regularity and stability theory
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Lyapunov regularity and exponential
dichotomies

We show in this chapter that any linear equation v/ = A(t)v, with A(t)
in block form with blocks corresponding to the stable and center-unstable
components, admits a strong nonuniform exponential dichotomy. While the
extra exponentials in the notion of nonuniform exponential dichotomy sub-
stantially complicate the study of invariant manifolds in former chapters, we
are able to obtain fairly general results at the expense of a careful control of
the nonuniformity. In particular, we showed that if the equation v = A(t)v
has a nonuniform exponential dichotomy with sufficiently small nonuniformity
(when compared to the Lyapunov exponents), then with mild assumptions on
the perturbation f there exist stable and unstable manifolds for the nonlinear
equation v' = A(t)v+ f(t,v). We note that we do not need the nonuniformity
to be zero, only sufficiently small. Therefore, it is important to estimate in
quantitative terms how much a nonuniform exponential dichotomy can de-
viate from a uniform one. Fortunately, there exists a device, introduced by
Lyapunov, that allows one to measure this deviation. It is the so-called notion
of regularity (see Section 10.1 for the definition), introduced by Lyapunov in
his doctoral thesis [57] (the expression is his own), which nowadays seems
unfortunately apparently overlooked in the theory of differential equations.
We emphasize that we only consider finite-dimensional spaces in this chapter.
The infinite-dimensional case is considered in Chapter 11. The material in
this chapter is based in [13], which in its turn is inspired in [1]. See [16] for a
related study in the case of the discrete time.

10.1 Lyapunov exponents and regularity

Consider a continuous function A: Ry — M, (R), where M, (R) is the set of
n X n matrices with real entries. We assume that

1
limsup¥10g+||A(t)H =0, (10.1)

t——+oo
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where log™ 2 = max{0, log #} and || A(t)|| denotes the operator norm. Consider
the initial value problem

v =A(t)v, v(0)= vy, (10.2)

with vg € R™. It can easily be shown, for example using Gronwall’s lemma,
that this problem has a unique solution and that the solution is global in the
future.

Definition 10.1. We define the Lyapunov exponent A\: R” — R U {—o0}
associated with the equation in (10.2) by

1
A(vo) = limsup — log|lv(t)]], (10.3)

t—+o0 t
where v(t) is the solution of (10.2) (we use the convention that log0 = —o0).

Proposition 10.2. The following properties hold:

1. Maw) = A(v) for each v € R™ and o € R\ {0};

2. AMv + w) < max{A(v), \(w)} for each v, w € R™;

3. AMv + w) = max{A(v), \(w)} for each v, w € R™ with A(v) # A(w);

4. if for some v1,..., vy € R™\ {0} the numbers A(v1), ..., AMvy,) are dis-
tinct, then the vectors vi,...,v, are linearly independent.

Proof. The first three properties follow immediately from the definition. For
property 4, assume that on the contrary there exist constants aq, ..., a,, not
all zero such that 2111 a;v; = 0. It follows from the above properties that

—00 = )\(Z a;v;) = max{A\(v;) :i=1,...,m with a; # 0} # —o0.
i=1

This contradiction yields the desired result. O

By the last property in Proposition 10.2, the function A takes at most
p < n distinct values on R™ \ {0}, say

—00 < Ay < - <A (10.4)

Moreover, by the first two properties in Proposition 10.2, for eachi =1,...,p
the set
E;, = {’Uo cR™: )\(’Uo) < )\z} (105)

is a linear space. Note that A(vg) > A; for every vyg € R™ \ E;.
We want to introduce the classical notion of Lyapunov regularity. For this
we need to consider the initial value problem of the adjoint equation

w = —A@t)w, w(0) = wo, (10.6)
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with wy € R, where A(t)* denotes the transpose of A(t). We also consider
the associated Lyapunov exponent p: R™ — R U {—oco0} defined by

. 1
w(wg) = limsupglogﬂw(t)”, (10.7)

— 400

where w(t) is the solution of (10.6). Again by Proposition 10.2, the function
w can take at most ¢ < n distinct values on R™ \ {0}, say

—00 < p1g < o0 < iy (10.8)
and for each ¢ = 1,...,q the set
F;, = {wo e R": /J,(’wo) < /J,i} (109)

is a linear space.

Denote by (-, -) the standard inner product in R™. We recall that two bases
U1,...,0, and wy,. .., w, of R™ are said to be dual if (v;,w;) = d;; for every
i and j, where J;; is the Kronecker symbol.

Definition 10.3. We define the regularity coefficient of the pair of Lyapunov
exponents A and p by

Y(A, ) = min max{A(v;) + p(w;) : 1 <i < n}, (10.10)

where the minimum is taken over all dual bases vy,...,v, and wy,...,w,
of the space R™.

We note that since A and p take only finitely many values (see (10.4)
and (10.8)), the minimum in (10.10) is indeed well-defined.
We establish an additional property implying that (A, ) > 0.

Proposition 10.4. If vy, ..., v, and w, ..., w, are dual bases of R™, then
Avy) + w(w;) >0 for everyi=1, ..., n.

Proof. Let v(t) be a solution of v/ = A(t)v, and w(t) a solution of w' =
—A(t)*w. We have

d

7 (0(), w()) = (A()v(t), w(t)) + (v(t), —A(t) w(?)
= (A()o(t), w(t)) — (A)v(t), w(t)) =0,

and hence,
(v(t),w(t)) = (v(0),w(0)) for every ¢t > 0.

For each i, let v;(t) be the unique solution of (10.2) with vy = v;, and w; ()
the unique solution of (10.6) with wy = w;. We obtain

[oi@)] - [[wi ()] = 1

for every ¢ > 0, and hence, A(v;) + p(w;) > 0 for every 1. O
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We now introduce the important concept of regularity.

Definition 10.5. We say that the equation in (10.2) is (Lyapunov) regular
if y(A, ) = 0.

We note that the notion of regularity can also be expressed solely using
the equation in (10.2) (without the need for the adjoint equation in (10.6)).
Namely, it is shown in Theorem 10.19 that the equation in (10.2) is Lyapunov
regular if and only if

t p
lim 1/ tr A(r)dr = (dim E; — dim E;_1)\;, (10.11)
0

t——+oo ‘
i=1

with Ey = {0}. However, it is sometimes more convenient to use instead the
above description of regularity involving the adjoint equation.

10.2 Existence of nonuniform exponential dichotomies

We assume in this section that there is at least one negative Lyapunov expo-
nent, that is, for some 1 < k < p,

—00 <A < <A <0< A <o < A (10.12)

We emphasize that A1 may be zero. Furthermore, we assume that there is a
subspace F' C R™ such that E = Fj, (see (10.12)) and F give a decomposition
R™ = E x F, with respect to which A(¢) has the block form in (2.19). We also
consider the Lyapunov exponents associated to the blocks B(t) and C(t) in
(2.19), that is, to the pair 2’ = B(t)z and 2’ = —B(t)*z, as well as to the pair
y = C(t)y and y = —C(t)*y. The corresponding regularity coefficients are

Yo =v\E,u|lE) and v = y(A|F, p|F). (10.13)

The following statement shows that any linear differential equations as
above defines a nonuniform exponential dichotomy. Furthermore, the six num-
bers in (2.6) can be related to the Lyapunov exponents and to the regularity
coefficients.

Theorem 10.6 ([13]). Assume that the matriz A(t) has the block form in
(2.19) for every t > 0, and that the equation v = A(t)v has at least one
negative Lyapunov exponent. Then, for each € > 0, the equation v' = A(t)v
admits a strong nonuniform exponential dichotomy in RT with

a=M+e, a=MX+e, a=~y+ 2, (10.14)

b=Xet1+e, b=X+e, b=y +2e. (10.15)
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Proof. Recall the evolution operators U (¢, s) and V (¢, s) given by (2.16).

We write Ul(t, s) in the form U(t,s) = X (¢)X(s)~1, where X (t) is a fun-
damental solution matrix of the equation ' = B(t)z. We also consider the
matrix Z(t) = [X(¢)*]7!. Taking derivatives in the identity

XXt ' =X(t)zZ@t) =1d

we obtain

and thus

Xt Z'(t) = -BHOXHX()" = —B(t).
Therefore,

7't =-X1t)"'B(t) = -Z(t)*B(t)

and hence, Z'(t) = —B(t)*Z(t). Since Z(t) is nonsingular for every ¢ > 0
(since this happens with X(t)), its columns form a basis for the space of
solutions of the equation z’ = —B(t)*z. Thus Z(t) is a fundamental solution
matrix of 2/ = —B(t)*z. Let now z1(t), ..., 2¢(t) be the columns of X (¢), and
z1(t), ..., z¢(t) the columns of Z(¢), where ¢ = dim E. For each j =1, ..., £
we set

a; = Az;(0)) and B = p(z;(0)),
where A and p are the Lyapunov exponents in (10.3) and (10.7). Given & > 0
there is a constant d; = dy(¢) > 1 such that for each j =1, ..., £ and t > 0,

;)] < dy e @t and ||z;(8)]] < dy PO,

It follows from the identity Z(¢)*X (t) = Id that (x;(t),z;(t)) = d;; for every
i and j. Eventually rechoosing the matrix X (t) we can thus assume that

max{a; + 05, :j=1,...,¢} =,

since when we vary X (¢) the maximum in (10.10) can only take a finite number
of values (recall that the Lyapunov exponents A and p take also a finite number
of values). The entries of the matrix U(t,s) = X (t)Z(s)* are

wi(t, 8) g xm zk]

where z;;(¢) is the i-th coordinate of mj(t), and zy;(s) is the k-th coordinate
of z;(s). Therefore,

4
luik(t, s)| < Z ERGIRERE Z EAGIRIEIO]
¢ 10.16
< Zd%e(aj+6)t+(ﬁj+e)s — Z d%e(aj—&-s)(t—s)—&-(aj+Bj+2a)s ( )
=1 =1
< (2eNF(t=s)H(u+22)s
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Taking v = Yt_, aper with [Jo]|2 = S5_, @2 = 1, where ey, ..., ¢ is the

canonical (orthonormal) basis of RY, we obtain

14
Ut s)vl|” = apuik(t, s) ’
2
=1 k=1
’ ¢ 2 ¢ ¢ ¢
= Z <Zakuzk (t,s > < Z <Za Zulk(t,s)2> (10.17)
i=1 \ k=1 i=1 \k=1 k=1
)
= ZZuik(t 5)2
=1 k=1

Therefore, writing Dy = Dy (e) = £2d3, we conclude that

U, 9)| < (Z wik(t, s ) < DyePrete)(t=s)+(u+2e)s (10.18)
k=1

This establishes the first inequality in (2.7). Similarly, the entries of the matrix
Ut,s)™! = X(s)Z(t)* are

wik (t, 8) = wik(s,t) Zx” s)zpj(t

Therefore, using (10.16),

L
|wzk t s | < Z|x” |Zk] | < Zd2 (ajt+e)s+(Bj+e)t
j=1
= Zd%e—(aj+8)(t—3)+(aj+ﬁj+26)t
j=1

< €d2 (M +e)(t— s)+('yU+2s)t

Arguing as in (10.17) and (10.18) we obtain the second inequality in (2.7).
We now consider the operator

V(t,s)™ =Y ([0)Y(s)"H) T =Y ()Y ()7,

where Y (t) is a fundamental solution matrix of the equation w’ = —C(¢)*w
Let W(t) = [Y(t)*] ™. We proceed in a similar manner to that for the operator
U(t,s). Namely, starting by taking derivatives in the identity

YY)t =Y )W (t)* =1d,

we can show that W’(t) = —C(¢)*W(t), and thus W (t) is a fundamental
solution matrix for the equation w’ = —C(¢)*w. Let now y1(t), ..., Yn—e(t)
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be the columns of Y (), and wy(t), ..., wp—e(t) the columns of W () (notice
that n — ¢ = dim F'). For each j =1, ..., n — ¢ we set

n; = A(y;(0)) and ¢ = p(w;(0)).
Given € > 0 there exists a constant do = da(g) > 1 such that
;)] < doe™t and  |Jw;(t)|| < doelsr+e)t

foreach j =1,...,n—fand t > 0. It follows from the identity W (¢)*Y (¢) = Id
that (y;(t), w;(t)) = d;; for every ¢ and j, and thus, eventually rechoosing the
matrix Y'(t) we can assume that

max{n; + ¢ :j=1,....,n— L} =yy.
The entries of the matrix Y (s)Y (t)~! = Y (s)W (t)* are

vlk‘ S, t E ylj wkj

where y;;(s) is the i-th coordinate of y;(s), and wg;(t) is the k-th coordinate
of w;(t). We obtain

n—~{
o (s, 8)] <D i (5)] - |wrs (D)) < Z [l ()1 - Nl @)
j=1

n—~_ n—~{
< ZdQ (nj+e)s+(¢i+e)t ZdQ —(nj+e)(t—s)+(n;+¢;+2e)t
j=1 j=1

< (n-— g)dge—(>\k+1+8)(t—8)+(7v+28)t’

and thus, in a similar manner to that in (10.17) and (10.18), setting Dy =
(n — £)%d3, we conclude that

n——n—~0

1/2
IV(t.s) ™l < (ZZM s.1) ) < Doem Owra e t=9)+Gu-420)0

=1 k=1

This gives the third inequality in (2.7). The last inequality can be obtained
in an analogous manner. O

We note that although the proof of the theorem provides explicit values
for possible constants a, @, a, b, b, b, these are not necessarily optimal. In
particular, the proof does not discard the possibility of having the limit case
e =01in (10.14)—(10.15).

One can easily obtain an entirely analogous statement to that in Theo-
rem 10.6 by assuming that there is at least one positive Lyapunov exponent
(instead of at least one negative Lyapunov exponent).
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10.3 Bounds for the regularity coefficient

Following the discussion in the introduction to the chapter, it is of considerable
interest to obtain sharp lower and upper bounds for the regularity coefficient
v(A, i) (see Section 10.1 for the definition), if possible expressed solely in
terms of the matrices A(t) (in particular without the need to know any explicit
information about the solutions of the linear equation in (10.2)). This is the
objective of this section. We continue to assume that A: Rf — M, (R) is a
continuous function satisfying (10.1).

10.3.1 Lower bound
We first obtain a lower bound for the regularity coefficient.

Theorem 10.7. The regularity coefficient satisfies

1 I I
(A p) > = (hm sup — / tr A(T) dr — liminf — / tr A(T) dT) .

t——+oo t—+o0

Proof. Let vy, ..., v, be a basis of R™ and for each i let v;(t) be the solution
of (10.2) with vg = v;. Then the vectors vy (), ..., v,(t) are the columns of a
fundamental solution matrix X (¢) of the equation v = A(t)v. It is well known
that for every t > 0,

det X ()

qt X(0) = exp/O tr A(T) dr. (10.19)

Furthermore, |det X (¢)] < [T, ||vi(¢)|]. Therefore,

I -
lim sup — / tr A(r) dr < Z A(v;). (10.20)
t——+oo 0 i—1
Let now wy, ..., w, be another basis of R™. For each i, we denote by w;(t) the

solutions of (10.6) with wg = w;. Proceeding in a similar manner, we obtain

I 1 [ <
lim inf f/ tr A(7) dr = — limsup E/ tr(—A(T)")dr > — Z,u(wi).
0 0 i=1

t—+o0 t——+o0

(10.21)

Therefore,

1 t 1 t n
lim sup — / tr A(7) dr — liminf — / tr A(t) dr < Z()‘(%) + p(w;)).
t—+oo € Jo t=roe i Jo i=1

We now require, in addition, that the bases vy, ..., v, and w1, ..., w, satisfy
(vi,w;) = &;; for each ¢ and j, and that the minimum in (10.10) is attained
at this pair, that is,
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YA ) = max{A(v;) + plug) : 1 <7 < .

We then obtain
Z(A(vi) + p(w;)) < nmax{A(v;) + p(w;) : 1 <i<n}=nvyAu). (10.22)

The desired result follows immediately from (10.21) and (10.22). O

We now present a nontrivial geometric consequence of Theorem 10.7. Let
v1, ..., Up be a basis of R". We denote by I,(t) the n-volume of the paral-
lelepiped defined by the vectors v (t), ..., v,(t), where v;(t) is the solution of
(10.2) with vg = v;, for i = 1, ..., n. Thus, as in (10.19),

L (8)/ 1 (0) = exp /0 or A(r) dr,

and it follows immediately from Theorem 10.7 that

lim sup E log I, (t) — lim inf 1 log I, () < ny(A, p).
t—too b t—+oco t

This inequality shows that the regularity coefficient measures the deviation

from the existence of an exponential growth rate of n-volumes defined by

solutions of the differential equation. In particular, when the equation in (10.2)

is regular, there exists the exponential growth rate

.1 1t
tl1_~_1rr10o . log I, (t) = tl1+moo . /0 tr A(7)dr (10.23)
(and in particular the limit in the left-hand side of (10.23) is independent of

the basis). We refer to Section 10.4 for more general statements. See Chap-
ter 11 for a related discussion in the infinite-dimensional setting.

10.3.2 Upper bound in the triangular case

We now obtain an upper bound for the regularity coefficient. We start with
triangular matrices (either all lower triangular or all upper triangular) in
which case the results can be written more explicitly. The reduction to the
triangular case is performed in Section 10.3.3.

For each k =1,...,n, consider the numbers

t——+oo t——+oo

1/ 1 [
a;, = liminf f/ ag(t)dr and @ = limsup : / a(7) dr,
0 0

where a1 (¢), ..., a,(t) are the entries in the diagonal of A(t). The upper bound
for the regularity coefficient (A, ) is expressed in terms of these numbers.
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Theorem 10.8. If A(t) is upper triangular for everyt > 0, then the regularity

coefficient satisfies
n

Y1) <D (@ — o). (10.24)
k=1

Proof. We denote by a;;(t) the entries of the matrix A(t) for each ¢ and j. In
particular, ay(t) = agx(t) for each k. We first establish two auxiliary results.
Foreachi=1,...,nand t > 0, set

0 ifi>j
25(t) = { el @ii(m)dr ifi=3j, (10.25)

f,f7 Zi:iﬂ aik(s)zkj(s)eﬁ ai(r)dT g if § < j

for some constants h;; to be chosen later. One can easily verify by direct
substitution that the columns of the n x n matrix Z(t) = (2;;(t)) form a basis
for the space of solutions of 2z’ = A(t)z. The columns of Z(t) are z;(t) =
(215(t), ..., 2n;(t)) for j=1,...,n. Given 4,5 = 1,...,n, we write

1
A(zij) = limsup — log|z;; (). (10.26)

t—too b
Lemma 10.9. For every i,j = 1,...,n, we have A\(z;) = @; and

j—1
Mzij) S+ > (@m — a,). (10.27)
m=1
Proof. We show that the elements of each column z;(t) of Z(t) satisfy (10.27)
by choosing appropriate constants h;;. Clearly, A(z;) = @; for i = 1,...,n.
We now proceed by backward induction on i. Namely, for a given i < n,
assume that

i1
Azr;) <@+ Z (@m — @) whenever ¢ +1 < k < j. (10.28)
m=k

We want to prove that for j > i+ 1,

By (10.1) and (10.28), for each € > 0 there exists D > 0 such that
lai(t)| < De's, e~ Jo @is()dT < pel-aite)t

|25 ()] < De@itEm=i @m—an) o)t
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)

for every t > 0 and ¢ + 1 < k < j. Therefore,

/ Z i (s)21; (s)] e~ Jo *e( 7 g

hij k=i+1

A(zij) < hmsup log ( Jo aii(r) dr

t——+oo

< @; + limsup — 1og
t——+oo

/ D3 Z Oé]JrZ,m k am*a?n) Q; +36)5 ds

k=i+1

N

t ,
a +limsup*10g/ D3ne(@itEm =i @ —ay)—ait3e)s g

t——+oo

Set
j—1
i =0 —a;+ > (G — ). (10.29)
m=i+1
For every i < j, let
0 if c;; >0
hij = L (10.30)
400 if Cij < 0.

Then, if ¢;; > 0 we have

1 D3n(e(0ij+38)t _ 1)
Azi) <a; + i -1
(Z ]) =it 121.?201) t o8 Cij + 3¢

and, if ¢;; < 0 we have

1 Dgne(Cij+3E)t
Mzii) < @; +limsup — log ————
( ’L]) K3 t_>+oop t g |CZJ +3€|

Therefore, in both cases,

j—1
)\(Zij) <@;+c;+3=a;+ Z(am —a,,) + 3.
m=i
Since ¢ is arbitrary, we conclude that (10.27) holds for every j > i + 1 (and
thus, for every j > ). This completes the proof of the lemma. ad

We now consider the adjoint equation w’ = —A(t)*w. For each i,j =
1,...,nand t >0, set

0 ifi<j
w;;(t) = e*fot%‘j(T)dT = (10.31)
fh Zk =j agi(8)wr;(s)e” [lau@dr gg if > j

using the constants in (10.30) (these constants are also used in (10.25)). Again,
one can easily verify by direct substitution that the columns of the n x n
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matrix W (t) = (w;;(t)) form a basis for the space of solutions w’ = —A(t)*w.

The columns of W(t) are w;(t) = (w1;(t),...,wy;(t)) for j =1,...,n. Given
i, =1,...,n, we write

. 1
m(wij) = limsup - log [wi; (t)]-

t——+oo t
Lemma 10.10. For every i,j = 1,...,n, we have p(w;;) = —a; and
pwij) < —a; + Y (@ —ay). (10.32)
k=j+1

Proof. We proceed in a similar manner to that in the proof of Lemma 10.9 to
show that the elements of each column w;(t) of W (t) satisfy (10.32). Clearly,
p(wjj) = —a; for j = 1,...,n. We now proceed by induction on i. Namely,
for a given i > 1, assume that

k
wlwry) < —a; + Z (@m — @,,,) whenever j <k <i—1. (10.33)
m=j5+1

We want to prove that for j <i—1,

2
m=j+1

It follows from (10.1) and (10.33) that given £ > 0 there exists D > 0 such
that .
|aki(t)| < ‘Deta7 efo a;;(T)dr < De(a”‘g)t,
|wk:j(t)| < De(_gj+ziyj:1j+l(a’"l_fm,)-"_a)t
for every t > 0 and j < k < i — 1. Therefore,

t i—1

Z ‘akz(S)wa(s)|ef[f aii (1) dT ds
k=3

Jt k=

1 :
p(w;;) < limsup n log e~ Jo aii(r) dr /
h

t——+oo

IN

+ i—1
—a,; + limsup % log / D? Z (=@ F 1 (Fm = )+ 43e)s 1
h

t——+oo i /c:j

)

1 t
< —a, + lim sup ; log / D3ne(cﬁ+3g)5 ds
hyi

t——+oo

using the constants in (10.29). Then, if ¢;; > 0 we have

D3n(e(0_7‘i+36)t _ 1)
Cji + 3¢

1
p(w;j) < —a; + limsup n log

t——+o0
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and, if ¢;; < 0 we have

| 1 | DSne(cji+3€)t
w;ii) < —a,; + limsup - log ———
m(wij) < —ay msup 7 log = e

Therefore, in both cases,

1
,u(w”) S —Q; —+ Cji + 3e = —Qj + Z (am —gm) + 3e.
m=j+1
Since ¢ is arbitrary, we conclude that (10.32) holds for every j < i —1 (and
thus, for every j < ). This completes the proof of the lemma. ad

We now proceed with the proof of Theorem 10.8. It follows from Lem-
mas 10.9 and 10.10 that

)‘(ZJ) = max{/\(zij) D= 17 s ,Tl} < aj + Z(am - gm)v
and

p(w;) = max{p(w;;) :i=1,...,n} < —a; + Z (Cm — )
m=j+1

In particular,

n
AMzi) + p(w;) <Y (@ —ay) foreveryi=1,...,n. (10.34)
k=1
Therefore, in view of the definition of the regularity coefficient (A, i), to prove

Theorem 10.8 it is enough to show that the bases (z1,...,2,) and (w1, ..., wy,)
are dual. First we note that

%(Zi(t),wj(m = (B(t)zi(t), w; (1)) + (zi(t), =B(#) w; (1))

= (B()zi(t), w; (1)) — (B(t)zi(t), w; (1)) = 0,
and hence,
(zi(t), w;(t)) = (2:(0),w;(0)) for every ¢t > 0.
Clearly (2;(0),w;(0)) = 0 for every i < j. Furthermore,

(2(0), wi(0)) = 3 25:(0)w;i(0)
= 25i(0)w;i(0) + 255 (0)wii (0) + D 25(0)wy(0)
Jj=it+1
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for every ¢ = 1,...,n. We now fix ¢ > j and ¢ > 0. We have

9

(zi(t), wi (8)) = D zwa(t)ws (1)

k=j

. (10.35)
= 2s(Dwy; (1) + za(Owig (8) + Y zra(t)w (1).
k=j+1
Note that
Cji = Cki + Cjk (1036)

fork=j5+1,...,1—1 (see (10.29)). We consider two cases:

1. If ¢j; > 0, then hj; = 0 (see (10.30)). By (10.36), for every k such that
j+ 1<k <i—1 we have either ¢ > 0 or ¢;; > 0. By (10.30), we
have hg; = 0 or hji = 0, and thus either z;;(0) = 0 or wg;(0) = 0
(by direct substitution of ¢ = 0 in (10.25)). Furthermore, again since
hj; = 0, it follows from (10.25) and (10.31) that 2;;(0) = w;;(0). Hence,
evaluating (10.35) at ¢ = 0 we find that all terms in the sum are zero,
and thus (z;, w;) = 0.

2. If ¢j; < 0, then hj; = 400 (see (10.30)). By (10.36) and (10.30), for
every k such that j +1 < k < i — 1 we have either hy; = +oo or
hjr = +o00, and thus zx;(+00) = 0 or wy;(+00) = 0. Hence, evaluating
(10.35) at t = 400 we find that all terms in the sum are zero, and thus

<Z7;, wj> =0.
We conclude that (z;,w;) = d;; for every ¢ and j. The theorem follows from
(10.34) and the definition of (A, u). O

We note that the case of lower triangular matrices can be treated in a
similar manner. In fact, with the same notation, the inequality in (10.24) also
holds in the case of lower triangular matrices.

10.3.3 Reduction to the triangular case

The following result shows that we can always assume, without loss of gener-
ality, that the matrices A(t) in (10.2) are upper triangular for every ¢, with
respect to the canonical basis ey, ..., e, of R™. By first performing this reduc-
tion for a given A(t), we can then obtain an upper bound for the regularity
coefficient (A, 1) by applying Theorem 10.8 to the upper triangular matrix
function B(t) obtained in the following statement.

Theorem 10.11. For a continuous function A: Rf — M, (R), there exist
continuous functions B: Ry — M, (R) and U: R — M, (R) such that:

1. B(t) is upper triangular and |B(t)|| < 2n|A(t)|| for each t > 0;
2. U is differentiable, U(0) = Id, and for each t >0, U(t) is unitary and

B(t)=U@®t)""A®)U(t) - U@t)"'U'(t); (10.37)
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3. the initial value problem in (10.2) is equivalent to
¥ = B(t)z, x(0)= v, (10.38)
and the solutions v(t) of (10.2) and u(t) of (10.38) satisfy v(t) = U(t)x(t).
Furthermore, if the function A satisfies (10.1), then

1
limsup - log™ || B(t)| = 0. (10.39)

t—too b

Proof. We apply the Gram—Schmidt orthogonalization procedure to the vec-
tors vy (t), ..., v,(t), where v;(t) is the solution of (10.2) with vg = e;. In this

manner, we obtain functions wuq (t), ..., u,(t) such that:
1. (ui(t),u;(t)) = d;; for each ¢ and j;
2. each function u(t) is a linear combination of v (t), ..., vg(t).
Note that each v (t) is also a linear combination of uq (t), ..., ug(t), and thus
(v;(£),u;(t)) =0 for i < j. (10.40)

Given t > 0 we consider the linear operator U(t) such that U(t)e; = u;(t)
for each 4. Clearly, U(t) is unitary for each ¢, U(0) = Id, and t — U(t) is
differentiable with U’(t)e; = ul(¢) for each i. Set now z(t) = U(t) " tv(t). We
obtain

V() =U'(t)z(t) + U(t)a' (t) = A(t)v(t) = AU (t)z(t), (10.41)

and thus z’(t) = B(t)x(t) with B(t) given by (10.37). Clearly, the function B
is continuous.

Given t > 0, let now V() be the operator such that V(t)e; = v;(t) for each 4,
and set X (t) = U(t)~*V(¢). Since U(t) is unitary, it follows from (10.40) that

0= (vi(t),u;(t)) = (V()es, U(t)e;) = (X (t)es,e5) for i < j.  (10.42)

Therefore X () is upper triangular, and the same happens with X'(¢). Pro-
ceeding in a similar manner to that in (10.41) but now with V(¢) = U () X (¢)
we obtain X'(t) = B(t)X(t) for t > 0. Thus, B(t) = X'(t)X (¢)~! and B(¢) is
upper triangular.

Since U(t) is unitary, it follows from (10.37) that

B(t)+Bt)" =U(t)"(A(t) + AW))U) — (U@ U'(t) +U' (1)U (1))
=U(t)"(AQ) + A())U(t) — %(U(t)*U(t))
= U (A(t) + A(t))U(t).
(10.43)

For each 4, j = 1,...,n and t > 0, we now write b;;(t) = (B(t)e;,e;) and
a;j(t) = (A(t)u;(t),u;(t)). Since B(t) is upper triangular, it follows from
(10.43) that
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whenever i # j. Since U (t) is unitary, the vectors uy (t) = U(t)eq, ..., up(t) =
U(t)e, form an orthonormal basis of R™, and thus

n

D (Aui(t), g (8))uy (1)

n 1/2_
(Z’dﬁu)?) > [ai;(t)|
Jj=1

for every i and j. It follows from (10.44) that

A = [A@)w @) =

|bi; (t)| < 2||A(2)|| for every ¢ and j.

Thus, given v = 31" a;e; with ||v]| = (31, a?)Y/2 = 1, we obtain

g g a;(B(t)e;, e;)e;

s (Zaibij(w) 23S (Zag Zbijm?)
j=1 \i=j J=1 \i=j  i=j
<D0 Thiy()? < an®(| A

j=1i=j

2
IB(t)v||* =

This shows that || B(t)]|< 2n||A(t)]|, and the property (10.39) follows immedi-
ately from (10.1). For the last statement in the theorem it remains to observe
that U(t) is invertible for each ¢, and that v(0) = z(0) = vg since U(0) = Id.
This establishes the theorem. O

Theorem 10.11 implies that, in what respects to the study of Lyapunov
regularity, there is no loss of generality in replacing the initial value problem
in (10.2) by the corresponding problem with the associated triangular matrix
function B(t).

Theorem 10.12. The equation v' = A(t)v is Lyapunov regular if and only if
the equation ' = B(t)x is Lyapunov regular.

Proof. By Theorem 10.11, the initial value problem in (10.2) is equivalent
o (10.38), with the solutions v(¢) of (10.2) and z(t) of (10.38) related by
v(t) = U(t)z(t) with U(t) unitary for each ¢ > 0 (and with U(0) = Id).
Similarly, the initial value problem in (10.6) is equivalent to

y/ = _B(t)*y7 y(O) = Wo, (1045)
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with the solutions w(t) of (10.6) and y(t) of (10.45) related by w(t) = U(t)y(t)
using the same operator U(t). Indeed, using (10.37),

Uy®) =T'y(t) + U@y (t)

— (U — UOBO U U
— CA@ U U@+ UG 0 U 0()
— (a0 + Lwwue)| vy = - A Ty

(10.46)

Since U(t) is unitary for each ¢, the Lyapunov exponents associated with
the equations in (10.38) and (10.45), that is,

¥ =B(t)r and 3y = —B(t)"y,

coincide, respectively, with the Lyapunov exponents A and p associated with
the equations in (10.2) and (10.6), that is,

v =A(t)v and w =—-A(t)*w.

Therefore, the regularity coeflicient of the new pair of equations (10.38) and
(10.45) is the same as the regularity coefficient of the pair of equations (10.2)
and (10.6). This yields the desired result. O

Using the characterization of Lyapunov regularity in (10.11) (and proven in
Theorem 10.19) one could give an alternative proof of Theorem 10.12 simply
using the equations v’ = A(t)v and 2’ = B(t)z. Namely, observe first that
since U(t) is unitary for each ¢, the numbers )\; and dim F; in (10.11) are the
same for both equations. Furthermore, it follows from (10.37)that

tr B(t) = tr(U(t) T AU (t)) — tr(U(t) 1T’ (t))
=tr A(t) — tr(U(t) U (1)).
Since U (t) is unitary,
0=(U@®)U®) =U®)UE)+U®)U'(t)
= U@ U @) +UB)U (@)

and hence, U(t)~*U’(t) = —(U(t)~*U’(t))*. Being skew-hermitian the matrix
U(t)~'U’(t) has zero trace, and thus tr B(t) = tr A(t). In particular, we can
always replace A by B in the left-hand side of (10.11).

10.4 Characterizations of regularity

We first introduce a new coefficient that also measures the regularity. Recall
the numbers \; and p; in (10.4) and (10.8). We also consider the values
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of the Lyapunov exponent A on R™\ {0} counted with multiplicities, that are
obtained by repeating each value \; a number of times equal to the differ-
ence dim E; — dim F;_; (see (10.5) for the definition of F;), with Ey = {0}.
Analogously, we consider the values

22
of the Lyapunov exponent p on R™ \ {0} counted with multiplicities.

Definition 10.13. We say that a basis vy, ..., v, of R™ is normal for the
filtration by subspaces

EiCcEyC---CE,=R"

if for each i = 1, ..., p there exists a basis of E; composed of vectors in
{v1,...,0n}. When vy, ..., v, is a normal basis for the filtration of subspaces
in (10.5) we also say that it is normal for the Lyapunov exponent A (or
simply normal when it is clear from the context to which exponent we are
referring to).

We shall refer to dual bases vy, ..., v, and wy, ..., w, of R™ which are
normal respectively for the Lyapunov exponents A and u, that is, respectively
for the filtration by subspaces

EyC--CE,=R" and F,C.--CF =R" (10.47)
in (10.5) and (10.9) as dual normal bases.

Proposition 10.14. There exist dual normal bases vy, ..., v, and wy, ...,
wy, of the space R™.

Proof. Let v}, ..., v}, be a basis of R” with
A(vy) < -+ < Awp), (10.48)

which is normal for the first family of subspaces in (10.47). We consider an-
other filtration by subspaces

EiCE,C---CE,=R" (10.49)

It is easy to see that there exists a nonsingular upper triangular matrix C'
(in the basis v, ..., v},) such that the new basis v; = Cv, ..., v, = Cv}, is
normal for the filtration in (10.49). On the other hand, in view of (10.48) and
since C' is upper triangular, the new basis vy, ..., v, continues to be normal
for the first family of subspaces in (10.47). We now consider the particular
case of E; = FjL with 7 =1, ..., ¢. Then, vy, ..., v, is a basis of R™ which is

normal simultaneously for the families of subspaces
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EyC--CE,=R" and F‘C.--CF=R"

Then the (unique) dual basis wy, ..., w, of R™ is normal for the family of
subspaces F; with j =1, ..., q. O

Definition 10.15. We define the Perron coefficient of the pair of Lyapunov
exponents A and p by

T\, p) = max{\, + u; : 1 <i <n}.
The Perron coefficient is related with the regularity coefficient as follows.
Theorem 10.16. We have

0 <A p) < v\ p) S (A, p).

Proof. Consider dual bases vy, ...,v, and wy,...,w, of R™. Without loss of
generality we may assume that A(vy) < -+ A(vy,). Let now o be a permutation
of {1,---,n} such that the numbers fi, ;) = p(w;) satisfy iy > -+ > fi,.

Lemma 10.17. We have A(v;) > X, and fi; > p), fori=1,...,n.

Proof of the lemma. We consider only the exponent A, since the argument for
 is entirely similar. Since A; is the minimal value of A on R™ \ {0} we have
A(v;) > A = A, for 1 < i < n. Note that A(v,,4+1) > A1 where n; = dim E;
for each i. Indeed, otherwise we would have vy, ...,v,,4+1 € F1 and

ny = dim Ey > dimspan{vy,...,vp41} =n1 + 1.

Therefore, A\(v;) > Ay = X} for i = ny + 1,...,n2. Repeating the same argu-
ment finitely many times we find that A(v;) > A} fori=1,...,n. O

We now proceed with the proof of the theorem. Fix an integer i such that
1 <i<n Ifi>o(i), then fiy;) > fi; and

max{A(vi) + p(w;) : 1 < i <np = AMovi) + o) = AMvi) + fi-

If i < o(i), then there exists k > i such that ¢ > o(k). Otherwise, we would
have o(i+1),...,0(n) > i+ 1, and hence o(i) < i. It follows that

max{A(v;) + p(w;) : 1 < i <np = Mok) + fioky = Avi) + fli-
Therefore, using Lemma 10.17 we obtain

max{A(v;) + p(w;) : 1 <i <n} >max{\(v;) + ;1 <i<n}
> max{\, + p; : 1 <i<n}=n(\pn).

Hence, v(A, p) > m(A, p).
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On the other hand, by Proposition 10.14 we can consider dual normal bases
v1, ..., Uy and wy, ..., w, of R™ and hence for which the numbers A(v;)
and p(w;) are respectively the values of the Lyapunov exponents A and p
on R™ \ {0}, counted with multiplicities, although possibly not ordered. By
Proposition 10.4 we have A(v;) + p(w;) > 0 for every i. Therefore,

n

0 < Mv;) + p(w;) Z (v;) + p(wy)) = Z()\; + i) <nw(A\ p). (10.50)
i=1 =1

Hence, 0 < y(\, u) < nw(A, p). In particular, m(X, ) > 0. This completes the
proof of the theorem. O

Theorem 10.16 allows us to give several characterizations of regularity.

Theorem 10.18. The following properties are equivalent:

1.y(\,p) = 0;
2. (A p) =0;
3. given dual normal bases vy, ...,v, and wy,...,w, of R™ we have

Avy) + w(w;)) =0 fori=1,...,n; (10.51)

4. N+ p=0fori=1,...,n

Proof. The equivalence of the first two properties is immediate from The-
orem 10.16. Let vq,...,v, and wi,...,w, be dual normal bases. It follows
from (10.50) that property 2 implies property 3. Furthermore, it follows from
the definition of Perron coefficient and Theorem 10.16 that

N+ u,<0fori=1,...,n

In view of (10.50) we find that if property 2 holds then > (X 4+ u}) = 0,
and thus
N+, =0fori=1,...,n,

that is, property 4 holds. On the other hand, clearly property 4 implies prop-
erty 2. a

We also present alternative characterizations of regularity expressed in
terms of the existence of exponential growth rates of volumes. These charac-
terizations have the advantage of being expressed solely using the equation
n (10.2) (without the need for the adjoint equation in (10.6)).

Given vectors vy, ...,v, € R™ we denote the m-volume defined by these
vectors by I'(vi,...,vn). It is equal to |det K|'/2, where K is the m x m
matrix with entries k;; = (v;,v;) for each ¢ and j.

Theorem 10.19. The following properties are equivalent:

1.y(\,pn) = 0;
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1/t :
Jim /O tr A() dr = ;(dim E; — dim E;_1)\;; (10.52)
3. for any normal basis vy, ..., v, of R™ and any m < n there exists the limit

. 1
tl}inoo n log I'(v1(t), . - ., vm (1)),
where each v;(t) is the solution of (10.2) with v;(0) = v;.

Proof. Assume first that (A, 1) = 0. By Theorem 10.7, we have

¢ ¢

lim sup 1/ tr A(7) dr = lim inf 1/ tr A(T) dr,
t—+o00 0 t—+oo ¢ Jg

and there exists the limit in (10.52). On the other hand, by Proposition 10.14

and Theorem 10.18 there exist dual normal bases v1,...,v, and wy,...,w,

of R™ such that (10.51) holds. By (10.20) and (10.21), and the existence of

the limit in (10.52),

n

pr(wi)< lim 1/0 tr A(7) dr <

T t—o4oo t
i=1

In view of (10.51) we find that > ., p(w;) = — > i, A(v;) and

lim %/0 tr A(7)dr = Z)\(vi) = Z)\;

t——+oo
p

Before continuing we proceed in a similar manner to that in the proof
of Theorem 10.11, now for an arbitrary basis vi,...,v, of R™ instead of
€1, .. .,en. Namely, we apply the Gram—Schmidt orthogonalization procedure
to the vectors vy (t), . .., v, (t), where v;(¢) is the solution of (10.2) with vy = v;
(instead of vy = €;). We thus obtain a unitary matrix U(¢) such that the vec-
tors U(t)v; = u;(t) are those obtained from the orthogonalization procedure;
to see that U(¢) is unitary note that

U@ U)o vy) = U, b)) = fut), s (1)) = 5.

Set x;(t) = U(t)~tw;(t) for i = 1,...,n. Repeating arguments in the proof
of Theorem 10.11 (see (10.42)) we find that the n x n matrix X(¢) with
X(t)vy = z1(t),..., X (t)v, = z,(t) is upper triangular (with respect to the
basis v, ..., v,). Since U(t) is unitary, we obtain
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(vi(t), v; () = (U @)z:i(t), Ut)z; (1)) = (xi(t), 25 (2)).

Therefore, since X (t) is upper triangular, for each m < n we have
T'(vi(t),...,om(t) = T'(z1(t),...,xm(t) = H |z (2)], (10.53)
i=1

where x;;(t) = (x;(t),v;) for each i. We also consider the upper triangular
matrix B(t) defined by (10.37).
We now assume that property 2 holds. It is well known that

¢ _ D(vi(t), ..., va(t))
exp/O tr A(T)dr = Tor o)

Using the notation in (10.26), we clearly have A(z;) > A(x4;) for each i. Hence,
provided that the basis vy, ..., v, is normal it follows from property 2 that

f—>+oo

lim - log]_'(vl( )sovson(t)) = Z)\(xi) > Z)\(x”) (10.54)
i i=1
On the other hand, by (10.53),

tllgrnoo - log T'(vi(t),...,va(t)) = tllgloo : Z log |z (t) Z Tii).

(10.55)
Comparing (10.54) and (10.55) we find that

tl}gl - Zlog |z (t)| = Z/\ Tii)- (10.56)

In view of the definition of A(x;;) (notice that it is a limsup), using (10.56)
one can easily verify that A\(z;;) is in fact a limit for i = 1,...,n, that is,

. 1
Mwi) = Am - log |zii ()]
Indeed, if
¢; = liminf — 10g|$”( )| < hmsup log|x”( ) =¢
t—4o0 oo

for some ¢ = j, then choosing a subsequence k,, such that

7 loglzji(km)l — ¢

as m — +00 we obtain
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B R m
lim 7 glog |3 (t)| = mhm . Zlog @i (K|

t——+oo

. 1
=g + lim kf Zlog |xii(k'm)|

i
<TG+ ZE,; =N"g
i#j i=1
It follows from (10.53) that, for each m < n,
li ! log I'(vy (¢ t) = Y li ! 1 i (T
Jim T log P(ur (1), v (1)) = D lim~log (1)

i=1

In particular, property 3 holds.
We now show that property 3 implies property 1. Note that for each m < n,

exp/0 ;b”(s) ds =T'(x1(t),...,zm(t)) = L(v1(t),...,vn(t)),

where b11(s), ..., bnn(s) are the entries in the diagonal of B(s). By property 3,
for m < n there exist the limits

lim %log I'(vi(t),...,um(t)).

t——+oo
Therefore, there also exist the limits

1/t 1 1
lim - [ bpm(s)ds= lim =1 .
Paa W t/o (s)ds = B log o 1)

It follows from Theorem 10.8 that (A, ) = 0. O

10.5 Equations with negative Lyapunov exponents

The purpose of this section is to describe how the results in former chapters
can be applied to nonautonomous linear differential equations with nonzero
Lyapunov exponents (without loss of generality we only consider negative
exponents since the case of positive exponents is analogous). For simplicity
of the exposition we only address the existence of invariant manifolds. We
emphasize that we only consider finite-dimensional spaces in this section. The
approach is based on the fact that essentially all such equations admit a
nonuniform exponential dichotomy (see Theorem 10.6).

We emphasize that there are several difficulties presented by a correspond-
ing generalization to the infinite-dimensional setting. In the case of finite-
dimensional systems, we can apply the classical Lyapunov—Perron regularity
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theory to estimate in an effective manner the deviation of a nonuniform expo-
nential dichotomy from the classical notion of uniform exponential dichotomy.
On the other hand, the full extent generalization of the present approach to
infinite-dimensional systems requires an appropriate development of the regu-
larity theory in this setting. It is however not as developed and presents some
additional technical difficulties, essentially due to the fact that a Lyapunov
exponent may then take infinitely many values, not to mention that the am-
bient space may not have a countable basis. See Chapter 11 for the study of
Lyapunov regularity in Hilbert spaces.

10.5.1 Lipschitz stable manifolds

We now present the results on the existence of Lipschitz stable manifolds for
equations with negative Lyapunov exponents. The manifolds will be obtained
as Lipschitz graphs W € R™*! over an open subset of the space Rar x E (see
(10.5) and (10.12)), where E = Ej, is the linear space corresponding to the
negative Lyapunov exponents of (10.2).

Consider continuous functions A: R& — M,,(R) and f: Rf x R" — R",
satisfying the conditions A1-A2 in Section 4.2 with X = R", and thus with
B(X) = M,(R). For simplicity, we also assume that there exists a subspace
F C R™ such that A(t) has the block form in (2.19) with respect to the direct
sum R" = E @ F (which is independent of time).

As in Section 10.2 we assume that there is at least one negative Lyapunov
exponent (see (10.12)). We consider the conditions

M +v +(w+w)/g <0 and A+ v < A, (10.57)

with the same constants as in (10.12) and (10.13). Note that both inequalities
in (10.57) are automatically satisfied when the regularity coefficients vy and
vy are sufficiently small, and that the first inequality is satisfied for a given
YU < |Ak| provided that ¢ is sufficiently large.

In view of (10.57) we can choose £ > 0 such that

a+a<0 and a+b<p, (10.58)

with the constants given by (10.14)—(10.15). Note that in view of the first
inequality in (10.58) we have indeed @ < 0 as required in (2.6). We also
consider the constants a and 8 given by (4.8) and (4.12) with the values of a
and b in (10.14)—(10.15).

The following is an immediate consequence of Theorem 4.1 (we use the
same notation as in Section 4.2).

Theorem 10.20. Assume that A1-A2 hold. If the conditions in (10.57) hold,
then for each € > 0 satisfying (10.58) with the constants in (10.14)—(10.15),
there exist 6 > 0 and a unique function ¢ € X, such that the set W in (4.11)
has the properties in Theorem 4.1.
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We can also formulate a corresponding statement concerning the existence
of unstable manifolds. These are analogous to the former ones, and correspond
to consider the Lyapunov exponent A~ : R™ — R U {—o0} defined by

1

A7 (vg) = limsup — log ||v(¢)|| (10.59)

t——oc |t]

where v(t) is the solution of (10.2). It follows from Proposition 10.2 that the
function A\~ takes at most p~ < n distinct values on R™ \ {0}, say

—oog)\;_ <-~«<>\,;_+1<0§>\,:_ < <AL

for some 1 < k~ < p~, assuming that there is at least one negative Lyapunov
exponent, with respect to the Lyapunov exponent A~ in (10.59). We can then
proceed in a similar manner to obtain the existence of Lipschitz unstable

manifolds as an application of Theorem 4.9.

10.5.2 Smooth stable manifolds

We present here the results on the existence of smooth stable manifolds for
equations with negative Lyapunov exponents. We now assume that the func-
tions A: Rf — M, (R) and f: R} x R® — R™ are of class C' and that they
satisfy the conditions B1-B2 in Section 5.1. We also consider the conditions

Ak + 49 <min{A, — Ay, (2 —¢)9} and  Ap + 9 < Apga, (10.60)
where ¥ = max{yy,yv}. In view of (10.60) we can choose £ > 0 such that
qa +4max{a,b} <a@—>b and @+ (1 +2/q)max{a,b} <0, (10.61)

where the constants in (10.61) take the values given by (10.14)—(10.15). We
also consider the constants « and v given respectively by (4.8) and (5.3) again
with the values of a and b in (10.14)—(10.15).

The following is an immediate consequence of Theorem 5.1.

Theorem 10.21. Assume that B1-B2 hold. If the conditions in (10.60) hold,
then for each € > 0 satisfying (10.61) and o > 0, there exist 6 > 0 such that
for the unique function ¢ € X given by Theorem 10.20, the set V C W in
(5.4) is a smooth manifold of class C* containing the line (9, +o0) x {0} and
satisfying T(s,0)V = R x E for every s > o.

In a similar manner to that in Section 5.2 we can apply Theorem 10.21
(and the corresponding version for the case of unstable manifolds) to obtain
smooth stable and unstable manifolds of nonuniformly hyperbolic trajecto-
ries corresponding respectively to the negative and to the positive Lyapunov
exponents for the linear variational equation.
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10.6 Measure-preserving flows

We show here that from the point of view of ergodic theory almost all linear
equations in (10.2) obtained as linear variational equations from a measure-
preserving flow have a and b in (2.7) as small as desired. We emphasize that
no material in this section is required in any other place in the book.

Recall that a (measurable) flow ¥,: M — M preserves a measure v on M
provided that v(¥;A) = v(A) for every measurable set A C M and every
t € R. We will show how the following result can be obtained from standard
results of ergodic theory.

Theorem 10.22. If F' is a vector field on a smooth Riemannian manifold M
defining a flow W; which preserves a finite measure v on M such that

/ sup log™||d, %] dv(z) < oo, (10.62)
M

—1<t<1

then for v-almost every x € M the evolution operator defined by the linear
variational equation

v = A (t)v, with Ay(t) = dy,. F (10.63)

admits a strong nonuniform exponential dichotomy in R with arbitrarily small
constants a and b.

Before giving the proof of Theorem 10.22, we need to recall some material
from the theory of nonuniformly hyperbolic dynamical systems. We refer the
reader to [1, 2, 3] for detailed expositions.

Consider a flow ¥; in a Riemannian manifold M, as in Theorem 10.22.
Given z € M and v € T, M, we define the forward Lyapunov exponent of
(z,v) by

1
AT (z,v) = limsup — log||(d,;)v||. (10.64)
t——+oo t
For each 2 € M, there exist a positive integer p™ (x) < n, a collection of values
M (z) <A (2) <--- < )\;Jr(x) (z), and linear subspaces

{0} = Bf (2) € B} (@) € -+ € By (@) = ToM

such that:

1. Ef(x) = {v e T, M : \*(z,v) <\ (2)};
2. if v e Ef (x)\ B (), then A\*(z,v) = A\f (2).

The collection of linear spaces E; (z) is called the forward filtration of T, M.
For each 1, let
kf (z) = dim B} (2) — dim E;F | (2).

(2
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One can easily verify that the functions z — p*(z), z — A/ (x), and
x — ki (z), for i =1, ..., pT(z), are invariant under the flow ¥;. This is
a consequence of the identity

A (g, (d,Ws)v) = AT (z,v).

Definition 10.23. We say that x is a forward regular point for the flow ¥,

if
pt(z)
tl}mooflog|det(d )| = ; A @)k (2).

Similarly, given x € M and v € T, M, we define the backward Lyapunov
exponent of (x,v) by

A7 (x,v) = limsup — log||(d U)ol

t——oco [t]
For each = € M, there exist a positive integer p~(z) < n, a collection of values
A (z) > > )\;,(m)(gc), and linear subspaces

ToM = By (2) 2+ 3 B ) (#) D B4, (2) = {0}

such that:

1. E; () ={veT,M: A\ (z,v) <X, (2)};
2. ifve E (x)\ B (x), then A\~ (z,v) = A\] (2).

The collection of linear spaces E;" (z) is called the backward filtration of T, M.
For each i, let
ki (z) = dim B} (v) — dim B ().

Similarly, we have A~ (¥sz, (dg¥s)v) = A~ (z,v), and one can easily verify that
the functions z +— p~(x), z +— A; (z), and = — k; (z), fori =1, ..., p~ (x),
are invariant under the flow ¥;.

Definition 10.24. We say that x is a backward regular point for the flow
@ of
p~ (=)

Jim i |log|det (da)] Z:

Definition 10.25. We say that the above forward and backward filtrations
comply at the point x € M if the following conditions hold:

1. p(x) :==pt(z) = p~ (x);
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2. there exists a decomposition Tp,M = @ffl) H;(x) into subspaces H;(x)
such that for eachi=1, ..., p(x),

(deWy)H;(x) = Hi (W) for every t € R,

p(z)

Ef@) = @H@) and B (@) = H ()

3. Xi(x) == A (2) = =] (@) for eachi=1, ..., p(x);

K2

4.ifve Hi(z)\ {0} and i =1, ..., p(x), then

. 1 ] 1 )
i 7 log sup I(de)o]l = B+ log inf [[(do7:)ol] = Xi(=),

where G; = {v € Hy(x) : ||v]| = 1}.
We can now introduce the concept of Lyapunov regularity.

Definition 10.26. We say that a point x € M is Lyapunov regular or simply
regular for the flow W, if the following conditions hold:

1. © is forward and backward regular for the flow Wy ;
2. the forward and backward filtrations comply at x.

One can easily verify, as a consequence of the invariance of the functions
pt, )\f, and kzi under the flow ¥, that a point x € M is regular if and only
if Y,z is regular for every ¢ € R.

Although the notion of regularity requires a substantial structure, it turns
out that at least from the point of view of ergodic theory it is rather common
(see [1, 3]).

Theorem 10.27 (Multiplicative Ergodic Theorem for flows). Let ¥; be
a flow on M preserving the finite measure v. If the condition (10.62) holds,
then the invariant set of regular points for Wy has full v-measure.

Given € > 0 and a regular point x € M for the flow ¥;, we introduce an
inner product on the tangent space T, M by

(0,00 = [ (s (2
R

if u, v € Hy(x), where (-,-), denotes the original inner product on T, M. We
also set (u,v)!, = 0 if v € H;(z) and v € H;(x) with ¢ # j. This is called a
Lyapunov inner product, and the induced norm is called a Lyapunov norm.
We also say that a linear transformation C.(z): T, M — T, M is a Lyapunov
change of coordinates if it satisfies

(u, )y = (Ce(z)u, Ce(x)v),.

With the help of the Lyapunov inner product one can establish the follow-
ing statement, that is usually called Oseledets—Pesin Reduction Theorem for
flows.
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Theorem 10.28 (see [3]). Let ¥; be a flow on M preserving the finite mea-
sure v. Given € > 0, if x is a regular point for W, then for any Lyapunov
change of coordinates the following properties hold:

1. the linear map A (z,t) = Co(¥yx) 1 (d,W;)C.(z) has the block form

Al(z,t)
Ac(z,t) = ' , (10.65)

AR (2, 1)

where AL(z,t) is a k;(z) x k;(z) matriz fori =1, ..., p(x), and the entries
of Ac(x,t) are zero elsewhere;
2. each block AL(z,t) satisfies

AN < AL, 1) | < AL ) < MEHEL(10.66)

We note that the version of Theorem 10.28 in [3] only considers the case
of discrete time, although the necessary changes to pass from discrete time to
continuous time are straightforward.

We can now establish the announced result with the help of Theorem 10.28.

Proof of Theorem 10.22. Since ¥, is the flow defined by the vector field F', for
each x € M the general solution of the linear variational equation in (10.63)
is given by v(t) = (dy¥:)vo, with vg € T, M. In particular, for each x € M
the values of the Lyapunov exponent A associated with the equation in (10.3)
with A(t) = A, (¢), that is, the numbers in (10.4), coincide with the values of
the forward Lyapunov exponent AT (z,-) in (10.64).

Let z € M be a Lyapunov regular point, and let

)\1($) < e K )\k(m)(.’ﬂ) <0< )\k(m)—&-l(@') < e <K )\p(z)(m)

be the values of the forward Lyapunov exponent at = (which coincide with
the symmetric of the values of the backward Lyapunov exponent at z). By
Theorem 10.27, the set of regular points has full v-measure. For any such point
it follows from Theorem 10.28 that after any Lyapunov change of coordinates
the derivative d,W; has the block form in (10.65). Note that the evolution
operator associated with (10.63) is given by

T(t,s) = dy oW s = d Wy (d W) L.
In the new coordinates, it follows readily from (10.66) that for any ¢, s € R,

e—)\i(z‘)s—ds\e/\i(a;)t—s\ﬂ < ||Aé($,S)Ai($,t)_1H_l
< AL, )AL, )| < Al Nl

which for ¢ > s > 0 we rewrite in the form
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eMEIFIE=I 2 < || AL (2, 8) AL, 1) M|

. ) 10.67
< A (0, )AL (0, 8) 1| < cOureeremysass (100

We now put together the blocks corresponding to negative and nonnegative
values of the Lyapunov exponent, that is,

Al(,1) AR 1)

’ and ,
£ (8 AP (1)

that we denote respectively by B.(z,t) and C.(x,t). It follows readily from
(10.67) (and the fact that the functions k;(x) are independent of ¢) that for
each t > s >0,

e()\l(w)+s)(tfs)72at < HBE(»T, S)Bs(m,t)71||7l

< HBE(J?,t)Bg(J),S)_ln < 6()\;9(10)(ac)—&-s)(ii—s)+2z-:s7

e(/\k(x>+1(:v)+s)(tfs)72at < HCE(:C,S)CE(x,t)’lH’l
< HCE(a:,t)CE(x,S)_lﬂ < e()\p(z)(m)+s)(t—s)+2ss.

Thus, for each regular point © € M, the evolution operator with components
Ul(t,s) = Bo(z,t)Be(x,s)"" and V(t,s) = C(x,t)Cc(z,5) "

defines a strong nonuniform exponential dichotomy in R, with the constants
in (2.6) given by

a=\(z)+e¢, a:>\k(ac)(‘r)+5v a=2¢,

b= Ne(oy41(2) + ¢, b= Ap(z)(®) + &, b=2e.
The desired result follows now from the arbitrariness of e. O

By Theorem 10.22, from the point of view of ergodic theory, “most” linear
equations admit a strong nonuniform exponential dichotomy with arbitrarily
small ¢ and b, up to an appropriate Lyapunov change of coordinates. We
emphasize that the study of invariant manifolds in Chapters 4-8 does not
require these numbers to be zero (or even to be arbitrarily small), but only
to be sufficiently small when compared to the Lyapunov exponents.
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Lyapunov regularity in Hilbert spaces

The regularity theory presented in Chapter 10 is closely related to the ex-
istence of nonuniform exponential dichotomies (see Section 10.2). Unfortu-
nately, it can only be applied to dynamical systems in finite-dimensional
spaces. Hence, it is important to develop counterparts of the theory in infinite-
dimensional spaces. The main goal of this chapter is precisely to introduce a
version of Lyapunov regularity in Hilbert spaces, imitating as much as pos-
sible the classical theory introduced by Lyapunov in R"™. We also describe
the geometric consequences of regularity, that are related to the existence of
exponential growth rates of norms, angles, and volumes determined by the
solutions. We shall see in Chapter 12 that this generalization can be used
to establish the persistence of the asymptotic stability of solutions of non-
linear equations under sufficiently small perturbations of Lyapunov regular
equations, again in the infinite-dimensional setting of Hilbert spaces. The ex-
position is based in [7].

11.1 The notion of regularity

We introduce in this section the concept of Lyapunov regularity in a separable
Hilbert space by closely imitating the corresponding classical notion in R™ (see
Section 10.1).

Let H be a separable real Hilbert space (we can also consider complex
Hilbert spaces with minor changes). We denote by B(H) the space of bounded
linear operators on H. Let A: R — B(H). We continue to assume that (10.1)
holds, and we consider the initial value problem

o' = A(t)v, v(0) = vy, (11.1)

with vg € H. Under these assumptions, one can easily show that (11.1) has
a unique solution v(t) and that this solution is global for positive time. We
define the Lyapunov exponent A: H — R U {—oo} for (11.1) by
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1
Avo) = limsup — log||v(t)]] (11.2)
t——+oo t
(with the convention that log0 = —o0). We also fix an increasing sequence of

subspaces H; C Hy C --- of dimension dim H,, = n for each n € N, such that
the closure of their union is equal to H. By Proposition 10.2 (since H,, is a
finite-dimensional vector space), for each n € N the function A restricted to
H, \ {0} can take at most n values, say

—00 < Ay < o0 < Ay, for some integer p, < n. (11.3)
Furthermore, for each i =1, ..., p, the set
Ein={ve H,: Av)<Ain} (11.4)

is a linear subspace of H,,. We can also consider the values

of the Lyapunov exponent A on H, \ {0} counted with multiplicities, ob-
tained by repeating each value A; , a number of times equal to the difference
dim Ei,n —dim Eifl,n (Wlth EO,n == {0})

We consider the initial value problem for the adjoint equation

w' = —A(t)'w, w(0)=w, (11.6)

with wg € H, where A(t)* denotes the transpose of the operator A(t). We
define the Lyapunov exponent py: H — R U {—o0} for (11.6) by

. 1
w(wg) = hmsupglogﬂw(t)”. (11.7)

t——+oo

Again by Proposition 10.2, for each n € N the function u restricted to H,, \ {0}
can take at most n values, say

—00 < fUg,m < -+ < p1, for some integer ¢, < n. (11.8)
Furthermore, for each ¢ = 1, ..., g, the set
Fi,={we Hy:pw) < pin} (11.9)
is a linear subspace of H,,. Similarly, we consider the values
i 2 2 (11.10)

of the Lyapunov exponent g on H, \ {0} counted with multiplicities, ob-
tained by repeating each value p; , a number of times equal to the difference
dim Fi,n —dim Fi+1,n (Wlth Fn+1,n = {0})
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We always assume in this chapter that the Lyapunov exponents A and p
take exactly the countable number of values in

NnneNi=1,...,n} and {u,:neNi=1,...,n}  (11.11)

and no other value. We denote respectively by A, and u}, for ¢ € N, the values
of A and p on H \ {0} counted with multiplicities.

We recall that two bases vy, ..., v, and wy, ..., w, of H, are said to be
dual if (v;,w;) = §;; for every ¢ and j, where J;; is the Kronecker symbol.
Imitating the abstract theory of Lyapunov exponents in finite-dimensional
spaces, we introduce the regularity coefficient.

Definition 11.1. We define the regularity coefficient of A\ and pu by

YA, p) = sup{y (A, p) : n € N},

where

(A, ) = min max{A(v;) + p(w;) : 1 < i < n}, (11.12)
with the minimum taken over all dual bases vy, ..., v, and wy, ..., w, of the
space H,,.

It follows from Proposition 10.4, applied to the Lyapunov exponents A
and p restricted to the finite-dimensional vector space H,,, that v, (A, ) >0
for each n € N, and thus v(\, 1) > 0.

Definition 11.2. We say that the equation in (11.1) is (Lyapunov) regular
if (A, 1) = 0.

Note that v(A, p) = 0 if and only if v, (A, ) = 0 for every n € N.

We refer to Sections 11.3, 11.4, and 11.5 for several alternative character-
izations of Lyapunov regularity. We note that in the finite-dimensional case
the notion in Definition 11.2 coincides with the classical notion introduced by
Lyapunov. When there exists § > 0 such that

—00 <N <N, <o <= and pf > ph > >4, (11.13)

the Lyapunov regularity of the equation in (11.1) can be shown to imply that
(see Theorem 11.7)
i + ), = 0 for every i € N. (11.14)

In view of Theorem 10.18, property (11.14) can be seen as a justification of
the notion of regularity in Hilbert spaces given in Definition 11.2 (see also the
discussion in Section 11.4).

We would like to clarify why we work with Hilbert spaces instead of Banach
spaces. One should be able to proceed with a formal generalization and effect
an analogous approach in the case of Banach spaces, namely for operators
A(t) in Banach spaces with a Schauder basis. This is the case for example of
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the spaces LP[0, 1]. We note that a Banach space with a Schauder basis must
be separable, although not all separable Banach spaces have a Schauder basis,
as shown by Enflo in [35]. The present approach in the case of Hilbert spaces
starts by considering finite-dimensional subspaces. To effect a generalization
for Banach spaces, one can try to study the adjoint equation in the dual
space, and consider corresponding finite-dimensional objects for the Banach
space and its dual (starting with the subspaces and the associated differential
equations), instead of only finite-dimensional objects for the original space.
Due to this additional technical complication, the writing would hide the main
principles of the approach presented here, while this does not happen in the
case of Hilbert spaces (see in particular the proof of Theorem 11.3). Another
difficulty is that several norm estimates in the proofs strongly use the fact that
we are in a Hilbert space. In the case of Banach spaces it may not possible
to establish such strong estimates. Finally, one of the crucial aspects of the
classical concept of regularity is the subexponential asymptotic behavior of
the angles between solutions (see Section 11.5). In the case of Banach spaces
we should be able to consider norms of projections instead of angles (this
should be compared with the discussion in Section 2.2).

11.2 Upper triangular reduction

We first perform a reduction of an arbitrary function A(¢) to an upper tri-
angular function, in the following sense. We fix an orthonormal basis of H
by vectors uy, ug, ... (recall that H is a separable Hilbert space), such that
H, = span{uy,...,u,} for each n, that is, the first n elements of the basis
generate H,,. We show that it is always possible to reduce the case of a gen-
eral function A(t) to that when A(t) is upper triangular for each ¢ > 0, with
respect to the fixed basis w1, usg, ... of H. This means that

(A(t)u;, u;) = 0 for each ¢ > 0 whenever i < j.

Note that the basis is independent of ¢. The upper triangular reduction is
important in the sequel, since it allows us to reduce the study of an infinite-
dimensional system to an (infinite) collection of finite-dimensional systems.

Theorem 11.3. For a continuous function A: Rf — B(H), there exist con-
tinuous functions B: Ry — B(H) and U: R — B(H) such that:

1. B(t) is upper triangular (that is, (B(t)u;,u;) = 0 whenever i < j) and
| B(t)|Hnll < 2n||A()|| for each t > 0 and n € N;

2. U is Fréchet differentiable, U(0) = 1d, and for each t > 0, U(t) is unitary
and (10.37) holds;

3. the initial value problem (11.1) is equivalent to

¥ = B(t)z, x(0)= v, (11.15)
and the solutions v(t) of (11.1) and x(t) of (11.15) satisfy v(t) = U(t)x(t).
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Furthermore, if the function A satisfies (10.1), then

hmsup log®||B(t)|H,| = 0 for each n € N. (11.16)

t——+oo

Proof. We follow closely arguments in the proof of Theorem 10.11, although
now in the infinite-dimensional setting. Namely, we construct the operator
U(t) by applying the Gram—Schmidt orthogonalization procedure to the vec-
tors vy (t), va(t), ..., where v;(¢) is the solution of (11.1) with vg = w; for each
t > 1 (where wuy, ug, ... is the fixed orthonormal basis of H). In this manner,
we obtain functions uq(t), us(t), ... such that:

1. (u;(t),u;(t)) = 0;; for each i and j;

2. each function wug(t) is a linear combination of vy (¢), ..., vg(t).
Given ¢t > 0 we define the linear operator U(t): H — H such that U(t)u; =
u;(t) for each 4. Clearly, the operator U(t) is unitary for each ¢, and ¢t — U (%)
is Fréchet differentiable with

U'(t)u; = ui(t) for each i.

Proceeding as in the proof of Theorem 10.11 we find that x(t) = U(t) " v(t)
is the solution of the initial value problem (11.15) with B(¢) given by (10.37),
and that B(t) is upper triangular. Clearly, B is a continuous function.

Write for each i, 7 € N and ¢t > 0,

bij(t) = (B(t)ui,uz)  and  ai;(t) = (A(t)ui(t), u; (1))

Since U (t) is unitary, the vectors uy(t) = U(t)u1, uz(t) = U(t)ug, ... form an
orthonormal basis of H, and thus

[A@] = [IA(#)

Z (Au;(t ))uj(t)

o 1/2
<§hﬂ ) > [ai;(t)|

for every ¢ and j. It follows from (10.44) that |b;;(¢)| < 2||A(¢)| for every ¢

and j. Given v = Y""" | ayu; € H, with ||v| = (3, a?)'/? = 1, we obtain

Z

1Bl = | 303 ar(Btyus, gy |
i=1 j=1
n n 2 n n n
= Z <Z()¢ibij(t)> <, (Za?Zbij(t)r") (11.17)
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Therefore, || B(t)|Hn||< 2n||A(t)||, and the property (11.16) follows immedi-
ately from (10.1). For the last statement in the theorem it remains to observe
that U(t) is invertible for each ¢, and that v(0) = x(0) = vg since U(0) = Id.

This establishes the theorem. O
The advantage of considering upper triangular systems is that we can

consider finite-dimensional systems in H,, = span{uy,...,u,} given by
Y, = Bp(t)yn, with B, (t) = B(t)|H,, and y,(0) = vo|Hp, (11.18)

since for each n the space H,, is invariant under solutions of (11.15). We
can obtain the solution of (11.15) in the form y(¢) = lim,— o0 Yn(t). The
property (11.16) ensures that for each n € N the initial value problem in
(11.18) has a unique and global solution. In this manner the initial value
problem (11.1) becomes essentially a finite-dimensional problem.

11.3 Regularity coefficient and Perron coefficient

We use the same notation as in Section 11.1. In particular, we consider the
values

respectively of the Lyapunov exponents A and p on H, \ {0} counted with
multiplicities (see (11.5) and (11.10)). We imitate once more the abstract
theory of Lyapunov exponents in finite-dimensional spaces.

Definition 11.4. We define the Perron coefficient of A and p by
T(A, ) = sup{\; + p; : i € N}.
We also consider for each n € N the number
(N, p) = max{ X\, +pi, :i=1,...,n}

In the abstract theory of Lyapunov exponents in finite-dimensional spaces
the numbers 7, (A, 1) (see (11.12)) and 7, (A, u) are called respectively the
regularity coefficient and the Perron coefficient of A and p (see Definitions 10.3
and 10.15).

The following theorem establishes some relations between the regularity
coefficients and the Perron coefficients.

Theorem 11.5. For each n € N,
0 < (A 1) S (A 1) S nan (A, p). (11.20)
In addition, if there exists 6 > 0 such that (11.13) holds, then

0<m(Ap) = lm m, (A p) < Hm 5, (A, ) < v(A, ). (11.21)
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Proof. The first statement follows from Theorem 10.16 applied to the Lya-
punov exponents A and pu restricted to the finite-dimensional space H,,.

To show that the sequence (m,), with m, = m,(), 1) is convergent, note
that by the monotonicity in (11.13), given € > 0 one can choose k € N such
that

A\, € (a—e,a) and p; € (b,b+¢) for every i > k, (11.22)

where a = sup; A, and b = inf; u}. In particular,
a+b—e <N, +u,<a+b+e. (11.23)

Furthermore, the numbers A, and p) are obtained respectively from collecting
the numbers )\;’n and u;n More precisely, for each i € N there exist integers
n, p, ¢ € N, with p <n and ¢ < n, such that

X =Ny and g = pg -

We have i > p and ¢ > ¢, and these inequalities may be strict. However, since
the sequence H, is increasing, for a given integer k, if n is sufficiently large,
then all numbers in

N <N and gy > >,

must occur respectively in the two finite sequences in (11.19) (otherwise they
would not occur as values of the Lyapunov exponents A and p). But due to
the monotonicity of the sequences (see (11.13) and (11.19)), we conclude that

Niw = A and g1y, = pi;
for every i < k (and every sufficiently large n). Therefore, in view of (11.22),
max{cg,a+b—c} <m, <max{cy,a+b+c},
where ¢, = max{\, + p; : 1 < ¢ < k}. By (11.23), we conclude that
ek — 2¢ < max{cy, \j, + pp — 2¢} < m, < max{cy, N, + pp, + 2} < ¢ + 2e.

Letting £ — oo we obtain n — oo, and the arbitrariness of ¢ in the above
inequalities implies that the sequence (), is convergent, with limit m (X, p).
We now show that the sequence (7v,), with v, = v, (A, p) is convergent. For
each n, m € N we have

Yntm = minmax{A(v;) + p(w;) : 1 <i<n+m}

11.24

< min max{A(v}) + p(w}) : 1 <i < n+m}, ( )
where the first minimum is taken over all dual bases vy, ..., Vptsm and wq,
<« vy Wyt of the space H,, 4, and the second minimum is taken over all dual
bases v1, ..., v}, and wi, ..., w, ., of the space H, y, such that
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(V1,5 0n) = (W, ..., wp) = Hy,

that is, the first n elements of each basis generate H,,. In a similar manner to
that for the sequence (m,,), it follows from the monotonicity in (11.13) that
given € > 0, if n is sufficiently large, then for each m € N,

Avpti) € (a—¢,a) and p(w,4;) € (b,b+ ¢€) for every i < m.

It follows from (11.24) that v, < max{y,,a+b+e}. Finally, note that for
each n sufficiently large there exists 1 < ¢ < n such that A(v;) € (a—¢€,a) and
w(w;) € (b,b+¢). Therefore, for this i we have A(v;) + p(w;) > a+b—¢, and
hence,

Yntm < max{yn,a+ b+ e} < max{y,, A(v;) + p(w;) + 2} < v, + 2¢.

Letting m — oo and then n — oo, we conclude from the arbitrariness of ¢
that limsup,,_, ., vn < liminf,,_,o 7,. The inequalities in (11.21) follow now
immediately from (11.20) taking limits when n — oo. O

11.4 Characterizations of regularity

Using Theorem 11.5 we can provide several characterizations of regularity (see
Theorem 11.7). Further characterizations are given in Section 11.4.
We recall that a basis vy, .. ., v, of the space H,, is normal for the filtration
by subspaces
E1CE2C"'CEp:Hn

if for each 7+ = 1, ..., p there exists a basis of E; composed of vectors in
{v1,...,v,}. When vy, ..., v, is a normal basis for the filtration of subspaces
E;n with i = 1, ..., p, (see (11.4)) we also say that it is normal for the

Lyapunov exponent A (or simply normal when it is clear from the context to
which exponent we are referring to).

We shall refer to dual bases vy, ..., v, and wy, ..., w, of H, which are
normal respectively for the Lyapunov exponents A and p, that is, respectively
for the filtration by subspaces

ELnC"'CEpmn:Hn and qunC-..CFl,n:Hn

in (11.4) and (11.9) as dual normal bases. The following is an immediate
consequence of Proposition 10.14.

Proposition 11.6. There exist dual normal bases vy, ..., v, and wy, ..., Wy
of the space H,.

We provide several characterizations of Lyapunov regularity in terms of the
regularity and Perron coefficients, and in terms of the values of the Lyapunov
exponents A and .
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Theorem 11.7. The following properties are equivalent:

1. the equation in (11.1) is Lyapunov regular, that is, y(A\, u) = 0;
2. Y (A, 1) = 0 for every n € N;
3. (AN ) =0 for every n € N;
4. for every n € N, given dual normal bases vy, ..., v, and wi, ..., w, of
the space Hy,
Avi) + p(w;) =0 fori=1, ..., n; (11.25)

5. for every n € N,
N + i =0 fori=1,..., n. (11.26)

In addition, if (11.13) holds for some § > 0, and the equation in (11.1) is
Lyapunov regular, then w(\, u) = 0 and the property (11.14) holds.

Proof. By (11.20), we have v, (X, u) > 0 for every n € N, and the equivalence
of the first two properties is immediate from the definition of the regularity
coefficient. The fact that these are equivalent to the third property follows
readily from the inequalities in (11.20).

We proceed in a similar manner to that in the proof of Theorem 10.16. By
Proposition 11.6 we can consider dual normal bases vy, ..., v, and wq, ...,
wy, of Hy, and hence the numbers A(v;) and p(w;) are respectively the values
of the Lyapunov exponents A and p on H, \ {0}, counted with multiplicities,
although possibly not ordered. By Proposition 10.4 we have A(v;) + p(w;) > 0
for every i. Therefore,

NE

0 < A(wv;) + p(w;) < , (A(vi) + p(w;))

s
Il
_

(11.27)
(Nin + Hin) < (X, ).

|

Il
-

K2

If the equation in (11.1) is regular, we have m, (A, ) = 0 for every n € N, and
thus (11.25) holds. Moreover, by the definition of 7, (X, u) we have \; ,, 4+ ,, <
0 for every ¢, and in view of (11.27) we conclude that (11.26) follows from
property 4. We now show that property 5 yields regularity. Indeed, it follows
from (11.26) that m,(\, p) = 0 for every n € N, and thus the equation in
(11.1) is regular.

For the last statement, observe that using (11.21) we conclude that a regular
equation has Perron coefficient w(\, 1) = 0. Furthermore, in a similar manner
to that in the proof of Theorem 11.5, it follows from the monotonicity in
(11.13) that given k € N, if n is sufficiently large then

Nim =X, and g1, = 11

for i < k. It follows from (11.26) that A, + p} = 0 for every ¢ < k. The desired
result follows now from the arbitrariness of k. O



258 11 Lyapunov regularity in Hilbert spaces

We also present alternative characterizations of regularity, expressed in
terms of the existence of exponential growth rates of finite-dimensional vol-
umes. Given vectors vy, . .., vy, € H we denote by I'(v1, . .., vy, ) the m-volume
defined by these vectors (see Section 10.4 for the definition).

With a slight abuse of notation, given v € H we denote by v(t) the solution
of (11.1) with v(0) = v. For a given continuous function A(t) we consider also
the new function B(t) given by Theorem 11.3 which is upper triangular for
each t > 0.

Theorem 11.8. The following properties are equivalent:

1. the equation in (11.1) is Lyapunov regular, that is, y(\, u) = 0;
2. for each n € N, and each normal basis vy, ..., v, of Hy,

1 < <
liin n log I'(v1(t),...,v,(t)) = Z)‘iv" = Z N
i=1 j=1

t—+oo

3. given n, m € N with m < n, and a normal basis vy, ..., v, of Hy, the
lemat 1
liin Elogf(vl(t)7...,vm(t))

t—+oo

exists;
4. for each n € N,

Pn

1 t n
Jin 3 [ aBEIE s =3 h = X
e tJo i=1 j=1

Proof. We first proceed as in the proof of Theorem 10.12. We recall that by
Theorem 11.3 the initial value problem (11.1) is equivalent to

' = B(t)z, xz(0)= vy, (11.28)

with the solutions v(¢) of (11.1) and x(¢) of (11.28) related by v(t) = U(¢)x(t)
with U(¢) unitary for each ¢ > 0. Similarly, the initial value problem (11.6) is
equivalent to

y'=-B1)"y, y(0)=wo, (11.29)

with the solutions w(t) of (11.6) and y(t) of (11.29) related by w(t) = U(t)y(t)
using the same operator U(t) (see (10.46) in the proof of Theorem 10.12).
Since the operator U(t) is unitary for each t, the Lyapunov exponents for
the equations in (11.28) and (11.29) coincide, respectively, with the Lyapunov
exponents A and p for the equations in (11.1) and (11.6). We continue to
denote respectively by A and p the Lyapunov exponents of (11.28) and (11.29).
Furthermore, the regularity coefficient of the new pair of equations ((11.28)
and (11.29)) is the same at that for the equations (11.1) and (11.6).



11.5 Lower and upper bounds for the coefficients 259

In view of the above discussion, the equation in (11.28) is Lyapunov regular
if and only if the same happens with (11.1). By Theorem 11.7, these equations
are Lyapunov regular if and only if ~,, (A, #) = 0 for every n € N.

Since B(t) is upper triangular with respect to the basis uj, ug, ... of H,
and for each n the space H,, is spanned by uy, ..., u,, we have B(t)H,, C H,
for each ¢t > 0 and each n € N. Therefore, we can consider the equation

' = (B(t)[Hn)x

in the finite-dimensional vector space H,. By Theorem 10.19 the following
properties are equivalent:

1. (A ) = 0;
2.
1 t Pn
Jim E/0 tr(B(s)|H,) ds = ;/\n
3. given m < n, and a normal basis vy, ..., v, of H, the limit

lim %logf(ml(t),...,xm(t))

t——+oo

exists, where each z;(t) is the solution of (11.28) with z;(0) = v;.
Note that since U(t) is unitary for each ¢, we have

(vi(t),v;(t)) = (U @)zi(t), Ut)z;(t)) = (wi(t), 2;(t)).
Therefore,
F(Ul(t)a sy Um(t)) = F(‘Tl(t)a ce 7xm(t))' (1130)
Furthermore, it is well known in the finite-dimensional setting that

I(v1(t),. .., v,(t))
I'(vi,...,v,)

:exp/o tr(B(s)|Hy,) ds. (11.31)

The desired statement can now be easily obtained by putting together the
above results. a

11.5 Lower and upper bounds for the coefficients

We obtain here sharp lower and upper bounds for the Perron coefficient and
the regularity coefficient, in terms of the upper triangular operator B(t).
We first obtain bounds for the exponential growth rate of volumes.

Theorem 11.9. For each given n € N, let vy, ..., v, be a normal basis of Hy,
such that vy, ..., v,_1 18 a normal basis of H, 1. Then we have the following
properties:
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1.
1 t
hmsup log I, (t) = lim sup 7/ tr(B(s)|Hyp) ds < ay,
t——+oo t t——+oo 0
1 t
lim inf — logF (t) = liminff/ tr(B(s)|Hy,) ds (11.32)
t——+oo t——+oo 0
> an —nmp(A @)
2 Ay — n’Yn()\a,U)7
where
pn
L) =T(n(t),...,va() and a, = Z/\i,n Z)\] n
i=1
2.

lim sup — 1og pn(t) = limsup - / bn(s

t—+o0 t—+o0
< Avn) + (0= Dmn1(A, 1)
< )‘(vn) (n - 1) 1(/\7:“)7 (1133)

t——+oo t——+o0

liminf — 10g pn(t) = liminf - / bnn(s)ds
Z )\(Un> - nﬂ-n()‘nu) Z >\(’Un) - n'Yn(Aa /J/)a
where by (t) = (B(t)un, un), and p,(t) is the distance from vy (t) to the
space U(t)Hyp—1.

Proof. The equalities in (11.32) follow readily from (11.31). For the first in-
equality, note that I,(t) < [];_,[lv;(t)||. Since vy, ..., v, is a normal basis of
H,, we obtain

hmsup logF ) < Z)\ Vi) = an.

t——+oo

For the remaining inequalities in (11.32), note first that given a basis wy, ..
wy, of H, we have an analogous identity to (11.31), namely

)

I'(wy(t),...,wy(t)) /t
=ex tr(—(B(s)|Hy)) ds, 11.34
et oy [ (- (B0l (11.34)
where wq(t), ..., wy(t) are the solutions of (11.6) with w;(0) = w; for each

i=1,...,n. By (11.31) and (11.34),
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t

o] .1
ltlI*I)leI{.lj n log I, (t) = lggggj n /0 tr(B(s)|Hy) ds

¢
:—limsupl/ tr(—(B(s)|Hy,)") ds
t—+oo t Jo

n

= —limsup%logf(wl(t),...,wn(t)) > —Zu(wj).

t—-+o00 J=1
We now assume that w, ..., w, is a normal basis (with respect to p). Then,
using (11.20),
| - < / /
1t1£r)1¢£1§ 7 log Ia(t) = an — Z;()\(Uﬁ + p(w;)) = an — Z;()‘j,n + 1)
j= j=

Z Qp — n’frn()\ﬁﬁ) 2 Gp — n%z@\»ﬂ)

This completes the proof of the first statement.
For the second statement, we observe that in view of (11.30), since B(t) is
upper triangular,

0= O T a9
and
/ bnn(s)ds:/ tr(B(s)|Hn)ds—/ tr(B(s)|Hp—1) ds
0 0 0 (11.36)
g L(O/T0)
anl(t)/anl(O)
Thus,

t
pn(t) = eXp/ bnn(s) ds,
0

and we obtain the equalities in (11.33). It follows from (11.35) and (11.32)
that

1 1 1
lim sup - log py, (t) < limsup n log I, (t) — ltim_&nf n log I'—1(t)

t—too U t—+00
< Z Avj) = Z Awj) + (n = Dmp_1(As p)
=Avp) + (n—1)m_1(\, )
< Aon) + (0= D)yn-1(A 1),

using (11.20) in the last inequality. Similarly, we obtain
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lim inf — logpn( ) > hmlnf logF (t) fhmsup ; log I, —1 ()

t——+oo — 400 t——+o00
>Z>‘U7 ) —nmp (A 1) — Z)‘UJ
j=1

= AMop) = nmn (A, 1) > )‘(Un) = nYn (A 1)

This completes the proof. O
We note that there always exists bases v1, ..., v, as in the statement of
Theorem 11.9: given a normal basis vy, ..., v,—1 of H,_1, it is sufficient to

select any vector
S (Ek,n \ Ekrfl,n) N (Hn \anl);

where k < p,, is the smallest integer such that Ey , N (H, \ Hp—1) # @.
We now obtain the bounds for the Perron coefficient and the regularity
coeflicient. Set

1/t _ 1 [t
B, = liminf 7/ (B(s)ui,u;)ds and [, = limsup 7/ (B(s)u;,u;) ds.
0 0

—t  t—too t—+00

Theorem 11.10. If B(t) is the upper triangular operator obtained from A(t)
as in Theorem 11.8, then

sup 226 B.) <v(\p) SZ (11.37)

n>1"M
In addition, if (11.13) holds for some 6 > 0, then

s LS 0B <) < E-g). (1)
=1

n— 00 :
i=1

Proof. It follows from Theorem 10.8 that

YA ) <D (B = B,)-

i=1

This readily gives the second inequality in (11.37). Thus, by Theorem 11.5,
we also obtain the second inequality in (11.38) provided that (11.13) holds.
By Theorem 11.9 (see (11.33)), for each i € N,

Bi o éz < (Z - 1)’71‘71()\7/1) + i'yi()\,,u)

' . (11.39)
< (20— D)max{v;(\,pu) :i=1,...,n}.

Summing over i we obtain
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n

Z(BZ -B,) < n?max{v;(\,p) :i=1,...,n}.

i=1

This establishes the first inequality in (11.37). For the first inequality in
(11.38), note that by (11.39) and (11.20),

Bi— B, < (i — 1)*miy (A, p) +i*mi(\, )
< iQ[’/Ti—l()‘a :U‘) + 7Ti(>\a /u’)]

Again by Theorem 11.5, we have 7(A\, u) = lim,— oo T (A, 1) when (11.13)
holds, and thus,

R
T\ p) = lim =% (A p).

i=1
Therefore,
1 n 71‘ _ ) 1 n
hrrlrisogp n ; é 72 él = nh—{r;o m ;[Wkl()\a n) + (A p)] = w(A, p).
This completes the proof. a

By Theorem 11.10, the equation v’ = A(t)v is Lyapunov regular if and
only if 8, = f3; for every i € N. In fact we can formulate a slightly stronger
statement.

Theorem 11.11. The following properties are equivalent:

1. the equation in (11.1) is Lyapunov regular, that is, (X, u) = 0;
2. for each n € N, the limit

exists;
3. for each n € N, the limit

exists.

Proof. The equivalence between the first and third properties is immediate
from Theorem 11.10. The equivalence to the second property follows readily
from (11.36). O
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Stability of nonautonomous equations
in Hilbert spaces

We study in this chapter the persistence of the asymptotic stability of the
zero solution of a nonautonomous linear equation v’ = A(t)v under a pertur-
bation f, that is, for the equation v = A(t)v + f(t,v). We recall that there
are examples, going back to Perron, showing that an arbitrarily small per-
turbation of an asymptotically stable nonautonomous linear equation may be
unstable. In fact it may be exponentially unstable in some directions, even
if all Lyapunov exponents of the linear equation are negative. It is of course
possible to provide additional assumptions of general nature under which the
stability persists. This is the case for example with the assumption of uni-
form asymptotic stability for the linear equation, although this requirement
is dramatically restrictive for a nonautonomous system. Incidentally, this as-
sumption is analogous to the restrictive assumption of existence of a uniform
exponential dichotomy for the evolution operator of a nonautonomous equa-
tion (instead of a nonuniform exponential dichotomy). It is thus important to
look for general assumptions that are substantially weaker than the uniform
asymptotic stability, under which one can still establish the persistence of sta-
bility in the nonlinear equation under sufficiently small perturbations. This is
the case of the Lyapunov regularity (see Chapters 10 and 11). In particular, we
show that if the linear equation is Lyapunov reqular, then for any sufficiently
small perturbation f with f(¢,0) = 0 for every ¢t > 0, the zero solution of the
perturbed nonlinear equation is asymptotically stable. We follow closely [7].

12.1 Setup

We consider nonlinear perturbations v' = A(t)v+ f (¢, v) of the linear equation
v’ = A(t)v, and study the persistence of the stability of solutions under suffi-
ciently small perturbations. Without loss of generality, we always assume that
the operator A(t) is upper triangular for every t with respect to the fixed or-
thonormal basis uy, us, ... of H considered in Section 11.2 (see Theorem 11.3).
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We continue to assume in this chapter that the Lyapunov exponents A and p
(see (11.2) and (11.7)) take exactly the values in (11.11), and no other value.
Consider the initial value problem

v =At)v+ f(t,v), v(0) =y, (12.1)
with vg € H. We also consider the conditions:

Hl. A: Rj — B(H) is a continuous function satisfying (10.1) and
(A(t)u;, u;) = 0 for every ¢ < j and every ¢t > 0; (12.2)

H2. f: Rf x H — H is a continuous function satisfying f(t,0) = 0 for all
t > 0, and there exists constants ¢, r > 0 such that

£ (8 u) = £(E ) < ellw = vf|([lull” + o))

for every t > 0, and u, v € H;
H3. |[{vg,un)| < ||lvoll/an for every n > 0, and

[(F(t,u) = f(t,0),un)| < illu — ol (full” +{llI") (12.3)

forevery t > 0, u, v € H, and n > 0, for some positive increasing sequence
(an)n that diverges sufficiently fast.

Under the conditions H1-H2, it can easily be shown that the perturbed equa-
tion in (12.1) has a unique solution v(t). We note that v(t) = 0 is always a
solution of (12.1).

A description of the required speed of a,, in (12.3) is given in Section 12.3.
We remark that the condition (12.3) corresponds to the requirement that the
perturbation is sufficiently small (with respect to some basis). It should be
noted that when the perturbation is finite-dimensional, that is, when there
exists n € N such that f(t,v) € H, for every t > 0 and v € H, then the
requirement (12.3) is not needed, since in this case

(f(t,u) — f(t,0),um) =0

for every m > n. On the other hand, we emphasize that the perturbations
that we consider need not be finite-dimensional.
Consider now the condition

rsup{\, : i € N} +~v(\, p) <0, (12.4)

where the numbers \; are the values of the Lyapunov exponent A on H. Since
v(A, ) > 0 (see Section 11.1), this implies that

sup{\; : i € N} < 0. (12.5)

This property ensures the asymptotic stability of the linear equation in (11.1).
We recall from the introduction that the asymptotic stability of (11.1) is not
sufficient to ensure the stability of the zero solution of (12.1). In fact, there
exist examples for which a small perturbation f makes zero an exponentially
unstable solution (an explicit example is given in the introduction).



12.2 Stability results 267

12.2 Stability results

We formulate here the results on the persistence of stability of the zero solution
of (11.1) under perturbations. It should be emphasized that the results deal
with equations in which the operators A(t) are bounded for every ¢. This has
some drawbacks, since stability questions arise naturally in nonautonomous
partial differential equations in which the operators A(t) may be unbounded.

Theorem 12.1. If conditions H1-H3 and (12.4) hold, then for any positive
sequence (ay)y diverging sufficiently fast, given € > 0 sufficiently small there
exists a constant a > 0 such that any solution of the equation (12.1) with ||v|
sufficiently small is global and satisfies

[o()]| < aeGPNAENH 1 for every t > 0. (12.6)

Note that sup{\, : i € N} + e < 0 for every sufficiently small £ > 0.
The proof of Theorem 12.1 and of the remaining results in this section are
given in Sections 12.4 and 12.5. The following is an immediate corollary of
Theorem 12.1 for regular equations.

Theorem 12.2. If conditions HI-H3 and (12.5) hold, and the equation in
(11.1) is Lyapunov regular, then for any positive sequence (an)n diverging
sufficiently fast, given € > 0 sufficiently small there exists a constant a > 0
such that any solution of the equation (12.1) with ||vo|| sufficiently small is
global and satisfies (12.6).

Theorem 12.1 establishes the persistence of stability of the zero solution
allowing a certain degree of nonregularity for the equation in (11.1), that is,
it may happen that (A, 1) > 0. We note that by (12.4) a higher order r of
the perturbation f allows a larger regularity coefficient. When (A, 1) > 0 the
angles between distinct solutions may vary with exponential speed, essentially
related to y(A, ), although this speed is small when compared to the values of
the Lyapunov exponent, that is, to inf{|A| : ¢ € N}. This strongly contrasts to
what happens in Theorem 12.2 in which case the regularity assumption forces
the angles between distinct solutions to vary at most with subexponential
speed. We refer to Section 11.5 for a detailed discussion.

We now formulate an abstract stability result which will be obtained as
a consequence of the proof of Theorem 12.1. It is somewhat more explicit
about the required speed of a, in (12.3). We continue to assume that the
operator A(t) is upper triangular for every ¢. Let X (¢) be (upper triangular)
monodromy operators for the equation v’ = A(¢)v. These are operators such
that the solution with v(0) = v is given by v(t) = X ()X (0)~tvp.

Theorem 12.3. Assume that conditions H1-H3 hold, and that there exist
constants o < 0 and § > 0, with ra+ 8 < 0, and a positive sequence (cp)n
with 21?;1 ck/ar < 0o such that for everyn € N andt > s > 0,
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X (#)X (s) ! [Hpl| < cpet=21H05, (12.7)

Then there exists a constant a > 0 such that any solution of the equation
(12.1) with ||vo|| sufficiently small is global and satisfies

lo@®)| < ae®||lvol| for everyt > 0. (12.8)

Note that Theorem 12.3 tells us that the required speed for the sequence
(an)n is related to norm estimates for the evolution operators X ()X (s)~! in
finite-dimensional spaces (we can set for example a,, = ¢,n'*™ with 7 > 0).

The following is another consequence of the proof of Theorem 12.1. It has
the advantage of not mentioning the spaces H,,, although at the expense of
requiring more from the evolution operators.

Theorem 12.4. Assume that conditions HI1-H2 hold, and that there exist
a<0and B >0, withra+ (<0, and C > 0 such that

| X (6)X (s)7Y| < Ce =% for every t > s > 0.

Then there exists a constant a > 0 such that any solution of the equation
(12.1) with ||vo|| sufficiently small is global and satisfies (12.8).

We also consider the finite-dimensional case. For simplicity we consider the
space H = R™ with the standard inner product. In this case we can obtain
the following stronger statement, where M(R™) is the set of n x n matrices
with real entries.

Theorem 12.5 ([1, Theorem 1.4.3]). Assume that:

1. A: Ry — M(R") is a continuous function satisfying (10.1);

2. f: Ry x R™ — R" is a continuous function satisfying f(t,0) = 0 for all
t > 0, and there exist constants c, v > 0 such that for every t > 0, and
u, v € R",

£t w) = f(& o)l < ellu =l (Jull” + [lv]");

3.rsup{\, :i=1,...,n} + v, (A pu) <O0.

Then the solution v(t) = 0 of the perturbed equation (12.1) is exponentially
stable.

We will obtain Theorem 12.5 as a consequence of the infinite-dimensional
version in Theorem 12.1.

12.3 Smallness of the perturbation

We describe here the required speed of the sequence (ay,), in (12.3). For each
fixed n € N, we consider dual bases vy, ..., v, and wy, ..., w, of H, such
that
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max{\(v;) + p(w;) :i=1,...,n} =y, (A, ) (12.9)

(this is always possible since the minimum in (11.12) attains at most a finite
number of values). It follows easily from the definition of the Lyapunov ex-
ponents that given n € N and ¢ > 0 there exists a constant D., > 0 such
that

|vi(#)]| < De eI and  |lw;(t)|| < De et et (12.10)

for every t > 0 and ¢ = 1, ..., n, where v;(t) is the solution of (11.1) with
vg = v;, and w; (t) is the solution of (11.6) with wy = w; for each i. We assume
that the sequence (a,,), diverges sufficiently fast so that

(o] k,2D2
Z ok (12.11)
k=1
for some choice of dual bases vy, .. ., v, and wy, ..., w, of H, satisfying (12.9),
and of € > 0 satisfying
r(sup{\, : i € N} +¢) +~v(\, u) + 2 < 0. (12.12)

Note that in view of (12.4) any sufficiently small € > 0 satisfies (12.12).

In the particular case of a regular equation, the constants D, ,, in (12.10)
can be made somewhat more explicit. We recall the numbers \; , and p,
n (11.3), and the numbers pu; , and ¢, in (11.8).

Proposition 12.6. When the equation in (11.1) is Lyapunov reqular, we have
D, , < max{ccn,dcn} with

Cen, = SUpP SUp {sup (|LU( J)r!) :v(0) € Ezn} ,

1<i<pn t>0 €

— Jlw(@®)|
tn= sp swp {sup L w0y e 5, )

where v(t) is a solution of (11.1) and w(t) is a solution of (11.6).

Proof. Due to Proposition 11.6 there exist dual normal bases v, ..., v, and
wi, ..., w, of the space H,. Furthermore, by Theorem 11.7 the regularity
implies that A(v;) + p(w;) = 0 for every ¢, and hence

0 < (A p) <max{A(v;) + p(w;) :i=1,...,n}=0.

Therefore, we can consider these bases vy, ..., v, and wy, ..., w, when we
define D ,, by the inequalities (12.10). Since these are normal bases we readily
obtain the desired result. O



270 12 Stability of nonautonomous equations in Hilbert spaces

In the case of a “uniform” behavior of the Lyapunov exponents, we can be
more explicit about the smallness condition on the perturbation f. Namely,
assume that for each € > 0 there exists C' = C(g) > 0 such that

lo(@)] < CeXOFu(0)]| and  Jlw(t)]| < Cew TN w(0)]]  (12.13)

for every t > 0 and every v(0) € H, where v(t) is a solution of (11.1) and
w(t) is a solution of (11.6). The following is a version of Theorem 12.1 in this
particular case.

Theorem 12.7. Assume that conditions H1-H3, (12.4), and (12.13) hold. If
220:1 k?/ay < oo, then given e > 0 sufficiently small there exists a constant
a > 0 such that any solution of the equation (12.1) with ||vo|| sufficiently small
is global and satisfies (12.6).

Proof. This is an immediate consequence of Theorem 12.1 and of the above
description of the required speed of (a,), in (12.3): set D, ,, = C in (12.11).
O

Alternatively, Theorem 12.7 can be obtained combining Theorem 12.3 with
the norm estimates for the evolution operators obtained in Theorem 12.8.

12.4 Norm estimates for the evolution operators

Here we establish crucial estimates for the proofs of the stability results. We
use the same notation as in the proof of Theorem 11.3. Namely, let v;(t) be
the solution of (11.1) with vy = w; for each ¢ > 1. We define an operator
V(t): H — H such that V(t)u; = v;(t) for each i > 1. Then, proceeding as
in the proof of Theorem 10.11, we find that the operator X (t) = U(t)~V (¢)
(with U(¢) as in Theorem 11.3) is upper triangular and satisfies

X'(t) = B(t)X(t) for t > 0, (12.14)

that is, X (t) is a monodromy operator for the equation z’ = B(¢)z. In
the following result we obtain bounds on the norm of the evolution opera-
tor X (t)X(s)~! restricted to each finite-dimensional space H,, by combining
information about the solutions of the equations

vV =At)v and w = —A(t)"w

through the study of the Lyapunov exponents A and p. For each n € N, we
fix dual bases v, ..., v, and wy, ..., w, of H, satisfying (12.9) and (12.10).
We recall that A, ,, = A, (see (11.3) and (11.5)) is the top value of the
Lyapunov exponent A (for the equation (11.1)) on H, \ {0}.

Theorem 12.8. For everyn € N, ¢ >0, andt > s > 0 we have

X ()X (s) Y| H,|| < n2D§7ne(/\;m,+6)(t78)+(vn(/\7#)+26)s_
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Proof. Consider the operator Y (t) = [X (¢)7!]* for each t. Taking derivatives
in the identity
XX ' =Xt)Y(@t)*=1d

we obtain
X'HOXH '+ XY () =0.

It follows from (12.14) that

Therefore,
Y'(t)* = =X (t)"'B(t) = =Y (t)*B(t)

and hence,
Y'(t) = —B(t)*Y (). (12.15)

By (12.14), the function z;(t) = X (t)v; is a solution of 2’ = B(t)x for each i =
1, ..., n. Similarly, by (12.15), the function y;(¢) = Y (¢)w; is a solution of
y' = —B(t)*y for each i =1, ..., n. Note that

zi(t) = Ut) " ui(t) and y;(t) = U(t) " wi(t), (12.16)
where w; (t) = [V (¢)~1]*w; for each i. Using (10.37) we obtain

wi(t) = U'(t)y(t) + U)y;(t)
=[U'OUMG™ = UMBE) U™ Jwi(t)
1 4+U

= AW+ U U+ UOU (@) i)
= |- AG) + SOOUE) | wilt) = AW wil0)

Therefore, w;(t) is the solution of (11.6) with wy = w; for each 1.
Since U (t) is unitary, it follows from (12.10) and (12.16) that

||xz(t)|\ < Dg’ne(k(vi)-i-e)t and Hyz(t)H < Ds’ne(u(wi)-i-a)t

for every t > 0 and ¢« = 1, ..., n. Given i and j such that 1 < ¢ < n and
1 < 7 < n we consider the number

Qi = <X(t)X(S)71Ui, Uj>.

Since X (t) is upper triangular for every ¢ > 0, we have a;; = 0 for i < j. We
now consider the case when i > j. Observe that

X)X ()™ = X()Y(s)*

for any t > s > 0. Since each operator X(t) leaves invariant the space H,,
and vy, ..., v, and wy, ..., w, are dual bases, we obtain
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a;; = (Y(s) u;, X(t) u;) = (Y(s) wi, we) (v, X (t) ;)

M= 11>

(ui, Y (s)wy) (X ()vg, uj)

B

Sl

—

(uis Y (s)) (wx (1), ),

>
Il
—

and thus, using (12.9),

|aij| < Z”Zlk REAO)

< Z D2, M@ (uwn)+0)s
k=1

_ ZDQ (Awr)+e)(t—s)+(A(vi)+p(wk)+2¢)s

< nD;ne A ) (t=5)+(vn (A ) +2¢)s

We can now proceed in a similar manner to that in the proof of Theorem 11.3
(see (11.17)) to conclude that given v = Y"1, ayu; € H,, with |v]| =1,

-1
E E ai(X Uz, Uj)Uj
=1 j=1

n n 2
i=1 \i=j
n n n n n
<3Sy ) <33
=j =j

IX(6)X (s) ] =

j=1 \i=j  i=j j=11i=j
Therefore,
||X(t)X(s)_1v|| < n2D§ne( nntE)(E=8)+(ym (A ) +2¢)s
This establishes the desired inequality. O

Note that in Theorem 12.8 the operators A(¢) need not be upper trian-
gular. When the operators X (t) are diagonal we can somewhat improve the
statement in Theorem 12.8.

Theorem 12.9. Assume that the operator X(t) is diagonal for every t > 0.
Then for everyn € N, e >0, and t > s > 0 we have

)

IX(OX ()7 [ Hyll < D2, ePnntOtmertmorae)s
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where
Tn = max{A(u;) + p(u;) i =1,...,n} > 0.

Proof. We use the same notation as in the proof of Theorem 12.8. Let now

v =" au; €H, with ||v]| = 1. Using the fact that the operators Y (s)*
and X (t)* are diagonal, we obtain

X ()X (s)" ol =

Zai<X(t)X(s)*1ui,ui>ui

. 1/2
= <Z 041‘2<Y(8)*Ui7X(t)*ui>2>
i=1

< max (Y ()" us, X (£) us)|

1<i<n
= 1%1%xn|<Y(s)*ui,ui><ui,X(t)*ui>|.
Therefore,
IX ()X (s) 7 Hall < max |us, ¥ (s)ui) (X (E)us, i)
< o (1Y (sl -1 X 0y

< D2 max eBuFe)s+O@) o)
M 1<i<n

< Dgn max eMwi)F+e)(E—s)+(A(ui)+p(ui)+2¢e)s

= Ten 1 Zin
< DS’HG(ML“+E)(t_s)+(7—”+25)s.

The fact that 7, > 0 is an immediate consequence of Proposition 10.4. This
completes the proof. a

12.5 Proofs of the stability results

We use the same notation as in Section 12.4 but now applied to the case when
A(t) is upper triangular for every ¢. In this case we can take U(t) = Id for
every t in Theorem 11.3, and thus we can consider the monodromy operators
X(t) = V(t) (the operator V(¢) is defined in Section 12.4). We shall always
make this choice.

Proof of Theorem 12.1. We denote by v(t) the solution of the initial value
problem (12.1). This problem is equivalent to the integral equation

v(t):X(t)vo+/0 X)X ()" f(s, 0(s)) ds. (12.17)
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Consider the operator

(Tv)(t) t)vo + / X(t ~1f(s,v(s)) ds
on the space
Bs = {v: [0,00) — H continuous : |[v(t)| < de** for every t > 0},

where § > 0 (to be chosen later), and o = sup{\} : i € N} + ¢ for some £ > 0
such that o < 0 (recall that (12.5) is a consequence of (12.4)). We introduce
the norm on Bs given by

[vo]l = sup{[lv(t)[le™** : ¢ > 0}.

One can easily verify that Bs becomes a complete metric space with respect
to the induced distance. Observe now that by Theorem 12.8, for every n € N,
e>0,andt >s>0,

IX ()X (s) V| Hy|| < n2D?, ePnnto)t=s)+0m (A +2¢)s

12.18
<n?D2 et (12:15)

where 8 = (A, u) + 2¢. Let vq, va € Bs. Since X (¢) is upper triangular for
every t, using (12.18) and condition H3 we obtain

IX ()X () (f(s,01(5) = f(s,02(s)

— 1 XOX ()7 S (s, 01(5)) — F(5,v2(5)), ur)us
k=1

< S f (s, 01(5)) = flsva(s))s )] - [ X ()X () Hy|
k=1

D T T e
[ee] 212

<> — o[ ([[or]|” + [[oa]|7)eotH oD
k=1
] r1.2 N2

< Z 20"k Da k ||U1 o Uzlleat+(rfx+ﬂ)s.

That is,

X (6)X ()~ (£ (5, 01()) — (5, v2(5))) | < 2067 |y — valle+ 0%, (12.20)

where d is the constant in (12.11). We assume that d < oo for some ¢ > 0
such that (see (12.12))
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ra+ B =r(sup{\; :i € N} + &) +y(\, p) + 2 <0,

which is always possible due to (12.4). The assumption d < oo corresponds to
require that the sequence (a,), diverges sufficiently fast. Therefore,

[(To1)(t) = (Tw2)(t)]| < 2d6" |vr — v2]le*" /t el s
< 2dk6" vy — vol|e™ 0
where k = [% e("*+H)s ds. Hence,
|Tv1 — Toa|| < 8||vr — val], (12.21)

where 6 = 2dkd". Choose now ¢ € (0,1) such that § < 1. For each vy € H
satisfying condition H3 we obtain in a similar manner, using (12.18) with
s =0, that

[ X (#)voll < lim. Z|<vo,we>| ([ X () [ H |

= (12.22)

e}
Z Des e [[voll = de™[|vo-

Note that X (t)vg = (T0)(t). Therefore, for each v € By, setting v; = v € B;
and vo = 0 in (12.21), we obtain

I(Tw)(®)lle™* < | X (t)vol| + | Tv — TO|| < dfjwol| + 6 < &

provided that vg is chosen sufficiently small. Therefore, T(Bs) C Bs, and the
operator T is a contraction on the complete metric space Bs. Hence, there
exists a unique function v € Bs which solves (12.17). It remains to establish
the stability of the zero solution. For this, set

u(t) = (T0)(t) = X (t)vo,
and observe that the solution v(t) can be obtained by
“+o0

o(t) = lim (T0)() = S_[(THH10)(¢) — (TH0) (1))

n—-+oo
k=0

It follows from (12.21) and (12.22) that

) U dvo

Therefore,

d
HUOH e for every t > 0. (12.23)

lv@®Il < 7

This concludes the proof of the theorem. O
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Proof of Theorem 12.3. We can repeat almost verbatim the proof of Theo-
rem 12.1, replacing the inequality (12.18) by the condition (12.7), and the
inequalities (12.20) (see also (12.19)) and (12.22) respectively by

1X(#)X ()7 (f(5,01(5)) = f (s, 02())) || < 2007 [for = vale®+To+Ds,
where n = Y"1 | cx/ax < oo, and
| X (t)vol| < ne®||lvg| for each vy € H satisfying condition H3.

That is, we obtain similar inequalities to those in (12.20) and (12.22), with
d replaced by 7. It then follows from the proof of Theorem 12.1 (see (12.23))
that choosing 6 € (0,1) such that

0:= 217(5’”/ eratBs gs < 1,
0

any solution v(t) of the equation (12.1) with |Jvg|| sufficiently small satisfies
the estimate (12.8) with a =n/(1 —6). O

Proof of Theorem 12.4. As in the proof of Theorem 12.3 we can repeat almost
verbatim the proof of Theorem 12.1, replacing the inequalities (12.20) and
(12.22) respectively by

IX (X ()~ (f (s, v1(s)) = f(5,02()))

<IXOX ()7 - 1f(s,v1(8) = F(s,v2(5))]]

< e oy (s) = va(s) || (Jor ()7 + [[va(s)]|")
< Ocllvr — v [ (o | + [fua||")eF et

< 200 ||y — vg|ectT(rath)s,

and
1X (t)voll < X)) - lvoll < Ce*|luo]-

We can now proceed in a similar manner to that in the proof of Theorem 12.1
to obtain the desired result. O

Proof of Theorem 12.5. Note that condition H2 is explicitly stated as an
hypothesis in the theorem. Furthermore, since in the proof of Theorem 12.1
the series are now replaced by finite sums, we do not need (12.2) or condition
H3, and thus in particular any sequence (a,,),, controlling the smallness of the
perturbation. In addition, the third hypothesis in the theorem is equivalent
0 (12.4). The statement is thus an immediate consequence of Theorem 12.1.

O
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