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Preface

This book is intended to be an introduction to delay differential equations for upper-
level undergraduates or beginning graduate mathematics students who have a rea-
sonable background in ordinary differential equations and who would like to get to
the applications quickly. I used a preliminary version of this manuscript in teaching
such a course at Arizona State University over the past two years. Existing texts on
the subject by Diekmann et al. [26] and by Hale and Lunel [41], while excellent on
the theory, are heavy on functional analytic background and light on applications.
In my experience, most graduate students do not have the requisite background to
read such texts profitably. A more applications oriented text by Kuang [48] is, un-
fortunately, out of print.

Both theory and applications of delay differential equations require a bit more
mathematical maturity than its ordinary differential equations counterparts. Primar-
ily, this is because the theory of complex variables plays such a large role in ana-
lyzing the characteristic equations that arise on linearizing around equilibria. Ideal
prerequisites for this book include a second course in ordinary differential equations
such as in the text [78, 10], some familiarity with complex variables, and some ele-
mentary analysis. Results from the calculus of several variables are routinely used,
especially, the implicit function theorem.

This book focuses on the key tools necessary to understand the applications liter-
ature involving delay equations and to construct and analyze mathematical models
involving delay differential equations. It begins with a survey of mathematical mod-
els involving delay equations. These are primarily from the biological literature, in
keeping with my own prejudices, and due to the relative frequency of delay models
in that literature relative to others. This is followed by a “warm-up” chapter on the
simplest possible delay equation u’ () = —au(t — r). This simple example illustrates
many of the complexities that arise with delays and has the advantage that results
may be easily and explicitly worked out. Its main message is that delays naturally
induce oscillations. Standard existence and uniqueness results are taken up in Chap-
ter 3. The method of steps is introduced and exploited for discrete delay equations.
For the reader interested mainly in applications, this may suffice. A more general
approach follows but no fixed point theorems are used: the method of successive
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approximations works fine. A key notation is introduced here, one that takes a bit of
getting used to, namely the state variable x; which appears throughout the remain-
der of the book. In addition to continuous dependence of solutions on initial data,
continuation of solutions, positivity, and comparison of solutions are also discussed
because many applications come from biology where positivity restrictions are in-
herent to the models. Linear equations are taken up next with the primary aim being
stability. In applications, linear delay equations arise through linearization of a non-
linear equation about an equilibria so the focus is on linear stability analysis and the
characteristic equation the roots for which determine stability. Proof of the validity
of linearized stability would require too much additional mathematics and therefore
it is not given.

The following chapter is an introduction to abstract dynamical systems theory,
using ordinary differential equations, discrete-time difference equations, and now
delay differential equations as examples. It is shown that a delay differential equa-
tion induces a semidynamical system on the space of continuous functions on the
delay interval. The focus then turns to omega limit sets, the usual results familiar
from ODEs continue to hold but with some nuances due to the infinite-dimensional
state space. Applications to the delayed logistic equation and the delayed chemostat
model are treated. The LaSalle invariance principle is established and an applica-
tion is given. Next, the Hopf bifurcation theorem, critical for applications, is treated.
A simple canonical example is considered where the bifurcation can be explicitly
computed. Following this, the Hopf bifurcation theorem is stated without proof. It
is applied to the standard delayed negative feedback system x'(r) = —f(x(r — 1))
where xf(x) > 0. In this case, a formal expansion for the periodic solution in terms
of a small parameter (this is fully justified in an appendix) is given. Applications
to various second-order delay equations are then considered, one of which is stabi-
lizing the up position of a damped pendulum with delayed feedback; another is a
model of a gene regulatory network. Finally, the beautiful Poincaré—Bendixson the-
ory for monotone cyclic feedback systems, obtained recently by Mallet-Paret and
Sell, is stated.

The following brief chapter is an introduction to equations with infinite delay and
to the linear chain trick by which certain special kinds of infinite delays can lead to
ordinary differential equations. These arise often in the modeling literature so an
example is discussed in some detail. The final chapter focuses on a model of virus
predation on a bacterial host in the setting of a chemostat where the bacteria subsist
on a supplied nutrient. The delay corresponds to the latent period following virus
infection during which new virus particles are manufactured within the cell. Most
of the theoretical results of previous chapters are used in the analysis of this system
of delay equations.

Two brief appendices should help those readers needing additional background
on complex variables and analytic functions including the very useful Rouché’s the-
orem, and implicit function theorems. The Ascoli—Arzela theorem is stated and dis-
cussed and the useful fluctuation method is described. A second appendix is devoted
to a rigorous proof of Hopf bifurcation for the delayed negative feedback systems.
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The impatient reader could skim the applications in Chapter 1, jump over Chapter
2, and start with Chapter 3. A note on notation: we use R for the set of real numbers,
C for the set of complex numbers, and f” denotes the derivative of a function f.

I would like to acknowledge the influence of Yang Kuang, a collaborator on much
of the author’s own work in delay differential equations, on this work and to thank
him for providing several figures used in the book. Several students, colleagues,
and anonymous reviewers read portions of the manuscript and provided valuable
feedback. Among these, the author would like to thank Patrick de Leenheer, Thanate
Dhirasakdanon, Zhun Han, and Harlan Stech. Most of what I know about delay
differential equations, I learned from Jack Hale, a giant in the field.

Finally, I have been supported by the NSF during the time this book took shape,
recently by award DMS 0918440.

Tempe, Arizona Hal Smith
July, 2010
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Chapter 1
Introduction

Abstract Various delay differential equations, primarily taken from the biological
sciences literature, are presented, along with necessary background from the appli-
cation area, in order to motivate our study of delay differential equations. These
range from models in population biology, physiology, epidemiology, economics,
and neural networks, to control of mechanical systems. Some of these are treated
in detail later in the text; others can serve as potential student projects. The reader
should feel free to pick and choose to which of these to devote attention. Following
this, some terminology is introduced and the reader is pointed to various computer
software designed specifically for delay differential equations.

1.1 Examples of Delay Differential Equations

The familiar logistic equation describing the growth of a single population is given
by
N'(t) = N(t)[b—aN(t)]

It assumes that population density negatively affects the per capita growth rate ac-
cording to dN/Ndt = b —aN(t) due to environmental degradation. Hutchinson [46]
pointed out that negative effects that high population densities have on the environ-
ment influence birth rates at later times due to developmental and maturation delays.
This led him to propose the delayed logistic equation

N'(t) = N(1)[b—aN(t — )] (1.1)

where a,b,r > 0 and r is called the delay. Throughout this book, f’(¢) denotes the
derivative of function f(r). See May [58], Nisbet and Gurney [62], and Ruan [63]
for a description of the model. Wright’s famous conjecture [80], made in 1955,
regarding the solutions of (1.1) remains open; it is discussed in Chapter 5. Arino,
Wang, and Wolkowicz [4] propose an alternative model that has simpler dynamics.

H. Smith, An Introduction to Delay Differential Equations with Applications to the Life Sciences, 1
Texts in Applied Mathematics 57, DOI 10.1007/978-1-4419-7646-8 1,
© Springer Science+Business Media, LLC 2011



2 1 Introduction

Perhaps it would be more realistic to assume that the density dependence is dis-
tributed over an interval in the past rather than concentrated at a single time instant.
This would yield:

N'(t) = N(t)[b—a /O "Nt — s)k(s)ds] (1.2)

where kernel & is normalized so that [, k(s)ds = 1.

A criticism of the delayed logistic equation is that the birth and death rates are
not clearly distinguished. Nicholson’s data on population fluctuations of the sheep
blowfly Lucillia cuprina motivated the model now referred to as the Nicholson’s
blowfly equation:

N'(t) = bN(t — r)exp(—N(t — r) /No) — SN(t) (1.3)

The blowfly lays eggs that hatch larvae which ultimately become sexually mature
flies. The model accounts only for adult flies for which food is supplied at a constant
rate. It is assumed that eggs take exactly » time units to develop into adults. The
first term on the right side accounts for recruitment of new adults; it should be
regarded as a product of a fecundity term and a probability of survival from egg
to adult: aN(t — r) x cexp(—N(t — r)/Np). The probability of survival decreases
with increasing population size due to intraspecific competition for food among the
immature flies. The final term on the right accounts for death. See [62, 58] for an
extensive discussion.
Volterra (1931) introduced the predator-prey system

Ni(1) = Ni(2)[b1 — a1aNa(1)] (1.4)

Ny(t) = No(6)[—bo + a1 [ N (k(t —s)ds]

where the fraction k(z — s) of prey fish eaten at time 7 — s is assumed to be translated
into predator fish biomass at time ¢. Volterra’s work, including the derivation of this
model, is easily accessible in [67]. See Cushing for more on equations of this type
[24].

Mackey models the control of carbon dioxide levels in the blood by the equation

() = A — ox(t) VL= (1.5)

"o 4 x(t — 1)

where x(¢) is the partial pressure of carbon dioxide in the blood and 7 is the time
between oxygenation of blood in the lungs and stimulation of chemoreceptors in the
brainstem. See Glass and Mackey [36] and Keener and Sneyd [47].

The Mackey—Glass equation for the density of certain blood cells is famous for
its chaotic behavior. It is

px(t—1)

x(t —1)n + A" (16)

X (t) = —ax(t)+
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where o, ,A, T > 0 and 7 is the delay between initiation of cellular production in
the bone marrow and release of mature cells into the blood. See Glass and Mackey
[36]. This same equation has been employed to model cortisol concentrations in the
blood of human subjects by Dokoumetzidis et al. [54, 27]. In order to take account
of the 24 circadian rhythm influencing cortisol secretion, they take § = kA", where

2
A = A,4xCOS ((l —f)1440> +B

Cortisol, often termed the “stress hormone”, is secreted from the adrenal gland. It
indirectly controls its own secretion in a complicated feedback cycle, the duration
of which is the delay 7 in the model.

More sophisticated models of the production of red blood cells by the stem cells
in the bone marrow, termed erythropoeisis, have been developed by Bélair, Mackey,
and Mahaffy [5]. See also [47]. The hormone erythropoiten, secreted by cells in the
kidney, stimulates the production of precursor cells that will eventually mature into
red blood cells. Therefore, a model should include this hormone as well as blood cell

densities. Bélair et al. obtain the following system for erythropoiten £ and mature
blood cells M,

M'(t) = rIS(E(t—T1)) — e "™2S(E(t = T) - T2))] (1.7)
—YM(t)
E'(t) = f(M(1)) —kE(t)

Function S(E), depending on erythropoiten level E, is the recruitment rate of blood
cell precursor cells. It is an increasing function of its argument that vanishes when
E = 0; in simulations described in [5], it is taken to be linear. Precursor cells require
time 71 ~ 5 — 9 days to mature, hence the first delay appearing in the equation for
mature cells represents the time for precursor cells to mature. 7> ~ 120 days is the
assumed maximum age of a mature cell. Parameter 7y is the decay rate of mature
cells, and r is a composite parameter. Roughly, mature cells increase due to recruit-
ment of precursor cells produced at time ¢ — 77, which mature at time ¢, and are lost
due to a background decay rate and abruptly when the mature cells reach age 7>.
The hormone production rate f(M) is a decreasing function of mature cell density,
typically taken to be a Hill function f(M) = a(a+bMP)~!, and the hormone is de-
graded in the liver at rate k. These monotonicity assumptions allow us to see the
effect of a sudden decrease in red blood cells, for example, due to blood donation,
assuming the system was formerly in equilibrium. In response, erythropoiten pro-
duction is increased leading to higher concentration levels that stimulate production
of precursor cells. Following the delay time 77, these cells mature into new mature
cells causing a rebound in mature cell density. This, in turn, reduces erythropoiten
production.

Actually, Bélair et al. [5] derive a much more general partial differential equation
model of erythropoeisis that describes the densities of precursor cells and mature
cells with respect to cell maturity and time, from which they obtain the system (1.7)
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under special assumptions. This paper is especially recommended for its careful
derivation of the delay differential equations from first principles. Simulations of
(1.7) show oscillatory return to equilibrium following blood donation; sustained
oscillations can also occur under suitable conditions that may reflect a diseased state.

More recent work on the regulation of blood cell types involving delay differen-
tial equations may be found in [18, 21] and the references therein.

Brunovsky et al. [11] model the deviation x(¢) of the value of a foreign currency
from an assumed constant baseline level that may not be precisely known by cur-
rency traders by the equations

X(t) = afx(t) — x(t — 1] — bjx(1) (1 (1.8)

where a,b > 0. Traders look at the previous trajectory of the currency to estimate
what it will do in the future. If it is currently higher than it was (x(r) > x(r — 1))
then there is a tendency to predict a continual rise in its value and vice-versa if it
is presently lower than it was in the past. This is the meaning of the first term on
the right side. But there are bears lurking in the woods if its value gets too high (or
low). They will feel that it must come down because it surely must be higher than
its true value. This is the meaning of the last term. Brunovsky et al. [11] show that
for a < 1 the x = 0 equilibrium is asymptotically stable whereas for a > 1 there is a
nonzero periodic solution that does not arise as a Hopf bifurcation.

An S — I — R epidemic model with fixed period of temporary immunity is given
by

S'(t) = —BI(t)S(t) + ¥I(t — »)
I'(r) = BI(1)S(t) = vI(r) (1.9)
R(t) = yI(t) —7I(t — ©)

S denotes susceptible individuals, I denotes infectives, and R recovereds. Note that
an individual remains in the R class precisely @ units of time: 3,7, > 0. See
Brauer and Castillo-Chavez [9]. This delay system must be treated with care in
order that R not become negative! One can also add birth and death to the model by
adding p — uS to the first equation and subtracting p/ from second and yuR from
third equation where p is the birth (death) rate.

Busenberg and Cooke [12] introduce the following periodic delay equation

Y1) = b()y(t = T)[1 = y(r)] = cy(r) (1.10)

for the proportion of infectious individuals with a communicable disease carried by
a vector, such as a mosquito. Humans are infected by contact with an infected vector
and susceptible vectors are infected by contact with an infected person, becoming
able to infect a susceptible human after a delay 7' during which the infectious agent
develops. Seasonal periodic incidence is captured by assuming that 0 < b(¢) = b(t +
o); for example b(r) = b(1 +asin(2nt/®)), 0 < a < 1. Parameter c is the recovery
rate.
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De Gaetano and Arino [25, 60] model the intravenous glucose tolerance test us-
ing

G (t) = —aG(t) — bI(t)G(t) +c(t) (1.11)
t
I'(t) = —dI(t)+e G(s)ds
t—7
where G is glucose blood concentration and / is insulin blood plasma concentration.
The integral term represents the pancreatic release of insulin which depends on the
distribution of glucose over the past 7 time units. ¢ > 0 is a glucose source coming
from liver secretion; both insulin and glucose are removed from the blood by cellular
uptake. For more current work on the modeling of insulin see Li and Kuang [52].
A simple model of a single self-excited neuron with delayed excitation is given
by
X' (t) = —oux(t) + tanh(x(t — 7)) (1.12)

where x(¢) encodes the neuron’s activity level. The delay 7 represents the transmis-
sion time between output x(¢) and input.
Typically, many neurons are connected into a neural network so one has

¥i(t) = —Awi(r) + Y Wijtanh(y;(t — 7;) +1i(7) (1.13)
j=1

where y; is the activity of the ith neuron, 7;; is the delay in signal transmission be-
tween the jth neuron and ith neuron, W;; is the weighting of the connection between
the jth neuron and the ith neuron, [; represents other inputs to the ith neuron. See
van den Driessche, Wu, and Zou [76]. Wei and Ruan [79] show that oscillations may
occur for the two-neuron system:

I/t/l(t) —uq +2tanh(u2(t—1712)) (1.14)
uh(t) = —up — 1.5tanh(u; (t — 721))

Control of gene expression in cells is often modeled with time delays in equations
of the form

X1 (1) = gloxa(t — 1)) — oux; (2) (1.15)
/

(1) = xjr(t = rj1) — ox;(t)

The gene is transcribed producing mRNA(x;) which is translated into enzyme x,
and it in turn produces another enzyme x3 and so on. The end product x, acts to
repress the transcription of the gene g’ < 0. Time delays are introduced to account
for time involved in transcription, translation, and transport. The o¢; > 0 represent
decay rates of the species. See [3, 32, 68] for more references on these equations.
We consider (1.15) in Chapter 6.
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Many delay differential equations arise in mathematical modeling of physiolog-
ical processes. Volume 2 of Keener and Sneyd’s book on the subject [47] is a good
source for such examples.

Similar delayed feedback systems have been introduced to model the control of
testosterone levels in the blood stream. Murray [61][chapter 6, section 6] introduces
the model

R'(r) = f(T(1)) —biR(1)
L'(t) = giR(1) = boL(r) (1.16)
T'(t) = g2L(t —7) = b3T (1)

The hypothalmus secretes LHRH, R, which controls the release of LH, L, by the
pituitary which controls the production of testosterone, 7', in the gonads. The delay
T accounts for the blood circulation time in the body. f(7') models the feedback on
the production of R by testosterone 7'; it satisfies f(0) > 0 and f’ < 0. Enciso and
Sontag [30] correct an error in the analysis of this system in [61].

Ellermeyer [28] and Ellermeyer, Hendrix, and Ghoochan [29] introduce a delay
in the standard bacterial growth model in a chemostat to obtain the model system

S'(t) = D(So—S(1)) — C:’fg()t)x(t) (1.17)
Yv,S(t—1)

¥ (t) = exp(—D) x(t —1) —Dx(1)

Ch+S(t—1)

Here S(¢) denotes the substrate (food for bacteria) concentration, x(¢) is the biomass
concentration of bacteria, and Y is a yield factor converting substrate to bacterial
biomass (a unit of substrate produces Y units of bacteria). A chemostat can be
viewed as a well-stirred vessel with fresh substrate at concentration Sy poured in
at rate D and unused nutrient and bacteria being drained out at the same rate D to
keep the volume fixed. See [69] for more on chemostats. The delay 7 reflects the
assumption that whereas cellular absorption of substrate is assumed to be an instan-
taneous process, a resulting increase in microbial biomass reflecting assimilation is
assumed to lag by a fixed amount of time 7. Experimental work in [29] found a de-
lay of 20 minutes for a strain of E. coli. The argument for the bacterial growth term
in (1.17) is as follows. During the brief time interval [t — 7,7 — T 4 df] an amount of
substrate Qp = f(S(¢ — 7))x(¢ — 7)dt is taken up by the cells in the chemostat, where
F(8) =vu,S/(Cy+S) is used for brevity. At time # this substrate will have been con-
verted to bacterial biomass inside the cells, some of which will have drained out of
the chemostat and therefore must not be counted. To see how much of Qg remains
in the chemostat at time 7, let Q(s) denote the amount remaining in the chemostat
at time t — T+ s. As a constituent of the chemostat just like bacteria and substrate,
it is subject to draining out according to dQ/ds = —DQ with initial condition Qg
at s = 0. Therefore at s = 7, which corresponds to time 7, Q = QpeP*. Multiply-
ing by Y gives that portion of the biomass created that remains in the chemostat at
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time . This accounts for the factor e~°% in (1.17). This system is treated in detail in
Chapter 5.

Culshaw and Ruan [22] modify a standard within-host HIV model to include a
time delay between virus-cell contact and subsequent infection of the CD4+ T-cell.
The model is given by

T(t)+1(t)

T'(t) =s—urT(t)+rT(t)(1— )
—kiT(1)V (1)
I'(t) =kKT—1)V(t—1)— ml(t) (1.18)

V(1) = NupI (t) = ki T(1)V (1) — p V (1)

where T denotes healthy (uninfected) T cells in the blood, I are the T cells infected
by the HIV virus, and V is the virus level in the blood. In more recent work, Cul-
shaw, Ruan, and Webb [23] cite evidence that in lymphatic tissue direct cell-to-cell
transmission of HIV is the dominant mode of infection. If C denotes concentra-
tion of healthy cells and 7 is concentration of infected cells, they derive the model
system:

C'(t) = rC(t) (1 - C(I)C;I(t)) —kiI(t)C(t)
() =K, /;I(u)c(u)F(z — u)du— I (f) (1.19)

kj/kp is the fraction of cells surviving the incubation period. The integral term is
explained as follows. A cell that becomes productively infectious at time ¢ was in-
fected at a time u in the past with probability F(u). This is best appreciated by
making a change of variables in the integral. If F(u) = §(u), the unit impulse func-
tion at u = 0, the system becomes an ODE. If F(u) = §(u — 1), it becomes a delay
equation with discrete delay. Finally, if

the delay is effectively infinite but centered at p/a. Infinite delays of this type are
considered in Chapter 7.

Lenski and Levin [51] model phage (virus that attacks bacteria) growth on a
bacterial host that consumes a limiting nutrient in a chemostat by the system

D(Ro—R(1)) — f(R(1))S(t)

(f(R(t)) —D)S(r) —kS(1)P(1) (1.20)
kS(t)P(t) = DI(t) — e P°kS(1 — T)P(t — T)

—DP(t) — kS(t)P(t) + be P"kS(t — T)P(t — T)

R'(t
S'(t
I'(t

(

Pt

)
)
)
)
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R is the resource supporting bacterial growth, S is uninfected bacteria, / is phage-
infected bacteria, and P is phage. Parameter b denotes the burst size, the number
of phage progeny released following lysis of the host cell; k denotes the phage ad-
sorption rate, Ry is input nutrient supplied to bacteria, D is the dilution rate of the
chemostat, and f(R) is the specific growth rate of bacteria at resource level R. The
delay 7 accounts for the phage latent period, the time from binding to host cell, and
subsequent host cell lysis. The factor e ~P% appears for reasons analogous to those
described above for (1.17). A recent mathematical analysis of the model was car-
ried out by Beretta, Solimano, and Tang [7]. We devote Chapter 8 to a study of its
dynamics.

A recent survey of predator-prey models with time delays by Ruan [64] is highly
recommended.

H.-O. Walther [77] considers the problem of making a soft landing from inferred
position and velocity data. Suppose you travel on a straight line, the u-axis, and
desire to make a soft landing at the origin. For definiteness, suppose that you are on
the positive u-axis. Then you want:

u(t) >0, 1 <ty < oo, ltiTItn(u(t),u/(t)) =(0,0) (1.21)
0
where 1y is the time of landing. You want to devise a control mechanism that lets you
take your current position and velocity and use it to compute the desired acceleration
in order to achieve a soft landing. But how will you know your current position and
velocity? You might send a signal that travels at speed c, reflects off the landing site
u = 0, and returns. If it is sent at time ¢ — s and returns at time 7, then

es=u(t—s)+u(t) (1.22)

Of course, you don’t know either u(#) or u(¢ — s) but you can measure s. If ¢ is large
then u(t) ~ u(r —s) so a good estimate of your position at time ¢ is

cs

p(t) =~

and your velocity can be estimated as p'(¢). Your problem then is to define the
control function a such that (1.21) is achieved for a large set of initial data for the
system

W =v (1.23)
Vv =a(p,p')

Clearly, you want a(0,0) = 0 but what else? Walther first considers the case where
position and velocity are precisely known (p = u,p’ = v) in the equations above
and restricts attention to linear a = au + Bv. Consideration of the resulting lin-
ear constant coefficient system and its eigenvalues motivates the choice 8 < 0 and
—B?/4 < & < 0. See the article [77] for more on this problem. We include it here to
point out the possibility that a delay may depend on the state of the system instead
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of being merely a constant. Such delays are called state-dependent delay and are a
current focus of research [42].

Consider a pendulum that can move through an entire circle. Is it possible to
stabilize the “straight-up” steady state? Consider the damped pendulum equation
where we have added a delayed negative feedback restoring force to try to stabilize
the straight-up equilibrium 6 = 7:

ml0" (t) + k0’ (t) +mgsin(0(t)) = R(m — 6(t — r)) (1.24)

where 0 represents the (counterclockwise) angle from the straight-down position.
Parameter m denotes the mass on the end of the pendulum of length /; g is the
gravitational constant and k is a measure of the damping. Recall that when R = 0,
the “down” steady state 8 = 0 is asymptotically stable if k > 0 and the “up” steady-
state @ = 7 is an unstable saddle point. Can we choose the “gain” R > 0 so as to
stabilize the up steady-state? The delay r reflects the time needed to measure 6 and
implement the stabilizing feedback. For more recent work on stabilizing the vertical
position of an inverted pendulum see Landry et al. [49]. Equation (1.24) is studied
in Chapter 6.

1.2 Some Terminology

We introduce here some commonly used terminology. If x(¢) is a function of time,
then the delay r in the argument of x(t — r) is called a discrete delay and delay
differential equations such as (1.1) involving only discrete delays are said to be of
discrete delay type or, more simply, to have discrete delays. A term like

t

.
k(e — 5)x(s)ds = /0 k(2)x( — 2)dz
t—r
where 0 < r < oo is referred to as a distributed delay because it reflects a weighted
average of delays x(7 — z). Distributed delays are thought to be more realistic but they
are more difficult to work with and the kernel k may be difficult to estimate from
data. Delay differential equations such as (1.4) containing these kinds of delays are
said to have distributed delays.

If the delay kernel k(u) in (1.4) (or in (1.2)) is identically zero for all u > umax,
then the delay represented by the integral term

/j Ni()k(e —s)ds = /0 " Ny (¢ — () du

is said to be a bounded delay because the integral only samples values of N; for a
bounded set of past times [f — umax, ). Otherwise, we call the delay an unbounded
delay or an infinite delay. Discrete delays are obviously bounded delays. Equation
(1.19) has an unbounded distributed delay when
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Gamma Function
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Fig. 1.1 F(u,a,p) fora = p = 3,5,10. The mean delay is one.

alub!
TR

See Figure 1.1. Unbounded delays are more challenging to deal with because there
are many possible classes of initial data one may use. These notes primarily treat
equations with bounded delays. However, Chapter 7 is devoted to infinite delays.

There are many variations that may occur. For example, a discrete (or distributed)
delay may be time-dependent such as x(# — r(z)) where r(¢) > 0 is some prescribed
function. It may also be a state-dependent delay such as x(t — r(x(¢))). This is the
form of the delay defined implicitly by (1.22). These kinds of delays are especially
challenging from the mathematical viewpoint.

What do we mean by a solution of an equation like (1.1)? If N(z) is differen-
tiable on a <t < b and satisfies the equation on that interval then N(z — r) must be
defined for all such ¢. This means that N must be defined at leastona—r <t <b
although N(r) need not be differentiable on a — r < ¢ < a. This motivates the fol-
lowing definition. N : [a —r,b) — R is a solution of (1.1) if it is continuous on its
domain, differentiable on [a, b) (right-differentiable at a), and satisfies the equation
fora <t <b.

Most of the equations described above are of autonomous type inasmuch as the
time ¢ does not appear explicitly in the equation, (1.10) being the only exception.
It is called a nonautonomous equation. Just as for ODEs, equations of autonomous
type have the property that any time translate of a solution is again a solution. For
example, the reader may easily verify that if N(¢) is a solution of (1.1) defined on

—au

Flu) = Fu,a,p) =
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a—r <t <b,wherea < b, and c is any real number then n(r) = N (¢ —c¢) is a solution
definedona+c—r<t<b-+c.

1.3 Solving Delay Equations Using a Computer

Anything written here is sure to be out of date soon. At the time of writing, the
following were found to be useful.

A tutorial on solving delay equations using MATLAB by Shampine and Thomp-
son can be found at the web site http://www.runet.edu/ thompson/webddes/

A list of software available for delay differential equations is maintained at the
site http://twr.cs.kuleuven.be/research/software/delay/software.shtml

Among these is DDE-BIFTOOL v. 2.03, a MATLAB package for bifurcation
analysis of delay differential equations. See [31].


http://www.runet.edu
http://twr.cs.kuleuven.be/research/software/delay/software.shtml

Chapter 2
Delayed Negative Feedback: A Warm-Up

Abstract A great deal about delay differential equations can be learned by a study
of its simplest representative, the linear delayed negative feedback equation. We use
it to illustrate features common to delay differential equations, such as the tendency
of delays to give rise to oscillations that can become undamped if delays are large.
The obstructions to solving delay differential equations backwards in time are read-
ily appreciated for this simple equation. It is an unpleasant fact that even for this
simple linear equation, the stability of the trivial equilibrium requires an analysis
of the roots of a transcendental equation. We show how the leading root of this
transcendental equation signals the oscillation in solutions of the delay differential
equation.

2.1 Preliminaries

The simplest delay differential equation is given by
u(t) = —u(t—1) (2.1)

where T > 0 is called the delay and the negative sign on the right indicates negative
feedback. When 7 = 0, we recover the simple ODE

u(t) = —u(t) (2.2)

whose general solution, u(t) = u(0)e™", decays to zero.
If we prescribe u(t) for —t <t < 0, then Equation (2.1) should have a unique
solution for # > 0. Suppose we set

u(t) =1,-1t<1<0 2.3)

as “initial data” for (2.1). Then, on the interval 0 <7 < 7 the argument of u on the
right side satisfies 7 — 7 < 0 so

H. Smith, An Introduction to Delay Differential Equations with Applications to the Life Sciences, 13
Texts in Applied Mathematics 57, DOI 10.1007/978-1-4419-7646-8 2,
© Springer Science+Business Media, LLC 2011
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W(t)=—u(t—1)=—1

and therefore .
M(;):u(o)-s-/(—l)dszl—t,OSZST- 24)
0

On7 <t <27, wehave 0 <t — 17 < 7soby (2.4) we have
W (t) = —u(t—7) = —[1—(t—1)]

and thus
u(t) = u(r)+/;—[1 ~(s—1)))ds
S R
=1—t4(t—1)*/2,1<r <21 (2.5)
In exercise 2.1, we ask the reader to verify that

==
m=1+ R

,(m—Dr<r<nt,n>1. (2.6)

Thus, u(t) is a polynomial of degree 7 on each subinterval of the form [(n —1)7,n7).
It follows that u(r) is a smooth function, except at each nt, n > 0. The formulas
(2.4), (2.5), and (2.6) imply that

(@) ' (0—)=0and «'(0+) = —1 so ' has a jump discontinuity at 7 = 0.
(b) u"(7—)=0and u”(7+) = 1 so «” has a jump discontinuity at 1 = 7.
©) u((n—1)t=)=0and u ((n—1)1+) = (—=1)".

(d) u is n-times continuously differentiable on ((n— 1)7,0) for n > 0.

Here, ul/)(s+) denotes the limit of the j-th derivative of u as r — s, ¢ > s and
uld) (s—) denotes the limit as  — s, 7 < 5. A key point is that u gets smoother as ¢
increases.

The procedure used to solve the initial-value problem (2.1) and (2.3) above is
called the method of steps for obvious reasons.

Let’s begin by exploring this solution numerically by using the MATLAB DDE23
package. We want to investigate the behavior of the solution on the interval # > 0
for different values of the delay 7. Figure 2.1 shows the results.

Notice that the case T = 0.25 looks very much like the solution of the ODE (2.2)
with #(0) = 1, namely it decays to zero without “overshooting” zero, i.e., it does
not oscillate. When 7 = 0.6 the solution oscillates. In fact, despite appearances, it
repeatedly changes sign. One can prove that all solutions oscillate whenever 7 >
e~!. Why does 7 > e~! ~ 0.36 result in oscillations? We answer this later in the
chapter. As 7 increases the oscillations appear to be more pronounced but still they
are damped. That is, it appears that the amplitude is decreasing, at least until 7 =2
where now the amplitude grows.
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1=0.25-n0 oscillations 1=0.6-hint of oscillations
2 2
1 1
o 50
-1 9
_2 -2
0 2 4 6 8 10 0 2 4 6 8 10
1=1.0-damped oscillations 1=1.5-barely damped oscillations
2 2
1 1
g OV\/— o
-1 1
_2 -2
0 2 4 6 8 10 0 2 4 6 8 10
1=2.0—undamped oscillations
2
50
-2
0 2 4 6 8 10

Fig. 2.1 Solution of equation (2.1) with initial data (5.1) for various T

The reader will notice that # = 0 is a solution of the delay differential equation
(2.1); we call it a steady-state solution. We prove that it is stable when 7 < /2 and
unstable when 7 > /2 ~ 1.58.

Equation (2.1) provides a simple illustration of what can go wrong in a negative
feedback system with delays. Say you want to maintain a certain quantity u at the
value u = 0. Imagine u satisfies a simple equation such as

where you can prescribe the control ¢(¢) in order to accomplish your objective of
maintaining u near zero. The system, of course, is subject to unexpected perturba-
tions so you better be ready to handle these. If you observe that u(r) > 0 (u(z) < 0),
you will want to choose ¢(7) < 0 (¢(¢) > 0). You might want to choose

c(t) = —au(t),a >0

because then no matter what value u is at time fg, it will return to u = 0. For sim-
plicity here, we take the “gain” parameter @ = 1. But consider how you would
implement this feedback law. You must observe the system at time ¢ to find u(¢) and
then immediately respond with the control ¢(¢) = —u(t). This is clearly impossible;
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there will necessarily be some time delay between the observation of the system and
the implementation of the control. Therefore, an achievable control strategy would
be

c(t) = —u(t—r1)

where 7 > 0 is the delay between observing u and implementing the control. This
results in (2.1). If this delay is too large you will not accomplish your goal. If T >
e~ !, uwill repeatedly oscillate above and below the desired setting after perturbation
away from u = 0. But at least it will eventually get so near u = 0 that you would be
happy. However, if the delay exceeds 7/2, then your goal is unattainable with this

control strategy.

2.2 The Simplest Delay Equation

We now begin a more systematic study of delayed feedback by considering the more
general equation
u(t)=—ou(t—r) 2.7)

where « is real and » > 0. The case o > 0 is of most interest inasmuch as it corre-
sponds to negative feedback but we also consider the positive feedback case o < 0.
When r = 0, u = 0 is an asymptotically stable steady state for the case of negative
feedback; it is unstable for positive feedback. What happens when r > 0?

Scaling can reduce the number of parameters and produce simpler equations.
Here, there are two natural choices. By a scaling of time: T =n¢, n > 0, the equation
for U(1) = u(t) becomes:

du _1du 1

°r o _ - ) = -1 _
Pk an u(t—r)=—an U(t—rn)

If we take n = 1/r and B = ar we get

dU
—=—BU(t—1). (2.8)

We could let n = |ot| and s = r|¢t|, resulting in

du
Il +tU(t—s)

where the sign is determined by that of ¢. Both forms are attractive but we choose
to work with (2.8).

In order to determine stability of the trivial solution, we proceed exactly as for
ODEs. That is, we seek (complex) values of A such that U(t) = exp(A7) is a solu-
tion of (2.8).

It is convenient to introduce the linear operator, defined on the differentiable
functions, by
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du
LU)=——+BU(z-1)
Then
L(e*) = 2" 4+ BT = T2 4 Be ] 2.9

Clearly, we have L(e*?) = 0 (the zero function!) if and only if A is a root of the
characteristic equation

h(A)=A+Be* =0. (2.10)
We call A € C aroot of (2.10) of order [, where [ > 1, if

hA)=HA)=n"(A)=--=n""D Q) =0, KD (L) £0.

Lemma 2.1. 7/¢*7, j=0,1,... .k are solutions of (2.8) if and only if A is a root of
order at least k+ 1 of h.

Proof. Differentiating (2.9) k times with respect to A and using that this kth-
derivative commutes with L we find, by Leibniz’ rule for the derivative of a product,
that

9 k
L(ete'™) = (g7 ) X h(A)) = [, GO ()2

where Ck k!/j!(k— j)! are the binomial coefficients. The result follows immedi-
ately from this observation. [

Alternatively, (2.10) can be obtained by using the Laplace transform.

Based on our experience with ODEs, we have a right to expect that the trivial
solution is asymptotically stable if R(A) < O for all roots A of the characteristic
equation and that it is unstable if there is a root with positive real part. We assume
this now; it is proved later.

As h is an analytic function of the complex variable A it has the following ele-
mentary properties. See Appendix A.

(A) The set of roots can have no accumulation point in C; therefore, for each R > 0,
the set of roots satisfying || < R is finite. It follows that the set of roots is a
countable (possibly finite) set.

(B) If the set of roots is infinite, denoted by {A,}>_,, then |A,| — co. Because
Bl (An) — —oo. Consequently, for each a € IR,
R(A) 2 a for at most finitely many roots.

(C)If A is a root, then it is a root of finite order.

(D)If A is a root, so is its conjugate A.

Now let’s focus attention on the characteristic equation (2.10). Letting A = x+ iy
and considering real and imaginary parts, we get the system
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x = —Pe “cos(y) (2.11)
y = Be "sin(y)
We begin by considering real roots of (2.10).

Lemma 2.2. The following hold.

1. If B <0, then there is exactly one real root and it is positive.

2.If0 < B < e\, then there are exactly two real roots x| < x», both negative.
x; — —oand x, — 0 as § — 0.

3. If B =e!, then there is a single real root of order two, namely A = —1.

4.IfB > e~ then there are no real roots.

The proof is left to the exercises.
The next result summarizes important information concerning the roots in the
case 3 > 0.

Proposition 2.1 The following hold for (2.10).

1. If0 < B < m/2, then there exists 6 > 0 such that R(A) < =8 for all roots.
2. If B=m/2, then A = £in /2 are roots of order one.
3. If B > m/2, there are roots A = x+iy withx >0,y € (n/2,7).

The following immediate corollary of Proposition 2.1 follows once we establish
the expected result concerning the relation of the roots of (2.10) and the stability of
the zero solution of (2.7).

Corollary 2.2 The following hold for (2.7).

1. If 0 <0 then u =0 is unstable.

2. If0<ro < m/2, u=0 is asymptotically stable.

3. Ifra=m/2, u=sin(nt/2),cos(nt/2) are solutions.
4. If raa > /2, u=0is unstable.

Figure 2.2 depicts the stability region in the (r,o)-plane and Figure 2.3 shows
two simulations, both with & = 1. The delay r is just below 7 /2 for the right graph
and just above it for the left graph.

Proof. Proof of Proposition 2.1: Because 8 > 0, if there is a root x + iy with x > 0
and y > 0 of (2.11) then cos(y) < 0 <sin(y) soy € S = Uy {[n/2,n) + 2nx}.

Furthermore,
sin(y) €

y B
must hold. As

d sin(y) _ ycos(y) —sin(y)
dy 'y y?
and sin(y)/y = 2/m when y = /2, we conclude that sin(y)/y < 2/z fory € S even
though S is disconnected (check this). Therefore,

<0,yes
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Fig. 2.2 The stability region in the (r, ¢t)-plane for (2.7).
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Fig. 2.3 Simulation of (2.7) for o = 1, r = 7 initial data equal one.
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so it follows that B > 7/2. Thus, if B < ©/2 then R(A) < 0 for every root A. This

and the last assertion in (B) above proves (1).
Let’s now turn to the final assertion (3). If we write our root as A = re'?, then

(2.10) becomes

<

ajle

rlcos(8 — ) +isin(0 — )] = Be " [cos(—y) + isin(—y)]

Equivalently,
r=Be *and 0 —w = —y+2kx

for some integer k. Let’s search for a root in the first quadrant on the ray through
the origin making angle 6 € (0,7/2) with the positive x-axis. Then, taking k = 0,
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y(6) =m—6 > 0and sox(0) > 0 is determined by trigonometry because tan(0) =
y/x (draw a picture).
We claim that:

y0)=m—-6, 0<O6<m/2 (2.12)
T—0
- x(6)
hlo) = sin(0)

is a one-parameter family of solutions of (2.10) satisfying x > 0 and /2 <y < 7.
The proof of the claim is left to the exercises.
Clearly, x(6),y(6),B(6) depend continuously on 6 € (0,7/2). Also,

x(0) — +oo0, y(0) = 7, B(0) — +o0, 6 — 0

and
x(0) —0,y0)—x/2, B(6) > n/2, 06 — /2.

Inasmuch as f3(6) is strictly decreasing on (0,7/2) it follows that the range of 3 is
(m/2,00). O

Remark 2.3 The map 6 — [(0) is invertible, therefore its inverse 6 = k(f) is
defined for B € (1/2,00) and is strictly decreasing. Inserting 6 = k() into (2.12),
we have found a root A = A(B) = x(B) +iy(B) with x(B) > 0,y(B) € (n/2,7)
corresponding to B > /2 which satisfies

AB)—in/2, B\ 7/2 (2.13)

Remark 2.4 It’s easy to see from (2.11) that for B = /24 2nw, n=0,1,2,---,
then i[/2 + 2n7] is a root.

2.3 Oscillation of Solutions

We can note that unlike the undelayed negative feedback case delayed negative feed-
back can result in oscillatory solutions. Let’s be precise about what we mean. If x()
is a solution of (2.7) defined for ¢ > s for some real s, we say it is oscillatory if it
has arbitrarily large zeros: for every #o > s there exists #; > 7y such that x(¢;) = 0;
otherwise we say that the solution is nonoscillatory. The following is Theorem 2.1.3
in [39]; See also Theorem 1.5.1 in [37].

Theorem 2.5 For every real o and r > 0 the following are equivalent.

(a) Every solution of (2.7) is oscillatory.
(b) roe>1/e.
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Path of Characteristic Roots
2 T T T

e"1<B<n/2

_2 1 1
-2 -15 -1 -0.5 0
X

Fig. 2.4 Path of key characteristic root of (2.10) as a function of 8. As B increases the root(s)
move right.

Recall that by Lemma 2.2, Theorem 2.5 (b) is equivalent to there being no real
roots of the characteristic equation. Therefore implication (a) implies (b) is obvious;
the converse is not hard to prove. See [39], an excellent reference for the oscillatory
behavior of delay differential equations. What happens at B = rat = ¢! that sug-
gests solutions oscillate for larger values of $? This value of 8 corresponds to the
double root A = —1. See Figure 2.4 where we trace the path of the largest real root as
B increases from B < e~ ! to 8 = 1/2. A complex conjugate pair of roots bifurcates
from the double root. This leads to oscillations.

A closer look at case (3) of Lemma 2.2 shows the following.

Lemma 2.3. For each B € (e~',7/2) there is a complex conjugate pair of roots
A =x=+iy of (2.10) satisfying

-1<x<0,0<y<m/2
This family of roots (A, ) can be parameterized by x:
B=B(x),y=h(x)

where B(x),h(x) are smooth, positive, monotonic increasing functions such that as
xN—LA——lLandB —e ' andasx /0, A — (m/2)i, and B — 7 /2.

Proof. We start by changing variables A = —1 —z, B = ¢~ !"* in (2.10) so it be-
comes
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7+1=e7H

or, if z = x+ 1y, in real and imaginary parts:

x+1=e"Hcosy
y = Hsiny

We have transformed the double root (A,8) = (—1,e!') to (z,u) = (0,0). The
equations above are equivalent to

tany 1

y B x+1
e = (1) 4y

Function g(y) = tany/y, restricted to (—7/2,7/2), is even in y, with global mini-
mum of 1 at y =0, and is strictly increasing (to o) as y — m/2. It follows that for
each x € (—1,0), the first equation above has a unique pair of solutions y = +h(x)
where h is positive, decreasing, and with A(—14) = /2 and #(0—) = 0. Parameter
U = u(x) is now determined by the second equation above, where y = h(x). Ob-
serve that u(—1+) = —1—In(x/2) and p(0—) = 0. It remains to show that pt(x) is
strictly increasing. An alternative relation satisfied by p(x) is

eu(x) — Sin(h(x))
h(x)

Because sin(y)/y is strictly decreasing on (0,7/2) and h(x) is strictly decreasing,
it follows that their composition is strictly increasing and therefore so is e*™)_ The
proof is completed by putting the results above together with the change of variables.
O

Lemma 2.3 and Proposition 2.1 imply that when 8 = ra > e~ !, there is an oscil-

latory solution
u(t) _ e(x—‘riy)t/r

of (2.7). It decays to zero if B € (¢!, 7/2), and becomes unbounded when 8 > 7/2.
This explains the magic number e~! appearing in Theorem 2.5. Out of the double
root A = —1 at B = e~ ! is born a complex conjugate pair of roots that lead first to
damped oscillation and then to undamped oscillation.

2.4 Solutions Backward in Time

ODEs can be solved backward in time as well as forward but delay equations are
fundamentally different in this respect. As we show, for some initial data solutions
in backward time exist but not for others. We have no intention here of treating the
general case but rather just to see what the problems are.
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Consider the initial-value problem treated in Section 1,

W(t) = —u(t—1) (2.14)
u(t) =1,—-1<r<0

There, we found a solution #(¢) defined for ¢ > —1.
If we replace ¢ by ¢ + 7 in the equation, we may write the equation as

u(t) = —u'(t+7) (2.15)

Roughly, to solve for u in the past we must differentiate u in the future. Proceeding
by steps, starting with —27 <t < —7, and so forth leads to an extension of i:

at)=0,r < —71

The discontinuity of & at 1 = —7 means that our function i : R — R, defined by
the method of steps, does not satisfy the definition of a solution given in Chapter
1, which required continuity. But maybe that definition is too restrictive. A more
serious problem is that 7 is not differentiable at + = 0 where its left-hand derivative
0 differs from its right-hand derivative — 1. Still, maybe we should overlook this and
not require differentiability at every point.

If instead we take initial data u(r) =0, —7 <t < 0, there is no problem: u(t) =
0, r € R is our solution. Of course, # = 0 is an equilibrium (constant) solution, it is
special. In fact, it is easy to see that the initial-value problem

u(t) = —u(t—1),t>s
u(t) =0,s—t<t<s

has the solution u(¢) = 0, ¢ € R. But consider the implication of this observation for
our backward “solution” # of the initial-value problem (2.14). Because it satisfies
i(t) =0, t < —7, obviously &i(r) =0 on —37 <t < —27, so we conclude that u(r) =
0, t € R is another solution of the corresponding initial-value problem given by
the initial data u(¢) = 0 on —37 <t < —27. Therefore, if we accept the backward
“solution” 7 then we are forced to accept the nonuniqueness of solutions of initial-
value problems. This is a strong argument against defining the concept of “solution”
so as to allow 7 to be one.

It seems obvious that given any continuous initial data ¢ : [—7,0] — R, we can
use the method of steps to solve the initial-value problem

u(t) = —u(t—1) (2.16)
u(t) =9(),—1<t<0
We prove this fact in the next chapter. There exist continuous functions ¢ that are

not differentiable at any point of —7 <t < 0. Clearly, we cannot use (2.15) to find a
backward-in-time solution inasmuch as ¢ is not differentiable.
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Exercises

Exercise 2.1. Verify (2.6).

Exercise 2.2. Show that if A is a root of (2.10) then so is its conjugate A.

Exercise 2.3. Show that all roots of (2.10) have order one except when 8 = ¢~

when A = —1 has order two.
Exercise 2.4. Prove Lemma 2.2.

Exercise 2.5. Prove the claim in the proof of Corollary 2.2 by inserting into (2.11).
Show that x(0) and 3(6) are strictly decreasing in 6 € (0,7/2).



Chapter 3
Existence of Solutions

Abstract Existence and uniqueness of solutions of discrete—delay differential equa-
tions is established by the method of steps, appealing to classical ODE results. More
general delay equations require a more general framework for existence and unique-
ness. This includes some peculiar notation endemic to the subject and the identifica-
tion of the appropriate state space for delay equations. Solutions either extend to the
entire half-line or blowup in finite time. Applications to biology require that solu-
tions that start positive, stay positive in the future. Differential inequalities involving
delays are important tools with which to bound solutions. All these topics are taken
up here, including basic stability definitions

3.1 The Method of Steps for Discrete Delay Equations

Now let’s consider the nonlinear delay differential equation

X (t) = f(t,x(t),x(t—r)) 3.1

with a single delay r > 0. Assume that f(z,x,y) and f;(z,x,y) are continuous on R3.
Let s € R be given and let ¢ : [s — r,5] — R be continuous. We seek a solution x(7)
of (3.1) satisfying

x(t)=9(1),s—r<t<s (3.2)

and satisfying (3.1) on s <t < s+ o for some ¢ > 0. Note that we must interpret
X' () as the right-hand derivative at s.

Equation (3.1) can be solved by the method of steps as follows. For s <t < s+,
x(r) must satisfy the initial-value problem for the ODE:

y/(t) :f(t>y(t)7¢(t_r)>7y(s) = ¢(S),S <t<s+r

As g(t,y) = f(t,y,0(t —r)) and g,(z,y) are continuous, a local solution of this ODE
is guaranteed by standard results from ODE theory [10, 40]. If this local solution
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x(1) exists for the entire interval s <t < s+ r, then our solution x(¢) is defined so far
on [s —r,s + r] and we may repeat the above argument to extend our solution still
farther to the right. Indeed, for s +r <t < s+ 2r, a solution x(¢) of (3.1)-(3.2) must
satisfy the initial value-problem for the ODE:

V(1) = F(t, (1) x(E = 1) y(s+7) = x(s+1),s 47 <1 < 5+2r

Again, standard existence results for such problems guarantee the existence of a
unique solution, which we call x(¢), defined on some subinterval [s+r,0) C [s+
r,s+2r], possibly the entire interval. Of course, x(r), now defined on [s — r, o) where
o > s+, is a solution of (3.1)-(3.2). If the solution exists on the entire interval
[s+ r,s 4+ 2r] then we may again repeat the process to extend the solution to [s +
2r,s+ 3r], or some subinterval of this interval.

Theorem 3.1 Let f(t,x,y) and f(t,x,y) be continuous on R, s € R, and let ¢ :
[s — r,s] — R be continuous. Then there exists ¢ > s and a unique solution of the
initial-value problem (3.1)-(3.2) on [s — 1, ).

The proof is left to the exercises.

Theorem 3.1 provides only a local solution of (3.1)-(3.2). Just as for ODEs, we
can often, but not always, extend this solution to be defined for all # > 5. We use the
notation [s — r, 0) to denote either the open interval [s — r, o) or the closed interval
[s — 1, 0]. The uniqueness assertion of Theorem 3.1 implies thatif x: [s—r,0) — R
and £: [s —r,p) — R are two solutions of (3.1)-(3.2), then x(¢#) = £(¢) for all 7 such
that both are defined. Alternatively, this can be proved directly using Gronwall’s
inequality. If [s —r,0) C [s —r,p), we say that £ is an extension, or continuation,
of x and write x C X. This defines a partial order relation on the (linearly ordered)
set of all solutions of (3.1)-(3.2). Zorn’s lemma [34] can then be used to establish
the existence of a unique maximally defined solution (one for which there are no
extensions) x : [s —r,0) — R just as in [10, 40]. We call such a solution a non-
continuable solution because it cannot be continued (extended) to a larger interval.
This noncontinuable solution is necessarily defined on an interval that is open on
the right because if ¢ < oo and if x were a solution on [s — r, 6] then we could use
Theorem 3.1 to obtain an extension of x to a larger interval, contradicting that x has
no extension.

The next result shows that if a noncontinuable solution is not defined for all
t > s —r, then it must “blow up” as t — o©. This is the same conclusion as for the
ODE theory [10, 40]; in fact that theory proves the result.

Theorem 3.2 Let f satisfy the hypotheses of Theorem 3.1 and let x: [s—r,0) — R
be the noncontinuable solution of the initial-value problem (3.1)-(3.2). If 6 < o
then

T [x(0)] = .
Proof. Letx:[s—r,0) — R be the noncontinuable solution and suppose that ¢ < co.
Then s+ jr < o < s+ (j+ 1)rforsome j € {0,1,2,...} so the restriction of x(¢) to
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the interval [s+ jr, o) is necessarily the noncontinuable solution of the initial-value
problem for the ODE:

Y = fey(t),x(t = r)),y(s+ jr) = x(s + jr)

inasmuch as any extension of it would give an extension of x(¢) as a solution of
(3.1)-(3.2). But then the result follows from the continuation theorem for ODEs
[10,40]. D

Remark 3.3 Theorems 3.1 and 3.2 extend immediately to the case that x € R" and
f iR xR" X R" — R" with almost no change in proof: it also extends to multiple
discrete delays ro < ry < --- < ry where f = f(t,y(t),y(t —r0),y(t —11),...,y(t —
rm)) with very little change. In Section 3.3, we treat such systems.

3.2 Positivity of Solutions

Most delay differential equations that arise in population dynamics and epidemiol-
ogy model intrinsically nonnegative quantities. Therefore it is important to establish
that nonnegative initial data give rise to nonnegative solutions. Consider the simple
example

X(t) = y(t) —x(t—r)
(1) = y(t)
If r = 0 so there is no delay, then solutions corresponding to nonnegative initial data

remain nonnegative in the future. This is easiest to see by applying the variation of
constants formula to the first equation

t

x(t) =x(0)e " +e* /0 e'y(s)ds

Because y(¢) > 0 and x(0) > 0, it follows that x(¢z) > 0, t > 0. However, if r > 0,
then nonnegativity of solutions corresponding to nonnegative initial data fails, as
easily seen by taking y(0) = 0 and x(s) = —s/r, —r < s < 0. Because x(0) =0
and x'(0) = —1, the solution immediately becomes negative yet the initial data are
nonnegative.

Given x € R", we write x > 0 when x; > 0, 1 < i < n; similar notation is used for
x < 0. Let R} denote the set of vectors x € R" such that x > 0.

Theorem 3.4 Suppose that f : R x R x R — R" satisfies the hypotheses of The-
orem 3.1, Remark 3.3, and

Vi, t,¥x,y € R 1 x; =0= fi(t,x,y) >0 (3.3)

If the initial data ¢ in (3.2) satisfy ¢ > 0, then the corresponding solution x(t) of
(3.1) satisfies x(t) > 0 for all t > s where it is defined.
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Proof. Recall that the analogous result for ODEs x’ = g(,x) where g : R x R”, — R"
requires g to satisfy g;(#,x) > 0 whenever x € R” satisfies x; = 0. See Proposition
B.7in [69].

Let x(¢) denote the solution of (3.1) corresponding to the nonnegative initial data
(3.2). On the interval s <t < s+ r, x(t) satisfies the ODE x’'(r) = g(¢,x(r)) where
g(t,x) = f(t,x,¢(t —r)). g is easily seen to satisfy the conditions in the previous
paragraph and hence x(7) > 0 on the interval s < ¢ < s+ r. Now one just repeats the
argument using the method of steps. O

Remark 3.5 If fi(s,x,y) <0 for some i,s and some x,y € R, with x; = 0 then for
initial data given by the nonnegative continuous function

[1— (S;n)]x+ (S;n)y,s—rgn <s

o(n)=

the corresponding solution of (3.1) satisfies xi(s) = 0 and x}(s) < 0 so x;(t) <0
for all t > s sufficiently near t = s. Thus (3.3) is a necessary condition for generic
Ppositivity preservation.

As an example, consider the discrete-delay predator-prey model

Ni(t) = Ny (2)[b— N (1)) (3.4)
Ny (1) = Na(t)[—c+Ni(t —7)]

where b, c > 0 and delay r > 0 reflects a delay in assimilation of consumed prey. We
specify nonnegative initial conditions:

Ni(t) = ¢1(1),—r <1 <0 (3.5)

If we identify x = (x;,x2) where x; = N;(¢t) and y = (y1,y2) where y; = N;(t —r),
then our system has the form (3.1) where

f(taxay) = (X] [bixz}’x2[70+y1])

Obviously, f, fy exist and are continuous so Theorem 3.2 implies that (3.4)-(3.5) has
a unique noncontinuable solution defined on some interval [—r, ¢) where ¢ > 0.

Let’s first verify that this solution has nonnegative components. If x,y > 0 and
x; = 0 for some i, then f;(¢,x,y) = 0 so Theorem 3.4 implies that N;(r) >0, 0 <1 <
o, i = 1,2 because we assume that Ng >0and ¢; > 0.

Now we provide (crude) estimates that ensure that o = +oo. First, we note
that as Np(r) > 0 it follows that Nj(r) < bN;(r), which implies that N;(r) <
01(0)e”, 0 <t < o.Now Ni(t —r) <My, 0 <t <r, where M| = max ¢, and
Ni(t—r) < 1(0)eP0=7) r <150 Ny(t—r) < Mjel, t > 0. Consequently, Nj(t) <
M\N>(t)e”, t > 0. Integrating gives

t M
Ny(r) < NYexp (/ Mlebsds> = NJexp (bl(e’” - 1)) 0<t<o
0
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These crude estimates ensure that ¢ = +oo because if 6 < +oo, then |(N; (1), Na(1))|
becomes infinite as t — ¢ by Theorem 3.2, contradicting the estimates.

Comparison principles and differential inequalities are extremely useful. Below
is an elementary but useful example.

Theorem 3.6 Let f : R? — R satisfy the hypotheses of Theorem 3.1 and suppose
that f(t,x,y) is nondecreasing in y. Let x(t) be the solution of (3.1) satisfying (3.2)
on an interval I = [s,s+ b] for some b > 0. Let %(t) be continuous on [s —r,s]UI,
differentiable on I, and satisfy

F(t) > f(t,x(t),x(t—7r)),t €1 (3.6)
X(t)>¢(t),s—r<t<s

Then x(t) < X(t), t € I. A parallel result holds with all inequalities reversed.

Proof. The simplest proof uses the method of steps and the corresponding differen-
tial inequality results for ordinary differential equations. See, for example, Theorem
3.2 of Chapter 4 in [78]. Below, we give another proof.

First suppose that both inequalities in (3.6) are strict. We claim that x(z) <
X(r), t € I. If false there would exist #p > s in I such that x(r) < x(¢), s <t <1y
and x(fy) = (o). It follows that X’ (z9) > ¥ (to). But

¥ (o) = f(t0,x(t0),x(to — 1)) < f(t0,%(t0),X(t0 — r)) < ¥ (to)

because x(tp — r) < X(t9 —r) and x(tp) = (). This contradiction proves the result
in this case.

For the general case, let € > 0 and x¢ () be the solution of X' (¢) = fe(¢,x(¢),x(t —
r)) = f(t,x(t),x(t — r)) — € corresponding to initial data x¢ () = ¢(¢r) —€, t € [s—
r,s]. By the results of the previous paragraph, we may conclude that x, (r) < %(z) for
all t € I for which x¢(¢) is defined. It can be shown that for sufficiently small € > 0,
the solution x¢ () is defined on I and x¢(¢) — x(¢) as € — 0 for all ¢ € 1. See, for
example, Theorem 2.2 of Chapter 2 [41]. Consequently, x(7) = limg_ox¢ (t) < (7).
This proves the general case. [

3.3 A More General Existence Result
The method of steps does not work for equations with distributed delay such as

t 0
Y1) = —[x(t) - /t x(s)ds| = —x(t)+ | x(t+6)d6. 3.7)

—r —r

or for more exotic equations such as

¥ (t)=— max x(s) (3.8)

1—r<s<t
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Fig. 3.1 Solution trajectory in C for x'(f) = —0.75x(t — 1) with ¢ = 1.

A more general approach is necessary. For motivation, let’s return to the simpler
equation
X(t)=—x(t—r) (3.9)

where r > 0. If we are given an initial condition:
x(t)=¢(t),—r<t<0

where ¢ € C := C([—r,0],R), then the method of steps is sufficient to solve the
equation for ¢+ > 0. Now this equation is autonomous so we expect it to generate
a dynamical system on some state space X: a “solution” should be represented by
a curve or trajectory in the state space X. What should this state space be? What
should be the state of the system at time #? The state of the system at time 7 > 0
should contain all the information necessary to determine the solution for future
times s > t. In particular, it should obviously contain the initial condition ¢. This
argues for X = C as the state space. Apparently, the state of the system at time ¢
cannot be x(#) € R because as we know, knowledge of only the value of x(¢) is
insufficient to determine x(s) for s > ¢. For this we must know all the values of x(7)
for all n € [t — r,t]. Equivalently, we must know x(r 4+ 6), —r < 6 <0 in order
to determine the solution for s > ¢. Therefore, we are led to call the state of the
dynamical system at time ¢ the element of C which we write as x; and define by

x(0):=x(t+06),—r<6<0. (3.10)

Thus, we can view the trajectory of our solution as the curve ¢ — x; in the
state space C. This turns out to be the “correct” point of view for a dynamical
systems framework for these equations. Figure 3.1 depicts the trajectory x; for
x'(t) = —0.75x(¢t — 1). For each 7 € [0,10], the curve depicts x,. The notation x,
is very convenient for other reasons. For example, we may write Equation (3.9) in
the form

X(t) = f(x) (3.11)
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where f : C — R is defined by

f(@)=—0(=r)

because then, using (3.10), f(x;) = —x;(—r) = —x(t —r).
Similarly, equation (3.7) may be written in the form (3.11) where

19)=-90)+ [ o()ds
because then, using (3.10),
f(x) = —x(0)+ Ox,(B)dG = —x(1)+ 0x(t+ 0)do

—r —r

Equation (3.8) may be written in the form (3.11) where

£(9) = —maxg.

Our goal should be to obtain the usual existence and uniqueness results for
(3.11). More generally, we should consider the initial-value problem for the nonau-
tonomous system

X(1) = flt,x),t >0 (3.12)
Xo =@
where ¢ € IR is the initial time and ¢ € C is the state of the system at time . This

means that
x(c+0)=¢(0),-r<60<0

or equivalently, that
x(t)=¢(t—o0),0-r<t<o.

Furthermore, we should allow x to be a vector in IR” in (3.12). In this case, the
state space should be C = C([—r,0],IR"), the space of continuous functions from
[—r,0] into R" and f : R x C — R" is a given continuous function. We use |x| for
the norm of the vector x and

[91] = sup{|¢(6)] : —r < 6 <0}
for the norm of ¢ € C.

Besides continuity of f, we assume it satisfies a Lipschitz condition on each
bounded subset of IR x C.

(Lip) For all a,b € R and M > 0, there is a K > 0 such that:

[f(t.9) = ft, )| <K[|¢ —wl,a<t<b, [|9]l[lW] <M.  (3.13)
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Observe that K may depend on the interval a,b and M.

Let’s try to find a solution of (3.12) on the interval [0, 0 + A] for some A > 0.
Integrating both sides and applying the fundamental theorem of calculus, we get
that x(r) should be a continuous solution of the integral equation

x(t) = ¢(0) +/th(s7xs)ds, c<t<o+A (3.14)

where, of course, x(t) = ¢(t — 0),0 —r <t < 6. We have implicitly used the fol-
lowing (Lemma 2.1, Chapter 2 [41]).

Lemma 3.1. If x : [0 —r,0 +a] — R" is continuous, then t — x; is a continuous
function from [0, 0 + a] into C([—r,0],R").

Proof. As x is uniformly continuous on the closed, bounded interval I = [6 —r,0 +
al, given € > 0,38 > O such thats,s €I, |r—s| < 8 = |x(t) —x(s)| < €. This implies
that

[x(0) —x,(0)] = |x(t+0) —x(s+ 0)| < &

foro <t,s <o +awith|t—s| < 8 and —r < 6 <0, proving the result. O

In formulating (3.14), we used that the mapping from [0, 0 + A] into R”" given
by
s — f(s,x5)

is continuous. This follows because f is continuous and s — (s,x;) € [0,0 +A] x C
is continuous by Lemma 3.1.

Our aim is to prove the following result. It is hardly the best possible result; see
[41] for sharper results.

Theorem 3.7 Suppose that f is continuous and satisfies the Lipschitz condition
(Lip), 0 € R, and M > 0. There exists A > 0, depending only on M such that if
¢ € C satisfies ||¢|| < M, then there exists a unique solution x(t) = x(t,¢) of (3.12),
defined on [0 —r,0 +A]. In addition, if K is the Lipschitz constant for f correspond-
ing to [6,0 +A] and M, then

max _|x(1,9) —x(n, )| < [|¢ — vl llo]], || <M (3.15)

o—r<n<oc+A
We need the following simple result.

Lemma 3.2. Letr f : IR x C — R" be continuous and satisfy (Lip). Then for each
finite interval [a,b] and M > 0, there exists L > 0 such that

[f(t; W)l < Lt € a,b],[|y] <M.

Proof. 1f 0 denotes the zero function in C, lly]| < M, and K is Lipschitz constant
for [a,b] and M then

e W) < If(w) = f(1,0)[ + £, 0)] < K|y O] +|£(z,0)] <KM+P
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where P = max, << | f(5,0)]. O
Now we turn to the proof of Theorem 3.7.

Proof. Suppose that ||¢|| < M. Let K be the Lipschitz constant for f on the set
[c,0+r]x{yeC:|y| <2M} and let L be the bound on | f| given in Lemma 3.2
for that set. Let A = min{r,M/L}.

Given any continuous function y(t) on [0 —r,0 + A] satisfying ys = ¢ and
[y(¢)| < 2M on [0,0 + A], we may define a new continuous function z on [0 —
1,0 +A] by

!
)= 9(0)+ [ flsy)dso <1< o+
o
and z(t) = ¢(r — o) for ¢ € [0 —r, 0]. It satisfies
lz(0)| <M+L(t—0) <M+LA<2M,6 <t < oc+A

Let’s use the method of successive approximations to solve (3.14) starting with
the initial guess

0@ =9¢(0),0<t<o+A
and x0)(t) = ¢(t — o) for t € [6 —r,0]. Clearly, |xO)(1)| <M on o <t <o +A.
Now, form=0,1,2,---, define

t
(1) = ¢(0) +/ Fls,x™)ds, 0 <t < o +A, (3.16)
(o2
Again, x") (1) = ¢(t — ), 6 —r <t < & so they are defined on [ — 1,6 +A].
t
D (1) =0 (1)] = I/ Fs.x)lds <L(t—0),1 € [0,6 +A].
(2
By (3.16), using (Lip) and X = xgmfl), we find that
mt1) (m) ' (m) (m—1)
06 =2 0] = | [ (™) = flsd™ s
(o2
3
< K/ ™ — =D as 3.17)
(o2
t
<K [ sup [x™(n)—x""D(n)]ds.
0 o<n<s
In particular,
t
() —xD () < K / L(s—0)ds = KL(i — 6)/2
(e}

and

0P LIKa-o)

! L
xCH(e) =X\ ()| <K | KL 3 =% 3
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An induction argument yields that

L) () ) gy < £ KE=0)"
) - )] < =L

and a triangle inequality argument gives that for m > n
W () =X @) < 6 () = 2D @)+ [V () =22 )

o () X0 0)
L [K(=o)"  [K(—o)""

=% (m—1)!
L [K(t—o)]*"!
. +EW
L
SR

As the right-hand side is the tail of a convergent series and so converges to zero as
n— oo, {x(’”)};’,‘;zo is a Cauchy sequence in the space of continuous vector-valued
functions on [0, 6 + A] with the supremum norm. As this space is a complete met-
ric space [65], it follows that there is a continuous function x : [0,0 + A] — R”
satisfying
sup  |x" (1) = x(1)| — 0,m — oo
o0<t<o+A

Extending x(¢) to [0 —r, 0+ A] in the usual way by x(r) = ¢ (t — o) foroc —r <t < o,
then x(¢) satisfies (3.14). To see this first observe that

Fls, ™) = f(s,%.),6 <5< G +Am— o
uniformly because

(™) = Fsom)| < K™ = x| <K sup (1) —x(1)]
oc<t<o+A

This uniform convergence implies that

n%lirgo fsxS ds—/fsxs
Therefore, on taking limits of both sides of (3.16), we get that (3.14) holds.

Actually, the above proof establishes only the existence of a solution x(¢,¢) on
[6 — r,0 + A] but not uniqueness. If y: [0 —r,0 +a] is a second solution of the
initial-value problem x4 = ¢ with 0 < a, we want to show that y must agree with our
solution on [0, 0 + min{a,A}]. To see this, it’s first necessary to show that |y(r)| <
2M on this interval. As |y(o)| < M, if this failed to hold, then there would be a
smallest p < A with |y(p)| = 2M so
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()] < 19(0)] + / F(s.y)lds <M+ L(t—0),0 <t < p.

Putting = p, we get the contradiction 2M < 2M so we conclude that |y(¢)| < 2M
on [0,0 +min{a,A}]. Now we can show that y(¢) = x(z, ¢) on this interval by using
a Gronwall argument just like the one that gives (3.15).

The assertion (3.15) says that solutions depend continuously on the initial data.
It is a consequence of the Gronwall inequality as follows.

1(1,0) ~(0. )] < 1000) = wlO)+ [ 7550 = 5, ()l
<o —wl+K [ I(0) —x(w)lds
<oyl +K [ max_[x(1,0)~x(n,y)lds

o O—r<n<s
foro <t < o-+A.If welet

u(s):= max_[x(n,¢)—x(n,y),c<s<o+A

o—r<n<s

then we have )
u(t) < \|¢—w|\+1</ u(s)ds, 0 <5 < G+ A
(e}

and Gronwall’s inequality gives
u(t) < |6 — =)

implying that (3.15) holds. Observe that as a special case, we also obtain the in-
equality
Il () =x (W)l < 1|9 — wlleX "o <1 < o +A. (3.18)

O

Remark 3.8 If f satisfies a global Lipschitz condition, that is, if K in (Lip) can
be chosen independent of a,b and M, then we need make no restriction on A in
Theorem 3.7. More precisely, its conclusions hold for all A > 0. In this case, the
solution exists for all t > ¢ and (3.18) holds for allt > ©.
As an example of the application of Theorem 3.7 consider the equation
t
(1) = —ax(r) + B tanh( / x(s)ds)

t—r

which can be viewed as a simple model of a self-excitatory neuron with (distributed)
delayed self-excitation. Here, o, 8 > 0. The equation may be written in the form
(3.11) where

1(6) = ~a6(0) + Brann( [ 6(5)as)
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Using the fact that the tanh has a positive derivative of magnitude no larger than
one, we find that

1f(@) =1 (w)]

IA

0
|9(0) *W(0)|+ﬁ[r\¢(S)* w(s)lds
(a+rB)lle - v

Therefore f satisfies a global Lipschitz condition (Lip). On the other hand, the de-
layed logistic equation

IA

N6 =N@Oa—b [ N(s)ds] (3.19)

t—r
does not satisfy a global Lipschitz condition. Here a,b > 0.

Remark 3.9 Theorem 3.4 extends in a natural way to our more general system
(3.12). We write ¢ > 0 for the continuous function ¢ provided §;(s) >0, Vj,Vs. The
key positivity condition is:

¢ >0, 0/(0)=0=fi(t,¢) =0 (3.20)

See [70, 71] for the proof.

3.4 Continuation of Solutions

Theorem 3.7 provides a local solution of (3.12) defined on [0 — r, 0 + A] for some
A > 0 whereas in the application we seek a solution defined for all # > ¢. We assume
(3.13) holds in this section.

Lemma 3.3. Let x: I — R" and X : J — R" be two solutions of (3.12), where 1,J are
intervals of the form [0 —r,6 + @] or [6 — 1,0 + &) with 0 < @ < 0. Then

x(t) =x(@),r€InJ

The proof is left to the exercises.

Ifx:I— R"and £:J — R" are two solutions of (3.12) as in Lemma 3.3 and
if I C J, we say that £ is an extension or a continuation of x and we write x C £.
Let S be the family of all solutions x : / — R” of (3.12) where I = [6 — 1,0 + ]
or [ =[0—r,0+a) for some & € (0,00). Then C is a partial-order relation on S.
According to Lemma 3.3, given any two elements x,X € S, either x C X or X C x.
A solution x : I — R" is noncontinuable if it has no extension to a larger interval.
The existence of a unique noncontinuable solution of (3.12) is obtained by a simple
argument. Let J = Uycsdomain(x), where domain(x) refers to the interval on which
solution x is defined. Obviously, J = [6 —r,0 + a] or J = [6 — 1,0 + @) for some
o € (0,00) as it is a union of such intervals. But J cannot be the former unless there
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is x € S with domain the closed interval J = [s — r,s + o], in which case, we could
use Theorem 3.7 to obtain an extension of x to a larger interval, contradicting that
x has no extension. Therefore, J = [6 —r,0 + &) and the unique noncontinuable
solution X : J/ — R" of (3.12) can be unambiguously defined by %(¢) = x(¢), where
x € S is any solution defined at 7.

If the noncontinuable solution x : [s — ;s + ¢¢) — R of (3.12) satisfies o0 < oo,
then it must “blow up” ast /" s+ .

Proposition 3.10 Assume the hypotheses of Theorem 3.7 hold, r > 0, and let x :
[s—rs+a) = R, where 0 < o < oo, be the unique noncontinuable solution of
(3.12). If a@ < oo, then
lim ||x] =
t,/s+a

Proof. If not 3M > 0 and an increasing sequence {t,, }, satisfying #,, < o and t,,, —
o such that ||xs4s, || < M. This means that for each m, |x(t)| <M, t € I,, = [s+
tm — 1,S +ty). But t,y —t,, < r when m,m’ > K for some K so I, and I, overlap
and Up>kly = [tk + 5 — 1,5+ ). Therefore, there exists N > 0 such that |x(¢)| <
N, t € [s—rs—+ o) and, in particular, ||x| < N,s <7 < s+ a. It follows from
Lemma 3.2 that there exists P > 0 such that |x'(¢)| = |f(t,x)] <P, s <t <a+
o. This implies that x : [s,s + &) — R” is uniformly continuous because |x(¢) —
x(t)| = |f,'/x’(s)ds| < Plt—1| fort,t’ € [s,s+ o), t <t'. Consequently, the limit
X =lim;_54qx(¢) exists and x : [s—r,s+ o] — R”, defined at t = s+ a to be X, is
continuous. Because x(z) satisfies the integral equation (3.14) for t € [s,s+ o) and
because it extends continuously to the interval [s — r,s + @], we can take limits in
(3.14) ast — s+ a to see that (3.14) holds for the closed interval [s — r,s + «]. This
means that x : [s — r,s + a] — R" is a solution of (3.12). But this contradicts that
x:[s—rs+ o) — R"is noncontinuable. O

3.5 Remarks on Backward Continuation

Backward continuation refers to solving (3.12) for ¢ < o. Recall that up until now
all our efforts were devoted to solving the initial-value problem (3.12) fort > ¢. A
glance at some of the delay differential equations we have introduced in Chapter 1
should convince the reader of the fundamental asymmetry between the future and
the past for delay equations ,an asymmetry that is absent from ODEs. For ODE:s,
we do not make any fundamental distinction between solving forward in time or
backward in time.

Following [41], if a > 0 then we say that x : [0 —r — &, 0] — R" is a (backward)
solution of the initial-value problem (3.12) if x is continuous, xs = ¢, and x satisfies

X(t)=f(t,x),t € [0 —a,o]

Because xs = ¢ must hold as well as the equation above, we see that x(1) = ¢ (r — o)
must be continuously differentiable for ¢ € [6 — &, 6], or equivalently ¢ must be
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continuously differentiable on [—a,0] (or on all [—r,0] if @ > r). Obviously, this
means ¢ must be quite special among elements of C (the typical element of C will
not be differentiable.). Even more, because the equation above holds at r = o we
must have

¢'(0) =¥ (o) = f(0,x5) = f(0,0) (3.21)

where ¢’(0) denotes the left-hand derivative at 0. This compatibility condition is
reminiscent of the compatibility conditions that arise for boundary-value problems
in PDE:s. In any case, this means that ¢ is really really special; it must belong to the
presumably “thin” submanifold M of C where:

M={yeC:y(0)=f(c,y)}

We conclude from these remarks that for the typical initial function ¢ € C there will
not exist a backward continuation of the initial value problem (3.12). Nevertheless,
Theorem 5.1 of [41] gives (very technical) sufficient conditions for the existence of
backward solutions for these very special initial data.

We should keep in mind, however, thatif x: [c —r,6 +A), A > 0 is a (forward)
solution of (3.12) and if 0} € (0,0 +A) then the initial-value problem correspond-
ing to the initial condition (o7, ) where ¥ = x4, has a backward solution, namely
x. Later, we show that many solutions of autonomous systems extend to all ¢ € R.
Steady-state and periodic solutions are specific examples.

3.6 Stability Definitions

Our definitions follow ones in Hale and Lunel [41]. We consider the system of delay
differential equations

xX(t) = f(t,x)

Suppose that it satisfies f(z,0) =0, 7 € R so that x(¢) = 0 is a solution. The solution
x=0is stable if for any 6 € R and € > 0, there exists § = 6(0, €) > 0 such that ¢ €
C and ||¢|| < 0 implies that ||x,(c,9)| < €, t > o where x(t,0,¢) is our notation
for the solution of (3.12). It is asymptotically stable if it is stable and if there exists
b(o) > 0 such that whenever ¢ € C and ||¢|| < b(o), then x(1,0,¢) — 0, 1 — oo
Finally, x = O is unstable if it is not stable.

The stability of any other solution of (3.12) can be defined by changing variables
such that the given solution is the zero solution. More precisely, given a solution
¥(t) of (3.12) defined on ¢ € R, its stability properties are those of the zero solution
of

Z(t) = f(t,ze+ye) — f(t,5) (3.22)

Indeed, if x(¢) is another solution of (3.12) and if we let z(r) = x(t) — y(¢) then
7 = Xy — yr S0 z satisfies (3.22).

The special case that solution y(7) = e, an equilibrium, is of primary interest. In
that case, let é € C be the constant function identically equal to e. Then equation
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(3.22) for the perturbation z(¢) = x(¢) — e becomes

()= f(t,z+¢)

Note that by the change of variables the equilibrium y(¢) = ¢ now becomes z(z) = 0.

Exercises

Exercise 3.1. Prove Theorem 3.1. Hint: Use standard ODE results.

Exercise 3.2. Which of the systems among (1.3), (1.8), (1.9), (1.16), (1.18), (1.17),
(8), (1.10), have the property that nonnegative initial data always give rise to non-
negative solutions? If an equation fails to have this property, provide nonnegative
initial data ¢ and s such that the corresponding solution has a negative component
for some values of t.

Exercise 3.3. Aiello and Freedman [2] introduce a model of a stage-structured pop-
ulation consisting of immature x; and mature x; individuals:

Xy (t) = rxa(t) —dx, (t) — Be " xp (1 — 7)
Xh(t) = Be xa(t — 1) — ax3(r)
Do nonnegative initial data give rise to nonnegative solutions?

Exercise 3.4. Combine Theorems 3.2 and 3.4 to show that every solution of (1.3) is
defined for all ¢+ > s provided the initial data ¢ are nonnegative. Hint: The delayed
recruitment rate is bounded. Use differential inequalities or Gronwall’s lemma.

Exercise 3.5. Find an explicit formula for f(¢,x;) for the glucose-insulin system
(3.23).

G'(t) = —aG(t) — bI(t)G(t) +c(t)

I'(t) = —dI(t)—i—e/i G(s)ds

Exercise 3.6. Is condition (Lip) satisfied in the examples (3.7)-(3.9)? Find K.

Exercise 3.7. Let x : [s—r,s +A] — R” be the solution of (3.12) guaranteed by The-
orem 3.7. Show that there is P > 0 such that |x(¢)| < P, t € [s —r,s + A].

Exercise 3.8. Show that Theorem 3.7 applies to the initial value problem for (3.19).

Exercise 3.9. Use Remark 3.9 to show that solutions of the Equations (1.2) and
(3.23) corresponding to nonnegative initial data (in all components) are nonnegative
in the future.

Exercise 3.10. Prove Lemma 3.3. Hint: Use Gronwall’s inequality and (3.13).



Chapter 4
Linear Systems and Linearization

Abstract Key to the analysis of nonlinear systems is determining the stability of the
equilibria. The classical method of determining stability is to linearize the system
about the equilibrium and to determine exponential rates of growth and decay for
the associated linear system. The framework for carrying this out is taken up in
this chapter. Although the method is similar to that for ODEs, the characteristic
equation is more complicated, typically having infinitely many roots. Fortunately,
all but finitely many of these roots have real part less than any given real number.

4.1 Autonomous Linear Systems

Even when one is only interested in real-valued solutions of systems, it is useful to
allow for complex-valued solutions. Therefore, in this chapter, we allow for this by
modifying our space C as C = C([—r,0],C"). A function L : C — C" is linear if it
satisfies

L(a¢ +by) =aL(¢)+bL(y),¢,y € C,a,b e C.

L is said to be bounded if there exists K > 0 such that

IL(9)| <Kll¢ll.9 €C

Our aim in this chapter is to consider some aspects of the linear delay differential
equation
X (t) =L(x) 4.1

We assume without further mention that L is bounded and linear.
An important example is the discrete-delay case. Let A and B be n x n matrices
and define

L(¢) =A¢(0) +BY(—r).
Then
IL(¢)] < [All¢(0)[+ B[ (=r)| < (IAl+[B])I¢]l
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42 4 Linear Systems and Linearization
and consequently L is bounded. Equation (4.1) takes the form
X' (t) = Ax(t) + Bx(t — r) 4.2)
In the case of more than one delay, we have the linear system
m
X (1) =Ax(t)+ Y Bjx(t —r)) 4.3)
j=1

where A, B; are matrices and r; > 0.
Equation (4.1) is clearly an autonomous system so we may as well restrict initial
data to prescribing the values of x on [—r,0]:

x(t)=¢(t),—r<t<0 (4.4)

where ¢ € C.
Because L is bounded, it satisfies a global Lipschitz condition

IL(¢) = L(w)| = [L(¢ — )| < K[[¢ — v

Consequently, Theorem 3.7 and Remark 3.8 apply to the initial-value problem (4.1)
and (4.4). Therefore, there exists a unique maximally defined solution x : [—r,c0) —
C" defined for all t > 0.

The linear character of (4.1) implies the usual superposition principle: a linear
combination of solutions is again a solution.

Proposition 4.1 Ler x(¢,9) denote the solution of (4.1),(4.4). Then the map ¢ —
x(t,0) is linear:

x(t,ap +by) =ax(t,9)+ bx(t,y),t > 0,0,y € C,a,b € C.
Our formulation of (4.1) includes equations with distributed delays as well. Let

rij, i,j = 1,2 be positive and let k;; : [0, r;;] — C be integrable functions. Consider
the linear system

11 r2
X\ (1) = /0 ki (s)x1(t —s)ds —I—/O kia(s8)xa(t — s)ds
’ 21 2
b(1) = /0 Kot ()31 (1 — s)dls + /0 ko ()32 (1 — s)dls 4.5)
Let r = maxr;; and extend k;; to [0,r] if necessary by making it identically zero

on (rj,r]. Define the matrix-valued function k on [0, 7] so k(s) = (k;;(s)) and let
x(t) = (x1(¢),x2(t)). Then we may write (4.5) as

X (t)= /Ork(s)x(t —s)ds (4.6)
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4.2 Laplace Transform and Variation of Constants Formula

We specialize to the case of the nonhomogeneous initial value problem
X (1) = Ax(t) + Bx(t —r)+ f(t),t > 0,x0 = ¢ .7

where A, B are scalars; the case that they are matrices is treated by analogy. Our goal
is to obtain a variation-of-constants formula for the nonhomogeneous equation and
we follow [41] in using the Laplace transform:

F(s)=Sf = /O e f(1)di

where f : [0,00) — C is an exponentially bounded function, that is, | f(¢)| < Me" for
some real M, k. We follow the usual notation that the upper case F is the Laplace
transform of lower case f. The key property of the Laplace transform that we
exploit is that the transform of a convolution is the product of the transforms. If
f,8:[0,00) — C then their convolution is defined by

(f8)t) = / f(D)glt—7)dt = / flt—1)g(r)dt
Jo 0
The Laplace transform satisfies

L(f+g) = F(s)G(s)

where F = £f and G = £g.
Applying the transform to (4.7), we obtain

$X(s)— 6(0) = AX(s) +B[/re*ﬂ¢(t Pt
0
+ / e x(t — r)di] + F(s)
— AX(s) +B] / "o (6 — r)dt + e X (s)] + F (s)
0
— [A+e YBX+B /O et — r)di +F(s)
=[A+e "B]X+BP(s)+F(s)

where @ = £(¢(- —r)) and where we have extended ¢ to [—r,e0) by making it zero
for ¢ > 0. This leads to

X(s)=K(s)[¢(0)+BD(s) + F(s)] (4.8)

where
K(s)=(s—A—e*B)"!
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In order to make use of the convolution result, we need to know the inverse transform
k of K. In view of the calculations above, we see that k is the solution of (4.7), with
f =0, for the initial data

1, =0
5(9):{o: —r§9<0} “49)

In spite of the discontinuity of & at zero, the method of steps readily establishes that
the solution k exists for > 0. In fact,

k(t)=e",0<r<r
and it satisfies the initial value problem:
X (1) = Ax(t) + B x(r) = r <1 <2r

It is not hard to see that k is continuous for ¢ > 0, continuously differentiable for
t > r, twice continuously differentiable for r > 2r, and so on. Solution k is called the
fundamental solution of (4.7).

By Exercise 4.2, we may express the solution of (4.7) as

x(t) =x(t;9,f) = x(1:,0) +x(1:0, f)

where the first summand satisfies (4.2) and xo = ¢. In view of our calculations above
and the convolution law of the Laplace transform, we have

X(£:0, f) = /0 "kt — 7) f(v)dT .10)

It can be verified directly that (4.10) agrees with x(z;0, f).
Similar arguments lead to

X(t:9,0) :k(t)d)(O)+/0[k(t—r)Bq)(1—r)dr @.11)

These formulas hold with minor changes in the case that (4.7) is a vector system
with matrices A, B. In this case,

K(s)=(sI—A—e"B)"!

is a matrix-valued function, / being the identity matrix, and therefore K is too. The
initial data (4.9) are matrix-valued as well with 1 replaced by the identity matrix /.
Matrix-valued solution k is the fundamental matrix solution in this case.
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4.3 The Characteristic Equation

We seek exponentially growing solutions of (4.1) of the form
x(t) =eMvv #£0

where A is complex and v is a vector whose components are complex. It is useful to
have the notation exp;, for the continuous function defined on [—r,0] by exp, (0) =
¢*?. Using it, we see that the state x;, corresponding to x(¢) is x, = ¢* (exp, )v be-
cause

x(0) = x(t+0) = 10y = Mexp, (6)y

For x(t) to be a solution, we must have
X (t) = 2e*v = L(x;) = e*' L(exp,v)
or
Av = L(exp,v)
Writing v = Y ;vje; where {e;}; is the standard basis for C", then L(exp,v) =
Y.;viL(expye;). Define Ly to be the n x n matrix
Ly = (L(expyer)|L(expyez)|---[Lexpzen)) = (Li(expye;))

where L;(¢) is component i of L(¢). Then L(exp;v) = L, v and we see that x(¢) =
e*v is a nonzero solution of (4.1) if A is a solution of the characteristic equation:

det(A—L;) =0 4.12)

In this case, v # 0 must belong to the null space of A1 — L, . We sometimes refer to
a solution A € C of (4.12) as a characteristic root.
For the special case (4.2), the characteristic equation is

det[AI—A—e *B] =0 (4.13)

If A and B are 2 x 2 matrices, (4.13) may be expressed as P(A,e~"*) = 0 where
P(z,w) is a quadratic polynomial in (z,w):

A% — (tr(A))A +det(A) + e >* det(B) + e [C — A(1r(B))] = P(z,w)  (4.14)
and
C = det(a'[p?) + det(b'|a?)

Here, det(A) denotes the determinant of A, tr(A) denotes its trace, and (a'|b?) de-
notes the matrix with the first column from A and second column from B. It is not
hard to see that (4.13) may be expressed as P(A,e~"*) = 0 where P(z,w) is a poly-
nomial of degree n in (z,w) in the general case n > 2.
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The first observation is that &, defined by h(A) = det(Al — L), is an analytic
function defined for all A € C, that is, an entire function, analytic in the entire com-
plex plane. See [1, 17] and Appendix A for definitions.

Lemma 4.1. 1(1) = det(Al — L, ) is an entire function.

Proof. The determinant of a matrix can be expressed as a sum of products of en-
tries of the matrix. Because sums and products of analytic functions are analytic,
it follows that the determinant of a matrix whose entries are analytic is itself ana-
lytic. It suffices to show that for each complex vector v, the function g defined by
g(A) = L(exp,v) € C" is differentiable with respect to A. Consider the difference

quotient
p(o) - 84+ —8(M)
Z

Using the linearity of L, it may be written as
D(z) = L(expy k(z)v)

where k(z)(8) = (¢ — 1) /z. Because k(z) — g as z — 0, uniformly on [—r,0], where
q(6) = 0, it follows that D(z) — L(exp,qv) asz — 0. O

Properties of nontrivial entire functions, in particular of 4, are listed below:

(1) Each characteristic root has finite order.
(ii) There are at most countably many characteristic roots.
(iii) The set of characteristic roots has no finite accumulation point.

Remarkably, there are only finitely many characteristic roots with positive real
part.

Lemma 4.2. Given ¢ € R, there are at most finitely many characteristic roots sat-
isfying R(A) > o.

If there are infinitely many distinct characteristic roots { Ay }n, then
R(Ay) — —oo,n o

Proof. If false, then there is infinite sequence {A;} of characteristic roots with
R(A;) > o and, by (iii) and the Bolzano—Weierstrass theorem, |A;| — oo as j — oo,
This means that C; = I — (A;) 'Ly is a singular matrix. But C; — [ as j — o be-
cause

L(expy,v)| < Kllexpy o]

< K|v|max{|e’11'9| —r<6<0}

< K|v|max{e®® : —r < 6 <0}
is bounded independently of j, implying that (A j)_l Ly, — 0. By continuity of the
determinant, 0 = det(C;) — det(I) = 1 as j — oo, a contradiction. O
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An important implication of Lemma 4.2 is that there exists ¢ € R and a finite
set of “dominant characteristic roots” having maximal real part equal to ¢ with all
other roots having real part strictly less than ©.

In the applications, complex characteristic roots come in conjugate pairs.

Proposition 4.2 Suppose that L maps real functions to real vectors: L(C([—r,0],R")) C
R". Then A is a characteristic root if and only if A is a characteristic root.

Proof. Our hypotheses imply that L(¢) = L(¢) inasmuch as

L(u+iv) =Lu+iLv = Lu—iLv = L(u—iv) = L(u+iv).

Because e* = ¢* we have L(exp;e;) = L(exp; e;) = L(expye;), implying that L) =
LT' Therefore, if A is a root, then

0=det(Al— L)
= det()t] — L)L)
= det(Al — L)

soAisaroot. [

The main result of this section concerns the stability of the x = 0 solution of (4.1).

Theorem 4.3 Suppose that R(A) < u for every characteristic root A. Then there
exists K > 0 such that

x(r,9)| < Ke''|[¢]|,t >0,¢ €C (4.15)
where x(t,9) is the solution of (4.1) satisfying xo = ¢.
In particular, x = 0 is asymptotically stable for (4.1) if R(A) < 0 for every char-

acteristic root; it is unstable if there is a root satisfying R(1) > 0.

Proof. We sketch the proof of estimate (4.15) for the special case of system (4.2)
using the representation (4.11):

1
X(1) = x(1:0,0) =K()0(0) + [ k(1 —)Bo(c—r)ds
0
It is enough to show that there exists u, K as above such that
k(r)| < Ke!',1>0 (4.16)

because this implies that
.
()] = Ke“’|¢(0)|+Ke“tIBIII¢II/ e Mt
0

)
— KeM|4)| {1+|B/ e_’”d‘r}
0
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Estimate (4.16) requires use of the contour integral representation of £~ ! and careful
estimates. See Chapter 1, Theorem 5.2 in [41]. O

4.4 Small Delays Are Harmless

Consider the linear delay system
Z(t) =Az(t) +Bz(t —r)
and its nondelayed counterpart obtained by setting r = 0,
Z(t) = (A+B)z(t)
We want to explore the correspondence of the characteristic roots of
h(A,r) =detAl—A—e B =0 (4.17)

to the eigenvalues of A + B:

h(A,0) =det[AI—A—B] =0

Theorem 4.4 Let 71,25, ...,z be the distinct eigenvalues of A+ B, let & > 0, and
let s € R satisfy s < min; R(z;). Then there exists ro > 0 such that if 0 < r < ro and
h(z,r) = 0 for some z then either R(z) < s or |z—zi| < 8 for some i.

In words, for small enough delay, the characteristic roots of (4.17) are either
very near the eigenvalues of A + B or have more negative real parts than any of the
eigenvalues of A + B. We may choose s as negative as we like, therefore we can
force these latter roots to have very negative real parts if 7 is small enough.

Proof. Let G ={z€ C:R(z) >, |[z—2z| >, 1 <i < k}. Our goal is to show
that there are no characteristic roots in the closed set G if r is small enough. If this
were false, then there exists a sequence {r,}, of delays with r, > 0 and r, — 0
and a corresponding sequence of characteristic roots z, € G so that h(z,,r,) = 0. By
the Bolzano—Weierstrass theorem [65] there are two cases: (1) {z,} has a convergent
subsequence converging to 7 € G (G is closed), or (2) |z,| — oe. In case (1) continuity
of h implies that 4(Z,0) = 0 but A 4 B has no eigenvalues in G. This case cannot
occur. We conclude that case (2) must hold. Now we argue exactly as in the proof of
Lemma 4.2 that C,, = I — (1/z,)[A + e " B] — I because R(z,) > s and |z,| — oo,
so it cannot be singular for large n . This contradiction proves the result. O

Remark 4.5 Theorem 6.8 continues to hold if A = A(r) and B = B(r) depend con-
tinuously on r and the z; are the eigenvalues of A(0) + B(0).

What about those characteristic roots that do get very near to one of the z; as
r — 0? They can be described by the implicit function theorem A.3 if z; is an order-
one root.
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Theorem 6.8 extends in the obvious way to (4.3).

Small delays are harmless in the sense that if asymptotic stability holds when
7 =0, then it continues to hold for small delays inasmuch as we may choose § small
enough that the §-ball about each eigenvalue of A + B belongs to the left half-plane
and we may choose s negative. On the other hand, if instability holds for T = 0 due
to a simple positive root or a complex conjugate pair of roots with positive real part,
then the implicit function theorem may be applied to show that instability continues
to hold for small r > 0.

The recent monograph [59] describes computational methods for determining the
critical (largest real-part) characteristic roots.

4.5 The Scalar Equation x'(r) = Ax(¢) + Bx(t — r)

In this section, we obtain a more complete picture of the characteristic roots asso-
ciated with (4.2) in the case that A and B are real scalars. This corresponds to the
equation

X' (t) = Ax(t) + Bx(t —r) (4.18)
In that case, (4.13) becomes
A =A+Be (4.19)
Multiply by r and let
z=rA,o0 =Ar,3 =Br
to obtain:

z=a+Be " (4.20)

If we write z = x + iy, then the equations are

0=x—a—PBe “cos(y) (4.21)
0 = y+ Be "sin(y)

Observe that z = 0 is a root precisely when o + 8 = 0 and a portion of this line is
plotted in Figure 4.1 below.

Define the function F(z, @, ) :== z— a — e~ whose zeros are the roots of
(4.20). In Exercise 4.7 we identify the branch of solutions of (4.20) on which the
implicit function theorem fails. At all other solutions (zo, a, Bp) of (4.20), the im-
plicit function theorem A.3 guarantees a smooth root z = z(«, ) for (¢, 3) near
(00, Bo)-

Setting x = 0 and solving for o and B gives the “neutral stability curves” in
parameter space along which (4.20) has purely imaginary roots z = iy.

o = ycos(y)/sin(y) (4.22)
B = —y/sin(y)
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As roots come in complex conjugate pairs, we may restrict y > 0. Notice that the
curve is welldefined at y = 0 where (o,) = (1,—1), which coincides with the
parameter values at which z = 0 is a double root. We denote by

Co = {(@,B) = (ycos(y)/sin(y), —y/sin(y)), 0 <y < 7}

the curve along which z = +iy, 0 <y < 7 are roots. It is depicted in Figure 4.1
below. Easy calculations give

d—a<0,@ <0,0<y<m
dy dy
so both a(y),B(y) decrease with increasing y. Starting from (1,—1) when y = 0,
(a(y),B(y)) meets the B-axis at (0,—m/2) when y = /2. It then enters the third
quadrant and approaches (—co, —c0) from below and tangent to the line o = f as
y /' 7 because o /3 = —cos(y) — 1 whereas both o, § — —ccasy /' 7.
We also need to consider the curves

Co:={(a,B) = (ycos(y)/sin(y),—y/sin(y)), nt <y < (n+1)x},n>1,

where z = +iy, nw <y < (n+ 1)7 are roots. Notice that (—1)"sin(y) > 0 on nw <
y < (n+1)mso (—1)"T'B > 0 on C, but a changes sign at y = nx + 1/2. On Cy,
do/dy < 0 but dff/dy changes sign on (n7, (n+ 1)7) where tan(y) = y. Because
B/o=—1/cos(y), |B/a| > 1 on C, implying that Cy,Cs, ... lie strictly above the
graph of B = |a| and C;,Cy, ... lie strictly below the graph of f = —|¢t|. It is easy to
see that Cy,1 lies strictly above Cy,—1 forn = 1,2,... and that Cz(n +1) lies strictly
below Cy, for n = 1,2,.... See Figure XI.1, page 306, of Diekmann et al. [26].
C, never meets Cy, the line & + § = 0, nor the open region enclosed by these two
curves.

Let

R(a,f)={z€C:NR(z) >0, F(z,a,f) =0}

be the set of “unstable roots” for given parameter pair (a, ) and let

I={(e,B): F(iy,ct, ) = 0 for some real y}
= {(o,) s o+ =0} U (Un=0C)

be the parameter set where purely imaginary or zero roots exist. Finally, define

Z(a,p) = Z order of root z
z€R(a,B)

which counts the “unstable roots” according to multiplicity. This is a finite sum
according to Lemma 4.2.

We show that Z is continuous except possibly at points (¢, 3) where F(z, ¢, 3) =
0 has purely imaginary or zero roots:
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Stability region in (c, B)-plane

10f-
5,
C,
o+f =0
B 0
Co
_5»_
C,
-10+
-10 -5 0 5 10
o

Fig. 4.1 Stability region for (4.20) in the (¢, )-plane lies to the left of the displayed curve.

Lemma 4.3. The integer-valued function Z(c, ) is continuous at all points (¢, 3)
that do not belong to the closed set I. Consequently, Z is constant on the connected
components of the complement of 1.

Proof. As a first step, we give bounds for any root z = x + iy with x = R(z) > 0 in
terms of o and 3. From (4.21) we see that such a root must satisfy

0 <x<|af+[B], Iy <IBI.

Now fix (g, o) not in I. As the complement of I is open, we can find a closed
ball By centered at (0, Bp) so small that By does not intersect /. By the estimate
above, we can find M > 0 such that any root z = x + iy with x > 0 corresponding
to any (o, ) € By satisfies x, |y| < M. Thus, any such root lies inside the simple
closed curve ¥, oriented counterclockwise, bounding the rectangle R := [0,2M] x
[—2M,2M] in the complex plane. Hence, for (o, ) € By

Z(a,p) = Z order of root z
z inside y

Furthermore, there are no roots of F(z, o, o) = 0 on v itself because (ay, By) does
not belong to /. By shrinking the radius of the closed ball By, if necessary, we can
assume that for z on :
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|F(Z7aaﬁ) 7F(Zaa07ﬁ0)| < I?EI,JI}HF(Z,aOaBO”}v (aaﬁ) € By.

Note that the minimum is positive because F(z, o, o) # 0 for z € y. By Theo-
rem A4, Z(o, ) = Z(ow, Po) for all (o, B) € By. This proves the continuity of Z.

Let J be a connected component of the complement of /. Then Z: J — {0,1,2,...}
is a continuous function and J is connected so its image Z(J) must be a connected
subset of the nonnegative integers. So it must be a single integer. O

Proposition 4.6 All roots of (4.20) have R(z) < 0 for (o, B) belonging to the open
region bounded below by curve Cy and bounded above by curve {(a,fB): B =
—a, a < 1} which meet at (a,p) = (1,—1). See Figure 4.1. At least one root
satisfies R(z) > 0 for (a, ) belonging to the open complementary region on the
right.

Proof. Let’s denote by AS the open connected region bounded by Cy and part of the
line B = —o in the (o, B) plane. The integer-valued function Z is continuous on AS
by Lemma 4.3. Therefore, it must be constant by Lemma 4.3. Because F(z, —1,0) =
z+1=0if and only if z = —1, we know that Z(—1,0) = 0 so it follows that Z =0
in AS. There are no purely imaginary roots or zero roots in AS, therefore we have
shown that R(z) < 0 for every root when (a, B) € AS.

Consider the connected component of the complement of / bounded below by
the line & + B = 0 and bounded above by C. As F(z, 0,0) = z — o it follows that
Z(a,0) =1 for & > 0 and hence Z = 1 on this entire component.

Now we show that by crossing the boundary of AS through a point (o, fy) =
(a(yo),B (o)) for some yo € (0,7) of Cp, away from (1,—1), a conjugate pair of
roots iy at (&, By) move into the right half-plane R(z) > 0. We use the im-
plicit function theorem A.3 and the formula for o,y in terms of yy. We have
F(iyo, o, Bo) = 0 and

Yo

—iyo _ 1— . 0

F,(iyo, o, Bo) = 1 + Poe 0 =1 —

and
Fy(iyo, 0, Bo) = —1

so the implicit function theorem implies that the equation F(z, &, By) = 0 (where 3
is fixed) has a solution z = z(¢) for o near o satisfying z(0g) = iy and

dz __Fa _ 1 _ (I—ao) —iyo

@(ao)— FE (1—og)+iyo (1—a)?+y]
So (- )i

Z(a):iyo+(0‘*050)(1_:2ﬁ+0([a*060}2)
and we see that

R(() = (o~ o)) (o — a?)

(1—ap)>+y3
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for o near o. Because o < 1, we see that R(z(cr)) > 0 for & > 0. This proves
that there is a complex conjugate pair of roots with positive real part just below but
near Cj.

Z must be constant on the connected component D of the complement of /
bounded above by Cy and the portion of the line o +f = 0 for & > 1 and from
below by C,. It follows from the previous paragraph that Z > 2 on this region. We
show that Z = 2 in this region. Suppose this is false and choose any point (o, fy) on
Cp except for the corner point (1,—1). Denote by iyg the unique purely imaginary
root with 0 < yo < 7 such that F (iyo, o, Bo) = 0. If (a,, B,) is any sequence in D
converging to (0, o) then there must exist a corresponding sequence of roots z,,
F(zu, 04, By) = 0, with R(z,) > 0 and z, distinct from the complex conjugate pair
constructed in the previous paragraph. By the a priori bounds obtained on roots with
positive real part in Lemma 4.3, {z, }, is a bounded sequence and so we may as well
assume it converges to zp, necessarily satisfying R(zo) > 0 and F(zo, 0%, o) = 0.
Z0 # iyo because in that case z, would agree with the complex conjugate pair con-
structed in the previous paragraph. So R(zg) > 0 and the implicit function theorem
implies that there is a smooth family of roots z = z(«, 8) for (a, ) near (ay, Bo)
satisfying z( o, Bo) = zo. But this contradicts that Z = 0 in AS.

Similar arguments to those in the previous paragraph show that Z = 2n + 2 be-
tween Cy, and Cyp,40 and Z = 2n+ 3 between C,41 and Cy, 3 forn =0,1,2,....
O

Recall that when or = 0 we showed in Proposition 2.1 that the stability region for
B is given by —m/2 < B < 0 which corresponds to the segment on the f3 axis in the
stability region Figure 4.1.

Now let’s return to our original problem of determining the stability of the steady
state x = 0 of scalar equation (4.18) which depends on characteristic equation (4.19).
We assume that A + B # 0 for otherwise A = 0 is a root.

Theorem 4.7 The following hold for (4.18):

(a) If A+ B > 0, then x = 0 is unstable.

(b) IfA+B < 0and B > A, then x = 0 is asymptotically stable.

(c) IfA+B < 0and B <A, then there exists r* > 0 such that x = 0 is asymptotically
stable for 0 < r < r* and unstable for r > r*.

In case (c), there exist a pair of purely imaginary roots at
r=r"=(B*—A%)""2cos"!(—A/B)

Proof. Consider (a). Then (o, ) = r(A, B) never meets AS or its boundary so there
is a root A = r~ !z with positive real part for all r > 0.

Consider (b). In this case, (¢, 3) = r(A, B) lies entirely within AS for all » > 0 so
all its roots A = r~ !z satisfy R(1) < 0.

In case (c), the ray (a,f) = r(A,B), r > 0, belongs to AS for small r > 0 but
meets Cy at exactly one value of r := r* and leaves AS for r > r*. The fact that it
meets Cy exactly once follows from a simple calculation
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sin(y)
d Y —cos(y

<£:y7%<1, O<y<m
da 1 —cos(y) =5

where we used the fact that sin(y) /y strictly decreases from one to zero on (0, 1)
The stability assertions follow from Theorem 4.3. O

4.6 Principle of Linearized Stability

Consider the nonlinear functional differential equation
X (1) = f(x) (4.23)

Then x(¢) = xp € R, t € R is a steady-state solution of (4.23) if and only if
f(%)=0

where Xy € C is the constant function equal to xy:
If x(¢) is a solution of (4.23) and

x(t) = x0+y(t)
then y(¢) satisfies
Y(t) = f(Fo+y) 4.24)

We want to understand the behavior of solutions of (4.23) that start near X, and for
this, it suffices to understand the behavior of solutions of (4.24) for solutions that
start near y = 0. We assume that

fGo+9)=L(¢)+g(¢),¢ cC (4.25)

where L : C — IR" is a bounded linear function and g : C — IR" is “higher order” in
the sense that

. |g(9)]
lim =—%— =0. 426
2 ol (%20

Of course, this means that for every y > 0, there exists 0 > 0 such that

10l <6 = lg(@)] < ul@]]-

The linear system
2(t) = L(z) (4.27)

is sometimes called the linearized (or variational) equation about the equilibrium xp.
We must view it on the complex space C = C([—r,0],C").
The main result of this section is the following. See [41, 26] for the proof.
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Theorem 4.8 Let A(A) = 0 denote the characteristic equation corresponding to
(4.27) and suppose that

—0:= max R(A) <O0.
A(L)=0

Then Xy is a locally asymptotically stable steady state of (4.23). In fact, there exists
b > 0 such that

19 —oll < b= || (#) — 2ol < K|¢ —folle™ /2,1 > 0.
If R(A) > 0 for some characteristic root, then Xy is unstable.
Consider the special case of (4.23)
X (t) = F(x(t),x(t —r)) (4.28)

where we assume that F' : D x D — R" is continuously differentiable and D C R”
is open. If F(xp,xp) = 0 for some xy € D, then x(7) = xg, t € R is an equilibrium
solution. Then f(¢) = F(¢(0),¢(—r)) so (4.25) becomes

fGo+9)=A9(0)+Bo(—r)+G(9(0),¢(-7))

where A = f(x0,%0), B = fy(x0,X0).
It follows that the linearized system about x = xq for (4.28) is

(1) = Ax(t) + Bx(t — 1) (4.29)

As an illustration of the use of Theorem 4.8, consider the scaled version of the
delayed chemostat model (1.17)

S'(t) = 1-=8(@t)— £(S(t))x(z) (4.30)
X(t)=e "f(S{t—r))x(t—r)—x(t)

where f(S) = mS/(a+S) and x,S > 0. Nonnegative equilibria consist of the
“washout state” (S,x) = (1,0) and, if f(1) > ¢’, the “survival state” (S,x) = (S, %),
where f(S) = e¢" and ¥ = (1 — S)e™". The reader should verify that ¥ > 0. The ma-
trices A and B, as in (4.29), at a generic point (S,x) are given by

a= (7O e (e pts))

We find that (4.14) becomes
A+1DA+14xf'(S)—e " f(S)e ™) =0
What luck that it factors! Aside from the root A = —1, the other factor leads to

A=—1—xf'(S)+e "f(S)e *" (4.31)
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We use Theorem 4.7 but let’s use a and b for the coefficients in (4.19) because
A and B are in use here as matrices. For the washout state, we find that a = —1
and b = ¢ "f(1). Hence, a+b = —1+e "f(1) and b > a. Theorem 4.7 implies
that the washout state is asymptotically stable when ¢ 7 f(1) < 1 but unstable if
e "f(1) > 1, when the survival state exists.

For the survival state, a = —1 —%f’(§) and b= 1, so a+ b < 0 and b > a. There-
fore, the survival state is asymptotically stable when it exists.

4.7 Absolute Stability

One often encounters the characteristic equation in the form
P(A)+q(A)e* =0 (4.32)

where p and ¢ are polynomials with real coefficients and » > 0 is the delay. For
example, the characteristic equation for a two-dimensional system, (4.14), has this
property when det(B) = 0, a case that is typical inasmuch as often an equation has
only one delayed argument.

Typically, p has higher degree than g (see (4.14)). Brauer [8] proves the following
result.

Proposition 4.9 Let p, g be polynomials with real coefficients. Suppose
(a) p(A) #0, R(A) = 0.

(b) |q(iy)| < |p(iy)], 0 <y <.

(c) limpp| . 92(1)>0(q(4)/P(A)| = 0.

Then R(A) < 0 for every root A and all r > 0.

The conclusion of Proposition 4.9 is called absolute stability, as stability holds
for every value of the delay.
A simple corollary is stated and proved below.

Corollary 4.10 Let p be a polynomial with real coefficients, and have leading co-
efficient one. Let g = ¢ be a constant. If

(i) All roots of p are real and negative and |p(0)| >
(ii) p(A) =A% +al +b, a,b > 0 and either

e b>|c| and a*> > 2b, or

o a\/(4b—a?) >2|c| and a® < 2b,
Then R(A) < 0 for every root A and all r > 0.

c|, or
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Proof. (i) If there is a root A satisfying R(A) > 0, then putting the exponential term
on one side and the polynomial on the other and taking the modulus leads to

) =TTIA — Al = lefe ™) <[], (4.33)
i=1

where A; are the roots of p. Obviously, |A — A;| > |A;] holds if A; < 0 and R(A) > 0.
Thus, |p(0)| =TI1;|Ai| < |c| must hold. As this contradicts (i), the result follows.

To prove (ii), note that [p(A)] > 0 for R(A) > 0 because a,b > 0 imply its roots
lie in the open left half-plane; also, |p(A)| — oo as |A| — eo. Thus, |p(A)| must attain
its minimum in R(A) > 0 on the imaginary axis. We ask the reader to prove this in
Exercise 4.15. The minimum value of

p(iy)]* = [(b—y*) +iay[* = (b—y*)* + (ay)* = y* + (a® —2b)y* + b,

is the minimum value of g(x) = x> + (a*> — 2b)x + b* for x > 0. If a*> —2b > 0,
then this minimum is g(0) = b?, whereas if a®> —2b < 0, it is g((2b —a?)/2) =
(4ba® — a*) /4. Our hypothesis that there is a root with R(1) > 0 and (4.33) leads
to b < |c| in the case where a®> —2b > 0 and to (a/2)+/(4b —a?) < |c| in the case
where a> —2b < 0. O

It is interesting to compare the above result with Proposition 4.9 for
A—o=pe "™

whose stability region is completely described in Proposition 4.6. Proposition 4.9
asserts that if o < 0 and |¢t| < |B] then all roots satisfy R(A) < O for every value
of r > 0. This region of absolute stability is substantially smaller than the stability
region for r = 1 shown there.

Exercises

Exercise 4.1. Let f : [0,00) — C" be continuous. Show that the initial-value problem
X (1) =L(x) + £(1) (4.34)

and (4.4) have a unique solution defined for all > 0

Exercise 4.2. Extend the superposition principle to (4.34) by showing that the so-
lution of (4.34),(4.4) may be expressed as x(t) = x(¢;¢, f) = x(¢;9,0) + x(£;0, f)
where x(z; ¢,0) is a solution of (4.1),(4.4) and x(¢;0, f) is a solution of (4.34) corre-
sponding to zero initial data.

Exercise 4.3. Verify that (4.5) defines a linear system in the sense of (4.1) by identi-
fying the linear map L and showing that it is bounded. Hint: Use that [ |k;;(s)|ds <

oo,
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Exercise 4.4. In taking the Laplace transform, we have tacitly assumed that the so-
lution of (4.7) is exponentially bounded. Assume that f is exponentially bounded
and continuous. Show that x is exponentially bounded as follows. Multiply (4.7) by
e where c is chosen such that g(z) = f(¢)e“ satisfies |g(z)] < Me™" for some M
and let v(r) = x(¢)e". Then v satisfies an equation of the same form as (4.7) but
with inhomogeneous term f replaced by g. It suffices to show that v is exponen-
tially bounded. After renaming variables, we return to Equation (4.7) where now
|f(t)] < Me™". Define u : [0,00) — [0,00) by u(f) = max_,<s< |x(¢)|. Then u(z) is
continuous and nondecreasing. Starting from

X(t) = xo+ /0 " Ax(t)dT+ /0 "Bx(t—r)dt+ /0 " (2)de
show that ,
lx(1)] < M(0)+L+(\A|+|BD/O u(t)dt

where L = [° | f(7)|d7. Argue that this implies
!
u(t) < u(O)+L+ (1A + 1B]) [ u(@)ds

and by Gronwall’s inequality, we have

x(£)] < u(r) < [u(0) + L]elA+IBN:

Exercise 4.5. If A and B are 2 x 2 matrices, show that the characteristic equation
can be written as

A2 — (tr(A))A +det(A) + e > det(B) + ¢ [C— A(tr(B))] =0
where
C = det(a'[b?) +det(b'|a?)
det(A) denotes the determinant of A, t(A) denotes its trace, and (a'|b?) denotes the

matrix with first column from A and second column from B.

Exercise 4.6. Determine an explicit form for the characteristic equation of (4.3)
similar to (4.13).

Exercise 4.7. Show that z = 0 is a double root of (4.20) only when & = 1 and 8 =
—1. In fact, the only double roots are at z = & — 1 when o = 1 +1log|B|, B <O.
There are no roots of order three or higher.

Exercise 4.8. Show that the curves C,, defined below (4.21), have the properties
described. Show also that they are asymptotic to the lines f = +a as y — nx, (n+
).

Exercise 4.9. We have implicitly assumed that coefficients A and B are independent
of the delay r in Theorem 4.7. However, in applications it often happens that A and
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B are functions of the delay r. Prove that part (a) of the theorem remains valid in
this case by showing the existence of a positive characteristic root. Prove that part
b remains valid in this case as well. Argue by contradiction, assuming there is a
nonzero root A with R(A) > 0. Use that |A| < |A —A| = |Ble "®*) < |B] to obtain
a contradiction.

Exercise 4.10. Find an expression for g(¢) = G(¢(0),¢(—r)) and show that it sat-
isfies (4.26).

Exercise 4.11. Find the equilibria for Nicholson’s blowfly equation (1.3) and deter-
mine their stability properties.

Exercise 4.12. Consider the Lotka-Volterra competition system

x(t)[2 — ax(t) = by(t = r)]
Y1) =y(O)2—ex(t —r) —dy(t)]

(a.) Determine the stability of the positive steady state whena=d =2andb=c=1.
How does it depend on r?
(b.) Determine the stability of the positive steady state whena=d =1andb=c =2.
How does it depend on r?

Exercise 4.13. Find the steady state with positive components for the delayed
predator-prey model

= x(t)(m—x(1) = y(t))
Y1) =y(O)(=1+ax(t—r))

where m, r,a > 0. Find the linear variational equation and the associated character-
istic equation.

Exercise 4.14. ].D. Murray in Chapter 6, Section 6, of his famous book [61] in-
troduced the system (1.16). He claims that the positive steady state can be made
unstable if the delay r is large enough. Is he correct? Determine the steady state and
the characteristic equation. Hint: Try not to use the explicit formula for f(7') but
only the qualitative shape of its graph to determine when there is a steady state. You
do not need the exact formula for the steady-state value of 7.

Exercise 4.15. In the proof of Corollary 4.10(ii), we claimed that |p(A)] attains its
minimum over the region R(A) > 0 on the imaginary axis. Prove this assertion.
Hint: One way is to set the first partial derivatives (|p(1)|?); = (|p(1)]*)y = 0,
where A = x+iy. In doing so, use only that p is an analytic function so the Cauchy—
Riemann equations (A.1) hold. Show that if there were a solution, then as |p(4)| >0
it must follow that p’(1) = 0. But p’(1) = 214 +a has no zero in R(1) > 0.



Chapter 5
Semidynamical Systems and Delay Equations

Abstract An autonomous system of delay differential equations is shown to gen-
erate a semidynamical system on the space C of continuous functions on the delay
interval. Omega limit sets are defined and shown to have the same properties as for
ODEs, with minor exceptions, although they are subsets of C. The dynamics of the
delayed logistic equation and the chemostat model are treated in detail. A special
class of delay equations is shown to generate monotone dynamics; solutions con-
verge to equilibrium. Liapunov functions and the LaSalle invariance principle are
used to study the dynamics of a delayed logistic equation with both instantaneous
and delayed density dependence.

5.1 The Dynamical Systems Viewpoint

A dynamical system consists of a set X of “states” and a rule A describing how
states change with time. X is called the state space. If at time s you are at state x
and later, at time 7, find yourself at state x’, then x’ = A (t,s,x). The transition rule
(function) should take as inputs the “initial” time s and state x and produce the new
state X’ at time 7. The function A should have some properties consistent with this
interpretation of its meaning. For example, it should obviously satisfy

Al(s,s,x) = x,Vs,x (5.1)

If at time s we are at state x, at time » we are at state x’, and at time ¢ are at state
X, then X' = A(r,s,x), X = A(t,r,x'), and X" = A(t,s,x) should hold in keeping
with our interpretation. It follows that A should satisfy

Alt,s,x) = A(t,r,A(r,8,x)),Vt,s,1,x (5.2)

So far, our arguments have been informal and, in particular, we have not specified
from what set one should take the “time” . For discrete-time dynamical systems,
we might choose this set to be the integers Z, or the nonnegative integers Z. . If, for
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example, we are given a sequence of maps F, : X — X for n € Z we may consider
the dynamics generated by the recursion

Xnt1 = F(xy),n > 5,6, = x
where s € Z is the initial time and x the initial state. This generates the sequence:
Xe =X = Xop1 = Fy(x5) = x40 = Foq1(xg41) — -+
The map Fj is applied at time s to get the state at time s+ 1. The transition rule is
A(t,s,x) =F_10F_50---0F(x)

where o denotes function composition.
If we are given a single map F : X — X we may consider the dynamics generated
by
Xpr1 =F(xy),n>s, x=x

which is formally the same as above where F, is the constant sequence F,, = F.
Define F(P)(x) = (FoFoF o---0F)(x) to be the p-fold composition of F with
itself where, in general, p € Z . Then we define A (z,s5,x) = F~%)(x) for x € X and
s € Z but t € Z must in general satisfy r > s because F' need not be invertible; if F
is invertible, then no restriction on ¢ is necessary. A noninvertible map F' generates
the simplest dynamical system where one sees clearly why we can generally not go
backward in time.

For continuous-time dynamical systems, one may choose the reals or the nonneg-
ative reals. The quintessential example of a dynamical system is that generated by
a system of ODEs. Here, we typically are interested in solutions of the initial-value
problem

X = f(t,x),x(s) = xo

Under suitable conditions, there is a unique solution x(¢), which we often write as
x(t,5,x0) to remind ourselves that the solution depends on all three arguments. In
this case, A(t,s,x9) = x(z,5,x). For ODEs there is no asymmetry between the past
and the future so it is natural to take the real line as our time set.

We have noted already that delay differential equations can generally be solved
only forward in time, and that we should expect a continuous-time dynamical system
in this case. Therefore, we specialize our formal definition of a dynamical system
with these features in mind. Define

S={(t,s) eERxR:t>s}

We say that A : S x X — X is a semidynamical system if it satisfies (5.1) and (5.2);
for the latter, (¢,r) and (r,s) must belong to S. The “semi” in semidynamical reflects
the restriction that we may only go forward in time, that is, # > s in the definition
of A(t,s,x). In defining a dynamical system, we replace S above by S =R x R and
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require (5.1) and (5.2) to hold without restriction. From a dynamical system, we
obtain a semidynamical system by restriction of the domain.

In practice, we demand that our semidynamical system has some continuity prop-
erties but it was useful to start out by ignoring this to call attention to the “algebraic”
conditions (5.1) and (5.2). Thus, hereafter, we assume that our state space X is a met-
ric space (X,d) with metric d and that A is continuous: if (¢,s5) € S, x € X and if
{(ts,8n) }n is a sequence in S and {x, }, is a sequence in X such that (z,,s,) — (¢,5)
and x, — x, then A (t,, sp,%,) — A(t,s,x).

It is useful to have the notion of a solution for a semidynamical system. It should
be a continuous function ¢ : I — X, where I C R is an interval containing more
than a single point, tracing out the states followed by the system. By this we mean
that if s,# € [ and r > s then o(t) = A(z,5,0(s)). The reader should verify that
0 : [s,00) — X defined by o(¢) = A(z,s,x) is a solution.

Let o :/— X and v : J — X be two solutions. If s € INJ and o(s) = v(s), then
o(t) = v(t) for all > s belonging to I NJ. See the exercises.

A semidynamical system is said to be autonomous if A satisfies:

Altys,x) =A(t+rs+nx),V(t,s) €S, reRxeX (5.3)

In that case, by taking r = —s, we find that A(z,s,x) = A(r —5,0,x); the initial
time is irrelevant and only the elapsed time ¢ — s matters. In the case where A is
an autonomous semidynamical system, we define @ : R, x X — X by ®(z,x) =
A(t,0,x) so we have A (t,s,x) = @(t — s,x). The map @ completely specifies A. It
is easy to verify that (5.1) and (5.2) imply that @ satisfies:

P(0,x) =x,P(t,D(s,x)) = P(t +5,x),t,5 > 0,x€X (5.4)

Lemma 5.1. Semidynamical system A is autonomous if and only if whenever o (t)
is a solution defined on interval I and ¢ € R, then 6(t +c) is a solution on interval
I—c, wherel—c={t—c:tel}.

Proof. Suppose that A is autonomous, ¢ : [ — X is a solution, ¢ € R, and u(t) =
o(t+c), defined forr € I —c. If t,s € [ — c satisfy t > sthent =t —c,s =5 —¢
where s',¢' € I and ¢’ > 5. Consequently,

At,s,u(s)) =A(t' —c,s' —c,0(s)) =A(t',s,0(5')) = o(t') = u(r)

Therefore, u(t) is a solution as required.

Conversely, suppose translates of solutions are solutions on the translated in-
terval. We show that (5.3) holds. Let o : [s+ r,00) — X be defined by o(r) =
A(t,s+ r,x). We claim that it is a solution. If ' > s > s+ r then

A(t',s' o(s) =A( s A(S  s+1,x) = A, s+1,x) = o(t)

It follows that o is a solution and hence so is u(t) = o(¢t +r), t > s by hypothesis.
But u(s) = x which agrees with the solution v(¢) = A(t,s,x), t > s att =s. It follows
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that u(t) =v(r), t >s,or A(t+r,s+rx) = A(t,s,x), t > s, proving that (5.3) holds.
O

See [66] for a thorough treatment of semidynamical systems.

5.2 Semiflows and Omega Limit Sets

In these notes we primarily focus on autonomous semidynamical systems. We call
the continuous map @ : R} x X — X a semiflow if it satisfies (5.4).
The forward orbit of a state x is defined by

0. (x) = {(t.x) :1 > 0}

An equilibrium is a state e € X that does not change with time: ®(z,e) = e for all
t >0, or equivalently, O, (e) = {e}. If e is an equilibrium, then 6 : R — X defined
by o(t) = e is a solution.

The omega limit set is defined in the usual way:

ox)={yeX : Ht,}u>1, tn — oo, P(t,,x) — y}

A subset A C X is positively invariant if a € A = Oy (a) C A. It is invariant if
P(1,A) = A forall t > 0. Notice that this means A is positively invariant and that for
any a € A and 1 > 0, there exists @’ € A such that ®(¢,d') = a.

Now we can state the main result of this section.

Theorem 5.1 The omega limit set ©(x) is closed and positively invariant. If O (x)
is compact in X, then @ (x) # 0 and it is compact, connected, invariant, and

D(t,x) — 0(x),t — oo.

This means that for € > 0 there exists T > 0 such that if t > T there exists y € 0(x)
such that d(P(t,x),y) < €.

Proof. If y € w(x) there exists #, ] e such that ®(#,,x) — y. If + > 0 then by con-
tinuity of @ and (5.4), @ (¢, D(ty,x)) — P(t,y) and P(r +1,,x) — D(,y). Since
t+1, 1 o we see that @(z,y) € w(x). This proves positive invariance of @(x).

To see that @(x) is closed, suppose that {y,} is a sequence of points of ®(x)
converging to y. We must show that y € @(x). As y; € @(x) we may find 7; > 1
such that d(P(#1,x),y1) < 1. For similar reasons, we find #, > max{#;,2} such that
d(D(tz,x),y2) < 1/2. Proceeding inductively, for each n € N we find 1, > t,—1,n
such that d(®(t,,x),yn) < 1/n. Then d(P(ty,x),y) < d(P(tn,Xx),yn) +d(Yn,y) — 0
implying that y € @(x).

If O (x) is compact in X and #, ] o then {®(t,,x)} C O, (x) so it must have a
convergent subsequence. Obviously, the limit of this sequence belongs to ®(x) so
the latter is nonempty. Inasmuch as @(x) is a closed subset of the compact set O (x)
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it is compact. To establish invariance, given y € @(x) and s > 0 we want to show that
there exists z € @(x) such that @(s,z) = y. There exists 1, T oo such that @(t,,x) —
y. {P(t, —s,x)} C O4(x) has a convergent subsequence so we may assume, by
renaming our convergent subsequence, that &(z, — s,x) — z for some z € X. Now
using (5.4) and continuity as above we see that @ (s,z) = lim,, . P (s, (1, —s,x)) =
lim,, 0o D (t,,x) = y.

To show that ®(z,x) — ®(x), t — oo, we argue by contradiction. If it were false
then for some € > 0 there is, for each natural number 7" = n, some f,, > n such that
d(P(ty,x),y) > € for every y € @(x). But {D(#,,x)} has a convergent subsequence
s0, on renumbering this subsequence, we may assume that &(z,,x) — w and obvi-
ously, w € @(x). Taking the limit in the above inequality, we find that d(w,y) > €
for every y € @(x), including y = w itself.

If o (x) were disconnected then w(x) =AUB where A and B are nonempty closed
sets with AN B = 0. It follows that A and B are compact and that we may find
€>0suchthat U ={x€X:Jy€Asuchthatd(x,y) <e}andV ={xeX:3ye
B such that d(x,y) < €} are disjoint. By the previous paragraph, 37 > 0 such that
t > T implies there is some w € ®(x) such that d(w, ®(z,x)) < €. Although w is not
uniquely determined by ¢, the set A or B to which it belongs is uniquely defined. Let
I={t>T:weA}andJ={r>T:we B} where w corresponds to ¢ as above.
Then (T,0) =1UJ and INJ = 0. It is not hard to see that / and J are nonempty
open sets. This implies that (T, 0) is disconnected, a contradiction. 0O

Remark 5.2 According to Exercise 5.6 and Theorem 5.1, if O, (x) is compact then
through each y € ®(x) there exists at least one solution ¢ : R — w(x) satisfying

c(0) =y.

5.3 SemiDynamical Systems Induced by Delay Equations

Consider the initial value problem for the time-dependent delay differential equation

X (1) = f(t,x),x =9 (5.5)

where s € R, f is continuous, and ¢ € C. Here, we assume that there is a unique
solution defined for all # > s for every such initial-value problem (s,¢) € R x C. Of
course, this is hard to verify in applications, but such is required if we are to show
that (5.5) is to generate a semidynamical system. Write x(¢,s,) for this solution
defined for 7 > s. The state of the system at time 7 is x,(s,¢) € C, defined in the
usual way as x;(s,¢)(0) =x(t+ 6,s,¢), —r < 6 <0. In an analogous fashion as
for systems of ODEs, we show that

A(t,s,¢)=x,(s7¢) (56)
defines a semidynamical system on C.

Proposition 5.3 A defines a semidynamical system on C.
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Proof. We must show that x;(s,¢) = x;(r,x,(s,¢)) fort > r > s, ¢ € C. Equality
clearly holds when 7 = r. Both x(¢,s,¢) and x(¢,r,x.(s,¢)) are solutions of (5.5)
on ¢ > r and their respective states in C at t = r are the same, so by uniqueness of
solutions to initial-value problems for (5.5), they agree fort > r.

The continuity of A(z,s,¢) =x,(s, ¢) in all arguments follows directly from The-
orem 2.2, Chapter 2 in [41]. In the case where f satisfies the Lipschitz condition on
bounded sets (3.13), then it also follows from Theorem 3.7. O

Having shown that (5.5) defines a semidynamical system on C, we now briefly
turn to reconciling two definitions of “solution”. Recall, we have defined what we
mean by a solution of (5.5) in Chapter 2. In a previous section, we defined what
is meant by a solution of the semidynamical system A. Proposition 5.3 shows that
solutions of the initial-value problems (5.5) define the semidynamical system and
this implies that solutions of the delay equation correspond to solutions of the semi-
dynamical system A. Below we show the converse.

Lemma 5.2. Let 6 : I — C be a solution of the semidynamical system (5.6) and
lety : I — R" be defined by y(t) = o(t)(6 = 0). Then y(t) is a solution of X'(t) =
f(t,x;) for t € I. In the case where I = |a,b] or I = [a,b) for some b < oo, then
o(t) = x/(a,0(a)) so y can be continuously extended to the interval [a — r,a) by

Ya = 0(a).
Proof. Let s be any interior point of /. Then we have
o(1) = Alt,5,0(s)) = x(5,6(s)),1 > s, € I

Evaluating at 6 = 0, we find that y(¢) = x(¢,s, 0 (s)), the unique solution of x'(¢) =
f(t,x,) satisfying x; = o(s). It follows that y(z) is a solution for 7 > s. As s was
chosen arbitrarily, we conclude that y(7) is a solution of x'(t) = f(¢,x,) forall 7 € 1.
In the case I = [a,b] or I = [a,b), we may take s = a and the final assertion follows
immediately. O

We now turn to the study of the time-independent special case of Equation (5.5):

X (t) = flx) (5.7)

Exercise 5.7, Lemma 5.2, and Lemma 5.1 imply that the semidynamical system
A generated by (5.7) according to (5.6) is autonomous:

A(taqu)) :xt(sv(P) :xt,s(O,qb)

Because x(t,s,¢) = x(t — 5,0,¢) for solutions of (5.7), we may as well consider
the initial-value problem with s = 0 because we may always translate time to make
this so. At the same time, we simplify our notation by writing x(¢, ¢ ) = x(¢,0, ¢) and
x(9) =x(0,¢). Our autonomous semidynamical system, or semiflow for short, can
now be expressed as

B(1,0) =x (). >0, €C (5.8)
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SOLUTION SEMIFLOW

. :

-1
o 2 4 6 8 10

Fig. 5.1 Solution semiflow for x'(r) = —0.75x(t — 1) with ¢ = 1.

The semiflow generated by x'(r) = —0.75x(t — 1) with xo = 1 may be visualized
as in Figure 5.1 plotting the surface (#,0) — x(40) for —1 < 6 <0, 0 <t < 10.
The surface is foliated by curves, each of which is a computer approximation to x;
for some ¢ € [0, 10].

Keep in mind that we are assuming that for each ¢ € C, there exists a unique
solution x(z,¢) of the initial-value problem (5.7) and xo = ¢ and that it extends to
the entire half-line [0, ). The orbit of ¢ is

04(9) ={x(¢):t>0}CC

Recall e € C is an equilibrium if its orbit is a singleton: O, (e¢) = {e}. This just
means that e is constant as expected.

Proposition 5.4 ¢ is an equilibrium if and only if e is a constant function satisfying
f(e) =0. In that case, x(t) = ¢(0), t € R is a solution of (5.7).

Proof. If e is an equilibrium then x;(¢) = e for all > 0 so x(t + 0,¢) = e(0) for all
t > 0and 0 € [—r,0]. Putting 6 = 0 into this gives x(¢,e) = e(0) for all # > 0 so x(¢)
is constant, x' (1) = 0, and therefore f(e) = 0. Putting 1 = —8 into the same equality
gives ¢(0) = e(0) for all 8 so e is a constant function. The converse is trivial (by
uniqueness of solutions). O

There is a natural way to assign to each delay differential equation an ordinary
differential equation that has the same equilibria. It is called “ignoring the delays.”
In order to describe the correspondence, it is useful to have notation for the natural
embedding R” — C = C([—r,0],R") given by x — £ where £(0) =x, —r < 0 <0.
Given f : C — R" in the right-hand side of (5.7), define F' : R” — R” by

F(x) = f(%),x € R"

Then the ODE
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X =F(x)

has the same equilibria as (5.7). For example, corresponding to the delay differential
equation
N'(t)=N(t)[b—aN(t —r))

where f(¢) = ¢(0)[b—a¢(—r)], ignoring the delays leads to the ODE
N'(t) = N(t)[b—aN(1)]

where F(N) = f(N) = N[b—aN)]
Our earlier definition of the omega limit set of O (¢) may be expressed as

o(¢)={yeC:x,(¢) — ysomer, | o} (5.9)

Recall that we say the sequence {¢,} in C converges to ¢, and write: ¢, — ¢, when
¢, — ¢ || — 0, that is, when ¢,(6) — ¢(6) uniformly on [—r,0].

According to Theorem 5.1, to show that an omega limit set @(¢) is nonempty
we must show that the closure of the orbit O (¢) is compact. For ODEs this is easy,
we just show that the orbit is bounded. The Heine—Borel theorem [65] says every
closed and bounded subset of R" is compact. But things are not so easy for delay
differential equations. The Heine—Borel theorem does not hold for C! Of course,
that is the whole point of the Ascoli—Arzela theorem A.1; we would have no need
for it if closed and bounded subsets of C are necessarily compact.

Another consequence of the failure of the Heine—Borel theorem to hold for C
is the following: if A C C is closed and bounded, we cannot conclude from this
that f(A) is bounded in R”, where f : C — R" is continuous and defines our delay
equation (5.7). If, however, f satisfies a Lipschitz condition on each bounded subset
of C (3.13), then we can conclude that f(A) is bounded in R" whenever A is bounded
in C. More generally, we say f : C — R is completely continuous if it maps bounded
sets in C to bounded sets in R".

These two issues concerning Heine—Borel are related as we see in the following
result which gives sufficient conditions for the compactness condition required in
Theorem 5.1.

Proposition 5.5 If f is completely continuous and O () is bounded, then O (@)
is compact in C.

Proof. There is an M > 0 such that ||x;(¢)|| < M for r > 0 and because f is com-
pletely continuous there is an L > 0 such that |x'(¢,9)| = |f(x;)| < L for z > 0. So
for t > r, x;,(¢) is continuously differentiable with derivative bounded in norm by
L implying its Lipschitz constant is L. Thus {x;(¢) : # > r} is a uniformly bounded
and equicontinuous family of functions in C. Let {x;, (¢)} be a sequence in O (9).
O, (0) is compact if we show that there is a convergent subsequence. There are two
cases. If the sequence {#,} has a convergent subsequence {z,, } with #, — 1o then
Xt — Xgp S k — oo by Lemma 3.1. If {#,} has no convergent subsequence, then
t, — oo. Because {x;, } is a uniformly bounded and equicontinuous sequence, it has
a uniformly convergent subsequence by the Ascoli-Arzela theorem A.1. O
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As an immediate consequence of the previous result and Theorem 5.1, we have
the following.

Corollary 5.6 Let f in (5.7) be completely continuous and suppose O, (@) is
bounded in C. Then (¢) is nonempty, compact, connected, invariant, and x;(§) —
o(¢) ast — oo

The reader should observe that boundedness of O, (¢) in C is equivalent to the
boundedness of {x(¢,¢) : ¢ > 0} in R™. The latter is just what we require for ODEs.
Some elementary applications of invariance of the omega limit set follow.

Proposition 5.7 Suppose lim; ... x(t,9) = ¢ for some constant c. If ¢ denotes the
element of C identically equal to the value c, then ¢ is an equilibrium, f(¢) =0,
and, of course, ®(¢) = {¢}.

Proof. 1t’s easy to see that x,(¢) — ¢ ast — o0 s0 0(¢) = {¢}. Because omega limit
sets are invariant sets O (¢) = {¢} for all # > 0 so it’s an equilibrium. O

Remark 5.8 We have implicitly assumed that our semiflow is defined on all of C
merely for ease of exposition. It is rarely the case in applications. Often, we may
identify some positively invariant subset D of C, such as the nonnegative functions,
and restrict our attention to initial data in this subset. In that case, we may define
our semiflow @ only on D. All of the above results carry over in a natural fashion
if D is closed in C; if D is not closed, it may happen that omega limit points don’t
belong to D.

As an application, consider the equation
X (1) = —x(t—1)[1 —x*(1)],t > 0. (5.10)
It has three equilibria, the constant functions —1,0, 1.

Let D C C consisting of ¢ € C satisfy —1 < ¢(0) < 1 and let x(z,¢) be the
solution to the initial-value problem xy = ¢. Because

[1=x()) = alt = 1)(1 +(0)1 =200
we may conclude that
[1=x(0)] = [1 = 9O exp( [ +(s— (1 +x(5))ds) 2 0
Inasmuch as [1 +x()] satisfies a similar linear equation, we conclude that
[14(0)] = [1+ 0(O)]exp(— [ x(s=1)(1 =x(3))ds) >0

Therefore, we see that
—1<x(t,¢)<1,r>0
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and hence the solution can be extended to all of [0, ) by a standard argument and
it’s bounded. As f(¢) = ¢(—1)[1 — ¢2(0)] is easily seen to be completely continu-
ous, Corollary 5.6 implies that @(¢) is nonempty and has all the usual properties.

5.4 Monotone Dynamics

Consider the delay differential equation

X (1) = f(x(0),x(t = 1)) (5.11)
where f:R?> — R and f,, Jfy are continuous and

fy(x,y) =0 (5.12)

Recall that (5.12) implies that the comparison Theorem 3.6 applies. As a conse-
quence, the semiflow induced by (5.11) is monotone in the following sense.

Theorem 5.9 Let x(t) and y(t) be two solutions of (5.11) defined on [—r,T] for
some T > 0. If xog < yo, then x; <y, for0 <t <T.

Proof. This is an immediate consequence of Theorem 3.6. O

Remarkably, the dynamics of (5.11) shares many of the simple features as that of
the ODE

X (1) = f(x(t),x(2)) (5.13)

Obviously, they share the same equilibria. We show that the stability properties of
equilibria are generically the same. First, we establish a useful convergence result.
Recall that if a € R, then d € C is the constant function identically equal to a.

Proposition 5.10 Suppose that there exists a € R such that f(a,a) > 0. Then
¢ >a=x(t,0) >x(t,d) >a (5.14)

Moreover, the solution t — x(t,d) is nondecreasing on its maximal interval of exis-
tence; if it is bounded above, then it converges to an equilibrium b satisfying a < b.
An analogous result holds, with inequalities reversed.

Proof. Change variables by y = x — a yielding the equation y'(t) = g(y(¢),y(t — r))
where g(x,y) = f(a+x,a+y). g satisfies the hypotheses of Theorem 3.4: if y > 0
and x =0, then g(0,y) = f(a,a+y) > f(a,a) > 0. Therefore, positivity is preserved
by the transformed system in the sense that if ¢ > 0, then y(¢,¢) > 0, t > 0. Clearly
this implies that if ¢ > d, then x(z,¢) > a, r > 0. In particular, x(z,d) > a, t > 0,
which in turn implies that x,(d) > a, t > 0. By monotonicity of the semiflow via
Theorem 5.9, we have that x4, (d) = x5(x;(a)) > x(d) > a for s,# > 0. This implies
that
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fy)

Fig. 5.2 Dynamics of (5.13).
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which immediately implies the asserted monotonicity of ¢t — x(¢,4). Convergence of
x(t,4) to equilibrium, if it is bounded above, follows from Proposition 5.7. Equation
(5.14) follows directly from Theorem 5.9 because ¢ > a. O

An immediate corollary of Proposition 5.10 and Theorem 5.9 is that the stability
properties of (5.13) and of (5.11) are the same.

Corollary 5.11 Let xy € (a,b) be an equilibrium of (5.13), and hence of (5.11).
Suppose that
(x —x0) f(x,x) < 0,x € [a,b],x # xo

If ¢(s) € [a,b],s € [-r,0], then x(t,¢) — xo, t — oo.
Alternatively, suppose that

(x —x0) f(x,x) > 0,x € [a,b],x # xo

If ¢(s) € a,x0), s € [-1,0], then x(t,¢) < a for some t > 0; If ¢(s) € (x0,b], s €
[—1,0], then x(t,¢) > b for some t > 0.

Proof. If (x —xp) f(x,x) <0, x € [a,b],x # xo then xp is the only equilibrium in
[a,b] and f(a,a) >0 < f(b,b). As a < £ < b, we conclude from Theorem 5.9 that
x(t,a) < xo <x(t,b), t > 0. By Proposition 5.10,

a<x(t,d) <xo <x(t,b) <b, 1>0



72 5 Semidynamical Systems and Delay Equations

X’(1) = —X({A)+TANH[10*X(t—1)]
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Fig. 5.3 Solution of (5.15) with ¢(6) = sin(10* ).

and x(r,d) /" xo whereas x(t,b) \, xo. Again, by Theorem 5.9, x(r,a) < x(t,¢) <
x(t,b) if ¢(s) € [a,b], s € [-r,0] and consequently x(r, ) — xo.

If (x —x0)f(x,x) > 0, x € [a,b],x # xo then x is the only equilibrium in [a,b]. If
X0 < ¢ < bthen f(c,c) > 0 so, by Proposition 5.10, r — x(z,¢) is nondecreasing and
must leave [a, b] because there is no equilibrium in (¢, b]. If ¢ (s) € (xo,b], s € [—r,0],
then x(¢,¢9) > x(¢,¢), t > 0 for suitable ¢ € (xg,min¢) by Theorem 5.9. The other
case is handled similarly. O

As an example, consider the simple model of a self-excited neuron with delayed
excitation given by
x'(t) = —x(t) + tanh(kx(t — 1)) (5.15)

where x(#) encodes the neuron’s “activity level” and k > 0. The unit delay, reflecting
a scaling of the time variable, represents the transmission time between output x(z)
and input.

We do not restrict the sign of x but note that nonnegative (nonpositive) initial data
give rise to nonnegative (nonpositive) solutions. Indeed, if x(¢) is a solution, then so
is —x(1).

Proposition 5.12 If 0 < k < 1, then x = 0 is the only equilibrium and x(t,¢) — 0
for every initial data.

Ifk > 1, then x = 0 is unstable and there are two additional stable equilibria x =
“+u where u > 0 is the unique fixed point of h(u) = tanh(ku). If ¢ (s) >0, s € [-1,0],
then x(t,9) — u; if §(s) <0, s € [—1,0], then x(t,¢) — —u.

Proof. The assertions concerning the equilibria are elementary, using the fact that
I (0) = k. The other assertions follow from Corollary 5.11. For example, when
k>1and ¢(s) >0, s € [-1,0], we can find a,b such that 0 < a < ¢(s),u <b
with f(a,a) > 0> f(b,b), implying that x(t,4) < x(t,¢) < x(¢,b), 1 > 0. Because
x(t,d) / wand x(r,b) \, u, the conclusion follows. O
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As we have seen, there is a strong tendency for solutions of monotone semiflows
to converge to equilibrium. Indeed, one can prove that the generic orbit converges to
equilibrium and that attracting periodic orbits cannot exist [44, 70, 71]. Furthermore,
systems of delay differential equations can generate monotone semiflows [70, 71].

5.5 Delayed Logistic Equation

In 1948, G. Hutchinson ([46]) introduced the delayed logistic equation
n'(t)=al[l —n(t—T)/K]n(t)
to model a single population whose percapita rate of growth at time 7.

n'(t)/n(t) = a[l —n(t —T)/K]

depends on the population size 7' times units in the past. This would be reasonable
for a population that depends on a resource whose density at time ¢ depends on
the size of the population feeding on it at time ¢ — T because it takes time 7 for
the resource to recover. If we let N(¢) = n(r) /K and rescale time, then we get the
discrete-delay logistic equation

N'(t) =N(t)[l =N(t —r)],t > 0. (5.16)

The right hand side is clearly completely continuous. We are primarily interested in
nonnegative solutions. Arguments similar to those used for (3.4) establish that for
each ¢ € C with ¢ > 0, there exists a unique nonnegative solution N(z,¢) defined
for all # > 0. The question is whether O, (¢) = {N;(¢) : t > 0} is bounded.

Proposition 5.13 Every orbit of (5.16) with ¢ > 0 is bounded. In fact, for each such
@, there exists T > 0 such that

0<N(t.¢)<e,t>T

Proof. There are three cases. If N’'(t) > 0 for all large 7, say all ¢ > fo, then
0 <N(t) < 1fort >ty—rso we are done. In this case, N(¢) /" 1, t — oo by Proposi-
tion 5.7. If N'(¢) < 0 for all # > 19, then N(¢) > 1 for¢ > 1o — r but N is decreasing so
N(#) \, | as t — oo by Proposition 5.7. We are done in this case. Therefore we can
assume that no matter how large is 71, there is a1, > 11 and #3 > 11 such that N'(1;) > 0
and N'(13) < 0. Of course, this means that 0 < N(t; —r) < 1 and N(t3 —r) > 1. Thus
N oscillates about N = 1. If 1y > r and 1 is a local maximum of N(¢), then N’ (1y) =0
and N(to —r) = 1. Therefore, by a now familiar argument, treating (5.16) as a linear

equation
N(tg) =N(to—r) exp(/0 [1=N(s—r)lds) <e"

to—r
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Therefore e is an upper bound for the maximum of N on any interval [a,b] where
N(t) > 1on (a,b) and N(a) = N(b) =1 provideda > r. O

Actually, our proof showed that there are potentially three kinds of (nontrivial)
solutions of (5.16):

e Solutions that are eventually monotone nondecreasing, less than or equal to one,
which converge to the equilibrium 1 from below

e Solutions that are eventually nonincreasing, greater than or equal to one, that
converge to one from above

e Solutions that repeatedly oscillate above and below one as t — oo

We expect that the trivial equilibrium O is unstable because the linearization of
(5.16) about this solution gives the equation N’ = N. The following shows that
o(¢) = {0} only in trivial cases.

Proposition 5.14 Let ¢ > 0. Then w(¢) = {0} if and only if ¢(0) = 0. Indeed,
¢(0) = 0 implies that N(t,¢) = 0 for all t > 0.

Proof. N(t) = ¢(0)exp(f3[1 — N(s—r)]dr) so either ¢(0) =0 and N(¢,¢) = O for
allt > 0or ¢(0) > 0and N(¢,¢) > 0 for all # > 0. In the former case, w(¢) = {0}.
Suppose that ¢(0) > 0, yet N(z,¢) — 0 as t — oo. Then, for some 7o > 0, N(r) < 1/2
for t > 9 so N'(t) > $N(t), t > to+r, implying that N(r) > N(tog +r)e'/?> — o, a
contradiction. O

If we change variables, putting u = N — 1, then (5.16) becomes the famous
Wright’s equation (see [48, 80])

W (t) = —u(t —r)[1 +u(?)] (5.17)

The steady-state N = 1 is now u = 0 and we expect that if we drop the nonlinearity
u(t)u(t — r) in this equation, then the linear equation

V(t) = —v(t—r)

will determine the stability of our N = 1 steady state. The reader will recall that in
Proposition 2.1 and its corollary we provided evidence to the effect that if r < /2
then v = 0 is asymptotically stable and if r > 7 /2, then v = 0 is unstable. Therefore,
we expect to be able to show that N = 1 is asymptotically stable in the case where
r < m/2 and unstable when r > /2. Wright [80] proved the following.

Theorem 5.15 (see [48]) If r < 3/2, then N(t,¢) — 1, t — oo for all solutions of
(5.16) satisfying ¢(0) > 0.

Note that 3/2 = 1.5 < 1.57--- = /2. Wright’s conjecture, still unsolved, is that
Theorem 5.15 holds with /2 instead of 3/2. There exist nonconstant periodic so-
lutions of (5.16) when r > /2.

Let’s first get a positive lower bound for oscillating solutions.
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Lemma 5.3. If N(t) repeatedly oscillates above and below one as t — oo, then
N(t) > exp(—r(e"—1)) > 0 for all large 1.

Proof. N(t) < e" for all + > T by Proposition 5.13. If N(¢) < 1 and (a,b) with
N(a) =N(b)=1,a>T+r, and if N reaches its minimum on (a,b) at t*, then
N'(*) =0so N(t* —r) = 1. It follows that #* — r < a and integrating (5.16) from a
to 1* gives

N(E) = exp(/al' [1— N(s— r)]ds)

ot*

> eXp(/ [1—e"ds)

Ja

— exp(—(1" ~a)le’ 1)

It follows from Proposition 5.13 and Lemma 5.3 that oscillatory solutions satisfy
0<exp(—r(e"—1)) <N() <€
for all large ¢.
Lemma 5.4. Let N(t) > 0 repeatedly oscillate above and below one as t — o and
suppose there exists 0 <A <1 < Band T > 0 such that
A<N@)<B1>T
Then there exists S > T such that
(g0g)(A) <N(1) < (gog)(B),r > S

where g(u) := e"174),

Proof. The same arguments used in the proof of Proposition 5.13 and Lemma 5.3
tell us that because 1 —B < 1 —N(s—r) < 1 — A holds for large s, we have

g(B) < N(r) < g(A)

for large t. Applying this once again, we get the desired result. O

We can show that N(1) — 1, t — oo if we can show that for all xo > 0, the iteration
Xn4+1 = g(xn)an >0

satisfies x, — 1, n — oo,
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Fig. 5.4 Simulations of (5.16) for different values of r; Nyp = 0.5.

Proof. of Theorem 5.15 when r < 1. We only need to show that x, — 1, n — co. We
use Theorem 9.6 of Thieme’s book [75]. That theorem says that if g : (0,e0) — (0, o)
is continuous, has a unique fixed point x* > 0, is bounded on (0,x"), and for some
xp < x* <xp, g(x1) >x1, g(x2) < x2, and finally, g o g has no fixed point other than
x*, then x, — 1, n — oo. All requirements of this result are trivial for our g with
x* = 1 except the last one: g(g(u)) = u if and only if g~'(u) = g(u) if and only if
1 =F(u) = g(u) +1n(u)/r. We show that F’(u) > 0 for all u if r < 1. If ruF’(u) =0
then r?ug(u) = 1 but the maximum of the left-hand side occurs at u = 1/r at which
it takes the value re’~! < 1 inasmuch as r < 1 so we conclude that F’ > 0 and F is
injective. We are done! O

5.6 Delayed Microbial Growth Model

Consider the system (1.17) which, after scaling time and the dependent variables,
we may write as

S'(t) = 1=8(t) = f(S(1))x(r) (5.18)
K (t) = exp(—r) f(S(t —r))x(t —r) —x(1)

where
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Theorem 3.4 implies that solutions of (5.18) corresponding to nonnegative initial
data (xo,Sp) are nonnegative on their maximal interval of existence.
Define V by
V(t)=x(t)+e "St—r),t>r

and observe that
Vit)y=e "—V(t)

Consequently
V() —e "t — oo (5.19)

This bound ensures that nonnegative solutions are defined for all # > 0 and that they
are bounded. Therefore (5.18) generates a semiflow & on the positively invariant set
C. = C([-r,0],R%). Each orbit has compact closure in C; and therefore its omega
limit set is nonempty according to Corollary 5.6.

In Chapter 4, Section 4, we found the equilibria for (5.18) and determined their
stability properties. It was shown that if f(1) < e”, then the washout equilibrium
(S,x) = (1,0) is asymptotically stable. If f(1) > ¢, then in addition to the washout
equilibrium there is a survival equilibrium (S, X) where f(S) =€ and x= (1 —S)e "
In this case, the washout equilibrium is unstable and the survival equilibrium is
asymptotically stable.

The following result was first proved by Ellermeyer [28] by the fluctuation
lemma. We give a different proof.

Theorem 5.16 If f(1) < ¢, then every solution converges to the washout state. If
f(1) > ¢, then every solution with x(0) > 0 converges to the survival state.

Proof. Suppose that f(1) < ¢”. By Exercise 5.14, we may assume that S(¢) < 1 for
large 7, so there exist B € (0,1) and 7 > 0 such that x'(r) < Bx(r —r) —x(t), t > T.
We may compare solutions of this differential inequality with solutions of the cor-
responding differential equation y'(r) = By(t — r) — y(r) satisfying the same initial
condition y7 = x7. In fact, x(¢) < y(¢), t > T because z(t) = y(r) — x(¢) satisfies
Z(t) > —z(t) + Bz(t — r), zr = 0 and an application of the method of steps estab-
lishes that z(¢) > 0, t > T. By Theorem 4.7(b), with A = —1 and B as above, we see
that y(z) — 0 at an exponential rate. It follows that x(¢) — 0. It is now easy to see
from (5.19) that S(z) — 1 and we are done.

Now suppose that f(1) > e” and suppose x(0) > 0. We first show that x(¢) cannot
converge to zero. Because x(0) > 0 and X’ > —ux, it follows that x(¢z) > 0, ¢ > 0.
Arguing by contradiction, if x(¢) — 0 then S(¢) — 1 by Exercise 5.15 and because
e "f(1) > 1, there would exist B > 1 and T > r such that x’(r) > —x(r) + Bx(r —
r), t > T. As in the previous paragraph, we find that x(¢) > y(t), t > T where
¥ (t) = —y(t)+By(t —r) and y; = x7. Moreover, xp > 0 inasmuch as x(r) >0, 7 > r.
The characteristic equation for the linear equation satisfied by y, A = —1+ Be ",
has a positive root Ay. Let e(t) = eM! There exists ¢ > 0 such that x; > cer. Then
y(t) > z(t), t > T where 7/ (t) = —z(t) + Bz(t — r) and zr = cer by our comparison
argument again. But z(r) = ce™’ and this provides a contradiction because x(1) >
z(t) and x(r) — 0 by assumption. We conclude that x* = limsup,_,,x(z) > 0.
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Let #, — oo be such that x(z,) — x* > 0. Then {(S;,,x;,) }» has a subsequence
converging to an omega limit point (¢, ¢?) € C; with ¢(0) = x* > 0. Denote by
(s(t),X(t)) the solution of (5.18) satisfying (s0,Xo) = (¢7, ¢9). By the invariance of
o, it follows that (X;,s,) € @, t > 0. As (bg # 0 we have X (¢) > 0, t > 0. According
to (5.19), we must have 1 = "X (¢) +s(t —r), t > 0 so X(¢) satisfies the scalar
equation

X'(t)y=e "f(1—eXt)X(t—r)—X(t) (5.20)

and 0 < X(r) < e "fort > 0.

If we can show that X (¢) — , then it follows that (s(¢),X (1)) — (S,%) and there-
fore that the asymptotically stable equilibrium (§,f) belongs to w. By Exercise 5.10,
it follows that @ = {(§ ,X)}, where we regard (§ ,X) as constant functions in C.. We
find functions u(z) and v(r) satisfying u(r) < X (t) < v(r) and u(z),v(t) — *.

Let u(z) satisfy o' (t) = e7" f(1 — €"u(t))u(t — r) —u(t), up = & where x > € > 0
is chosen so small that e "f(1 —¢€e”) > 1 and € < Xp. Asu(t—r) =€, 0<rt <r,
elementary calculations show that u(¢) is increasing on [0,r] so ug < u;, 0 <t <r.
By Theorem 5.9, u; < X; and u, < X for 0 < ¢ < r. By the semiflow property and
Theorem 5.9, up < u, implies uy; < w4 for s > 0. Hence uy < uy < X whenever
0 < s <t and clearly u, — X as t — oo

Let v(r) satisfy V(1) = e " f(1 — " v(t))v(t — r) — v(t), vo(s) = ¢~ ". Note that
v (0) < 0 and, using the method of steps, one can show that v is strictly decreasing
and positive on [0, 7]. Indeed, because ¥ < vy, we have X < v, for t > 0 by The-
orem 5.9. It follows that X < v, < vy for ¢ € [0,r], so by the semigroup property
and Theorem 5.9, we may conclude that X < v, < v, whenever 0 < s < r. Because
Xo < vp, we have X; < vy, again by Theorem 5.9. Clearly, v, \, Xast — oo,

We have shown that u, <X, <v,, t >0 and u(t),w(r) — . It follows that X (1) —
x. O

Figure 5.5 plots the equilibrium as a function of the delay r. For delay » > 1, only
the washout equilibrium exists but as r decreases below one, the survival equilibrium
appears. Figure 5.6 depicts simulations of (5.18) for r < 1 and for r > 1.

5.7 Liapunov Functions

Liapunov functions can be used to determine local stability, asymptotic stability,
and global stability of equilibria for delay differential equations just as for ordinary
differential equations. However, the problem of how to find an appropriate Liapunov
function for delay differential equations is even more challenging than for ordinary
differential equations. We do not attempt to survey Liapunov methods here. See
Hale and Lunel [41] for a thorough treatment. Our goal here is to show that the
LaSalle invariance principle can be used to establish global stability.
Consider the system

X (t) = f(x)
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where f : C — IR" is locally Lipschitz and completely continuous. Let x(¢) = x(¢, ¢)
be the solution satisfying xo = ¢.
GivenV : C — R, define

. 1

V() = Jim SV (5i(9) =V ()
if the limit exists. More generally, one can replace “limit” by “limit superior” [41],
but we do not make use of this. We call V a Liapunov function on a set G C C relative
to f if V is continuous on G, the closure of G, V is defined on G, and V (¢) < 0 for
¢ cG.

The following result is just the LaSalle invariance principle. See [41] for a more

general result.

Theorem 5.17 If V is a Liapunov function on G and x,(9) is a bounded solution
such that x,(9) € G, t > 0, then ®(¢9) # 0 is contained in the maximal invariant
subset of S={w € G:V(y) =0}.

Proof. First, observe that by Corollary 5.6 our hypotheses guarantee that @(¢) is
nonempty and compact so we need only establish that it is contained in S. Because
x(¢) € G, the right-hand derivative of 1 — V (x,(¢))

1

hl\iAI(I)lJr E [V(xt+h(¢)) - V(xt (¢))]

exists and is nonpositive, implying that + — V (x;(¢)) is nonincreasing on [0, ). Be-
cause O, (¢) is compact by Proposition 5.5 and V is continuous on G, V is bounded
on O (9) so it follows that V (x;(¢)) “\, ¢ for some constant ¢ as t — co. By continu-
ityof VonG, w(¢) C{y € G:V(y)=c}andas @(¢) is invariant, V (x,(y)) = ¢
for all # > 0 and ¥ € @(¢). Therefore, V(y) = 0 for all ¥ € ©(¢). The result now
follows from the invariance of w(¢). O

We remark that the union of invariant sets is an invariant set and therefore, every
subset of C contains a maximal invariant set, which may be the empty set.

5.7.1 Logistic Equation with Instantaneous and Delayed Density
Dependence

We follow Ruan [63] by considering the logistic equation with a mix of delayed and
instantaneous density dependence:

X () = rx(t)[1 — a1x(t) — apx(t — 7)) (5.21)
Parameters r,a;, T are positive. The positive equilibrium

_ 1
o al+ay

*
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is the focus of our study. We show that it attracts all positive solutions in the case
that instantaneous density dependence dominates delayed density dependence:

ay > ap (5.22)

First, observe that nonnegative initial data give rise to nonnegative solutions.
These solutions are bounded because any nonnegative solution satisfies:

X () < rx(t)[1 —ax(t)]

and therefore x(r) < u(t) where u(t) satisfies v’ = ru(1 —aju), u(0) = x(0). It fol-
lows that nonnegative solutions are continuable to [0,c0). Lemma 5.14 applies to
(5.21) so either x(¢) = 0 for all # > 0 or x(¢) > 0 for all # > 0. Hereafter, we consider
only solutions satisfying x(0) > 0.

For future use, we rewrite (5.21) as

X (1) = rx(t)[—ar (x(t) = x") — ax (x(t = 7) = x7)]

LetG={¢p €C:¢ >0,9(0) >0} and define V : G — R by

V() =000) -2 ~xlogl9(0)/) +1 [ (06) Vs (529

where 17 > 0 is to be determined. In Exercise 5.19, the reader is asked to establish the
following facts: (1) V is continuous on G and becomes infinite at a boundary point
where ¢(0) = 0, and (2) it is positive definite with respect to X* € C, the function
identically equal to x*, in the sense that

V(§)>0=V(X').0 €. £X".

If x(¢,¢) is a solution of (5.21) with ¢ € G, then x;(¢) € G forz > 0 and

V(x;) = x(t) —x* — x"log(x(r) /x*) +n _Or(x(t +5) —x)2ds
= x(t) —x" —x"log(x(¢)/x*) +n t (x(s) —x*)%ds

-7

Considered as a function of 7 € [0, ), it is differentiable and
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%V(Xt) = X(t):(t_)x*X/(t) +n[(x(1) —x*)2 —(x(t—7) —x*)z]
= X(tx)(t—)x* rx(t)[—ay (x(1) —x*) — ap (x(t — T) — x¥)]
+n [(X(l‘) —x*)2 ( (l _ ‘L') x*)Z]
= —ra (x(t) —x" )
)

) = ray(x(t) =) (x(t — 7) —x")

N [(x(t) =2)? = (x(t = 7) =x")’]

= —(ray =) (x(t) =x")* = raz (x(t) =) (x(t = 7) —x")
-1

N —1)-x")

If we take ) = ra; /2, then

%V(x,) = —(ra;/2)(x(t) —)c*)2 —ray(x(r) = x*) (x(t — 7) — x¥)

—(ra1/2)(x(t = 1) —x")?
=W(x(t) —x",x(t — 1) — x")

where W is the quadratic form:
W (u,v) = —(rai /2)u? — rayuv — (ra; /2)v*
- 72 ap ay u ) u
T o 2\a;ma v v
The symmetric matrix has eigenvalues a; 4-ay, both positive by (5.22), and therefore
W (u,v) <0 for (u,v) # (0,0). In summary,

%V(x[) W(x(t) —x"x(t—1)—x")<0,6 >0, €G (5.24)

This leads to the following result, adapted from Ruan [63].

Theorem 5.18 If (5.22) holds and ¢ € G, then ®w(¢) = X* and x(t,¢) — x* as

t — oo,

Proof. By (8.15), t — V(x,(¢)) is decreasing on [0,c0). Assuming that ¢ # X*,
then & =V (¢9) > 0. Define G = {y € G: V() < a}. Then G is closed, positively
invariant, and contains x,(¢) for all # > 0. Our calculations above, with ¢ = y €
G and t = 0, show that V(y) = W(y/(0) —x*, w(—7) — x*) < 0. Furthermore, we
showed that every orbit of (5.21) is bounded. By Theorem 5.17, @(¢) is a nonempty
compact subset of the maximal invariant subset of S = {y € G: V(y) =0} = {y €
G : y(0) = y(—1) = x*}. But any invariant subset A of S must have A = {X*}
because for each y € A the corresponding solution x(¢) satisfies x, € A C S forz >0
and consequently x;(—7) = x(t — 7) = x*. For 0 <t < 7, this implies that y = X*.
O
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Exercises

Exercise 5.1. Show that the nonautonomous ODE x’ = f (¢, x) generates a dynamical
system by verifying (5.2), assuming that solutions of the initial value problem are
unique and extend to all of R. Hint: This just requires uniqueness of solutions of the
initial-value problem.

Exercise 5.2. Let 6 : / — X and v : J — X be two solutions of a semidynamical
system. If s € INJ and o(s) = v(s) show that o(¢) = v(¢) for all 7 > s belonging to
InJ.

Exercise 5.3. Verify (5.4).

Exercise 5.4. Show that the “autonomous” ODE system x’ = f(x) generates an au-
tonomous dynamical system assuming unique solutions of the initial-value problem
can be extended to all of R.

Exercise 5.5. Show that o : I — X is a solution corresponding to an autonomous
dynamical system @ provided 7, s € [ and t > s implies 6(t) = @ (r —s,0(s)).

Exercise 5.6. Let A be an invariant set and a € A. Show that there exists at least one
solution ¢ : R — A satisfying 6(0) = a. Hint: o(¢) = ®(¢,a), t > 0. Because there
exists @’ € A such that @(1,d’) = a, extend 6 : [—1,00) — X by 0(t) = ®(1 +1,d).
Be sure to show that this new definition of ¢ agrees with the previous one on [0, o).
Now use mathematical induction. Do you see why this solution may not be unique?

Exercise 5.7. Let a,b € R satisfy a < b. Show that if x : [a — r,b) — R" is a solution
of (5.7) and ¢ € R, then x(r + ¢) is a solution on [a —c — r,b —¢).

Exercise 5.8. Determine the equilibria of equations (3.7), (3.8), (3.9), and (3.19).

Exercise 5.9. Let f(¢) = F(¢(0),¢(—r)) for some continuous function F : R*" —
R” in which case (5.7) becomes x'(¢) = F(x(t),x(t — r)). Show that f is completely
continuous.

Exercise 5.10. Suppose that a stable equilibrium e belongs to the omega limit set
o(¢) of the orbit through ¢. Show that w(¢) = {e}.

Exercise 5.11. Assume that f is continuously differentiable. Let xy be an equilib-
rium of (5.11) and (5.13). Let A = fi(x0,x0) and B = f,(x0,x0). Then B > 0. If
A+ B > 0, then xq is unstable for (5.13). Show that it is unstable for (5.11). If
A+ B <0, then xo is asymptotically stable for (5.13). Show that it is asymptotically
stable for (5.11). Use Theorem 4.7

Exercise 5.12. Show that if ¢ € C satisfies ¢ > 0 then the solution N(t, ¢ ) of Nichol-
son’s blowfly equation

N'(t) = —6N(t)+ pN(t —r)exp(—gN(t —r)) (5.25)

satisfies N(r, @) > 0, t > 0 and O (¢) is bounded. 8, p,q,r > 0.
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Exercise 5.13. Use the MATLAB software package to corroborate the assertions
made concerning (5.16).

Exercise 5.14. For (5.18), use the differential inequality S'(r) < 1—5(¢) to show
that either S(¢) > 1 for all 7, in which case S(r) \, 1, 1 — oo, or S(¢) < 1 for all large
t.

Exercise 5.15. For system (5.18), if x(¢) — 0 show that S(r) — 1. Hint: Use differ-
ential inequalities related to the equation for S.

Exercise 5.16. The proof of Theorem 5.16 includes an analysis of the monotone
limiting equation (5.20) on the positive invariant set {¢ € C : 0<¢< x}. It showed
that all nonzero solutions converge to & if (1) > e”. Show that if £(1) < " then all
solutions converge to zero.

Exercise 5.17. Show that the Heine-Borel theorem fails to hold for C.

Exercise 5.18. Provide missing details in the proof of Proposition 5.12. Use MAT-
LAB to investigate the behavior of the solution of (5.15) for k > 1 corresponding
to the initial data ¢ (s) = m(s+0.5), —1 < s <0 where m > 0 is so large that the
image of ¢ includes [—u,u] in its interior.

Exercise 5.19. Verify that (5.23) satisfies: (1) V is continuous on G and becomes
infinite at a boundary point where ¢ (0) = 0, and (2) it is positive definite with respect
to X* € C, the function identically equal to x*, in the sense that

V(§)>0=V(X').0 €. £X".

Exercise 5.20. Calculate the characteristic equation associated with the lineariza-
tion of (5.21) about x* and show that x* can become unstable if a; > a;.

Exercise 5.21. Arino, Wang, and Wolkowicz [4] derive the following model of
single-species growth

N'(t) = YF(N( 7)) = (1) — kN2(1)

where N
F(N)= -
Uel® + k(eh* —1)N
where v, i, k, T > 0. Notice that 7 = 0 results in the undelayed logistic equation and
gives a clue to the derivation of the equation above.

1. Show that the equation generates a monotone semiflow on the nonnegative states
Cr={¢9eC:9=>0}

2. Find conditions for the existence of a positive equilibrium.

3. Determine the stability of the trivial equilibrium and the positive one.

Exercise 5.22. Theorem 5.18 shows that x* is globally stable for positive initial data
but it does not mean that it is a stable equilibrium. Show that X* is an asymptotically
stable equilibrium. Hint: Use V.
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Exercise 5.23. Consider the equation x'(¢) = f(x(t),x(t —r)) where f € C'. Leta <
bandG={9pcC:a<¢(0)<b,0 € [—-r,0]}. Show that G is positively invariant
if

$€G,0(0)=b= f(¢(0),0(=r)) <0

and the analogous condition when ¢ (0) = a, with inequality reversed, hold. Hint:
Mimic the proof of Proposition 5.10, using Theorem 3.4. See Chapter 5, Remark
2.1 of [71] for a generalization to systems.

Exercise 5.24. Cooke [19] models a vector borne disease by the equation

Y1) =by(t —r)[1 = y(t)] —cy(t)

where b,r > 0 and ¢ > 0. y(r) denotes the fraction of human population that is
infected with the disease, ¢ is the recovery rate, r is the delay between when a
vector (e.g., a mosquito) becomes infected after biting an infected person until the
time when its bite can infect a human, and b is the contact rate. Show that G =
{¢p €C:0<¢(0) <1} is positively invariant as the model demands. If ¢ > b > 0,
show that the trivial solution is globally attracting. You may either use monotone
dynamics or the Lyapunov function

1, 10
V() = 570007 +5 [ 0%(0)d8

Exercise 5.25. For autonomous ODEs, unique solutions of the initial-value problem
exist forward and backward in time resulting in a flow map @ : R x X — X for
which each time + map x — ®(z,x) is one-to-one. This fails for delay differential
equations: the semiflow & may have the property that the time 7 map ¢ — D(¢,9)
is not one-to-one. Show that the semiflow generated by (5.16) gives an example by
using Proposition 5.14.



Chapter 6
Hopf Bifurcation

Abstract The Hopf bifurcation theorem is one of the most important results for de-
lay differential equations because it is essentially the only method for rigorously
establishing the existence of periodic solutions. We begin with an example where
the bifurcation can be easily calculated in order to show key features of a Hopf bi-
furcation. Then the theorem is stated without proof along with a discussion of the
stability properties of bifurcating periodic solutions. The remainder of the chapter
consists of numerous applications. A complete study of the Hopf bifurcation for the
nonlinear negative feedback equation is carried out with particular application to the
delayed logistic equation. Hopf bifurcation for second-order delayed negative feed-
back equations is thoroughly studied, including the inverted pendulum equation with
delayed feedback. A gene regulatory network provides another example. The chap-
ter concludes with a statement and elaboration on a beautiful Poincaré-Bendixson
theorem due to Mallet-Paret and Sell for a special class of delay differential systems,
namely, monotone cyclic feedback systems.

6.1 A Canonical Example

Consider the delay differential equation
X (1) = x(t — 1) [=v+22(t) + x> (t — 1)] (6.1)
where Vv is a real parameter. Its steady states x = a are given as solutions of
0=a[-v+2d°

so a = 0 is a steady state for all v and a = /v /2 is a steady state for v > 0.
Let’s focus on the steady-state x = a = 0 first. Linearizing about x = 0 by drop-
ping the higher order terms x*(¢) +x>(¢ — 1) from (6.1), we get the linear equation

Y()=—vy(t—1) (6.2)

H. Smith, 4n Introduction to Delay Differential Equations with Applications to the Life Sciences, 87
Texts in Applied Mathematics 57, DOI 10.1007/978-1-4419-7646-8 6,
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Fig. 6.1 Steady-state and Hopf bifurcation for (6.1).

which was considered in great detail in our first section. Its characteristic equation
is the familiar one:
A=—ve

From Proposition 2.1 we know that y = 0 is asymptotically stable for 0 < v < /2
inasmuch as the roots have negative real part. At v =0, A = 0 is the only root. At
v =m/2, A = +in/2 are roots. Therefore x = 0 is asymptotically stable for (6.1)
when 0 < v < m/2.

We would like to know what happens to solutions of (6.1) as v passes through 0
from positive to negative and we’d like to know what happens as v passes through
/2. Let’s take up the case a =~ 0 first. The linear equation (6.2) ought to tell us
something. For v # 0, its only steady state is y = 0 but when v = 0 every value of y
gives a steady state. Thus there is a major change in the structure of the set of steady
states for the linear equation (6.2) at v = 0. But we saw that the same happens for
the nonlinear equation (6.1). Namely, the new branch of steady states

a=++/v/2,v>0

branches off from the trivial steady state at v = 0. This is called a steady-state
bifurcation and it occurs precisely where the linear equation (6.2) predicted it would,
atv=0.
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What does the linear equation predict will happen for v near 7/2? At v = 7 /2,
y(t) = sin(mz /2) is a solution of (6.2), as is y(t) = cos(xz/2). Thus the linear equa-
tion is predicting that a periodic solution appears suddenly at v = /2. We had
better listen to what the linear equation predicts. Let’s try

x(t) = asin(mzt/2)

as a solution of (6.1). Using that sin(7(t — 1)/2) = —cos(7z/2), we have, on in-
serting the above into (6.1) and dividing out the common factor cos(7¢/2) in every

term:
T v 3
a—-=avV—a
2

Dividing out a factor of a, we have that a = ++/v — /2 so

x(t) = +/v— g sin(7t/2),v > g

is a periodic solution of (6.1).

6.2 Hopf Bifurcation Theorem

Now let’s state the Hopf bifurcation theorem, following [26, 41, 43]. We consider
the one-parameter family of delay equations

X (t) =F(x;, 1) (6.3)

where F : C x R — R”" is twice continuously differentiable in its arguments and
x = 0 is a steady state for all values of u:

F(0,u)=0.
We may linearize F about ¢ = 0 as follows

F(o,pu)=L(1)o+f(o,u)

where L(u) : C — R" is a bounded linear operator and f is higher order:

f(9, 1))

lim 22—
9=0 9]

The characteristic equation associated with L is

0 = det(AZ— A(,2)),Ayj (1) = L()i(eze;)

The main assumption is on the characteristic roots of this equation.
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(H) For u = 0, the characteristic equation has a pair of simple roots +iwy with
@ # 0 and no other root that is an integer multiple of i@y.

By a simple root, we mean a root of order one. If we express the characteristic
equation as (i, A) = 0, then (H) implies that the partial derivative h; (0,iax) # 0.
Therefore, the implicit function theorem implies the existence of a continuously
differentiable family of roots A = A(u) = a(u) +io(u) for small p satisfying
A(0) = imy. In particular, (0) = 0 and ®(0) = @p. Our next assumption is that
these roots cross the imaginary axis transversally as u increases through zero. More
precisely, we assume that:

a’'(0) > 0. (6.4)

Note that if &’(0) < 0, then we can always arrange that (6.4) holds by the change
of parameter v = — . Thus, the positive sign is simply a normalization that ensures
that for p < 0, the pair of roots has negative real part whereas for y > 0 it has
positive real part.

Our formulation below follows Theorem 2.7 of Chapter X of [26] but uses
Lemma 10.2 of Chapter 7 of [41] to reformulate hypothesis (H{3) of Theorem 2.7.
See also Theorem 3.9 of Chapter X of [26] for the assertions regarding direction of
bifurcation.

Theorem 6.1 Let (H) and (6.4) hold. Then there exists € > 0, real-valued even
functions p(€) and T(€) > 0 satisfying p(0) = 0 and T(0) = 27/ wy, and a non-
constant T (€)-periodic function p(t,€), with all functions being continuously differ-
entiable in € for |€| < &, such that p(t,€) is a solution of (6.3) and p(t,€) = €q(t,€)
where q(t,0) is a 21t/ wy-periodic solution of ¢ = L(0)q.

Moreover; there exist Uy, Bo,0 > 0 such that if (6.3) has a nonconstant periodic
solution x(t) of period P for some W satisfying |1L| < Uo with max, |x(¢)| < By and
|P—27/ay| < O, then u = u(e) and x(t) = p(t + 0, €) for some |€| < & and some
0.

If F is five times continuously differentiable then:

u(e) = e +0(e*)
T(e) = %[1 + e+ 0(e")] 6.5)

If all other characteristic roots for 1L = 0 have strictly negative real parts except for
+imy then p(t,€) is asymptotically stable if t; > 0 and unstable if 11, < 0.

The case that (; > 0 is called a “supercritical” Hopf bifurcation. If this is the case
and if all other characteristic roots for (t = 0 have strictly negative real parts except
for +iay , then steady state x = 0 is asymptotically stable for y < 0 near zero and
unstable for g > 0 near zero. For y = u;€% + O(g*) > 0 an asymptotically stable
periodic solution p(z,€) exists. Stability is lost by the steady-state and gained by
the periodic solution. Our canonical example (6.1) undergoes a supercritical Hopf
bifurcation at 4t = 0 where v = /2 + 1. The periodic solution p(z,€) = €sin(7wz/2)
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corresponds to i = €2 so u; = 1. According to Theorem 6.1, the bifurcating periodic
solution is asymptotically stable.

A quite different qualitative picture emerges when p; < 0, the so-called “sub-
critical” Hopf bifurcation. In this case, the unstable periodic solution p(z, €) exists
when u = py€% + 0(&*) < 0. Although the steady-state x = 0 is asymptotically sta-
ble for p < 0, its basin of attraction must be very small when u is small because
the unstable periodic solution of amplitude proportional to \/— is nearby. Most
disturbingly, when x = 0 loses stability for > 0, no small bounded solution gains
stability. If there is a stable bounded solution for p > 0, it is “large”.

Our stability assertions require elaboration because a nonconstant periodic so-
lution x(z) of (6.3) cannot be asymptotically stable in the usual sense because
y(t) = x(t + 0) is also a periodic solution, and if 6 # 0 is small, results in ||xp — yo||
being small yet ||x, — y/|| - 0 as 1 — co. Our stability assertions are in the or-
bital sense: the periodic solution x(7) is orbitally stable if for every € > 0O there
exists § > 0 such that if d(yp,0) < &, then d(y,,0) < € for all t > 0 where
O ={x:t€R} CCandd(yg,0)=inf{|[yo— ¢ : ¢ € O}.Itis orbitally asymptot-
ically stable if it is orbitally stable and there exists b > 0 such that if d(yo,0) < b
then there exists 0 such that ||y, — x;g|| — 0 as t — co.

Methods for computing the expansions (6.5) are described in [43]and [26]. Like
their ODE counterparts, they are computationally challenging.

6.3 Delayed Negative Feedback

Consider the canonical equation with single delay

X(t)=—f(x(t—r))

where the smooth function f satisfies:

F(0)=0.7(0)=1,£'(0) =A, /" (0) = B

The equation exhibits negative feedback in view of the negative sign and in the sense
that xf(x) > 0, at least for x near zero. In the absence of the delay, x = 0 would be
an asymptotically stable equilibrium. For general such f, this equation has been
extensively studied in the literature. See especially Mallet-Paret [55] and Chapter
XVl in [26]. Entire monographs have been devoted to the study of its dynamics.

It is worth pointing out that if f is C*, that is, it is differentiable of all orders,
then any periodic solution must also be infinitely many times differentiable. This
is immediate from the method of steps because a solution gains an extra derivative
after every delay interval but it exists on all of R and repeats itself.

It is convenient to get the parameter » out of the argument of x, so we scale time
by s =t /r. This results in the equation with fixed delay

x(s)=—rf(x(s—1)) (6.6)



92 6 Hopf Bifurcation
The linearized equation about x = 0 is just
v(s)=—rv(s—1) (6.7)
with the familiar characteristic equation
A+re?=0

As we know, the roots have negative real part when 0 < r < ©/2; A = +in/2 are
roots at r = /2 and all other roots have negative real part so it is natural to set
r=m/2+ u to connect with the notation of the Hopf bifurcation theorem. Writing
the characteristic equation as

F(A,p):=A+(n/24+p)e? =0 (6.8)
we find that
F(ir/2,0) = 0,Fy (i/2,0) = 1 + (m/2)i, Fy (i /2,0) = —i

so the implicit function theorem implies that we can solve F = 0 for A = A(u) =
o(p)+io(u) satisfying 2(0) = (w/2)i and

dr w2+
T
Consequently,
da . 7/2
a2 o

When p = 0 there exists § > 0 such that the roots of the characteristic equation
consist of +i(7/2) and roots A satisfying R(A) < —38. See Proposition 2.1. Con-
sequently, by the continuity of the roots with respect to t, there exists o > 0 such
that for || < Uo, the roots of (6.8) consist of a(u)+iw(w) and other roots sat-
isfy R(A) < —8/2. Thus the hypotheses of the Hopf bifurcation theorem are satis-
fied. As a consequence, (6.6) has a nonconstant 7'(€)-periodic solution p(z,€) cor-
responding to r = /2 + p(€) with (0) =0 and T(0) = 27/(n/2) = 4. Below, we
determine whether it exists for r > /2 or for r < /2. As &’(0) > 0, the former
implies the periodic solutions are stable and the latter implies they are unstable.

6.3.1 Computation of the Hopf Bifurcation

As the linearized equation (6.7) has periodic solutions sin(7s/2), cos(ms/2) when
r =1 /2 we expect these to be leading terms in any periodic solution that bifurcates
from the zero solution when r ~ 7 /2. We make a further change of the time variable
in order to use standard Fourier series formulas in our calculations; in order to make
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sin(7s/2), cos(ms/2) the fundamental mode, we set
T=7ns/2,R=2r/T

The new equation for X (7) = x(s) becomes

dX T
Z(r)=—Rf(X(z—= 1
T(7) =R/ (X(x- 7)) (6.10)
Its linearization
Yty = —Rry(c-T)
drt' "’ 2

has the periodic solutions sin(7), cos(7) when R = 1. Therefore, we expect small
periodic solutions with these as leading terms for R ~ 1. The computation of the pe-
riodic solution as a power series in a small parameter will require us to find periodic
solutions of the periodically forced linear system

dpP T

—(2)+P(z— =) =h(z) = h(z+2m)

dz 2
Does this equation have a 27-periodic solution for a given 27-periodic forcing func-
tion 4?7 Complex Fourier series are easiest to work with here so we use them:

h=Y" hye™
nez
is the Fourier series for i, where
1 (= .
hy = 7). (z)e ™dz,neZ

It converges to 4 in the mean square sense.
Both & and the solution P have Fourier series and we can solve for P if we can
determine its Fourier coefficients in terms of those of 4. The relevant series are:

h=Y he"™ P=Y Pe™

nezZ nez
Ple—2) = ¥ Pe e
2 nezZ
dP .
— = Z inP,e™
dZ neZ

Inserting these into our equation and equating coefficients of ™ leads to
(in—&—e*i"%)Pn =h,,ne”Z

Consequently, as the term in parentheses vanishes if and only if n = £1, we find
that there is a 27-periodic solution P if and only if
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hi=h_1=0 (6.11)
and its Fourier coefficients are given by

Pn:mjlﬁ,\n|>l,P0:ho (6.12)
and where P; and P_; are arbitrary.
For k > 0, let
H = {he *(T): Y n**|h,|* < o}
nezZ
These spaces are Hilbert spaces contained in the Hilbert space H? = L*(T) of square
integrable functions on the unit circle T. The larger is k, the smoother are the func-
tions in H¥. In the exercises the reader is asked to show that if 7 € H* then P € H**1.
The reader need not be intimidated by the fancy Hilbert spaces introduced above
inasmuch as we only use the above considerations when /4 is a trigonometric poly-
nomial, that is, when its Fourier series has finitely many terms; then no issues of
convergence of Fourier series arise.

6.3.2 Series Expansion of Hopf Solution

We expect that the period of the periodic solution of (6.10) will deviate from 27.
Because it is convenient to work in the space of 27-periodic functions, we are mo-
tivated to introduce an a priori unknown frequency ®:

X(7) = P(07)

where P is 27-periodic and where @ = 1 when R ~ 1. The equation satisfied by P(z)
is
dP T

@=L (P T ) ©13)

As this equation is autonomous, time-translates of solutions are again solutions, so if
it has a periodic solution with leading terms involving sin(z), cos(z) when R, ® ~ 1,
that is, if its real Fourier series is:

P
P(z) = EO + P; cos(z) + Q; sin(z) + higher harmonics

where P12 + Q% 2 0, then after a time translation, we may assume that:
0;1=0

Therefore, following (6.5), we seek a solution of the form:
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P(z) = epo(z) +€*p1(2) + € palz) + -
R=1+&r+e*r+- - (6.14)
w=1+&w +e'am+-

where p; are 27-periodic and

po(z) = cos(z),/7r pi(z)cos(z)dz = /j pi(z)sin(z)dz=0,n>1

-7

What do we want to learn? We already expect that P(z) = €cos(z) 4 --- and the
higher-order corrections p;(z) are not so interesting. What we really want to know
is the value of r; because it tells us whether the periodic solutions exist for R > 1
or for R < 1; the former is a supercritical Hopf bifurcation, the latter is subcritical
Hopf bifurcation. It might be nice to know @; but most of the time we don’t care
about it. Keep in mind in the following calculations that we have only these limited
objectives in mind.

Inserting (6.14) into (6.13), the left-hand side is

d
eﬂ(z)—ke

dz dz 9t

The right-hand side is more complicated. We begin with some baby steps; note that
o is a function of €.

R
o= 14€%(ry — ) + 0(e*)

T T T T
P(z—>0) = epo(z— 5 0)+€pi(z— >0) +Epa(z— S0) -+
2 2 2 2
_ AP SR
=epo(z—7)+epz—3)
3 _E _Edpo . E 4
+e (pz(z 2) 5O dZ(Z 2)>+0(8)
We use
T
s=z——
=15
to simplify notation. Inserting the expansion of P(z — n®/2) into
A B
f(x):x+§x2+8x3+--~

we find that
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f(P(z— gw)) = epo(zs) +&° <p1(zs) + gpé(zs))

T d B

+e? <P2(ZS) 50 dlzo(zs) +Apo(zs)p1(zs) + 6p(3)(zs)>
+0(g*)

Now multiply the above by —R/® and match like powers of € on the right and left

sides of (6.13) to get

dd—pzo(z) = —po(zs)
Do) = —pi(es) - 5p(e)
dd—pzz(z) = —pa(zs) + gwl %(ZS) = (= @1)po(zs)

~Apo(as)pi (=)~ g (@)

The equation for py is satisfied by po(z) = cos(z) as we expected. Making liberal
use of trig identities, the equation for pj is

dpl T A A eZiZ+e—2iZ
To=ne3-7+7 (75
As the inhomogeneous term satisfies (B.3), the unique solution (see (B.4)) that is
orthogonal to both sin(z), cos(z) is

1 cos(2z) sin(Zz)]

= —A |-
Pi(7) [4+ 20 10

Ok, now it’s going to get messy. We insert p; and pg into the equation for p,.
Fortunately, we don’t have to solve the equation for p, inasmuch as we do not care
what it is. We want only to determine r; and ®;. The equation for p» is

dp> T
e — _ - I’l
e (2) P2z 2)+ (2)
where £ is given by
T A?
h(z) = 5 cos(z) + (@) —r1 + T)sin(z)
5. sin(2z)  cos(2z)\ B . 5
A”sin(z) ( 10 20 g Sin (z)

We only need to determine the Fourier sinz and cos(z) coefficients of & because
these must vanish, by (B.3), in order that there be a 27-periodic solution and because
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the vanishing of these coefficients will determine r; and ®;. Using

sin’(z) = %sin(z) — %sin(3z)
sin(z) cos(22) = %(sin(3z) ~sin(2))

sin(z) sin(2z) = %(cos(z) —cos(3z))

leads to
h A? 11A> B
h(z) = ?0 <72ta)1 + 20) cos(z) + (an Nt e~ 8> sin(z)
+higher harmonics
For p; to be 27-periodic we must have
T A?
0= -0 +—
29" 30
0— o N 11A> B
BTN
and so
A2
= —— 6.15
@ 107 (6.15)
11r—4 B
=A? - = 6.16
g ( 40 ) 8 (6.16)
Supercritical Hopf bifurcation occurs if r; > 0, that is, when
1lnr—4
A? ( ) >B (6.17)
5w

Subcritical bifurcation holds if the reverse inequality holds. Note that (117w —
4) /57 ~ 1.95.

Observe that the direction of bifurcation carries over to the original equation (6.6)
that motivated this section.

An approach to determine the stability of a Hopf bifurcation using center mani-
fold techniques can be found in [33].

6.3.3 The Logistic Equation

The logistic equation
N'(t)=N()[1 =N(t—r)] (6.18)
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Subcritical Hopf: r=1.55, B=8 Supercritical Hopf: r=1.59, B=—-8
0.06 \ \ 0.08 ‘ ‘
0.06 1
0.04 ﬂ ” 1 ﬂ ”
0.04 1
0.02 1
0.02
= 0 = 0
—0.02
-0.02
-0.04 u u
|V U
-0.06
—-0.06 : : —-0.08 : :
0 10 20 30 0 10 20 30

f(X)=X+(B/6)X>

Fig. 6.2 Solution plots for case f(x) = x+ (B/6)x>.

has positive equilibrium N = 1. The change of variables
v=N-1
transforms this equilibrium to the origin. The equation for v is
V(t) = —v(—r)(1+v(1))

The change of variables
x=1log(1+v)

converts the latter to the delayed negative feedback equation
X(t)=—f(x(t—r))

where
flx)y=¢€e"—1

Therefore, in the notation of our general delayed feedback equation (6.6), we have

A=B=1
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This implies by (6.17) that the logistic equation has a supercritical Hopf bifurcation
at r = m/2 which is asymptotically stable.

6.4 A Second-Order Delayed Feedback System

Suppose we control the external forcing F'(¢) to the damped oscillator equation
X" +bx'+ax=F(t),a,b>0

We’d like to control x(¢) in order to “stabilize” the system near x = 0. A common
engineering approach is to observe x(¢) and, depending on its deviation from x = 0,
apply a suitable forcing F(¢). In other words, we want to use state feedback

However, there is a delay in our ability to implement the forcing and thus it is more
reasonable to consider
F(t) = F(x(t—r))

We assume that the negative feedback condition for F’
xF(x) <0,x#0

and that F'(0) =d < 0.

See [14] for an interesting study of a related system wherein it is shown that it ex-
hibits complex and chaotic behavior for suitable parameter values. We are motivated
here by the paper of Cooke and Grossman [20].

In system form, our equation becomes

X (t) = v(t)
V(t) = —bv(t) —ax(t) + F (x(t —r)) (6.19)

Its only steady-state is x = 0 and the corresponding characteristic equation is
A2 +bA+a=de (6.20)
It is useful later to scale time so the delay becomes one. The scaling
X(t)=x(),V(t)=v(t),rt =t
results in

X(1) =rV(7)
V(t) = —brV(t) —arX(t)+rF(X(t—1))
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Lemma 6.1. There are no real roots satisfying A > 0.

Proof. The graph of g(A) := A2 +bA, a parabola, cannot meet the graph of (1) :=
—a+de ™ for A > 0 inasmuch as /' > 0, h(0) =d—a <0, and h(«) = —a < 0.
Draw a picture. O

Lemma 6.2. There exists R > 0, depending only on a,b,d, such that if A is a root
with R(A) > 0, then |A| < R.

Proof. Let f(A,r) = A*+bA +a—de *". Then

f(A,r)

=1+A2bA+a—de "™
212

Because e 4| < 1if R(A) > 0, there exists R > 0 such that the second summand
on the right is less than 1/2 in modulus when R(A) > 0 and |A| > R. This proves
our assertion. [

Define
M(r)=#{A :R(A) >0and f(A,r) =0}

where we count according to multiplicity the roots with nonnegative real part.

The following result says that the only way that M(r) # M(r') for r < ¥’ is for
there to be a purely imaginary root for some ” between r and 7. It is adapted from
[20].

Proposition 6.2 Let 0 < r| < ry. Suppose that for ry < r < ry there are no roots of
(6.20) on the imaginary axis. Then

M(r1) = M(r2)

Proof. Let 7y be the Jordan curve consisting of the semicircle |A| = R with R(1) >0
and the portion of the imaginary axis between +iR, oriented counterclockwise. By
Lemma 6.2, any root with R(A) > 0 lies inside y. Let

m=min{|f(A,r)]: A €y,r € [r1,12]}

By hypothesis and Lemma 6.2, |f(A,r)] >0for A € yand r; <r <r; som>0by
continuity of (4,r) — |f(A,r)| and compactness of ¥ x [ri,r2].

By uniform continuity of (A,r) — f(A,r) on the compact set y X [ry,r2], there
exists 8 > 0 such that

lf(A,r) = F(A )| <m/2,r,7 €[ri,m],A €y, [r—7|<8.
By Theorem A.4,

M(r)=M(r),r,r €[r,n],|r—7| < 6.
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Therefore M(r;) = M(r,) because we can take “steps” of length 6. O

Remark 6.3 Examination of the proof of Proposition 6.2 indicates that it is appli-
cable to general analytic functions depending on a real parameter, or parameters,
where an a priori bound on roots as in Lemma 6.2 can be obtained that is indepen-
dent of the parameters that are being varied. See [64] for a general result.

Now consider roots A = i@ where ® > 0. We must have

a—*+ibo =de "

SO
a—* = dcos(or)
bw = —dsin(wr)
Squaring both sides and adding gives
o* + (0> —2a) 0> +d® —d* =0
Define the discriminant by
A = (b? —2a)* —4(a® - d?)

Solving for ®?, we have

w} = %[2a—b2j:\/Z] (6.21)
As we must have @ > 0, the following cases emerge.

(1) A < 0 implies no purely imaginary roots.

Q)A >0, 2a—b* <0, a* > d* implies no purely imaginary roots.
(3)A >0, 2a—b* <0, a> < d? implies one root i@, .

4 A >0, 2a—b*>0, a* < d* implies one root i®, .

(5)A >0, 2a—b* >0, a*> > d* implies two roots (...

6.4.1 Delayed Feedback Dominates Instantaneous Feedback

Having determined @, we must now determine r. We consider cases (3) and (4)
together. Then a? < d* and

2a—b*+\/A

a)+: 2

and
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cos(@r) = (1/2/d])[=b* + /]
sin(or) = —g ;>0 (6.22)

Thus b
Iy = a%[sin_l(—a o) +2nn), n=0,1,2,...

where the branch of sin~! depends on the sign of term opposite cos(or) above. If
(1/2|d|)[~b* + /2] < 0 then we take the inverse of the decreasing branch sin :
(m/2,31/2) — (—1,1);if (1/2|d|)[—b* + /2] > 0 then we take the inverse of the
increasing branch sin : (—7/2,7/2) — (—1,1).

Multiplying [—5? + /2] by [b? + /2] doesn’t change the sign of the former
and results in 4(d”> — ab?). Note 4(d> — ab?) > 4(a*> — ab®) = 4a(a — b?).

If d*> < ab® then [—b* + /2] < 0so /2 < sin" ! (—bw, /d) < 7 so the smallest
delay for which there is a purely imaginary pair of roots i@, is

1 ., b
=— —= 0y).
o " sin” " ( y 1)

If d> > ab® then [~b* 4 /2] > 0 s0 0 < sin~ ! (—bw, /d) < 7/2 so the smallest

delay for which there is a purely imaginary pair of roots i@, is

I ., b
=— —— 0y).
0 (018 sin” d +)

Proposition 6.4 Assume that /\ >0, a* < d?, and 0 < r < ro. Then R(L) < 0 for
every root of (6.20). x = 0 is asymptotically stable.

Proof. By Proposition 6.2, M(r) =M(0)=0. O

Now let’s see if a Hopf bifurcation occurs at r = ry. Differentiating implicitly
(6.20) with respect to » we find that

A dA ars dA
Substituting A = i@, we find that
dA —iw;dcos(@yr) — o dsin(w,r)

(r) (6.23)

dar’ b+drcos(wsr) +i(204 —rdsin(w,r))

Using (6.22), multiplying top and bottom by the conjugate of the denominator, and
taking real part, we get
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VA o

- |denominator|?

dR()

where
|denominator|? = [b+ (ro/2) (B> — /A + 02 (2 + rob)* > 0

The fact that the above is positive (not zero) ensures the hypotheses of the implicit
function theorem hold so we may conclude that for r = r( there is a root

A =A(r)=a(r)+io(r),a(r) =0, ' (rg) = %(r/l)

(ro) > O,(O(ro) = 0
This root crosses the imaginary axis at » = r( from left to right in the sense that oc < 0
for r < rgp and o > 0 when r > ry, at least when r ~ ry. Actually, our calculation
used no information about r(; the same conclusion holds at any r = r,, where there
is a purely imaginary root i@, . Consequently, we conclude the following.

Proposition 6.5 Assume that /\ >0, a* < d*. For r > ro, x = 0 is unstable.

Proof. Certainly for r > rg with r — ry small, the implicit function theorem (IFT)
implies that there is a complex conjugate pair of roots with positive real part. There
are no other roots with positive real part. To make this point clear, recall that the IFT
implies there is a neighborhood U about i@, and a small open interval I containing
ro such that the only root of the characteristic equation in U for r € I is at(r) +i(r),
the one given by IFT. We may take U to be a disk of radius s > 0. Now let’s apply
Rouché’s theorem using the Jordan curve I" which is the same as 7y except that
when the vertical part of ¥ meets U it traces the right half of the disk bounding U.
Then we can see that, by shrinking 7 if necessary, for r € I, there are no roots on
[ and [f(A,r)— f(A,r0)| < |f(X,r9)| for A € T, r € I. Consequently the sum of
the multiplicity of the roots inside I" cannot change as r varies in /. Because that
number is 0 for r < ry, r € I, by the previous proposition, it follows that there are no
roots in the right half-plane other than the one inside U for r > rg, r € I. Hence, for
such r, the number of roots inside y is M(r) = 2; furthermore, by Proposition 6.2,
M(r)=2aslongas ro < r < ry.Forr= ry, the IFT again implies that a pair of roots
crosses the imaginary axis:

A(r) = o (r) +iwe(r), o (r1) =0, ol(r1) >0, 0.(r1) = @

Arguing as above using a supplementary Jordan curve I" that contains two roots
inside it this time, and using Proposition 6.2, we can see that M(r) = 4 for r; <
r < rp. Induction establishes that M (r) = 2n for r,,_; < r < r,,. Consequently, for all
r > ro there exists at least one root with positive real part. O

We have verified all the hypotheses of the Hopf bifurcation theorem.

Proposition 6.6 Assume that A\ >0, a> < d?, and that F is C*. Then a Hopf bifur-
cation occurs at r = ry.
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6.4.2 Instantaneous Feedback Dominates Delayed Feedback

Now we study the case: a® > d?, 2a — b* > 0.
This is case (5) above. In this case there are two purely imaginary roots i@ with

® > 0, namely:
2a—b2+ /A
Oe=\N T

satisfying 0 < @w_ < .. To determine for which values of r these are roots, we
proceed as before

cos(@=r) = (1/2|d|)[-b* £ /1]

sin(Lr) = —g w: >0 (6.25)

Because A < (b* —2a)? < b* we see that [—b? 4 \/A] < 0. Thus

1 b
rE = w—i[sinfl(—g ®y)+2nm),n=0,1,2,...
where we use the decreasing branch sin: (7/2,37/2) — (—1, 1) because cos(w1r) <
0. For simplicity, define

b
Gi = sin_l(fa (!Jj:)

Note that 7/2 < 6_ < 6, < 7 inasmuch as 0 < @_ < @, and sin~! is decreasing.
So we have two sequences of delays

o 04 +2nw  _ _ 0_+2nm
n w+ rn W
for which there are purely imaginary roots i@, , respectively, +im_.

The implicit function theorem applies at each of these roots and the formula
(6.23) holds for @ as before so we have for A, (r) = o, (r) + i, (r), . (r;7) =0,
04 (r) = w4 and

doy

dr
as before. However at r = r,;, where i@w_ is a root, and where the implicit function
theorem also applies so A_(r) = a_(r) +iw_(r), a_(r,) =0, o_(r"") = o, the

calculation that gave (6.24) now gives

(rH)y>0

NN

do Voo
~ |denominator|?

)

Therefore this family of roots crosses in the opposite direction as r increases through

r, .
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Consider the special case a =3,b=1,d = —/5 so that
o =2,0_-=1,0,=2.03,0_=2.68,
the last two values being approximations. Then

ri=1.02+nn
n

r, =2.6842nx

so we have
+ — + + -
rg <rg <ry <rp <rg <--

As r is increased, starting from r = 0, the first pair of complex conjugate roots
crosses from the left half-plane into the right half-plane at r = r(J)r at i®y but then
when r = r; this same pair crosses from the right half-plane back into the left half-
plane, at i®_. Another, not necessarily the same, pair of roots then crosses into the
right half-plane at i@, when r{". Now it becomes hard to follow the action because
yet another pair of roots crosses from the left half-plane into the right half-plane
at imy when r = ;'2+ after which at r| a pair crosses in the opposite direction at
im_. It is now clear that as r is further increased, roots cross from left to right more
frequently (as r increases) than roots cross in the opposite direction. Therefore, we
have the following conjecture.

Proposition 6.7 Leta=3,b=1,d = —/5. Then x = 0 is asymptotically stable for
0<r< rO+ , unstable on rg < r < ry, asymptotically stable for ry <r < r1+, and
unstable for r > rfr.

Proof. We argue that 0 = M(0) = M(r) for 0 < r < rj as in the previous case.
Similarly, 2 = M(rj) = M(r) for ry <r < r, . But now we want to show that this
pair of roots crosses back into the left half-plane when r = r,; . We argue in a similar
way as in Proposition 6.5. We have a root i@ at r = r; and the implicit function
theorem implies the existence of a closed disk centered at i®w_ and an open interval
I about r = r;; such that the only root of the characteristic equation in U for r € I is
the root A_(r) = a_(r) +iw_(r), where o_(r, ) = 0,0_(r, ) = w— and a_(r) <0
forr>ry, o (r)>0forr< ry » T € 1. By shrinking /, if necessary, we can assume
that A_(r) does not lie on the boundary of U for r € I. Let I" be the Jordan curve
which is the same as that in Proposition 6.5 except that instead of following the right
half of the circular boundary of U, it follows the left half of the circle. By shrinking
I again, if necessary, we can assume that the hypotheses of Rouché’s theorem hold:
|f(A,ry) = f(A,r)] < |f(A,ry)| for r € I and A € I'. Therefore, the number of
roots, counting multiplicity, of f = 0 inside I" is the same for all » € I. For r <7,
that number is 2 because M(r) = 2 and a_(r) > 0. So it must also be 2 for r > r,,
r € 1. But for such r, o_(r) < 0, so A_(r) lies in the open left half-plane. It follows
that M(r)=0forrel, r>r;.

By Proposition 6.2, it follows that M(r) = 0 for r; < r < r}". The argument that
M(r) =2for r{ <r<rj isidentical to previous arguments, as is that for M(r) = 4
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Fig. 6.3 Simulations of x” 4+’ +3x = —/Stanh(x(t — r)) for various r.
for r; <r <r;,and M(r) =2 for r; <r <r;.The remainder of the proof is more
of the same. O
In Figure 6.3 we simulate the second-order equation
X'+ x +3x = —V/Stanh(x(t — 1))

using three values of r. The first r = 2 is between ra' and r;, the second r = 3.5 lies
between r; and r{", and the last, r = 5 is greater than r}.

6.4.3 Stabilizing the Straight-Up Steady State of the Pendulum

Consider the damped pendulum equation where we have added a delayed negative
state feedback restoring force to try to stabilize the straight-up equilibrium 8 = 7:

mlO" (t) + k0’ (t) +mgsin(0(t)) =R(x—6(t —r))

0 represents the (counterclockwise) angle from the straight-down position. Parame-
ter m denotes the mass on the end of the pendulum of length /; g is the gravitational
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constant and k is a measure of the damping. Recall that when R = 0, the “down”

steady-state 6 = 0 is asymptotically stable if k£ > 0 and the “up” steady state 6 = 7

is an unstable saddle point. Can we choose the “gain” R > 0 so as to stabilize the

up steady-state if there are delays in its implementation? This could be viewed as a

cartoon model for maintaining a yardstick straight-up while balanced on the palm

of the hand by moving the hand back and forth. For a more realistic model, see [49].
As we are interested in the up steady state, we change variables

0=y+rm
so that the up steady state 8 = « becomes y = 0. The equation becomes
mly" (1) +ky'(t) — mgsin(y(t)) = —Ry(t —r)

Setting
vii=g/l,d:=k/ml, p:=R/ml

we get
Y'(t)+dy (t) — vZsin(y(t)) = —py(t —r) (6.26)

If k = 0 the ordinary pendulum oscillates about the down steady state with frequency
v and period 27/v =271+ /1/g so the natural time scale of the undamped pendulum
depends on the length of the pendulum /. The other time scale in our problem is the
delay r in implementing the restoring force.

Linearizing about the y = 0 steady state, we obtain

Y'(t)+dY'(t) = VY (t) = —pY (t —7)
which leads to the characteristic equation
FA) =f(A,r,p) =22 +dA — V24 pe ™ =0

Our goal is to find the stability region in the (r, p)-plane and to determine the behav-
ior of solutions near the steady state (y,y") = (0,0) as parameters (r, p) are varied
near the boundary of the stable region. As usual, we expect that the stability region
is bounded by curves along which 0 is a root and curves along which £i® is a root
for some .

Before plunging on, it is a good idea to consider the case » = 0 where there is no
delay in implementing the restoring force. In that case, the characteristic equation
is the quadratic A2 +dA + p — v2 = 0. Both roots have negative real part when
p—Vv?>0;if p— v? < 0 there is a positive and a negative root so y = 0 is unstable.
In the absence of an implementation delay, the straight-up position of the pendulum
can be stabilized if p exceeds vZ, that is, if R is sufficiently large.

Let’s first consider real roots. Observe that f(4-e0) = 40 and f(0) = p — v? so
0 is a root when p = v2. As f/(0) = d — pr, it is an order-one root when r # d /v2.
Because f”(0) =2 — pr?, 0 is a root of multiplicity two when p = v2, r = d/v?
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and d? / V2 = 2. Obviously, if p — v2 < 0 then there are at least two real roots, one
of which is positive. Thus p < v? is a region of instability.
For A = i®, @ > 0 to be a root we must have

—0* +diw— V> + pe " =0
or

@* +v? = pcos(wr)
do = psin(wr)

Squaring both sides determines the value of p as a function of :
(a)2+v2)2+d2a)2 —p?

The smallest value of the delay r is determined in the usual way by the equation for
sin(@r) above, so we find that i® is a root along the curve

r= sin ' (do/ /(02 v+ e?)]

p= (@ + V2P 10?0 >0 6.27)

where the inverse sine is determined by sin : (—7/2,7/2) — (—1,1) because both
sine and cosine are positive. This curve is plotted in Figure 6.4 where d = v> = 1. As
expected, when @ \ 0, the point (r, p) — (d/v?, v?), the point at which 0 is a double
root. The curve begins there and goes to infinity tangent to the p-axis following the
hyperbola pr = d. This curve along which i@ is a root and the curve p = v? along
which 0 is a root form the boundary of the nose-shaped stability region.

Proposition 6.8 The region of asymptotic stability for the zero solution of (6.26)
is the “nose”-shaped region bounded by the lines r = 0, p = v and by the curve
(6.27).

A Hopf bifurcation occurs as r is increased such that (r,p) crosses the curve
(6.27); A steady-state bifurcation occurs as p is decreased such that (r,p) crosses
the line p = v>.

Proof. Note that when r = 0 and p > V2, both roots of the quadratic have negative
real part. Also, as noted above there is a positive root when p < v? below the nose.
Along the curve (6.27) there is a purely imaginary root i®. A standard implicit
function theorem argument shows that

dl) 5% f,) o’ +20% (0 +v?) =0

dr a 1l

implying that the R(A(r)) > 0 for r > r(w) at least for r near r(®). Therefore,
just below and to the right of the nose, there are roots with positive real part. The

R
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Fig. 6.4 Stability region lies inside the “nose”, here, drawn for case: d = v? = 1.

hypotheses of Theorem 6.1 are satisfied so we conclude that a Hopf bifurcation
occurs as we increase r such that (r, p) moves across the curve (6.27).
Steady-states (y,y") = (y,0) for (6.26) must satisfy

g(y.p) = py—Vv*sin(y) =0 (6.28)

Clearly, g(0,p) = 0 and (dg/dy)(0, p) = p — v2. By the implicit function theorem,
there can be no solutions of (6.28) sufficiently near (0, p) other than (0, p) if p # v2.
However, we might expect a bifurcation from the “branch of trivial steady states”
{(y,p) = (0,p) : p € R} to occur near (0, v?) because the implicit function theorem
fails at this point.

Now we apply Rouché’s theorem, exactly as we did in Proposition 4.6 for the
delayed logistic equation, in order to show that the number of roots satisfying
R(A) > 0is a continuous function of (r, p) inside this region and on the r = 0 part
of it. Therefore, this number must be zero in the region because it is 0 on the r =0
part of it. A key to this argument is that no roots appear in the imaginary axis except
along the line p = v2, on the curve (6.27), and along the curves obtained from (6.27)
by adding n7/® to the r part. These curves lie to the right of our region; notice that
as m \, 0 along these curves that r(®) " co. 0O
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Supercritical Hopf: p=1.1, r=1.0 Steady State Bifurcation: p=0.99, r=0.8
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Fig. 6.5 Simulations of y” +y' —sin(y) = —py(t —r).

In summary, p must exceed v in order to stabilize the up steady state and the
delay r cannot exceed one. Indeed, if 0 < r < d/v? is fixed and p is increased
starting from p = v2, the point (r, p) remains in the stability region for an interval
of p values before leaving the stability region through the “bridge of the nose.”

Note that the corner of the nose occurs at (r, p) = (d/v?,v?), where 0 is a double
root. Returning to the unscaled parameters p = R/ml, d = k/ml, v> = g/l we see
that the requirement that p > v? for stabilization becomes R > mg. The delay r must
necessarily satisfy r < d/ V2= k/mg (but this is not sufficient!) in order to stabilize
the up steady state; this threshold may be very small for small damping!

Figure 6.5 provides two simulations for values of (r, p) just outside the stability
region. The first (r, p) = (1,1.1) is just above and to the right of the tip of the nose,
which occurs at (1,1); it clearly shows stable oscillations reflecting a supercritical
Hopf bifurcation. The second, at (r,p) = (0.8,0.99), just below the nose, shows
the existence of a stable nonzero steady state. The initial data for both cases are
constant: y = 0.05, y = 0.
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6.5 Gene Regulation by End-Product Repression

Consider the negative feedback gene regulatory system

X\ (t) = glxa(t—r)) — cuxi(t)
X5 (1) = x1(t) — apxa (1) (6.29)

where x| denotes intracellular mRNA and x, denotes the protein product of the
gene. The delay r represents the time for mRNA to leave the nucleus where it is
translated into protein in the ribosome, whereupon the protein re-enters the nucleus
and represses the production of its own mRNA: g’ < 0. We assume that g : [0,00) —
[0,00) is C!. An example is given by the Hill function

1

g(x) = gmm

For more background on gene regulatory modeling, see [32, 3, 68].

We expect (6.29) to generate a semiflow on C; =R x C([—r,0],R). Theorem
2.4 implies that solutions corresponding to nonnegative initial data remain nonneg-
ative. Boundedness of solutions starting in C;. will establish that solutions of initial-
value problems extend to [0, ). This follows from differential inequality arguments
as any solution satisfies

x < g(0) —aux;

and hence x; (¢) is bounded above by the solution v(¢) of the linear differential equal-
ity satisfying v(0) = x;(0). Because x; is bounded, x, must be as well. Hence solu-
tions extend to the infinite interval.

The equilibrium solution is given by

E = (qu,u)

where u > 0 is the unique solution of g(u) = o au. Linearizing about it, we get the
linear system (4.29) where matrices A and B are given by

() (34)

The characteristic equation is
(o +A) (o +A)—g (ue ™ =0 (6.30)

Note that (6.30) agrees exactly with (6.20) studied earlier.

If r = 0 the resulting quadratic has positive coefficients and so both roots have
negative real part. Hence, for small values of the delay, the equilibrium is asymp-
totically stable by Theorem 6.8. Note also that the divergence of the vector field is
—(oy + o) < 0 when the delay is absent. Therefore, by the Dulac theorem [78], no
periodic solutions exist if 7 = 0 and equilibrium E is globally asymptotically stable.
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Corollary 4.10 can also be applied to (6.30) where ¢ = g'(u). If

M>

-1 6.31
0o (6.31)

then the equilibrium is asymptotically stable for all values of the delay.
Let G : [0,00) — [0,0) be defined by

Glx g(x)

B o0

There is a remarkable connection between the discrete dynamics of the map G and
that of system (6.29), noted by Allwright [3] and extended in [68]. Observe that
G(u) = u and that (6.31) implies that u is an asymptotically stable fixed point. Be-
cause G*> = G o G is monotone increasing, it follows that every orbit {u, = G"(uo)}
is asymptotic to a period-two orbit. If the fixed point u is the only period-two orbit,
then it is globally attracting for G. The following result establishes that global sta-
bility of the fixed point u for G implies global stability of E. See [68] for extensions
of the result.

Theorem 6.9 Suppose the map G has no period-two point except the fixed point u.
Then equilibrium E is globally asymptotically stable for (6.29).

Proof. Let x3* = limsup,_,,x;(f) and xje, = liminf,_..,x; (¢). From
¥} < g(0) — oyxy
we deduce that x7° < g(0) /. Using this in the equation for x, implies that for £ > 0
Xy < (a7 +€) — axz

holds for all large ¢ depending on € > 0. Thus x5’ < g(0) /(o1 0) = G(0).
Now we turn these differential inequalities around. As

Xy > 8(G(0)+ &) — oy

for large ¢, depending on &, it follows that xj. > g(G(0) + €)/a; and, inasmuch as
€ > 0 was arbitrary and small, xj.. > g(G(0))/0y. Then

x5 > 8(G(0)) /o1 — & — aax

for all large ¢, depending on € 50 x2. > G*(0). Summarizing the results so far, we
have
G*(0) < x20 <25 < G(0)

We now iterate this argument. Starting with x,(t — r) > G>(0) — &, which holds
for large ¢, we have
X <g(G*(0)—¢&) —auxy



6.5 Gene Regulation by End-Product Repression 113

We conclude that x7 < g(G?(0))/; and then, using the second equation, that x5 <
G? (0). Now reversing the inequalities, as above, leads to:

G2(0) < G*(0) < x2.. < x5 < G*(0) < G(0)

Here, we have made use of cobwebbing to obtain the relative order of the iterates

{G"(0)}.

An induction argument yields
G (0) < X300 < x5 < G*71(0)

As G"(0) — u, we conclude that limx, (7) = u and from this we easily conclude that
limxy (l) =ohu. 0O

Sufficient conditions for G to have no period-two points other than u are given in
Corollary 9.9 of [75]. One of these is that xG(x) is strictly monotone on (0,G(0)).
See Remark 9.10 [75]. An easy computation shows that, for the Hill function, xG(x)
is strictly increasing on this interval provided

(,;-1){ Em ]p<1

Kojop

If (6.31) fails, that is, if
G (u) < —1 (6.32)
then the fixed point u is unstable and G has period-two points distinct from u so the
Theorem 6.9 no longer applies. Theorem 6.9 is only useful when E is asymptotically
stable for all delays. Results below and our simulations using the Hill function show
that convergence to equilibrium can occur when the hypotheses of Theorem 6.9 fail.
Hereafter, we restrict attention to the case that (6.32) holds and make use of re-
sults concerning the characteristic equation (6.20). Using the notation of Section 6.4
b=ay+0o,a=o00,d=g'(u)), we have

A = (of —03) +4(g'(u))* > 0
2a—b* = —(of —03) <0
@ —d* = (o)1 -G (u)? <0

Thus, we are in the case that there exists a single purely imaginary root A = +i@,

given by (6.21):
[2a— b2+ /A
(D+ - 72

This root corresponds to an increasing sequence of values of the delay r. The small-
est such r = ry is identified below. According to Proposition 6.4 and Proposition 6.5,
we have the following result.

Proposition 6.10 Assume that (6.32) holds. If 0 < r < ro, where
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b
-1
= ——
ro Sim ( +)

then E is locally asymptotically stable. For r = r, there is a simple pair of purely
imaginary roots +i@,. If r > ro, then there exists at least one pair of complex char-
acteristic roots with positive real part. Hence, E is unstable. A Hopf bifurcation
occurs as r passes through ry.

Convergence of solutions to the equilibrium £ may hold even if the map G has
a period-two orbit as Figure 6.6 and Figure 6.8 show. However, if the delay is too
large, sustained oscillations may occur as shown in Figure 6.7.

0.9

0.8

06t
05f
04f
03}

02

0.1
0

Fig. 6.6 Iterates of the map G with parameters: K =0.5, 00 = =1,p=3,g, = 1.

Fig. 6.7 Time series when r = 3.5; parameters as above.
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Fig. 6.8 Time series when r = (.5; parameters as above.

6.6 A Poincaré-Bendixson Theorem for Delay Equations

Delay differential equations, even scalar ones, give rise to an infinite-dimensional
dynamical system so one should expect extremely complicated dynamics in gen-
eral. See, for example, [36]. However, special classes of systems can be shown to
have simpler dynamics. For example, a certain class of delay equations gives rise
to so-called monotone dynamical systems [70, 71] (see Chapter 5) for which it is
known that the generic solution converges to equilibrium. A class of systems called
monotone cyclic feedback systems (MCFS), which we briefly describe here, enjoy
a Poincaré-Bendixson theorem. This was shown for ODEs by J. Mallet-Paret and
the author [57] and for delay equations by Mallet-Paret and G. Sell in [56] and a
companion paper. The class of delay equations for which the result applies includes

the gene regulatory system considered in the previous section as well as systems

(1.15), (1.16), and (1.14), to name just a few. In order to simplify the presentation,

we restrict attention to a special subclass of MCFS systems treated in [56].
By a MCFS, we mean either the scalar system

X (t) = flx(t),x(t = 7)) (6.33)
or the system
o 0 &)
Xo - X N X2 X3
%

Fig. 6.9 Monotone cyclic feedback cycle: N = 3.
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xi(t) = fi(xi(t),xip1(t—1ri)),0<i<N—1 (6.34)

1

xy(t) = fv(xn (1), x0(t = 7))

where r; > 0, f, fi € C', and

oF
i) £0.v(ry) < (639)
Monotonicity is required only in the (possibly) delayed variable. Note the cyclic
nature of the system: xg is influenced by x;, which is influenced by x», and so on;
finally xy is influenced by xy+1 = xo.
The nature of the delayed feedback of x;; | on x; is determined by

afi

+1,34 >0

5 = g}yr (6.36)
-1, 3 < 0

and the feedback nature of the MCFS is determined by

& =T]é (6.37)

MCEFS is said to have positive or negative feedback if 6* = +1 or §* = —1, re-

spectively. System (6.29) has negative feedback. In the case where 6* = +1, MCFS

generates a monotone semiflow and therefore one expects that the generic orbit con-

verges to equilibrium and that attracting periodic orbits cannot exist [44, 70, 71].
Denote by E the set of equilibria of MCFS.

Theorem 6.11 (Mallet-Paret and Sell) Ler x(r) be a bounded solution of the MCFS
defined on [ty,0). If (x) denotes its omega limit set, then either

(a) o(x) is a single nonconstant periodic orbit, or
(b) The a and ® limit set of each solution u(t), defined for all t € R with u, €
o(x), t €R, is contained in E.

Case (b) covers the case that @(x) is a single equilibrium point. If E consists of
isolated points, then the stronger conclusions in (b) that u(7) converges to a single
equilibrium as t — oo and as t — —oo hold; these equilibria may be the same (u is
a homoclinic orbit) or different (u is a heteroclinic orbit). By Remark 5.2, through
each point uy € ®(x), there exists a solution u(r) defined for all r € R with u, €
o(x), t € R. Hence, if E N ®(x) consists of isolated points in case (b), then ®(x)
consists of a finite number of equilibria and trajectories connecting them.

Theorem 6.11 rules out chaotic solutions of MCFS.

Of course, one often wants to conclude that (a) holds, so case (b) must be ex-
cluded. This can be difficult, even for planar ODEs, but it is far more difficult for
delay systems. One reason for this is that an unstable equilibrium, with the property
that there are no purely imaginary characteristic roots of the associated characteristic
equation, is necessarily a saddle point with an infinite-dimensional stable manifold
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and a nontrivial finite dimensional unstable manifold. Thus, even if there is only a
single unstable equilibrium, such as in the previous section, it is not easy to rule
out homoclinic orbits. See [56, 55] for cases where one can rule out homoclinic and
heteroclinic orbits, primarily for (6.33).

Many other systems can be converted to the form of MCFS. For example, if we
puty; =xn—;, 0 <i <N, then MCFS becomes, on renaming functions and delays,
the “feedforward” system

yi(t) = fii(t),yici(t —ri)),1 <i<N (6.38)
yo(t) = foyo(2).yn(t —rn))

Mallet-Paret and Sell put (MCFS) in standard form by setting yo(t) = xo(¢), yi(t) =
xi(t—Y'{rj), 1 <i <N, which results in a MCFS with single delay r = ¥.; 7;:

¥it) = fii(t),yir1(),0<i <N—1 (6.39)
() = fn(w (1), 0t —r))

Exercises

Exercise 6.1. Determine the stability of the nontrivial branch of steady states of
(6.1). Suppose the last two “+” signs in (6.1) are changed to “-” signs. Determine
the nontrivial steady-states and their stability in this case.

Exercise 6.2. For k > 0, let

H={heLX(T): Y n**h,|* < o}

nezZ

These spaces are Hilbert spaces contained in the Hilbert space H® = L*(T) of square
integrable functions on the unit circle T. The larger is k, the smoother are the func-
tions in H*. Show that if 4 € H* then P € H**1,

Exercise 6.3. Discuss the direction of bifurcation and stability of the Hopf bifurca-
tion for (6.6) in the case where f is odd.

Exercise 6.4. Consider Hopf bifurcation from the positive equilibrium for the Nichol-
son blowfly equation (1.3).

Exercise 6.5. Consider the linear second-order equation
X () +bxX(t—r)+ex(t) =0
where b,c > 0 and r > 0.

(a) Scale time so the delay becomes one and r is a parameter.
(b) Find the characteristic equation.
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(c) Are there real roots satisfying A > 0?

(d) Find all (r, ®) such that +i® are roots.

(e) Determine the smallest o > O for which there is a purely imaginary root.
(f) Verify the hypotheses of the Hopf bifurcation theorem with r( as parameter.

Exercise 6.6. Show that there are a pair of nonzero solutions y = £y(s) of (6.28)
for p = v2(1 —s) for small positive s and that y(s) ~ 1/6s.

Exercise 6.7. If there is no damping (k = 0), then there is no stability region for
(6.26). Show that if p > v? and k = 0, then there is a pair of purely imaginary roots
when r = (. What happens to the real parts of these roots for small r > 0?

Exercise 6.8. Show that the Poincaré-Bendixson theorem applies to (1.15) and
(1.16).

Exercise 6.9. Show that the Poincaré-Bendixson theorem applies to (6.19) if F is
monotone and the roots of the quadratic are real. Hint: Rewrite it as

(D=A)(D—A)x(t) = F(x(t —r))
Let xo(t) = x(t) and x; (t) = x,(¢) — Aixo(1).

E?(ercise 6.10. Make the change of variables yo(t) = xo(t), yi(t) = (Hf};‘o 0j)xi(t —
Z’j;lo rj), 1 <i < N in MCFS and set r =} r;. This gives rise to the system:

yi(t) = gi(yi(t),yi+1(1)),0 <i<N—1 (6.40)
(1) = en(un(2),y0(t — 1))

where for0 <i< N

dgi 2
Ty(X7y) > O,V(x,y) eR

and

52 (1) > 0,¥(x) € B2



Chapter 7

Distributed Delay Equations and the Linear
Chain Trick

Abstract Delay differential equations with a special class of distributed infinite de-
lays of gamma type are very attractive both from the modeling point of view and
from the point of view of mathematical tractability. A distributed delay is arguably
more likely to capture reality than a discrete one. The special class of systems treated
here has the feature that by introducing additional components it can be reduced to
a system of ODE:s. In particular, linearizing about steady states results in a char-
acteristic polynomial, rather than a transcendental equation. We bypass questions
of existence and uniqueness and take for granted the validity of linearized stability
for these systems. Instead we compare the stability of a distributed delay and a dis-
crete delay in the simplest linear delayed negative feedback equation, showing that
distributed delays enhance stability. An example of an HIV transmission model is
treated.

7.1 Infinite Delays of Gamma Type

Equations with unbounded distributed delay arise naturally in applications as we
saw by examples in the Introduction. For a theoretical treatment the reader may
consult Chapter 12 of [41], the book by Hino, Murakami, and Naito [45], and the
monograph of Cushing [24]. Here, we introduce some simple ideas, following Mac-
Donald [53], which show that a special class of infinite delays leads to ODEs. These
delays were already described in the HIV model (1.19) of Culshaw, Ruan, and Webb
[23] in Chapter 1.
Basically, we are going to replace the discrete delay

y(it—r)= /Omy(t—s)S(s—r)ds

where § is the Dirac function of unit mass concentrated at zero, in our equations
with the distributed delay

H. Smith, 4n Introduction to Delay Differential Equations with Applications to the Life Sciences, 119
Texts in Applied Mathematics 57, DOI 10.1007/978-1-4419-7646-8 7,
© Springer Science+Business Media, LLC 2011
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oo 1
| se=ssts)as= [ smghie—man 1)
where kernel g7 is the density function for a gamma distribution
apupflefau
ghu) == e u >0, (7.2)
‘ (p—=1)!
with parameters a > 0 and p = 1,2,.... A nonnegative random variable X is said to

obey a gamma distribution if P(X < ¢) = [; g& (u)du. In particular,

/Owgg(u)du =1 (7.3)

Easy calculations show that the mean p = r and the variance ¢ of the gamma
distribution are given by
r=pla,c*=p/a® (7.4)

We view r = p/a as the average delay and 62 gives a measure of the degree of
concentration of the delay about the mean. Actually, a better measure of the spread
of the distribution about the mean for our purposes is the coefficient of variation, the
ratio of the standard deviation to the mean: o /r. The relations (7.4) can be inverted
to give:

a=r/c* p=(r/c)? (7.5)

Observe that for the gamma distribution, the reciprocal of the coefficient of variation
is restricted to be the square root of a positive integer.

Because g/ is a probability distribution, we might view the integral (7.1) as some
sort of average value of y(s), s < 7. In particular, the integral lies between infs<, y(s)

and sup;, y(s).
The discrete delay can be recovered as a limit of gamma-type delays if we let
p=n, a=n/r, n=1,2,..., so the mean delay remains r but that variance 6> =

r?/n — 0 as n — oo, Then we find that

| 3t =) s)ds = y(e = r)n— o0

0

for any bounded continuous function y. (This can be shown to hold by establishing
that the characteristic function of the gamma distribution converges to the charac-
teristic function of the Dirac distribution. See a good book on probability.)

7.1.1 Characteristic Equation and Stability

Consider the simple linear equation
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Gamma Function
1 4 T T T T
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u
Fig. 7.1 gf(u) for a = p = 3,5,10. Mean delay is one.
) o
Y0 ==k [ y=5)gh)ds 16)

which we compare with its discrete counterpart considered in Chapter 2:

Y (t) = —ky(r—r) (7.7)

We should expect to provide initial data for (7.6) on all of (—eo,0]

y(s)=9(s),s € (—oo’()} (7.8)

where ¢ is a bounded and continuous function. Other restrictions on ¢ may be used;
see [41, 45]. The initial-value problem (7.6) and (7.8) can be rewritten as

V(0 = [ Y= 9KE)ds+gle) = (<)1) +0) 1.9

where

80 = [ ol—s)k(s)ds

is a known function and where y* k denotes the convolution of y and & introduced in
Section 4.2. Here, we assume that k is integrable and ¢ is bounded and continuous.
The Laplace transform is useful for solving such equations. See Exercise 7.2.

A formal stability analysis begins by seeking exponential solutions: z(r) = e is
a solution of (7.6) if
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) pp—1 —as
A= —k/ e ¢y
0 (p—1)

_ a? /”(a—i—},)"s"_le_(”’”s
(@A) o (p—1)!

_ ar < p
— —km/o gaHL(s)ds
ap

Maray

ds

where we used (7.3). Technically, the above calculation assumes that A is real and
exceeds —a. The reader is asked to show in Exercise 7.1 that it holds for complex A
satisfying RA > —a.

On setting A = az and using (7.4), the characteristic equation is given by

pz(1+2)P +kr=0 (7.10)

In the following result, we consider the formal stability properties of the trivial
solution of (7.6) for p = 1,2,3,4,5; for brevity in its formulation, “stable” denotes
asymptotic stability and means all roots of (7.10) have negative real part whereas
“unstable” means there are roots with positive real part. These formal results can be
made rigorous. See Chapter 2 in [24].

Proposition 7.1 Let k > 0. Then there are no nonnegative roots of (7.10). If p €
{1,2,3,4,5}, the restrictions on kr for stability are summarized in the table:

14 kr <224 —160v/2 ~ 2.2742
1/5 kr < 28(7\/5—15) ~2.0879

pll/p=(c/r)? Stability Condition
1 1 kr < oo

2 172 kr <4

3 i3 kr < 8/3 ~ 2.6666
4

5

For each such p, y = 0 is unstable if the inequality in the table is reversed.
If k <0, then there is a positive root of (7.10) and hence y = 0 is unstable.

Proof. The assertions concerning real roots are left to Exercise 7.3.

First note that when kr = 0, roots of (7.10) are z = 0, —1 and that as kr becomes
positive, the zero root becomes negative (a simple implicit function theorem cal-
culation, see below). Thus, for small kr > 0, there are no roots with Rz > 0. In
addition, roots having nonnegative real part are a priori bounded. Taking the modu-
lus of both sides of pz(1+z)? = —kr and using |1 +z| > |z| for Rz > 0, we find that
|z|P*1 < |k|r. Tt follows that any roots with nonnegative real part must first appear
on the imaginary axis.

In the case where p = 1, (7.10) becomes 722+ 7+ kr = 0 which has no roots with
nonnegative real part.
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In the other cases p = 2,3,4,5, we follow the approach in Proposition 6.2 that
justifies considering only purely imaginary roots z = i@ where @ > 0. For p =2,
(7.10) becomes 273 + 4z 4+ 2z + kr = 0. Plugging in z = i®, we find that kr = 40>
and 20(1 — ®?) =0, s0 kr = 4.

It is easily verified that for p = 3, (7.10) becomes 3z* + 973 +9z% +3z4+kr =0
and the substitution yields 30 (1 —3®?) = 0 and kr = 30°(3 — ©*) = 8/9.

Similarly, for p =4, (7.10) becomes 475 +167% +247° + 1622 +4z+kr = 0 and
the substitution yields 4®(1 — 6®? + ®*) = 0 and kr = 16w*(1 — @?). Of the two
roots, @ =3 —2/2 s positive and smaller than one.

If p =5, (7.10) becomes 5z° +257° + 507* 4 502> + 2572 4 5z + kr = 0. We find

—50°+500* — 250> +kr =0
250° — 500> + 50 = 0

Solving the second equation, we find @> = 1 — (0.4)v/5 gives kr > 0 as above.
In all cases, implicit differentiation of (7.10) yields

d(Rz) pw?

K P —
T S ey

>0

implying that increasing rk from the critical value causes the root i@ to enter the
first quadrant. O

The interesting case is that of delayed negative feedback: k > 0. Proposition 7.1
says that as the coefficient of variation decreases, the region of asymptotic stability
shrinks. We have only described the first five cases in the countable set of possibili-
ties (6/r)>=1/n, n=1,2,3,.... These cases should be compared with the stability
region .

0<kr< >

for the “limiting case” that (¢/r)?> = 0 ( i.e., the discrete-delay equation (7.7)).
Apparently, the trivial solution of the gamma-distributed delay equation (7.6) has a
larger region of stability than its discrete counterpart (7.7). This is a general folklore
that, quoting from Campbell and Jessop [15]: “A system with a distribution of delays
is inherently more stable than the system with a discrete delay.”

Remark 7.2 The proof of Proposition 7.1 shows that purely imaginary roots exist
at the right endpoint of the stability window for parameter rk, which implies the
existence of a family of periodic solutions of (7.6).

7.1.2 The Linear Chain Trick

An important property of the functions g{;(u), j=1,2,..., pis that they satisfy the
initial-value problem:
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- 8a() = —agy(1),2,(0) = a (7.11)
. 1 . . )
o 8au) = algg™ () —g3(u)],82(0) =0, j=2,....p

Now suppose that y: (—eo, T) — IR, where —oo < T < oo, is a bounded continuous
function and define functions y; : (—e,7) — R for j=1,2,...,p by

0= [ ye=s)glods= [ yglt—s)ds (1.12)
0 —oo
Then for j > 1, where gé(O) =0, we have
/ d ! J
i =21 y(n)ga(t—n)dn]
- y ga +/ ga r— n)dn
= [ ymaled e —m) — it —mlan
= [ 3(=s)alel " (9) = gl(s)ds
=alyj-1(1) —y;(1)]
whereas for j = 1, where g!(0) = a, the same argument gives

Yi(t) = aly(t) = y1(1)]

Letting yo(r) = y(t), we see that the y;(r) satisfy the nonhomogeneous linear system
of ODEs

Yit) =aly;1(t) —y;(0)],j=1,2,....p, (7.13)

on (—eo,T).
It turns out that if T = oo, then (7.12) gives the unique solution of (7.13) that is
bounded on IR.

Proposition 7.3 For each bounded continuous function yg : R — IR, there is a
unique solutiony = (y1,...,y,)" of

Yi(t) =alyj1(t) =y;(0)], j=1,2,....p (7.14)
that is bounded on R and it is given by

0= [ so(meilt—mdn.j=12....p. (7.15)
Proof. Vector function y satisfies

Y =Ay+ayo(t)er
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where A is the p X p matrix with —a on main diagonal, a on subdiagonal and all
other entries zero; e; = (1,0,...,0)7. It is easily seen that the homogeneous system
has only the trivial solution that is bounded on R. Consequently, (7.14) can have at
most one bounded solution because the difference of two bounded solutions gives a
bounded solution of the homogeneous equation. The variation of constants formula
gives

y(t) =My (s) + /steA =Mayy(n)erdn

and letting s — —oo leads to an expression for the unique bounded solution on IR

t
30 = [_an(mettVeyan

J —oo

See Theorem IV.1.1 of [40]. v(t) = ¢*e; satisfies Vi = —avy,vi(0) = 1, and v’j =
avj—1 —vj], vj(0) = 0. Clearly, av(r) satisfies (7.11). O

Consider the nonlinear equation

Y0 =F < s s)gf:(s)ds) (7.16)

where F : R — R is continuously differentiable, F(0) = 0, and F'(0) = —k with
k > 0. Of course, we must prescribe initial conditions:

¥(6) =¢(6),6 <0,

where ¢ : (—e0,0] — R is bounded and continuous. Suppose that 7 > 0 and y :
(—o0,T) — R is a solution of this initial-value problem. By this, we mean that
y is continuous and differentiable on [0,7") and satisfies (7.16) there. Let y;, j =
1,2,...,p be defined by (7.12). Then it follows that, with yo(¢) = y(¢), we have

Yo(t) = F(yp(1)), 0<t <T (7.17)
Yj(t) = alyj-1(t) = y;(1)]

with initial data

¥0(0) = 9(0)
70 = [ o(=s)glls)ds.i=12....p

The procedure by which we obtain an ODE such as (7.17) from a delay system such
as (7.16) is referred to as the “linear chain trick”.

Of course, it is important to be able to go in the other direction as well. If one
finds an interesting solution of the ODEs (7.17), for example, a periodic solution,
then one wants to know that it is a solution of (7.16). Proposition 7.3 allows us to
conclude that any solution of (7.17) which is bounded on the entire real line is also
a solution of the infinite delay equation (7.16).
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Observe that the linearization of (7.16) about the trivial solution is given by (7.7)
with characteristic equation (7.10). But (7.10) is also the characteristic equation for
the eigenvalues of the linearization of system (7.17) about the trivial solution. As
observed in Remark 7.2, purely imaginary roots occur under suitable conditions, so
we may expect the possibility of a Hopf bifurcation of periodic solutions of (7.17)
from the trivial solution. Of course, we must identify a bifurcation parameter. In
any case, should periodic solutions of (7.17) exist, they would also be solutions of
(7.16).

In applications, one may seek to avoid the complications of using delay differen-
tial equations by simply utilizing the ODE system to represent a time delay. In this
case, one uses (7.4) to determine appropriate a, p.

7.2 A Model of HIV Transmission

Culshaw, Ruan, and Webb [23] cite evidence that in lymphatic tissue direct cell-to-
cell transmission of HIV is the dominant mode of infection. If C denotes concentra-
tion of healthy cells and 7 is concentration of infected cells, they derive the model
system:

() = rclr) (1 - C(t)C;’(I)) kI ()C()
1) =K [ H)C@gh o~ wdu—wl(s) (7.18)

k; /k; is the fraction of cells surviving the incubation period.
Equilibria of (7.18) are nonnegative solutions of

1
0= rC(l S ) —kiC
Cu

0= k;IC — url
They consist of the disease-free equilibrium (C,I) = (Cj,0) and the disease equi-
librium .
(C.1) = /Ky, (1= /kiCot) (kg +1/Cu) ")

which is nonnegative only when i < kjCy.
The linearized system about the disease-free equilibrium is given by

u'(t) = —ru(t) — (kiCy + r)v(t)
V(1) = Cyk; /0 v(t —s)gh (s)ds — uv(t)

(u,v)" = e*(c,d)" is a solution if
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—r—A —(kiCy+vr) <C> <0>
aP k =
0 (af% p —A— 1255 0

and it is nonzero if the determinant of the matrix vanishes. This gives the character-

istic equation
PCyrk]
(—r—2) (aM’/lu1> -0

(a+24)P
The first factor gives A = —r so the second decides stability:
apCMk;
0=—757+-—-21— 7.19
((l+ A)P My ( )

By equating the first term on the right with A + p; we see from a graphical analysis
that there is precisely one real root larger than —a and this root is positive if and
only if Cyskj > ;. This inequality implies instability of the disease-free equilibrium
but it may not be sharp because it ignores complex roots.

Suppose there is a root A with nonnegative real part. Then

APCyk, = (a-+A)P (A + )
= [(a+2A)P(A+w)| = la+AP[A+ w|
> aly

where the final inequality follows because |a+A| > a and |A + ;| > py for RA > 0.
So Cyk; > . Tt follows that all roots have negative real part if Cysk; < ;. There-
fore, the disease-free equilibrium is asymptotically stable when Cyk; < ; and un-
stable when the reverse inequality holds.

In summary, when Cyk; < py the disease-free equilibrium is the only equilib-
rium and it is asymptotically stable; with the inequality reversed, the disease-free
equilibrium is unstable and the disease equilibrium exists.

The linearized system about the disease equilibrium (C, 1) is given by

u(t) = —au(t) — Bv(t)
V(O = [l =)+ KTult =9l ()ds — (o)

where

T B — (gt /o)

" KCu k’

It has an exponential solution (u,v)" = e* (c,d)” if

—a—2 -B c) _(0
klf wf—2A—p)\d) \0O
where f = [;* e *"gh(u)du = a” /(a+ A)P. The resulting characteristic equation is
given by



128 7 Distributed Delay Equations and the Linear Chain Trick

cic,
- == cMm ||

0.9

0.8

200 250

Fig. 7.2 Simulation of (7.21) with p =2 and a = 2.

p ]
:(/'L+a)(?L+u1—/.tz(aik)p)+ﬁk}l(ajl)p (7.20)

Observe that the right side is positive for all A > 0 so any eigenvalues with nonneg-
ative real part must have nontrivial imaginary parts.

Culshaw et al. [23] show that when p = 1, the disease equilibrium is asymptoti-
cally stable for small values of a and their analytical results suggest the possibility
of a Hopf bifurcation at a critical value of a. Their simulations for the case p =1
support these assertions. In particular, their numerical simulations of the associated
ODE model (see below) suggest the existence of an orbitally asymptotically stable

periodic solution for suitable parameter values. According to Proposition 7.3, any
periodic solution for the ODE is also a solution of (7.18).

The family of ODE systems with p = 1,2, ..

. obtained from (7.18) by the linear
chain trick

i) = [ H)C@gh - wduj=12,...p

is given by

C'(t) = rC(t) (1 - W) —kiI(t)C(t)

Cu
Yi(t) = all()C(t) = y1(1)] (7.21)
Yi(t) = alyj-1(t) —y;()],2< j<p
1) = Ky (1) — I (1)

Evidence for the existence of periodic solutions of (7.21) with p =2 and a =2 is

provided in the numerical simulation depicted in Figure 7.2. Equation (7.21) was
scaled for the simulation by setting:

C =C/Cu,I=1/Cy.5i = yi/Cy;.
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Parameters used in Figure 7.2 are k;Cy; = 4, k}CM =3.5,r=0.68, u; =0.3.

7.3 An ODE Approximation to a Delay Equation

Consider the discrete delay equation

X (1) = f(x(t),x(t—1)) (7.22)

Let us assume that x(¢) is a solution with initial data given by xo = ¢. We want to
approximate x(¢).
Fix a positive integer N and let

xi(t) x<t]i7> L0<i<N
Note that xo(7) = x(), xy(t) = x(t — 1), and
X(6) % N+ 1/N) = (0] = N1 1) o)) > i

The delay differential equation can be approximated by the system of N 4 1 ODEs

xo(1) = f(xo(r),xn(1))
xi(t) = N1 (1) = (1), 1 <i <N (7.23)

where x;(0) = ¢(—i/N). There is a considerable literature on this approximation
technique. Gedeon and Hines [35] relate the global attractor of the delay equation to
the global attractor of the discretization. W. Stone uses the above approximation in
his PhD thesis under Frank Hoppensteadt’s direction [74] in order to study nonlinear
oscillations in Wright’s equation.

Exercises

Exercise 7.1. Verify that

_gaPsPlem® a?

FP(ME/O e R ds = (a+7t)/’79(l>_a

by showing that

4
dXr
and then calculating F1(A) =a/(a+A).

~LFn ()

Fp(l) =
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Exercise 7.2. Solve (7.9) where k(s) = —g3(s) and ¢ () = e~'. Use the Laplace
transform.

Exercise 7.3. Verify the assertions of Proposition 7.1 concerning the real roots of
(7.10).

Exercise 7.4. Show that by the choice p = n, a = n/r, and taking the limit n — oo
in the characteristic equation (7.10), we get the characteristic equation

A =ke
Exercise 7.5. Verify that the g{;, Jj=1,2,..., psatisfy (7.11).

Exercise 7.6. Consider the delayed logistic equation
!
N'(t) = N(1)[b— eN(t) —d / N(s)g2(t — s)ds]

where b,d > 0, ¢ > 0. Thus, T = a/2 is the “average delay.” See [24] for more on
such equations.

(a) Determine the stability of N = 0.

(b) Find the characteristic equation corresponding to the positive steady state.

(c) If ¢ = 0, determine conditions on the average delay 7 such that the positive
steady state is asymptotically stable.

(d) Apply the linear chain trick to obtain the ODE associated with this equation.

(e) Can a Hopf bifurcation occur from the positive steady state?

Exercise 7.7. Apply the linear chain trick to obtain the ODEs associated with the
linear system (7.6). Show that it takes the form y = Ay where (p+1) x (p+1)
matrix A is as follows. The only nonzero entry of the first row is —k in the last
column; the nonzero entries in row (i+ 1) are a in the ith column and —a in the
i+ l-column (the diagonal entry), i = 1,2,...,p. If k,a > 0, obtain necessary and
sufficient conditions for all eigenvalues to have negative real part.

Exercise 7.8. Verify the linearizations of (7.18) and associated characteristic equa-
tions about the disease-free and the disease equilibrium.

Exercise 7.9. Consider the equation (7.22) where f(x,y) = —By and the ODE ap-
proximation (7.23). Relate the eigenvalue of the Jacobian of (7.23) at x = 0 with the
maximal real part with the corresponding root of the characteristic equation (2.10).



Chapter 8
Phage and Bacteria in a Chemostat

Abstract A mathematical model of bacteriophage predation on bacteria in a chemo-
stat, introduced in Chapter 1, is studied in detail. The delay arises due to the assump-
tion of a fixed latent period for virus inside the infected cell. The main biological
issues addressed are the persistence and extinction of bacteria and of bacteriophage
(phage). From a mathematical perspective, we focus on bifurcation of equilibria and
Hopf bifurcation from the coexistence equilibrium.

8.1 Model

Levin, Stewart, and Chao [50] and Lenski and Levin [51] model phage (virus that
attack bacteria) predation on a bacterial host which in turn consumes a limiting
nutrient in a chemostat by the system

R'(t) = D(Ry—R(t)) — f(R(1))S(z)

S'(tr) = (f(R(t)) — D) S(r) — kS(t)P(r) 8.1
I'(t) = kS(t)P(t) = DI(t) — e P7kS(t — T)P(t — 7)
P'(t) = —DP(t) — kS(t)P(t) + be P°kS(t — T)P(t — 1)

R is the resource supporting bacterial growth, S is uninfected bacteria, [ is phage-
infected bacteria, and P is phage. A recent mathematical analysis of the model was
carried out by Beretta, Solimano, and Tang [7]. Ry is input nutrient concentration
supplied to bacteria, D is the dilution rate of the chemostat, and f(R) is the specific
growth rate of bacteria at resource level R. The specific growth rate f is typically
taken to be of Monod type:

mR

a+R

f(R) =
where m,a > 0. However, we need only assume that f : R, — R is C! and
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f(0) =0, (R) >0, f(c0) < oo. (8.2)

Phage attach to the cell surface of a bacterium and inject their DNA into it. This
causes the bacterium to begin to synthesize viral DNA and viral proteins in order
to make new virus. After a time 7, called the latent period, this is complete and
the bacterium lyses open releasing the new virus. Latent periods vary by bacterial
type but are usually in the half hour to hour range. Denote by b > 1 the average
number of progeny released when an infected cell lyses. The factor e 7 in the
equations accounts for the fraction of infected bacteria that survive being washed
out of the chemostat during the latent period. More generally, the probability of
phage, nutrient, or bacteria avoiding washout in a time period of length ¢ is e 7.

Two important assumptions are made in formulating the model: (1) nutrient up-
take by infected cells is negligible, and (2) infected cells do not grow and divide.
Phage binding to infected cells has also been neglected. We have scaled out the yield
constant, a positive number multiplying f(R) in the equation for R.

Nonnegative initial data must be prescribed for (8.1). Clearly, S and P must be
given on [—7,0] but only R(0) and /(0) are needed. However, it is easy to see that
1(0) cannot be given any nonnegative value, independent of those of S and P. For
example, if 1(0) = 0 but e P7kS(—7)P(—7) > kS(0)P(0), then I'(0) < 0 so I be-
comes negative. It is reasonable to expect that I(¢) can be obtained directly from
knowledge of S(17) and P(n) for n € [r — 7,1]. In fact, the formula

t T
1t)= | ke PC=Ms(m)P(n)dn = /0 e kS (t — 5)P(t — s)ds (8.3)
-7 .

makes good biological sense because for 1 € [r — 7,¢], kS(1)P(n)dn represents the
new infections occurring in the interval [n,1 +dn], and e 2¢~™) represents the
fraction of these that are still in the chemostat at time . These cells have not yet
been infected for 7 units of time and so they have not yet lysed. On the other hand,
it is easy to verify that (8.3) satisfies the differential equation for 7 in (8.1) and the
initial condition

10) = /0 "o DS (—5)P(—s5)ds.

Busenberg and Cooke [13] were among the first to point out these restrictions on
initial data for equations like (8.1).
The bottom line is that / is given by (8.3) so we may consider the R, S, P system:

R'(t) = D(Ro—R(t)) — f(R(1))S(t)
S'(t) = (f(R(1)) = D) S(t) — kS(t)P(1) (84)
P'(t) = —DP(t) — kS(t)P(t) +be P%kS(t — T)P(t — 1)

Nonnegative initial data for S and P must be prescribed on [—7,0] but only R(0)
need be prescribed:
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R(0) = R(0) (8.5)
S(s) = ¢(s),s € [-7,0]
P(s) = y(s),s € [-7,0]

In this formulation, the state of the system at time ¢ is the triple (R(z),S;,F;) €
R, x C([-7,0],R})>.

8.2 Positivity and Boundedness of Solutions

The state space for system (8.4) is
X =Ry XC([_Tvo]JRJr) XC([_TaOL]R+) (8.6)
The next result ensures that solutions exist and are positive and bounded.

Theorem 8.1 The initial-value problem (8.4) with nonnegative initial data (8.5)
has a unique nonnegative solution (R(t),S(t),P(t)) defined for all t > 0 which is
bounded. In fact, the following estimate holds Q(t) = R(t) + S(t) +1(t) + P(t)/b:

0(t) <max{Q(0),Ro} 8.7)

Equations (8.4) and (8.5) induce a continuous semiflow @ : IR, x X — X defined by

(p(ta (R(0)7¢a ll,)) = (R(t)aShPt)

Proof. Local existence follows from Theorem 3.1 and Remark 3.3. Positivity of
solutions is implied by Theorem 3.4. Continuation of our nonnegative solution to
t > 0 requires an a priori bound (Theorem 3.2). Observe that

1 1
(R+S+1+3P) <DIRo— (R+S+1+-P)]
which implies that
0(t) < 0(0)e ™ +Ry(1 —e™ ")

and hence
limsupQ(¢) < Ro

f—o0

and (8.7) holds. This shows that solutions exist for all # > 0 and are bounded. O

The following proposition proves useful later on. It describes initial data that
result in no phage or infected cells.

Proposition 8.2 If P(0) = y(0) =0 and 1(0) = [ e Pk (—s)y(—s)ds = 0, then
P(t)=1I(t)=0,1>0.
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Proof. u =1+ P satisfies u(t) > 0 and ' = —Du+ (b —1)e P%kS(t — 7)P(t — 1)
ont >0 and u(0) =0. As I(0) = 0, it follows that ¢(—s)y(—s) =0, 0 < s < 7 s0
S(t—1)P(t—1) =0 for 0 <t < 7 and consequently u(¢) = 0 on this interval. But
then S(r — 7)P(t — 7) = 0 on the larger interval 0 <7 < 27 and we can repeat the
argument by taking steps of length 7. O

8.3 Basic Reproductive Number for Phage

We assume that susceptible bacteria are viable in the absence of phage. By this we
mean that the phage-free system

R'(t) = D(Ro—R(t)) — f(R(1))S(z)
S'(t) = (f(R(r)) = D)S(r) (8.8)

has a unique positive equilibrium (R, S)

R=f"1'D),S=Ry—R (8.9)
This is easily seen to be the case if and only if
f(Ro) >D (8.10)

It is well known that this equilibrium attracts all solutions of (8.8) with S(0) > 0.
Of course, (8.8) contains no delay terms so appropriate initial data are nonnegative
values for R(0),S(0).

System (8.4) has two “boundary equilibria,” namely

Er = (Ro,0,0) and Es=(R,S,0)

Proposition 8.3 Let (8.10) hold. Then Eg is locally asymptotically stable for (8.4)
if the phage reproductive number

be PTkS

PRN = ——
D+kS

(8.11)

satisfies PRN < 1 and unstable if PRN > 1.

Proof. The linearization of (8.4) about the phage-free equilibrium Es = (R, S,0) of
(8.4) can be written as
X' (t) = Ax(t) + Bx(t — 1)

where x(¢) = (R(t),S(¢),P(t))! and
ary ap 0 00 0

A=1ay O a3 and B=|00 0
0 0 —(D-i—kg) 00 be PkS
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where
ain=—-D—f'(R)S,ain = —D,as = f'(R)S,a23 = —k§

The characteristic equation factors nicely as
(}.2—0111 —a12a21)(l +D+kS_—be_DTk§e_lT) (8.12)

The roots of the quadratic have negative real part as expected because (R,S) is
asymptotically stable in the linear approximation for system (8.8). Therefore, sta-
bility boils down to the factor:

A =—(D+kS)+be PkSe 7 (8.13)

Using Theorem 4.7 and Exercise 4.9 and the notation used therein, namely A =
—(D+kS) and B = be P7kS, we have A+ B = —D +kS(—1+ beP%) and B > A.
Hence, all roots have negative real part if A4+ B < 0 and there is a positive root if
A+B>0.ButA+B > 0ifand only if PRN > 1; A+ B < 0 if and only if PRN < 1.
The result follows from Theorem 4.3. O

Remark 8.4 PRN has a simple biological interpretation. Imagine adding a single
hypothetical phage to the chemostat at the phage-free equilibrium Es. Two possibil-
ities can occur, the phage can wash out before it can bind and infect a bacterium
or it can bind and infect a bacterium. The probability of the latter is kS/(D + kS).
Assuming the phage binds, then the same two possibilities apply to the resulting
infected cell. The probability that it remains in the chemostat through the latent pe-
riod is e P%. It then lyses releasing b progeny phage. Therefore, the expected value
of the number of progeny resulting from adding a single phage to the chemostat at
equilibrium Eg is PRN. It may be called the phage reproductive number or ratio.

8.4 Persistence of Host and Phage Extinction

If f:]0,00) — R we write fo = liminf;_. /() and f~ = limsup,_,., f(r). We show
below that the bacteria cannot be driven to extinction by the phage if (8.10) holds.

Proposition 8.5 Let (8.10) hold. If (R(t),S(t),P(t)) is a positive solution of (8.4),
then
R<R.<R*<Ry and 0<S§°<S

Proof. As R < D(Ry — R) we conclude that R* < Ry.

We claim that S* > 0. Otherwise, S(#) — 0. Then from the R equation, we see
that R(¢) — Ry. Now apply the fluctuation Lemma A.1 to the equation for P with
P(sy) — P=, and P'(s,) — 0 to find that P* = 0 so P(t) — 0. But then, by (8.10),
there exists € > 0 such that f(R(¢)) — D — kP(r) > € for large t so §'(t) > &S(t) for
such ¢. This gives the contradiction S = co. We conclude that S > 0.

Write M = R+ S and the equations for M, S become
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M’ = D(Ry—M) —kSP
S = (f(M—S)—D)S—kSP

Clearly, M= < Rg follows from the first equation. By the fluctuation Lemma A.1,
there exists 7, — 0 such that S(¢,) — S > 0, §'(#,) — 0 and we may assume that
P(t,) — Pand M(t,) — M. As §* > 0, the equation for S gives

0=f(M—S°)—D—kP < f(Ry—S°)—D

Because f(R) — D = 0, we conclude that R < Ry — S or that $* < § = Ry —R.

By the fluctuation Lemma A.1, there exists #, — 0 such that R(1,,) — Re, R'(t,,) —
0 and we may assume that S(#,) — S. From the paragraph above, S < S. From the
differential equation for R we find

0=D(Ry)— Rw) — f(Rw)S > D(Ry — Rw) — f(R)S
The right-hand side vanishes if R.. is replaced by R. It follows from monotonicity
of R—D(Ry—R)— f(R)Sthat R< R... O

Following Beretta, Solimano, and Tang [7], we have the following result which
implies phage extinction when PRN < 1 and Monod uptake function f.

Proposition 8.6 If PRN < 1 and

=

(8.14)

CcC =

f(R)(R—
R(f(R)— f(R))

is independent of R, then (R(t),S(t),P(t)) — Es for every solution with S(0) > 0.

=

Proof. Consider the Liapunov function
V(t)=R(t) — RInR(t) +c1(S(t) — SInS(t)) +ca(bI(t) + P(t))

where ¢; > 0 and ¢, > 0 must be determined. We regard / as given by (8.3) in terms
of S and P. Then, using that D(Ry — R) — f(R)S = 0 and f(R) = D, we find that

vV = R%fR’(t) +cy SiSS’(t)Jrcz(bI’(t)+P’(t))
= B R DRy~ R~ F(R)S) + c1(S ~ S)(F(R) ~ D~ kP) + eo((b— 1kSP
~D(bI+P))
= R (DR-R)+D(S—8)+ (F(R) - F(R))S) +e1(S — ) (F(R) ~ F(R)
—c1kSP+c¢1SkP+ c2((b—1)kSP — D(bI + P))
__,(R=R)? sve o [ SR —FR)  (FR)S—F(R)S)
——DR+(R—R)(S—S)<c1 oy s )

—c2 (DbI+ (D — (b—1)k8)P)
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provided ¢; = (b — 1)c;. Note that g = D — (b — 1)kS > 0 inasmuch as PRN < 1.
Now take c¢; = ¢ given by (8.14) and note that
fR)—f(R) _ f(R)

C1 = =
R—R R

This leads to

—R)S
V' =-D - ) — ey (DbI+¢P)<0.  (8.15)

Because we wish to apply Theorem 5.17 to obtain the desired conclusion, it is
necessary to formally define V : Xy — R on a subset Xy C X. Let Xo = {(R,9,y) €
X :R(0) > 0,9(0) > 0} and observe that Xy is positively invariant for (8.8). Then
V =V(R,¢,y) is given on X, by

V=R—RInR+¢ (¢(0) —S_ln(P(O)) +c (b/ofe—DSk(P(_s)u/(—s)ds-l- W(O))

It is easy to see that V is continuous on Xj.
Given (R, ¢, y) € Xo, define G C Xj by

G={(R,,¥)€Xo:V(R,¢,¥) <V(R,¢,y)}

By continuity of V, G is closed, and our calculation above shows that G is positively
invariant for (8.8). The omega limit set of the orbit through (R, ¢, ), denoted by
o, must therefore satisfy @ C G. In fact, by Theorem 5.17, @ must belong to the
largest invariant subset S of M = {(R,$, ) € G: V' =0}. By (8.15), (R,, %) e M
if and only if R = R, {(0) = 0, and

T
I= /0 e Pk (—s5)P(—s)ds = 0.
Hence, by Proposition 8.2, the solution (R(¢),S(¢),P(t)) of (8.8) with initial data
(R,$,\) € M satisfies P(¢) = 0, ¢ > 0. This must hold for every solution through
a point of ® and so @ must be an invariant set of the chemostat system (8.8) with
R = R. The only such point is the equilibrium Es. Thus @ consists of the equilibrium
state corresponding to Eg. O

The hypothesis (8.14) holds in the case where f is of Monod type f(R) =
mR/(a+R).
For more on persistence of phage, see [72].

8.5 The Coexistence Equilibrium

System (8.4) may have at most one positive equilibrium
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Ec= (R*,S*,P*)

corresponding to the coexistence of phage and bacteria. It is determined by the re-
lations:
D D(Ry—R")

STt T m

The equation on the left determines S*, the middle one determines (implicitly) R*,
from which the final equation gives P*. Observe that unlike equilibria Er and Eg,
the coordinates of E¢ depend on the delay t. The manner in which E¢ depends on
7T is described below.

kP* = f(R")—D (8.16)

Lemma 8.1. E¢ exists with all positive components if and only if (8.10) and PRN >
1 hold. If it exists, then R < R* < Ry and §* < §.

PRN > 1 if and only if bkS /(D +kS) > 1.

If bkS/(D + kS) > 1 and (8.10) hold then Ec exists for all values of the delay T
satisfying 0 < T < 1., where 0 < T, < oo is characterized by the equation

be Ptk§ B

PRN = =
D+ kS

Moreover, for 0 < T < 1., R*(t) and P*(7) are decreasing and S*(7) is increasing
in T and
EC(T) — Eg,T / Tc

Existence and positivity of Ec arise through a transcritical bifurcation from Eg as
delay T passes below ..

Proof. Suppose first that Ec exists. From (8.16) we have R < R* < R,. Monotonic-
ity of R — D(Ro — R)/f(R) on (0,Ro) implies that S* < §. Therefore, § > §* =
D/(k(be=P7™ — 1)), implying that PRN > 1.

Conversely, if (8.10) and PRN > 1 hold then kS(be % — 1) > D so there is a
unique value of S* € (0,5) satisfying kS*(be P" — 1) = D. But then R* € (R,Ry)
is uniquely defined by the relation in (8.16) due to monotonicity of R — D(Ry —
R)/f(R) and similarly for P*.

The monotonicity assertions concerning R*,S*, P* in the variable 7 follow di-
rectly from the relations (8.16) and the fact that f is increasing and R — D(Ry —
R)/f(R) is decreasing on 0 < R < Ry. At T = 1, (be P% — 1)kS =D so $* = § and
this implies R* = R so f(R*) = D and hence P* = 0.

If PRN > 1 and (8.10) hold, then we can compute the derivatives M; = (dM*/dt)(7.),
M =R,S,P. The results of a tedious implicit differentiation are:

bkDS?
Ri= ————— ¢ P%
D+ f'(R)S
St = bkS*e D% (8.17)
* bDf,(R)S_z —D1,
P,-L- = - ., = = ¢

"D+ (RS
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Observe that P(7.) = 0 and P;(7.) < 0. This establishes the transcritical bifurcation.
O

The central question is whether the phage and bacteria can coexist. Our aim here
is to show that the phage P and bacteria S can stably coexist if (8.10) and PRN > 1
and additional conditions hold. We now proceed to determine the stability of Ec.
The linearization about E¢ is determined by the matrices:

—D—S"f'(R") —f(R*) 0

A=A(r)= S*f'(R*) 0 —kS*
0 —kP* —kS*—D
and
0 0 0
B=B(t)=|0 0 0

0 kbe PTP* kbeP*S*

The characteristic equation

0=det(Al—A—e ™B) (8.18)
is given by:
A+D+S*f f 0
0= —S*f! A kS*

0 kP*(1—be (PHIT) A 4+ D4 kS*(1 — be™ (P+)T)

where = f(R*) and f' = f'(R*). A tedious calculation reveals that (8.18) has A +D
as a factor, the other factor being:

A2+ mA+n+ (1 fbe_(D“L)T) (pA+4q)=0 (8.19)

where

m = D+ f'(R*)S*, n= (kP* + D) f (R*)S* (8.20)
p =kS*, g =kS*(f(R")S* — kP*)

For a careful analysis of the characteristic equation (8.18) we refer the reader to
[7]. Here we try to determine stability for 7 near zero and for 7 near 7.. We begin
with the former.

When 7 =0, (8.19) reduces to the pure quadratic

A2+ S (RA+kS P (f'(R*) + (b— 1)k)

with positive coefficients. Hence, both roots are negative and it follows that all
eigenvalues of A(0)+ B(0) are negative. Matrices A(7) and B(7) are continuous
in 7. Therefore, by Theorem 6.8 and Remark 4.5, there exists 7y < 7. such that if
0 < 7 < 19 all roots of (8.18) have negative real part and E¢ is asymptotically stable.
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Now we consider the stability of E¢ near its bifurcation with Eg for 7~ 7,. As T
decreases through 7., one real simple characteristic root Ag(7) of the characteristic
equation (8.12) for Eg goes from negative to positive and all other roots have nega-
tive real part. The characteristic equation (8.18) agrees with (8.12) at T = 7, because
Ec = Eg. We seek to determine what happens to the simple real root A¢(7) of (8.18)
that corresponds to Ag(7) for Eg; both vanish at T = 7,.. The sign of A¢(7) determines
the stability properties of E¢ because all other roots are near corresponding roots for
Es and hence have negative real parts. The implicit function theorem should lead to
determining the sign of this root; it suffices to consider (8.19) inasmuch as the root
of interest is determined by it. We view (8.19) as

F(A,7)=0

where our interest is in the solution (A¢(7) satisfying A¢(0) = 0 and how it changes
with 7. Implicit differentiation gives

0=F,(0,2) %

g (%) T F(0.7) 8.21)

From (8.19), we find that the critical derivative

F;(0,7.) = m+ p(1 —be P%) + gbt.e P (8.22)
' (R)S(1+bkt.e %) >0

is nondegenerate. Similar calculations lead to

Fr(0,7.) = ng+q:(1 —be P%) + gbDe L% (8.23)
D D+kS

p=
T TIPS

where subscript T denotes the partial derivative evaluated at 7.. From (8.20) and
(8.17) we find, after lengthy calculations, that

S('7 +Df"s‘) 0,
D+Sf
D(f"S — f’)) Dz,
D+Sf

ne = bkDS? ( -
g = bk*S? (z =

where the argument R of f” and f” is omitted. Inserting these into (8.23), we find
that
F;(0,7.) = —DbkS* f'(R)e P (8.24)

and hence by (8.21), we have

dAc DbkSe D%

dAc oy _ _DbkSe 7% o 8.25
2t ) T T e b (8.25)
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Schematic Bifurcation Plot: P*(z) versus 1
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Fig. 8.1 A schematic view of the transcritical bifurcation of E¢ from Eg at T = 7.

Therefore, Ac(7) < 0 for T < 7, sufficiently near 7,. We summarize the results of
both calculations in the following result and in Figure 8.1.

Proposition 8.7 Assume that bkS/(D + kS) > 1 and (8.10) hold. Then there exists
T, 1 = 0,1 satisfying 0 < 19 < 11 < 7. such that Ec is asymptotically stable for
0<t<7tandfort <1<71.

E¢ may be unstable as Figure 8.2 shows. Parameters used in the simulation are:
a=0.0727, t=0.5, m=.7726, b =25, D =0.2, k =0.024, and Ry = 0.5. Our
simulations incorporated a yield constant of 2 x 10~°. Initial conditions were chosen
near E¢, found by setting T = 0 and integrating. Undamped oscillations suggest that
Ec¢ is unstable and that there is a periodic orbit. See [7] where a Hopf bifurcation
analysis is carried out.

We thank Mr. Zhun Han for the bifurcation plot shown in Figure 8.3. His pa-
rameter values are: k = 0.024, a = 0.0727, m = 0.7726, D = 0.2, and b = 52. No
yield constant was used. The latent period delay T appears on the horizontal axis and
the maximum and minimum value of the phage density corresponding to a periodic
solution or equilibrium appear on the vertical axis.

8.6 Another Formulation of the Model

The form of the initial data (8.5) do not correspond well with experiments described
in [50]. In these experiments, phage (P(0)) and susceptible bacteria (S(0)) are sim-
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Fig. 8.2 Unstable E¢ and periodic solution.

The bifurcation diagram of Phage

Fig. 8.3 A Hopf bifurcation plot.
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ply added to a chemostat at time r = 0. One experiment consisted of adding phage
to the chemostat after equilibrium Eg had been attained. It seems that no infected
cells were included in the initial data, at least insofar as the experimenters were
aware. One can try to imagine how to give past histories as in (8.5) which would
correspond to these experiments. As 7(0) = 0 in experiments, (8.3) and the assumed
continuity of S and P resultin S(0)P(6) =0, —7 < 6 < 0. Obviously, this does not
work because this leads to no phage by Proposition 8.6. An alternative is to drop the
continuity requirement of past histories.

A more natural formulation of the model (8.4) and initial data that better cap-
ture the setup of these and other experiments is described here. It begins with the
notion that the appropriate initial data for the problem are to prescribe values for
R(0),S5(0),P(0), and an infection-age-density for the infected cells introduced at
t =0 given by 1 : [0, 7] — Ry, where I(0) = [ t(s)ds and where

1(s)ds = number of infected cells infected between times —s —ds and —s

This cohort of infected cells will lyse at time t = —s + T > 0. Thus s denotes the
infection-age of the cohort. In most experiments 1 = 0 because no infected cells are
added.

Because the infected cells at + = 0 are all lysed by r = 7, values of R, S, and P can
be found on the first latent interval 0 <t < 7 by solving:

R'(r) = D(Ro —R(t)) — f(R(1))S()
S'(t) = (f(R(t)) — D) S(r) —kS(1)P(t) (8.26)
P'(t) = —DP(t) — kS(t)P(t) 4+ be P'1(7 —1)

with the prescribed values of R(0),S(0),P(0). The term be '1(7 —t) corresponds
to the initial infected cohort of infection-age 7 — ¢ which lyse at time ¢ producing
b phage per cell. Of course, only the fraction ™' of this cohort remains in the
chemostat at time ¢. Note that any new infections produced by the initial phage P(0)
will not have matured to lyse during this first latent period. System (8.26) is a system
of ordinary differential equations with time-dependent input given by be ?'1(7 —¢)
in the equation for P.

For ¢ > 7, the initial infected cells, described by t and numbering 7(0), have all
lysed or washed out of the chemostat. Hence, values of R, S, P are given by solving
the system of delay equations (8.4) using as initial data at t = 7 the data produced
by solving (8.26) on the interval [0, 7]. In order to be explicit, we temporarily denote
the result of solving (8.26) on the interval [0, 7] by (R, S, P;). Then initial data for
(8.4) atr = 7 are given by:

R(t) = Ri(71) (8.27)

S(s) = Si(s),s € [0,7]
P(s) = Pi(s),s € [0, 7]

~—
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In summary, solutions of (8.26)-(8.4) under our new reformulation are com-
pletely determined by the initial data:

R(0) >0,5(0) > 0,1:[0,7] — R4, P(0) > 0. (8.28)

It suffices that 1(e) be integrable. Indeed, the equation for P of (8.26) can be inte-
grated using the variation of constants formula to obtain

P(t) = P(0)e " + /0 ) (be PMi(t—n)—kS(n)P(n))dn (8.29)

for 0 <t < 7. During the first latent period, the number of phage at time ¢ consists
of those that were present at time 0 and have neither washed out nor been absorbed
prior to time # plus the surviving phage released from the original cohort of infected
cells as they lysed.

An important special case of (8.28), which comports with the experiments, is to
start at t = 0 with no infected cells. If

R(0) > 0,5(0) > 0,1 =0,P(0) >0
then R(t),S(t), P(r) are determined by

R'(1) = D(Ro—R(1)) — f(R(1))S(r)
§'(t) = (f(R(t)) = D)S(t) —kS(1)P(1) (8.30)
P/(t) = —DP(t) —kS(t)P(t) + H(t — T)be P'kS(t — 7)P(t — 1)

where H (¢) is the Heaviside function: H(t) =0, t <0, H(t) = 1, t > 0. Notice that
inasmuch as there is no source of new phage on the interval [0, 7], P(¢) decreases
during this interval as the initial phage are washed out or adhere to susceptible cells.

Figure 8.4 is a simulation of (8.30) initiated by adding 10° phage to the equi-
librium Eg. Variables have been scaled for better viewing. Parameter values are:
b=50,t=0.5,Ry=0.5k=3x10"7, D=0.2, m=.7726, and a = 0.0727.

This is all satisfactory from a biological point of view but not from a mathe-
matical viewpoint. What is the state of our dynamical system at time ¢? Our new
formulation of the model suggests that it should be (R(¢),S(¢),P(¢)) together with
the infection-age distribution of infected cells. We can easily determine

i(t,s) = infection-age of infected cells at time ¢

For 0 <t < 7, there are two sources of infected cells, namely old cells ( < s < 7)
which are the survivors of those infected cells introduced at # = 0 and young cells
(0 < s <t) which were infected in the interval (0,7] by phage infection. Survivors of
the old cells number e '1(s — t) because the probability of avoiding being washed
out of the chemostat is e ' and because these cells have infection-age s at time ¢.
The young cells of infection-age s € (0,¢] were infected at time ¢ — s, numbering
e P5kS(t — 5)P(t — 5) because they need only survive washout for time 5. Hence,
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Fig. 8.4 10° phage added to Eg at 7 = 0.

during the initial latent period, (i.e.,on 0 <7 < 1),

. (ke PsS(t—s5)P(t—5),0< s <1t
i(t,5) = ( 1(s—t)e D, 1<s<7t @31

Following the initial latent period, the original cohort has lysed so all infected
cells result from infections because t = 0. Hence, on 7 < ¢t we have:

i(t,s) = ke P*S(t —5)P(t—5),0<s<7 (8.32)

The function i : [0,00) x [0, 7] — IR is the solution of the initial-boundary value
problem for the partial differential equation

i o
ot da
i(t,0) = kS(t)P(t),t >0 (8.33)

i(0,a) =1(a),0<a<Tt

See Exercise 8.9. The monograph [26] is recommended for further study.
We must explicitly identify our state space as a metric space and specify the
semiflow. Let
X =Ry xRy xLL([0,7]) x Ry

where L1 ([0,7]) consists of equivalence classes of nonnegative functions in the
space of integrable functions defined on [0, ] with norm
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Jah = [t s

Then for (R(0),S5(0),1,P(0)) € X

@(1,(R(0),5(0),1,P(0))) = (R(t),S(t),i(t, ), P(t)),t = 0

gives the dynamics. It can be shown that @ is a semiflow on X.

Exercises

Exercise 8.1. Verify that (8.3) satisfies the differential equations for 7 in (8.1).

Exercise 8.2. Show that the virus-free equilibrium (8.9) exists if and only if (8.10)
holds.

Exercise 8.3. Show that if f(Ry) < D holds, then S(t) — 0 and P(r) — 0 for (8.4).
Use limsup,_,.,R(¢) < Ry.

Exercise 8.4. Verify that all hypotheses of Theorem 5.17 hold for V, given in the
proof of Proposition 8.6.

Exercise 8.5. Verify that (8.14) holds in case f is of Monod type f(R) = mR/(a+
R).

Exercise 8.6. Verify (8.17).

Exercise 8.7. If phage attachment to infected cells is included in the model, the last
two equations become:

I'(t) = kS(t)P(t) — DI(t) — e P%kS(t — 7)P(t — 1)

P/(t) = —DP(t) — k(S(t) +1(t))P(t) +be P%kS(t — T)P(t — 1)
Note that there is no term —kPI in the / equation because phage attachment to an
infected cell does not change that cell’s status; it results only in a loss of phage. Show

that the sign of PRN — 1 still determines local stability of the phage-free equilibrium.
Show that Proposition 8.3 still holds.

Exercise 8.8. A discrete delay might be replaced by a distributed delay in (8.4).
Show that the system of ODEs:

R' = D(Ry—R)— f(R)S

S" = (f(R) — D)S — kSP
I} = akSP — (a+D)I
lj=alj_—(a+D)I;2<j<p

P' = —kPS—DP+bl,
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leads to the distributed delay system

R' = D(Ry—R) — f(R)S
S" = (f(R)—D)S — kSP

P = —kPS—DP+ bk / P(t — )S(t — s)e g (s)ds
0

Hint: Set -
1) = /O KP(i — $)S(t — s)e PS¢l (s)ds

and note that e =25 g} (s) o g£+D(s).

Exercise 8.9. Show that the infection-age distribution i(z,s) satisfies (8.33), except
possibly along the line = s. Give conditions for it to be continuous along this line
and to satisfy (8.33) in (0,00) x (0, T].

Exercise 8.10. Suppose a mutant bacteria arises that is resistant to phage infection.
Write down the system of differential equations that include the mutant and the
susceptible strain, both consuming nutrient, but assume that the mutant is less fit
than the susceptible strain in having a reduced growth rate. Is there an equilibrium
in which phage, mutant, and susceptible strains coexist? See [50, 51].



Appendix A
Results from Real and Complex Analysis

Abstract Some key results from real and complex analysis are reviewed here. These
include a brief introduction to analytic functions of a complex variable with spe-
cial emphasis on Rouché’s theorem and the implicit function theorem. The Ascoli—
Arzela lemma has special significance here as our dynamics takes place in the space
of continuous functions on an interval. The fluctuation lemma and the Gronwall
lemma are stated.

A.1 Analytic Functions

A good elementary reference for the material on complex functions is [17]. We also
reference results in [1].

The complex plane C is the set of all complex numbers z = x + iy. The real and
imaginary parts of z are defined by R(z) = x and 3(z) = y. The modulus of z is
|z = (x* +y?)!/2. We often identify C with the (x,y)-plane, the complex number
7z = x+ iy being identified with the point (x,y). The complex conjugate of z is its
reflection in the x-axis: 7 = x — iy. Conjugation has nice properties; the conjugate
of the sum, product and quotient of two complex numbers is the sum, product or
quotient, respectively, of the conjugates.

A complex-valued function of a complex variable f : D — C, where D C C, can
be represented as

w=f(2) = u(z) +iv(z) = ulx,y) +iv(x,y)

where u and v are real-valued functions defined on the domain D, now viewed as a
subset of the (x,y)-plane. An example is the exponential function

w=¢e" = e cos(y) +ie'sin(y)

Here, u = ¢“ cos(y) and v = ¢*sin(y). The reader should verify that |¢?| = ¢* = ¢%(2)
and that eZ = €. Thus, e # 0.

149
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We say that f is analytic on D provided D is an open set and f is differentiable
at each point of D in the sense that

f/ (ZO) — ZILHZlO f(zi : ;(ZO)

exists at each zg € D. If f is analytic on all of C then f is said to be an entire function.
The derivative has the usual properties we learn for functions of a real variable;
rules for differentiating are similar and the usual formulas hold for derivatives of
polynomial functions f(z) = aopz" +a1z"~' +--- +a,, and the standard functions
from calculus €%, cos(z),sin(z).

One can verify analyticity of f directly from its real and imaginary parts « and v.

Theorem A.1 If f is analytic in D then u,v have partial derivatives u,,u, and vy, vy
at all points of D that satisfy the Cauchy—Riemann equations

Uy = Vy, Uy = —Vy (A.1)
Moreover,
f1(2) = ux + ive = vy — iy

Conversely, if uy,u, and vy, vy exist in D and are continuous and satisfy (A.1), then
f is analytic in D.

Exercise A.1. Verify that the complex exponential function is analytic in C.

The Cauchy integral theorem [17] is the truly remarkable fact about analytic
functions. We do not state it here but we make use of some of its consequences:

(a) An analytic function is infinitely differentiable.
(b) The Taylor series expansion of an analytic function converges and represents
that function.

If f: D — C is analytic, then all its derivatives:

@ @) f(2), ..

exist at every point of D. Moreover, the Taylor series centered at zog € D:

f(n> (ZO) (

n!

f(2)= i z—20)" (A.2)
n=0

converges to f(z) for all z satisfying |z —z9| < R aslong as {z: |z—z0| <R} C D.In
fact, the series converges absolutely (i.e., the series obtained by taking term-by-term
modulus converges).

Conversely, if a power series

Y an(z—z0)"
n=0



A.2 Implicit Function Theorem for Complex Variables 151

converges for some z = zj, then it converges absolutely for all z satisfying |z — z| <
|z1| to an analytic function.

One notable consequence of these facts is that an analytic function defined on
a connected open domain D in C and vanishing at the point zg € D is either the
identically zero function or it has a zero of finite order at zy. Recall, we say that zg
is a zero of order k > 1 of f if

fz0) = f(z0) = f% V(z9) =0, fD(z9) #0

If f has a zero of order k at zg, then from the power series we see that

= f(n)
=) fT('ZO)(z—zo)” = (z—20)"g()
n=k :

where

o p(ntk)
o f(n+k (;O) (Z ZO)

M

8(z) =

is an analytic function. Moreover, g( 0) = (z()) # 0 so by continuity of g there
is a neighborhood U of z¢ such that g(z) ;é 0, z € U. Tt follows that f(z) # 0 for
ze€U\{z}-

Summarizing, an analytic function that is not identically zero in its (connected)
domain has isolated zeros. This fact has important consequences.

Proposition A.2 Let f be analytic on a connected domain D, not identically zero in
D, and let K be a closed and bounded subset of D. Then f has at most finitely many
zeros in K. If f is an entire function, then it has at most countably many zeros; if it
has infinitely many zeros and {z,};;_, is an enumeration of its distinct zeros, then
‘Zn‘ —> 00 QS N —> oo,

Proof. If there were infinitely many zeros in K we could find a sequence {z,} C K of
distinct points such that f(z,) = 0. By Bolzano—Weierstrass theorem, this sequence
must have a limit point. Thus, there must be a convergent subsequence, which we
rename as {z,}, such that z, — z € K. By continuity of f it follows that f(z) =0
and thus f has a nonisolated zero. Because f is not identically zero, this gives a
contradiction.

If f is entire, then it has finitely many zeros in each closed ball {z: |z| < n} so it
has at most countably many zeros and at most finitely many of these may lie inside
any closed ball {z: |z] <R} where R >0. O

A.2 Implicit Function Theorem for Complex Variables

One of our main tasks in determining the stability of an equilibrium solution is to
understand the characteristic roots of an analytic characteristic equation h(z) = 0.
In practice, there are usually important parameters, such as the delay, and we would
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like to know how the roots vary with the parameters. Therefore, we must study the
roots z of the equation
h(z,p) =0 (A3)

where p denotes a vector of usually real parameters. The implicit function theorem is
the natural tool for this. The following is an adaptation of the usual implicit function
theorem (Theorem 9.28, [65]) to complex-valued functions.

Theorem A.3 Let h: D x O — C where D C C and O C R¥ are both open sets.
Assume that h is analytic in z € D for each p € O and h,(z,p) is continuous in
D x O. Assume also that h,(z, p) exists and is continuous in D x O.

If h(zo,po) = 0 for some (20,po) € D x O and h;(zo,po) # 0, then there is a
neighborhood U of 7y in D and a neighborhood V of po in O and a continuously
differentiable function g : V — U satisfying:

(a) g(po) = zo.
(b) h(g(p),p) =0, peV.

(c) If (z,p) €U xV and h(z,p) =0, then z = g(p).

Proof. To see that this follows from the usual implicit function theorem (Theorem
9.28, [65] or see Theorem A.5), we identify (A.3) with

H(x,y,p) = 0,H(x,y,p) = (u(x,y,p),v(x,y,p))

where h(z, p) = u(x,y, p) +iv(x,y, p) and z = x+iy. H is continuously differentiable
on its domain. Then we have H (xo,yo, po) = 0 and its Jacobian with respect to (x,y)

satisfies
JoH (x - ue uy \ [y —vx
a(x7y) 07y07p0 Ve vy Ve Uy

where the partial derivatives are evaluated at (xg,yo,po) and where we have used
the Cauchy—Riemann equations (A.1). The determinant of the Jacobian is given
by u)zc + v)% = |hZ(Z07P0)|2 because h, = u, + ivy by Theorem A.l. By hypothesis,
h.(z0,po) # 0 so the determinant is nonzero as required. O

A.3 Rouché’ s Theorem

The following result, a special case of Rouché’ s theorem (see ([1]), is useful in
studying the characteristic equation.

Theorem A.4 [Rouché’ s theorem] Let y be a simple closed curve (non-intersecting)
in the complex plane and let f(z) and g(z) be functions analytic in the complex plane
and satisfying

1f(z) -8 < [f@)].z€y
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Then f(z) and g(z) have the same number of zeros, counting the order of each root,
enclosed by Y.

To see why Rouché’ s theorem is useful, keep in mind that in practice our linear
systems always contain many parameters so usually we have F(z) = F(p,z) where
p € R¥ are parameters and we want to know how the characteristic zeros vary as p
is varied. Let’s suppose that F is continuous in all arguments but analytic in z for
fixed p. Suppose that 7 is a simple closed curve in C and F(z, pp) = 0 has no roots
on Y for parameter value pg. Now compactness of ¥ and continuity of F mean that

€ :=min{|F(z,po)| :z€ 7} >0
For the same reasons, there exists 6 > 0 such that
lp—po| <8,z€y=>|F(p,z) —F(po,2)| <€

from which we conclude, by Theorem A .4, that the number of roots of F(p,z) =0
inside y is the same as the number of roots of F(pg,z) = 0 provided |p — po| < 9.

Exercise A.2. Use Theorem A.4 to prove that if p(z) is a polynomial of degree n
and € > 0 is such that p(z) = 0 has a root zy of multiplicity m and no other roots
in |z—z0| < €, then there exists 6 > 0 such that nth degree polynomial ¢(z) has m
zeros, counting multiplicity, in |z — z9| < € provided the coefficients of g are within
0 of those of p.

A.4 Ascoli-Arzela Theorem

Let C = C([—r,0],R) be the metric space of continuous real-valued functions on the
interval [—r, 0] with the supremum norm

9]l = sup{|¢(x)| : —r <x <0}

We use the argument x rather than 6 for ¢ for simplicity. A sequence {¢,};_, in
C converges to ¢ € C relative to the supremum norm if and only if it converges
uniformly on [—7,0]: Y& > 0,3 a natural number N such that

19.(x) =9 (x)| < &x € [-r,0],n >N

It is important to know when a given sequence {¢,}>_, in C has a convergent
subsequence. The Bolzano—Weierstrass theorem for R” says that every bounded
sequence of vectors has a convergent subsequence. However, this property fails
for continuous function spaces. For example, consider the sequence ¢,(x) = x" in
C([0,1],R) for n = 1,2,---. As |¢y(x)| < 1, x € [0,1], n > 1, it is a bounded se-
quence but it has no subsequence that converges uniformly on [0, 1] to a member
of C(]0,1],R). Indeed, because ¢, (x) converges pointwise to 0 if x < 1 and to 1 if
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x =1, so will any subsequence. Therefore, in the space C, we need additional con-
ditions beside boundedness to guarantee the existence of a uniformly convergent
subsequence.

A subset A of functions in C is equicontinuous if for every € > 0 there exists 6 > 0
such that |@ (x) — ¢ ()| < € whenever ¢ € A and x,y € [—r,0] satisfy |x—y| < 0. Note
that the same & works for every ¢ € A and every x,y € [—r,0] with |x —y| < §. The
most common method of verifying equicontinuity is to show that there exists M > 0
such that ¢’ exists and |¢’(x)| < M for every ¢ € A and every x € [—r,0]. Then A is
equicontinuous because

[9(x) =9 ()| =19"(m)llx—y| < Mlx—y|

holds for every ¢ € A by the mean value theorem, where 11 € [—r,0] may depend on
¢ cA.
We require the famous Ascoli—Arzela theorem, Theorem 7.25 [65].

Theorem A.1. Let {¢,};>_| be a sequence of functions in C that is equicontinuous
and such that there is some M > 0 such that |¢,(x)| < M for all n > 1 and all
x € [—1,0]. Then some subsequence of {9, }_, converges uniformly to an element
of C.

We remark that by replacing absolute value by a vector norm on R”, the defini-
tions above and Theorem A.1 extend to C([—r,0],R").

A.5 Fluctuation Lemma

Let f : [b,o0) — R. Then the limit superior and the limit inferior of f ast — oo are
defined as

S =limsup f(r) = inf sup{(1);¢ > r}

t—00

fe = liminf /(1) = supinf{(1):1 > r}

r>b

(A4)

It is easily shown that there is a sequence s; — oo such that f(s;) — f. and that
there is a sequence f; — oo such that f(7;) — f=. In fact, fw is the smallest such
sequential limit and f*° is the largest.

Perhaps the most useful property of f* is that for every € > 0, there exists 7 > b
such that f(z) < f* + ¢ for all # > T. Analogously, for every € > 0, there exists
T > b such that f(¢t) > feo—€ forallt > T.

The following result, often called the fluctuation lemma, is remarkably useful. It
is intuitive if one thinks of f(¢) = sint where f.. = —1 and f*~ = 1. See [37, 75, 72]
for a proof or the reader can supply it.

Lemma A.1. Let f : [b,0) — R be bounded and differentiable. Then there exist
sequences S, t;, — oo such that
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f(sk) = fo f/(Sk)*O}k_)oo
ft) = £~ f'(t) =0 '

A.6 General Implicit Function Theorem

In the following appendix, we require the implicit function theorem in a Banach
space setting. We follow [81]; see also [16]. Recall that a Banach space X is a com-
plete normed linear space; we use the notation || e ||x for the norm on X. A mapping
F is said to be C", written F € C™, if it is m-times continuously differentiable.

Theorem A.5 Suppose that mapping F : U(xg,y0) C X XY — Z is defined on an
open set U(x,yo) and F(xp,y0) = 0, where X,Y, and Z are Banach spaces. As-
sume that the partial derivative F,(x,y) exists for (x,y) € U(xo,yo), F and F, are
continuous at (xo,yo), and that Fy(xo,yo) : Y — Z is bijective. Then:

(a) There exist ro,r > 0 such that for every x € X with ||x — xo||x < ro, there is
exactly one y = y(x) € Y for which ||y —yolly < rand F(x,y(x))=0.

(b) If F is continuous in U (xq,yo), then y(x) is continuous in a neighborhood of x.

(¢c) IfFeC", 1 <m< e onU(xgyo) then y(e) € C" on some neighborhood of
X0-

The standard implicit function theorem from advanced calculus is the special
case X = R™ Y = Z = R". The proof is the same for both the finite and infinite-
dimensional cases.

A.7 Gronwall’s Inequality

We recall a fundamental result from ODE theory that plays more or less the same
role for delay differential equations. See [40, 10] for the elementary proof.

Theorem A.6 (Gronwall Inequality) Let K >0 and let f,g: [a,b] — [0,) be con-
tinuous functions satisfying the inequality

) <K+ / " f(s)a(s)ds,a <1 <b.

Then .
f) < Kexp(/ g(s)ds),a <r<b.



Appendix B
Hopf Bifurcation for Delayed Negative Feedback

Abstract In Chapter 6.3, we gave a purely formal construction of the Hopf bifur-
cation of periodic solutions of the canonical nonlinear negative feedback equation
X' (t) = —f(x(t — r)). Here we give a rigorous proof of the existence of these solu-
tions using the implicit function theorem A.5.

B.1 Basic Setup and Preliminaries

In this appendix, we give a mathematically rigorous justification of the formal argu-
ments given in Chapter 6 for the computation of the Hopf periodic solution of the
scalar delay equation with negative feedback. We begin with Equation (6.13).

We seek solutions (P, R, ®) of

P = f(P-Sa) B.1)

where P is 27-periodic and
P=~0,R~=1l,0o~1

Our immediate goal is to reformulate this differential equation as an equation in
a suitable Banach space. For this, we need some notation and preliminary work. It
is better to rewrite the equation as

LP)&) =P~ 3)~ = f(P~ S 0) (82)
where

LP(:) = P'() + Pz~ 3)

P’ denotes the derivative of P. We begin by studying this linear operator.
Fourier series play a big role.

157
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h= Z hneil’lz

nez
is the Fourier series for i, where

1 /= i
hy = 3 _nh(z)e "dznel

It converges to & in the mean square sense. We use complex series mainly for the
linear equation. When we consider the nonlinear equation, we use real Fourier se-
ries.
For k > 0, let
H={he L*(T): Y n*|h|* < oo}

nezZ

These spaces are Hilbert spaces contained in the Hilbert space H® = L*(T) of square
integrable functions on the unit circle T. Let

C*={f:R — R:fisk times continuously differentiable and 27 — periodic}
denote the Banach space with norm
1k = 1Nl 17 oo - 1159 o
where || - || denotes the supremum norm. It is well known that
H*' ' cckcHr k=0,1,2,...
Proposition B.1 Let k > 1. Then L : H*' — H* is a bounded linear operator and
N(L) = span{cos(z),sin(z)}, R(L) =M* :={Q e H*: 0, =Q_; =0}

where N(L) denotes null space and R(L) the image of L. L™' : M* — M**! is
bounded.
L:C" — C* is a bounded linear operator and

N(L) = span{cos(z),sin(2)}, R(L) = Z* = {Q € C*: 01 = 0_, =0}
LY. zk — 751 is bounded.

Proof. Consider
T
P(2)+P(e—3) =h(z) € H*

Both 4 and the solution P have Fourier series and we can solve for P if we can
determine its Fourier coefficients in terms of those of 4. The relevant series are:
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I’l — Zhneinz7 P: aneinz

nezZ nezZ

._7 Zpem2 inz

nez

— = Z inP,e™

neZ
Inserting these into our equation and equating coefficients of " leads to
(LP), = (in+e "™)P,=h,, neZ

Consequently, as the term in parentheses vanishes if and only if n = +1, we find
that the null space of L, N(L) is spanned by e’*,e~* and that there is a 27-periodic
solution P if and only if

hi=h_1=0 (B.3)

and its Fourier coefficients are given by

P=—- >1,Ph=h B.4
= ( TR ,|n| 0 = ho (B.4)
and where P and P_; are arbitrary. Thus,
L 'h 7,11 +1
L= ="

It is a straightforward exercise to establish the assertions regarding L : H**! —
HF. Clearly, L(C**!)  CK. If h € C* satisfies i = h_; = 0, then LP = h has a
solution P € H**! because h € H*. It follows that P(z — /2) belongs to C* because
H1! ¢ C* and as P'(z) = —P(z— 1/2) + h(z), we conclude that P’ € C* implying
that P e C*'. O

Define the projection operator Q : C¥ — C* by
QP =P_je “+ P~
The following result is a reformulation that is more useful for solving equations.

Corollary B.2 The equation
LP=hect

has a solution P € C**1 if and only if
Qh=0

and
LP=(I—-Q)h

The last equation has a unique solution satisfying QP = 0.
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We need to know that substitution operators are smooth.

Lemma B.1. Let f : R — R have continuous derivatives of all order. Then the map
F : CK — C* given by P — f(P) is continuously differentiable and its derivative is
given by

DF(P)(h)(t) = f'(P(t))h(t), h € C*

Proof. We merely point out what needs to be shown, namely,

i IF(P4h) = F(P)— DF (Pl _

0
]} g0 A1k

For example, if k = 2, one can show that

g(t) = f(P(t) +h(t)) — f(P(t)) — f'(P(¢))h(t)

satisfies
18llee + 118" lleo + [1&" lleo = O(([lalloo + |1 || o + 12" [|-0)?)

by simple, but tedious, calculations. [

For 6 € R, define the shift operator Ty : C¥ — C* by
[ToP)(z) = P(z— )

Then {7y }gcr defines a group of bounded linear operators on the spaces H* and C¥.
Note that
ToL=LTy,TeQ = QTp.

Ck is an algebra and Ty is an algebra homomorphism:
To(P+Q) =ToP+TpQ, To(P-Q)=ToP ToQ

More generally, we use that T f(P) = f(TyP) for P € C*.

There is a certain loss of smoothness in applying the shift map which is immedi-
ately apparent from its definition above: to differentiate with respect to 6 we must
differentiate P.

Lemma B.2. The map K : R x C*t1 — C* given by (8,P) — TyP is C' and

DK(6,P)(h,Q) =To(P'h+Q)

B.2 The Solution

In order to simplify Equation (B.2), we write

T T
—w==-+496
2+ ’

R
2 [0}

.y (B.5)
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where 8, ~ 0. Write
F(u) = u+12G(w)

where G(0) = A/2 and G is smooth.
Then (B.2) becomes

LP =Ty /2P — (14+ )Tz /215) (P+P°G(P))

Note that we have dropped arguments of functions (e.g., the z variable) to emphasize
that we are now seeking an abstract formulation. We continue to do this although
it leads to writing cos instead of cos(z); cos belongs to C* but cos(z) is a scalar
belonging to R.

We seek a solution P = £(cos +¢) where g € Z2. As Lcos = 0 and Ty /5 cos = sin,
this becomes

eLg = esin+&Ty/pq — (1 + W) Tz /245)(Ecos +€q
+(ecos+£q)*G(ecos+£q))
According to Corollary B.2, and using that Qg = 0 and Qsin = sin and Q cos = cos,
this equation is equivalent to the following system:
0 = esin—(1 4+ i) T(z/2+5) (€ cos +£2Q(cos +¢) G(ecos +£q)) (B.6)
eLq = €Ty )nq— (1+ 1) (z)245) (€ + € (I — Q)(cos +¢)* G(e cos +£q) )

B.2.1 Solve for q

We consider the equation for g € Z? first. Dividing by &, it becomes

Lq=Typg— (14 1) Tz ppi5){q+€(I — Q)(cos +q)*Gecos +eq)}  (B.T)

This equation has an important symmetry: if (u,d,€,q) satisfies this equation,
where g € Z2, then so does (,8,—¢€,—Tzq). To see this, first apply T to both
sides, use the fact that it is an algebra homomorphism, that 7 cos = — cos, and that
it commutes with Q, then multiply both sides by —1. These steps are carried out
below where § = —Txq:

LTrg = Tr)2Trq — (—I—,LL) (/2+38) {an
+&(I — Q)(—cos+Trq)*G(—ecos +&Trq)
L(~Trq) = ﬂ/z(_Tﬂr‘]) (1+ )(n/2+6){( Tzq)
+(—&)(I = Q)(—cos —(~Tzq))*G((—€) cos +(—&)(~Tzq)) }
LG = Typpg— (1+u)T, 71:/2+5{
+(—€)(I = 0)(cos +q)*G((—€) cos +(—€)d)}
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By virtue of Lemma B.2 and Lemma B.1, we may view the right side of (B.7) as
a C' map taking (u,d,€,q) € R? x Z% into Z'. Lemma B.2 accounts for the loss of
one derivative. Hence, this equation is equivalent to

0=q—L '[Tr)pqg— (1 +1)T(z/215){q+€(I — Q)(cos+q)*G(ecos+£q)}] (B.8)

We view (B.8) as
F(u,0,€,9) =0

where F : R? x Z2 — 7% is a C! map satisfying
F(0,0,0,0) =0,F,(0,0,0,0) =1

where F, denotes the Frechet derivative with respect to ¢ and [ is the identity.
This derivative, and other partial derivatives computed hereafter, are best com-
puted by “freezing” the other variables at their designated values first. For example,
F,(0,0,0,0) is computed by first computing F(0,0,0,q), then its derivative with
respect to g.
In fact, F satisfies
F(u,8,0,0)=0 (B.9)

By the implicit function theorem A.5, there exists a C! function ¢ : R® — 72,
defined near (0,0,0) such that g = g(u, 0, €) satisfies

F(u,6,e,q(u,6,€)) =0,and ¢(0,0,0)=0

By the symmetry mentioned above and the uniqueness of solutions guaranteed by
the implicit function theorem, we must have that

TﬂQ(nu76a8) = _q(“767_8) (BlO)

and by (B.9)
q(n,8,0)=0

It follows that
qu (0,0,0) = q5(070a0) = O

A straightforward calculation gives:
Fe(0,0,0,0) = G(O)L™ (I — Q) sin®

= G(0) [% + % cos(2z) — % sin(2z)]

Implicit differentiation of F' = 0 yields:
0= F¢(0,0,0,0)+ F,(0,0,0,0)ge = F¢(0,0,0,0) +g¢

which implies that
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qe = —G(O)[% + % cos(2z) — é sin(27)] (B.11)

B.2.2 Solve for 1 and o

Having solved the second of equations (B.6) for ¢ = ¢(u,0,¢€), we now insert this
into the first equation and try to solve it for (i, d) in terms of €. As the right-hand
side of the second equation belongs to R(Q) = span {cos, sin}, it actually represents
a system of two equations for the sin- and cos-components of the right-hand side.
First, we divide out a factor of € from the equation to get

0= sin—(14+ )Tz 245) (cos+€Q(cos +4)>G(ecos +£q))

where g = g(i,5,€). Now we break this up into components. As T(z/54.5)c0s =
cos 0 sin — sin § cos, we obtain the two equations for (i, 8, €):

0=1-(1+p)cosd —e(l+ ) [T(z/2+5)(cos +q)*G (e cos +€q)]sin
0= (1+u)sind —&(l+u)[Tiz/245)(cos +q)2G(£ cos+£€q)]cos

where |
[Msin=—=[ h(2)sin(z)dz
TJ)-x
denotes the sin-component and [/1] ., is similar, with cos replacing sin. Note that
operator Q would be redundant if left in place, so it has been removed. Finally, we

divide out the factor (1 + 1) so we have

=—$+1—0055—8h(u7878) (B.12)
0 =sind —ek(u,0,¢)
where
h(l,8,€) = [Tz /215)(cos+9)G(e cos +&q)]sin (B.13)
k(u,0,€) = [T(n/2+6)(COS+Q)2G(SCOS+8‘1)]cos (B.14)

Using (B.10) and that [T P]cos = —[P]eos for P € C*, we see that k is odd:
k(u,8,—¢€) = [Tiz/245)(cos —T2q)*G(—&c0s +£T1q)]cos
= [Tiz/2+6)Ta(—cos —q)* TG (€ cos+£q)]cos

= [T,E(T(,r/zﬂg) (cos +q)2G(£ cos +£€q))]cos
= _k(‘ua 57 8)

A similar calculation shows that % is odd. It follows that k(u, 8,0) =0 = h(u,d,0).
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We view system (B.12) as G(i, 8, &) = 0 for G : R? — R? satisfying G(0,0,0) =
0 and, as h,k are odd, G(u,8,—€) = G(u, 8, €). An easy computation shows that

3&?5)(0,0,0) <—01(1))

The implicit function theorem implies that the equation G = 0 is solved by a C'
function (i, 8) = (u(e),6(¢€)) satisfying

u(—e) = u(e), 8(—) = 8(e),1(0) = 0= 5(0)
Divide the second of equations (B.12) by £ to get

sin(e) 3(¢) _ k(u(e),8(e). e)

5(e) & £

Letting € — 0 and using that &, (0,0,0) = k5(0,0,0) = 0 we find that

. 8(e)
gll% ? - ke(0,0,0)

Similarly, dividing the first of equations (B.12) by &2, we get

B 1-co(®) 8 hlu(e)3(e).e)
e1+u 5 e £

Taking the limit as before results in

()
2%7 = —hg(0,0,0)

The derivative k¢(0,0,0) can be computed from
k(0,0,€) = [Ty /2(cos +4(0,0,€))*G(£(cos +4))]cos
to be

ke(0,0,0) = 2G(0)[Ty2(cos g¢(0,0,0))]cos + G (0)[sin’]co

~2G(0[sin(2) (5 + 1 c0s2(— 5) ~ £ in2(e— )]s

1 1 1
= —2G(0)2[§ sinz — 0% 2zsinz + 3 sin2zs8inz)cos
G(0)*
5

Similarly,
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1 1 1
he(0,0,0) = —2G(0)?[= sinz — — cos2zsinz + 3 sin2zsinz

2 10
+G'(0)[(3/4)sin(z) — (1/4) sin(32)]sin
= 26075+ 22
11G(0)> 3G'(0)
10 4

where we have used trigonometric identities such as
. I . .
cos(2z)sin(z) = §[s1n(3z) —sin(z)].
We summarize our computations as follows.

§=256(e) = —ﬂ82+0(82)

5
2 !
i = (o) = (11(1;(()0) - 3G4(0)> &t o(e?)

Returning to the original parameters R, @ from (B.5), we have
w=1+-=9
2 2
R=1+-0 =4
+ S+ o

which leads to

2G(0)?

0=1- o g2 +o(e?)
1lr—4 3G(0)
_ 2 _ 2 2
R1+(G(0) 07 ) >e +o(g7)

Recall that
P = gcos(z) +eq(u,0,€)(z)

As g and g vanish at (0,0,0) we have

qg=q(u(e),6(e),€) = €qe(0,0,0) +o(€)

and therefore, from (B.11), we have

P(z) = ecos(z) — €2G(0) [l + L cos(2z) — é sin(2z)] + O(&%)

2 10
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(B.15)

(B.16)

(B.17)

(B.18)

(B.19)
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