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Preface

This volume contains some papers written by the participants to the Session
“Quaternionic and Clifford Analysis” of the 6th ISAAC Conference (held in
Ankara, Turkey, in August 2007) and some invited contributions. The contents
cover several different aspects of the hypercomplex analysis. All contributed pa-
pers represent the most recent achievements in the area as well as “state-of-the
art” expositions.

The Editors are grateful to the contributors to this volume, as their works
show how the topic of hypercomplex analysis is lively and fertile, and to the ref-
erees, for their painstaking and careful work. The Editors also thank professor
M.W. Wong, President of the ISAAC, for his support which made this volume
possible.

October 2008, Irene Sabadini
Michael Shapiro
Frank Sommen
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An Extension Theorem for Biregular
Functions in Clifford Analysis

Ricardo Abreu Blaya and Juan Bory Reyes

Abstract. In this contribution we are interested in finding necessary and suf-
ficient conditions for the two-sided biregular extendibility of functions defined
on a surface of R2n, but the latter without imposing any smoothness require-
ment.

Mathematics Subject Classification (2000). Primary 30E20, 30E25; Secondary
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Keywords. Clifford analysis, biregular functions, Bochner-Martinelli formulae,
extension theorems.

1. Introduction and preliminary facts

The study of two-sided biregular Clifford-valued functions goes back to [14]. These
functions, which are of two higher-dimensional variables in Euclidean spaces, are
a non trivial generalization of monogenic functions of one Clifford variable, i.e.,
nullsolutions of the Dirac operator in Euclidean space. The latter being called
Clifford analysis, see [4].

It is proved that many important properties of holomorphic functions of
one complex variable may be extended for the class of biregular functions in the
framework of Clifford analysis, see [10] for more details.

In a classical formulation, the characterization of the two-sided biregular
extension of functions defined on the boundary of a domain of R2n, n ≥ 2, is
tied up with certain a priori smoothness restrictions on the boundary in order to
ensure the existence of a pointwise normal vector on it. However, these restrictions
may be entirely avoided, if the normal vector is replaced by the exterior normal
in Federer’s sense, see [9], p. 477.

The natural question arises whether it is possible to extend two-sided biregu-
larly a merely continuous function defined on the boundary of a domain, after mak-
ing the assumption that the boundary is an Ahlfors David regular and rectifiable
surface. New results in this direction to be described in this paper is our purpose.
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We stress that the class of surfaces satisfying both Ahlfors David regular and
rectifiable restrictions is very general and contains all classes of those classically
considered in the literature, in particular the Lipschitz graphs.

Essential to our proofs is the effective use of the isotonic Clifford analysis,
applying the simple connection between the two-sided biregular functions and the
isotonic ones. In particular, the isotonic Cauchy transform tool will be used and
some more sophisticated arguments given in [1] in relation with the existence of
its continuous limit values on Ahlfors David regular and rectifiable surfaces.

We shall freely use the well-known properties of complex Clifford algebras
which the reader can find in many sources such as for instance [4] but in many
others as well.

We’ll denote by e1, . . . , en an orthonormal basis of the Euclidean space Rn.
Let Cn be the complex Clifford algebra constructed over Rn.

The non-commutative multiplication in Cn is governed by the rules

e2
j = −1, j = 1, 2, . . . , n and ejek + ekej = 0, 1 ≤ j �= k ≤ n.

The Clifford algebra Cn is generated as a vector space by elements of the form

eA = ej1 . . . ejk
,

where A = {j1, . . . , jk} ⊂ {1, . . . , n} is such that j1 < · · · < jk. For the empty
set ∅, we put e∅ = 1, the latter being the identity element. Any Clifford number
a ∈ Cn may thus be written as

a =
∑
A

aAeA, aA = �aA + i	aA ∈ C,

or still as a = �a + i	a, where �a =
∑

A �aAeA and 	a =
∑

A 	aAeA are the
R0,n-valued real and imaginary parts of a. Here R0,n denotes the universal Clifford
algebra over Rn.

The conjugation a → a and the main involution a → ã are respectively
given by

a =
∑
A

āAeA, eA = (−1)
k(k+1)

2 eA, |A| = k,

ã =
∑
A

aAẽA, ẽA = (−1)keA, |A| = k.

It is easy to check that

ab = ba, ãb = ãb̃, a, b ∈ Cn.

In this paper we continue the study of isotonic functions of two higher-
dimensional variables, started in [1, 3], while the results on Bochner-Martinelli
formulae are motivated by the original paper [16].

The isotonic Clifford analysis is a natural generalization of both holomorphic
functions of several complex variables and two-sided biregular ones.
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2. Isotonic functions theory

Generally speaking, we shall consider functions f on a domain Ω of R2n with values
in Cn.

If we identify the Rn-vector (x1, . . . , xn) with the real Clifford vector x =∑n
j=1 ejxj , then Rn may be considered as a subspace of Cn. Next, we introduce

the following higher-dimensional variables

x1 =
n∑

j=1

ejxj and x2 =
n∑

j=1

ejxn+j .

Definition 2.1. [13, 16] A function f : Ω ⊆ R2n → Cn, is said to be isotonic in
Ω if and only if f is continuously differentiable in Ω and moreover satisfies the
equation

∂x1
f + if̃∂x2

= 0,
with

∂x1
=

n∑
j=1

ej∂xj and ∂x2
=

n∑
j=1

ej∂xn+j .

It is worth pointing out that if in particular f takes values in the space of
scalars C, then

(∂xj + i∂xn+j)f = 0, j = 1, . . . , n,

which means that f is a holomorphic function with respect to the n complex
variables xj + ixn+j , j = 1, . . . , n.

On the other hand, if f , isotonic function, takes values in the real Clifford
algebra R0,n, then {

∂x1
f = 0,

f̃∂x2
= 0.

or, equivalently, by the action of the main involution on the second equation we
arrive to the overdetermined system:{

∂x1
f = 0,

f∂x2
= 0.

Thus, the definition of the two-sided biregular functions runs as follows.

Definition 2.2. A function f : Ω ⊆ R2n → R0,n is said to be two-sided biregular in
Ω iff it is of class C1 and satisfies the above last system.

Due to
−Δ2n = ∂2

x1
+ ∂2

x2
,

where Δ2n is the Laplacian in R2n, the two-sided biregular functions are harmonic.
We shall consider isotonic functions in the form f = f1 + if2, where f1 and

f2 are R0,n-valued functions. Obviously any two-sided biregular mapping (f1, f2)
in Ω defines an isotonic function f = f1+ if2. Furthermore, if one of the functions



4 R. Abreu Blaya and J. Bory Reyes

(say f1) is two-sided biregular in Ω, then f = f1 + if2 is isotonic in Ω if f2 is
two-sided biregular in Ω.

The theory of two-sided biregular functions may be regarded as a generaliza-
tion of holomorphic functions in domains of Cn ∼= R2n. Several properties of the
holomorphic functions, such as Hartogs theorem and Bochner Martinelli formula,
may be generalized for two-sided biregular functions, see [5, 6, 7, 15].

Let us finish the section with one fact expressing the analogy of the two-sided
biregular functions with those holomorphic of several complex variables.

Likewise in complex analysis of several variables the following surprising
statement for two-sided biregular functions is an easy consequence of the pres-
ence of a sufficiently overdeterminated setting. For this reason, we borrow the
proof from those of [12].

Lemma 2.3. Suppose that K is a compact subset of R2n, with n ≥ 2, R2n \ K
is connected. Then every bounded two-sided biregular function f in R2n \ K is
constant, hence admits a two-sided biregular extension to R2n.

Proof. Choose R so large that K lies in {x ∈ R2n : |x| < R}. Then for fixed
x2 ∈ Rn with |x2| > R, the subspace {(x1, x2) : x1 ∈ Rn} does not meet K.

By the Liouville theorem in the Clifford analysis framework, see [4], Theorem
12.3.11, f(x1, x2) is constant as a function of x1. Interchanging variables, one sees
that f is constant in the variable x2 as well, provided the variable x1 is fixed with
sufficiently large modulus. It follows that f is constant outside a large ball. Taking
into account that f is harmonic in R2n \ K the proof is completed by using the
uniqueness theorem for such functions. �

3. Bochner-Martinelli formula for two-sided biregular functions

Let Ω be a bounded domain in R2n, n ≥ 2, with a boundary Γ such that
H2n−1(Γ) < +∞, where H2n−1 denotes the (2n − 1)-dimensional Hausdorff mea-
sure in R2n, see [11].

The same reasoning applied in [16] allows us to prove that for any Cn-valued
function f of class C1 in Ω the following Borel-Pompeiu type integral representa-
tion holds

− 1
ω2n

∫
Γ

[ (y
1
− x1)

(
ν1(y)f(y) + if̃(y)ν2(y)

)
|y − x|2n

+

(
f(y)ν2(y)− iν1(y)f̃(y)

)
(y

2
− x2)

|y − x|2n

]
dH2n−1(y)

+
1

ω2n

∫
Ω

[ (y
1
− x1)

(
∂y

1
f(y) + if̃(y)∂y

2

)
|y − x|2n

+

(
f(y)∂y

2
− i∂y

1
f̃(y)
)
(y

2
− x2)

|y − x|2n

]
dy =

{
f(x), x ∈ Ω,

0, x ∈ R2n \ Ω (3.1)
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where

ν1(y) =
n∑

j=1

ejνj(y), ν2(y) =
n∑

j=1

ejνn+j(y).

Hereby νs(y) for s = 1, . . . , 2n denote the real components of the outward unit
normal vector ν(y) =

∑2n
s=1 esνs(y) at a point y ∈ Γ, the latter being taking in

Federer’s sense, and ω2n is the area of the unit sphere in R2n.
A Bochner-Martinelli formula for two-sided biregular functions will be derived

from the formula (3.1).
First we introduce the following Cauchy kernels, defined in R2n by

k1(x) =
1

ω2n

x1

|x|2n
x ∈ R2n \ {0}, k2(x) =

1
ω2n

x2

|x|2n
x ∈ R2n \ {0}.

Clearly k1 and k2 are not two-sided biregular in R2n.
We now come to the Bochner-Martinelli formula for two-sided biregular func-

tions.

Theorem 3.1. Let f : Ω ⊂ R2n → R0,n be a function of class C1 in Ω. Then the
formula∫

Γ

[k1(y − x)ν1(y)f(y) + f(y)ν2(y)k2(y − x)]dH2n−1(y) (3.2)

−
∫

Ω

[k1(y − x)(∂y
1
f(y)) + (f(y)∂y

2
)k2(y − x)]dy =

{
f(x), x ∈ Ω
0, x ∈ R2n \ Ω

holds.

Proof. It is sufficient to take the real part of (3.1) �

Remark 3.2. By using different methods the formula (3.2) for a sufficiently smooth
boundary was already proved by Brackx and Pincket in [5], Theorem 2.3.

3.1. The Bochner-Martinelli type integrals

From now on, Ω stands for a bounded domain in R2n, n ≥ 2 with an Ahlfors David
regular (AD-regular) boundary Γ, i.e., it satisfies

c−1r2n−1 ≤ H2n−1(Γ ∩ {|y − x| ≤ r}) ≤ c r2n−1,

for all x ∈ Γ and all 0 < r ≤ diamΓ, the constant c being independent of both x
and r. The best general reference here is [8, 11].

We follow [9] in assuming that a boundary Γ is said to be rectifiable if it is
the Lipschitz image of some bounded subset of R2n−1.

A rectifiable and AD-regular boundary Γ besides satisfying H2n−1(Γ) < +∞,
has still better geometric properties.

When necessary we shall use the temporary notation Ω+ = Ω, Ω− = R2n\Ω+.
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Let f be a Cn-valued continuous function on Γ. The isotonic Cauchy trans-
form of f will be denoted by Cisotf and defined by

Cisotf(x) =
∫

Γ

(
k1(y − x)

(
ν1(y)f(y) + if̃(y)ν2(y)

)
+
(
f(y)ν2(y)− iν1(y)f̃(y)

)
k2(y − x)

)
dH2n−1(y), x ∈ R2n \ Γ.

A trivial verification shows that Cisotf is an isotonic function in R2n \ Γ, which
vanishes at infinity.

On the other hand, the isotonic singular integral operator of f , denoted by
Sisotf is given by

Sisotf(z)=2 lim
ε→0

∫
Γ\{|y−z|≤ε}

(
k1(y−z)

(
ν1(y)(f(y)−f(z))+ i(f̃ (y)− f̃(z))ν2(y)

)
+
(
(f(y)−f(z))ν2(y)− iν1(y)(f̃(y)− f̃(z))

)
k2(y−z)

)
dH2n−1(y)+f(z), z∈Γ.

The following results will be needed in the paper. For the proof we refer the reader
to [1, 3].

Theorem 3.3. Let f be a Cn-valued continuous function on Ω, which moreover is
isotonic in Ω. Then

Cisotf(x) =
{

f(x), x ∈ Ω,
0, x ∈ R2n \ Ω.

Theorem 3.4. Let f be a Hölder continuous function on Γ. Then Cisotf has Hölder
continuous limit values on Γ and the following Sokhotski-Plemelj formulae hold:

Cisot
± f(z) := lim

Ω±�x→z
Cisotf(x) =

1
2
(Sisotf(z)± f(z)), z ∈ Γ.

In what follows, we regard f as being an R0,n-valued function. Thus Cisotf
splits into its real and imaginary parts as follows,

Cisotf(x) =M1f(x) + iM2f(x), x /∈ Γ, (3.3)

where

M1f(x) :=
∫

Γ

[k1(y − x)ν1(y)f(y) + f(y)ν2(y)k2(y − x)]dH2n−1(y).

and

M2f(x) :=
∫

Γ

[k1(y − x)f̃(y)ν2(y)− ν1(y)f̃(y)k2(y − x)]dH2n−1(y)

The equality (3.3) shows the main idea of the application of the isotonic Clifford
analysis to two-sided biregular functions of two higher-dimensional variables.

Probably, the boundary integral in (3.2) reminds the reader of the standard
Bochner-Martinelli integral occurring in several complex variables. Based on this
analogy, here we shall also refer M1 as the Bochner-Martinelli integral.
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Note that M1 is precisely the real R0,n-coordinate of the isotonic Cauchy
transform, i.e., M1 = �Cisot.

3.1.1. Basic remarks.

(I) Combining (3.3) with Theorem 3.4 we can deduce that for any R0,n-valued
Hölder continuous function f on Γ, denoted f ∈ C0,α(Γ, R0,n), 0 < α ≤ 1,
the following limit values:

(M1
±[f ])(z) := lim

Ω±�x→z∈Γ
(M1[f ])(x),

(M2
±[f ])(z) := lim

Ω±�x→z∈Γ
(M2[f ])(x).

exist and become continuous functions on Γ.
(II) Moreover, the following Plemelj-Sokhotski formulae

(M1
+[f ])(z) =

1
2
[N1[f ](z) + f(z)], (3.4)

(M1
−[f ])(z) =

1
2
[N1[f ](z)− f(z)], (3.5)

(M2
±[f ])(z) =

1
2
N2[f ](z). (3.6)

hold. Hereby the integrals

N1f(z) := 2
∫

Γ

k1(y − z)ν1(y)(f(y)− f(z))dH2n−1(y)

+ 2
∫

Γ

(f(y)− f(z))ν2(y)k2(y − z)dH2n−1(y) + f(z).

and

N2f(z) := 2
∫

Γ

k1(y − z)(f̃(y)− f̃(z))ν2(y)dH2n−1(y)

− 2
∫

Γ

ν1(y)(f̃(y)− f̃(z))k2(y − z)dH2n−1(y)

are understood in the sense of the Cauchy principal value.
(III) As usual one may conclude immediately that the following jump relations

hold

M1
+[f ]−M1

−[f ] = f, M1
+[f ] +M1

−[f ] = N1[f ],

M+
2 [f ] =M−

2 [f ]. (3.7)

4. Main extension theorems

In this section we shall study the problem to determine necessary and sufficient
conditions, in order to a continuous function defined on the boundary of a domain
Ω ⊂ R2n may have a two-sided biregular extension on Ω.
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Theorem 4.1. Assume that Ω ⊂ R2n with AD-regular boundary Γ and that f ∈
C0,α(Γ, R0,n), 0 < α ≤ 1. Then, the following conditions are equivalent:
(i) f has two-sided biregular extension on Ω
(ii) Sisotf = f on Γ.

Proof. It follows from (i) that there exists a R0,n-valued function F on Ω which is
two-sided biregular on Ω, continuous in Ω, with F|Γ = f .

Theorem 3.3 now leads to

Cisotf(x) =
{

F(x), x ∈ Ω,
0, x ∈ R2n \Ω.

Therefore, Cisot
− f = 0 on Γ and, in consequence, Sisotf = f .

Conversely, suppose that (ii) holds. We claim that the function Cisotf is a
two-sided biregular extension of f to Ω. Indeed, from (ii) we conclude that Cisotf
is an isotonic extension of f , then we are left with the task of proving that Cisotf
is R0,n-valued.

In order to get this, we can use the Plemelj-Sokhotski formulae to conclude
that the boundary limit values M±

2 f(z) = 0 for all z ∈ Γ. Since M2f is real
harmonic off Γ, we have by the classical Dirichlet problem that M2f ≡ 0 in R2n.
Then, Cisotf ≡M1f and the proof is complete. �

If only the continuity of f is assumed, the proof of (i)⇔(ii) more strongly
depends on the assumption that Sisotf = f , but now uniformly, since the isotonic
Cauchy transform of a continuous function has not in general continuous boundary
limit values even for C1-smooth boundary.

Theorem 4.2. Suppose that in R2n we are given a domain Ω with AD-regular and
rectifiable boundary Γ, and let f be a continuous function on Γ. Then, f has two-
sided biregular extension to Ω if and only if Sisotf = f uniformly on Γ.

Proof. The proof follows very closely that of Theorem 4.1, but it strongly depends
on the uniform existence of Sisotf and the conclusion of Theorem 4 in [1], see also
Theorem 6 in [2]. �
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[13] Rocha Chávez, R.; Shapiro, M.; Sommen, F. Integral theorems for functions and dif-
ferential forms in Cm. Research Notes in Mathematics, 428. Chapman & Hall/CRC,
Boca Raton, FL, 2002.

[14] Sommen, F. Plane waves, biregular functions and hypercomplex Fourier analysis.
Proceedings of the 13th winter school on abstract analysis (Srn, 1985). Rend. Circ.
Mat. Palermo (2) Suppl. No. 9 (1985), 205–219 (1986).

[15] Sommen, F. Martinelli-Bochner type formulae in complex Clifford analysis. Z. Anal.
Anwendungen 6 (1987), no. 1, 75–82.

[16] Sommen, F.; Peña Peña, D. Martinelli-Bochner formula using Clifford analysis,
Archiv der Mathematik, 88 (2007), no. 4, 358–363.

Ricardo Abreu Blaya
Facultad de Informática y Matemática
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Abstract. As an intrinsically multidimensional function theory, Clifford analy-
sis offers a framework which is particularly suited for the integrated treatment
of higher-dimensional phenomena. In this paper a detailed account is given
of results connected to the Hilbert transform on the unit sphere in Euclidean
space and some of its related concepts, such as Hardy spaces and the Cauchy
integral, in a Clifford analysis context.
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1. Introduction

In one-dimensional signal processing the Hilbert transform is an indispensable
tool for global as well as local signal analysis, yielding information on various
independent signal properties. The instantaneous amplitude, phase and frequency
are estimated by means of so-called quadrature filters. Such filters are essentially
based on the notion of analytic signal, which consists of the linear combination
of a bandpass filter, selecting a small part of the spectral information, and its
Hilbert transform, the latter basically being the result of a phase shift by π

2 on
the original filter (see, e.g., [18]). More strictly, if f(x) ∈ L2(R) is a real-valued
signal of finite energy, and H[f ] denotes its Hilbert transform given by the Cauchy
Principal Value

H[f ](x) = 1
π
Pv
∫ +∞

−∞

f(y)
x − y

dy

then the corresponding analytic signal is the function 1
2f + i

2H[f ], which belongs
to the Hardy space H2(R) and arises as the L2 non-tangential boundary value
(NTBV) for y → 0+ of the holomorphic Cauchy integral of f in the upper half of
the complex plane. Though discovered by Hilbert, the concept of a conjugated pair
(f,H[f ]), nowadays called a Hilbert pair, was developed mainly by Titchmarch
and Hardy.
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The multidimensional approach to the Hilbert transform usually is a ten-
sorial one, considering the so-called Riesz transforms in each of the Cartesian
variables separately. As opposed to these tensorial approaches Clifford analysis is
particularly suited for a treatment of multidimensional phenomena encompassing
all dimensions at once as an intrinsic feature. In its most simple but still useful
setting, flat m-dimensional Euclidean space, Clifford analysis focusses on so-called
monogenic functions, i.e., null solutions of the Clifford vector-valued Dirac operator
∂ =

∑m
j=1 ej∂xj where (e1, . . . , em) forms an orthogonal basis for the quadratic

space Rm underlying the construction of the Clifford algebra R0,m. Monogenic
functions have a special relationship with harmonic functions of several variables
in that they are refining their properties. The reason is that, as does the Cauchy–
Riemann operator in the complex plane, the rotation-invariant Dirac operator
factorizes the m-dimensional Laplace operator. This has, a.o., allowed for a nice
study of Hardy spaces of monogenic functions, see [7, 25, 8, 9, 1, 11]. In this con-
text the Hilbert transform, as well as more general singular integral operators,
have been studied in Euclidean space (see [14, 25, 32, 20, 10, 12]), on Lipschitz
hypersurfaces (see [26, 22, 21, 23]) and also on smooth closed hypersurfaces, in
particular the unit sphere (see [11, 3, 6]).

In a recent paper [5] an account was given of the Hilbert transform, within
the Clifford analysis context, on the smooth boundary of a bounded domain in
Euclidean space of dimension at least three. It goes without saying that the study
of the triptych Hilbert transform – Hardy space – Dirichlet problem in the par-
ticular case of the unit sphere, which is the subject of the underlying paper, has
much more concrete results to offer, in particular w.r.t. this last issue. However,
on the unit sphere, some interesting features and insights from the general setting
are inevitably lost, since the Hilbert transform becomes a self-adjoint operator.
We have gathered the relevant results spread over the literature and have moulded
them together with some new insights into a comprehensive text. Particular at-
tention is paid to the similarities with the case of the unit circle in the complex
plane. For a detailed study of the aforementioned triptych in the complex plane
we refer the reader to the inspiring book [2].

2. Clifford analysis: the basics

In this section we present the basic definitions and results of Clifford analysis which
are necessary for our purpose. For an in-depth study of this higher-dimensional
function theory and its applications we refer to [4, 13, 14, 15, 16, 17, 27, 28, 29,
30, 31].

Let R0,m be the real vector space Rm, endowed with a non-degenerate qua-
dratic form of signature (0, m), let (e1, . . . , em) be an orthonormal basis for R0,m,
and let R0,m be the universal Clifford algebra constructed over R0,m.

The non-commutative multiplication in R0,m is governed by the rules

eiej + ejei = −2δi,j i, j ∈ {1, . . . , m}.
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For a set A = {i1, . . . , ih} ⊂ {1, . . . , m} with 1 ≤ i1 < i2 < · · · < ih ≤ m, let
eA = ei1ei2 . . . eih

. Moreover, put e∅ = 1, the latter being the identity element.
Then (eA : A ⊂ {1, . . . , m}) is a basis for the Clifford algebra R0,m. Any a ∈ R0,m

may thus be written as a =
∑

A aA eA with aA ∈ R or still as a =
∑m

k=0[a]k where
[a]k =

∑
|A|=k aA eA is the so-called k-vector part of a (k = 0, 1, . . . , m). If we

denote the space of k-vectors by Rk
0,m, then the Clifford algebra R0,m decomposes

as
⊕m

k=0 Rk
0,m. We will identify an element x = (x1, . . . , xm) ∈ Rm with the one-

vector (or vector) x =
∑m

j=1 xj ej. The multiplication of any two vectors x and y
is given by

x y = x ◦ y + x ∧ y

with

x ◦ y = −
m∑

j=1

xjyj =
1
2
(x y + yx) = −〈x, y〉

x ∧ y =
∑
i<j

eij(xiyj − xjyi) =
1
2
(x y − yx)

being a scalar and a 2-vector (also called bivector), respectively. In particular one
has that x2 = −〈x, x〉 = −|x|2 = −∑m

j=1 x2
j . Conjugation in R0,m is defined as

the anti-involution for which ej = −ej, j = 1, . . . , m. In particular for a vector x
we have x = −x.

The Dirac operator in Rm is the first-order vector-valued differential operator

∂ =
m∑

j=1

ej∂xj

its fundamental solution being given by

E(x) =
1

am

x

|x|m

where am denotes the area of the unit sphere in Rm+1. We consider functions
f defined in Rm and taking values in R0,m. Such a function may be written as
f(x) =

∑
A fA(x) eA and each time we assign a property such as continuity,

differentiability, etc. to f it is meant that all components fA share this property.
We say that the function f is left (resp. right) monogenic in the open region Ω of
Rm iff f is continuously differentiable in Ω and satisfies in Ω the equation ∂ f = 0,
resp. f ∂ = 0. As ∂ f = f ∂ = −f∂, a function f is left monogenic in Ω iff f is right
monogenic in Ω. As moreover the Dirac operator factorizes the Laplace operator
Δ, −∂2 = ∂ ∂ = ∂ ∂ = Δ, a monogenic function in Ω is harmonic (and hence C∞)
in Ω, and so are its components.
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3. The Hilbert transform on Sm−1

Let u be a C∞-smooth function on the unit sphere Sm−1 of Rm. Its Cauchy

integral is defined in the interior of the unit ball B+ =
◦
B(O; 1) and in its exterior

B− = coB(O; 1) by

C[u](x) =
∫

Sm−1
E(ζ − x) dσζ u(ζ) =

1
am

∫
Sm−1

x − ζ

|x− ζ|m ν(ζ) u(ζ) dS(ζ)

where the Clifford vector-valued oriented surface element dσζ has been rewritten
as ν(ζ) dS(ζ), with ν(ζ) denoting the outward pointing unit normal vector at
ζ ∈ Sm−1. However, as on Sm−1 it holds that ν(ζ) = ζ, this Cauchy integral takes
the form

C[u](x) = 1
am

∫
Sm−1

x − ζ

|x − ζ|m ζ u(ζ) dS(ζ) =
1

am

∫
Sm−1

1 + x ζ

|1 + x ζ|m u(ζ) dS(ζ).

Introducing the Cauchy kernel for x ∈ B+ ∪B− and ζ ∈ Sm−1 by

C(ζ, x) =
1

am
ν(ζ)

x − ζ

|x − ζ|m =
1

am
ζ

x − ζ

|x− ζ|m =
1

am

1 + ζ x

|1 + ζ x|m (3.1)

the Cauchy integral may be rewritten in terms of the L2(Sm−1) inner product as

C[u](x) = 〈C(ζ, x), u(ζ)〉 =
∫

Sm−1
C(ζ, x) u(ζ) dS(ζ).

The Cauchy kernel C(ζ, x) is right-monogenic in x ∈ B+ ∪ B−, yielding the left-
monogenicity of the Cauchy integral C[u](x) in the same region. Moreover one has
that limx→∞ C[u](x) = 0. The Cauchy integral operator C is sometimes called the
Cauchy–Bitsadze operator.

Following the general theory, the non-tangential boundary values [NTBVs]
of the Cauchy integral are given by

lim
B+�x→ξ

C[u](x) =
1
2
u(ξ) +

1
2
H [u](ξ) (3.2)

lim
B−� x→ξ

C[u](x) = −1
2
u(ξ) +

1
2
H [u](ξ) (3.3)

where we have put for ξ ∈ Sm−1:

H [u](ξ) =
2

am
Pv
∫

Sm−1

1 + ξζ

|1 + ξ ζ|m u(ζ) dS(ζ) (3.4)

=
2

am

∫
Sm−1

1 + ξ ◦ ζ

|1 + ξ ζ|m u(ζ) dS(ζ) +
2

am
Pv
∫

Sm−1

ξ ∧ ζ

|ξ − ζ|m u(ζ) dS(ζ).

This singular integral transform is mostly called the Hilbert transform. The first
integral in (3.4) is, up to constants, the so-called direct value of the double-layer
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potential with density u(ζ) on Sm−1:

W̃ (ξ) = −(m− 2)
∫

Sm−1

1 + ξ ◦ ζ

|ξ − ζ|m u(ζ) dS(ζ), ξ ∈ Sm−1

which is a continuous function on Sm−1 (see [24, p. 360]). The singularity in the
Hilbert kernel

1 + ξ ζ

|1 + ξ ζ|m
clearly is due to the bivector part, where the integral has to be taken as a Cauchy
Principal Value. The Plemelj–Sokhotzki formulae (3.2)–(3.3) lead to the Cauchy
transforms C± defined on C∞(Sm−1) by

C+[u] =
1
2
u+

1
2
H [u], C−[u] = −1

2
u+

1
2
H [u].

It follows that

u = C+[u]− C−[u], H [u] = C+[u] + C−[u]
expressing the function u ∈ C∞(Sm−1) as the jump of its Cauchy integral over the
boundary Sm−1.

In the next section the operators H and C± will be extended to L2(Sm−1).

4. The Hardy spaces H±
2 (Sm−1)

We call M∞(B±) the space of left-monogenic functions in B±, also vanishing at
infinity in the case of B−, which are moreover C∞(B±). The Cauchy integral
operator C maps C∞(Sm−1) into M∞(B±), while the operators H and C± map
C∞(Sm−1) into itself. We call M±

∞(S
m−1) the spaces of functions on Sm−1 which

are the NTBVs of the functions in M∞(B±) respectively, and we define the Hardy
spaces H±

2 (S
m−1) as the closure in L2(Sm−1) of M±

∞(S
m−1). Note that the usual

notation for H+
2 (S

m−1) is H2(Sm−1), and that H−
2 (S

m−1) is mostly not consid-
ered. Our notation however reflects the symmetry in the properties of both Hardy
spaces.

The operators C, H and C± may be extended, through a density argument, to
operators on L2(Sm−1). Introducing the Hardy spaces H2(B±) of left-monogenic
functions in B±, also vanishing at infinity in the case of B−, which have NTBVs
in L2(Sm−1), the following properties of those operators are obtained.

Theorem 4.1.

(i) The Cauchy integral operator C maps L2(Sm−1) into H2(B±) and the NTBVs
of C[f ], f ∈ L2(Sm−1), are given by

C±[f ] = ±1
2
f +

1
2
H [f ].

(ii) The Cauchy transforms C± are bounded linear operators from L2(Sm−1) into
H±

2 (S
m−1).
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(iii) The Hilbert transform H is a bounded linear operator from L2(Sm−1) onto
L2(Sm−1).

(iv) H2 = 1 or H−1 = H on L2(Sm−1).
(v) H±

2 (S
m−1) are eigenspaces of H with respective eigenvalues ±1.

The adjoint H∗ of the Hilbert operator H is given in general by H∗ = νHν.
However in the case of the unit sphere it reduces to

H∗[f ](ξ) =
2

am

∫
Sm−1

ξ
1 + ξ ζ

|1 + ξ ζ|m ζ f(ζ) dS(ζ) = H [f ](ξ)

since ξ(1 + ξ ζ)ζ = ξ ζ + 1. This means that for the specific case of the unit
sphere the Hilbert operator is self-adjoint: H∗ = H , which also implies that H∗ =
H−1 and hence HH∗ = H∗H = 1, i.e., the Hilbert operator is unitary. It thus
follows that the Cauchy transforms C± are self-adjoint and that the Kerzman–
Stein operator A = H − H∗, which, in the general setting, measures the “degree
of non-selfadjointness” of the Hilbert operator defined on the smooth boundary
of a bounded domain, here equals the null operator. It is a known result that
the unit ball is the only bounded domain with smooth boundary for which the
Hilbert transform is unitary (see, e.g., [34]); for the interplay between the unitary
character of the Hilbert transform and the geometry of bounded and unbounded
domains with more general boundary, we refer to the detailed study contained in
[19].

By means of the operators H and C± the Hardy spaces H±
2 (S

m−1) may now
be characterized as follows.

Lemma 4.2. A function g ∈ L2(Sm−1) belongs to the Hardy space H+
2 (S

m−1) if
and only if one of the following conditions is satisfied:

(i) C+[g] = g; (ii) C−[g] = 0; (iii) H [g] = g.

A function g ∈ H+
2 (S

m−1) may be identified with its left-monogenic extension
C[g] ∈ H2(B+); note that, due to Cauchy’s Theorem, then C[g] = 0 in B−. The
constant function 1 is a typical example of a function in H+

2 (S
m−1); in fact one has

C[1] = 1 in B+, while C[1] = 0 in B−, yielding H [1] = C+[1] = 1 and C−[1] = 0.

Lemma 4.3. A function h ∈ L2(Sm−1) belongs to the Hardy space H−
2 (S

m−1) if
and only if one of the following conditions is satisfied:

(i) C−[h] = −h; (ii) C+[h] = 0; (iii) H [h] = −h.

A function h ∈ H−
2 (S

m−1) may thus be identified with its left-monogenic
extension C[−h] ∈ H2(B−), while here C[h] vanishes in B+.

The Cauchy transforms C± are sometimes called the Hardy projections, since
they indeed are projection operators of L2(Sm−1), leading to the direct sum de-
composition

L2(Sm−1) = H+
2 (S

m−1)⊕H−
2 (S

m−1) (4.1)
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which for a function f ∈ L2(Sm−1) explicitly reads:

f = C+[f ]− C−[f ] = 1
2
(1+H)[f ] +

1
2
(1−H)[f ]

H [f ] = C+[f ] + C−[f ] = 1
2
(1+H)[f ]− 1

2
(1−H)[f ].

For the C∞-smooth boundary ∂Ω of a general bounded domain Ω one has that C±
are skew projections. For the specific case of the unit sphere, however, they are
orthogonal projections.

Proposition 4.4. The direct sum decomposition (4.1) is an orthogonal decomposi-
tion: H+

2 (S
m−1)⊥ = H−

2 (S
m−1), or equivalently H−

2 (S
m−1)⊥ = H+

2 (S
m−1).

In order to prove this, we proceed as follows. First, as the Hardy space
H+

2 (S
m−1) is a closed subspace of L2(Sm−1), we may indeed write down the or-

thogonal direct sum decomposition L2(Sm−1) = H+
2 (S

m−1) ⊕ H+
2 (S

m−1)⊥. The
orthogonal projections P and P⊥ on H+

2 (S
m−1) and H+

2 (S
m−1)⊥ respectively are

called the Szegö projections. Also, the Hilbert space H+
2 (S

m−1) possesses a repro-
ducing kernel S(ζ, x), ζ ∈ Sm−1, x ∈ B+, the so-called Szegö kernel, for which

〈S(ζ, x), g(ζ)〉 = C[g](x), x ∈ B+

for all g ∈ H+
2 (S

m−1). Strictly speaking the reproducing character is only obtained
by identifying the function g ∈ H+

2 (S
m−1) with its left-monogenic extension C[g]

to B+. Note that the Szegö kernel S(ζ, x) is only defined for x ∈ B+. It is also the
kernel function of the integral transform expressing the projection P of L2(Sm−1)
on H+

2 (S
m−1):

〈S(ζ, x), f(ζ)〉 = P[f ](x), f ∈ L2(Sm−1), x ∈ B+.

It is well known, for a general domain Ω with C∞-smooth boundary ∂Ω, that the
Szegö-kernel is the orthogonal (or Szegö-)projection of the Cauchy kernel C(ζ, x)
on H+

2 (∂Ω), see [5, Proposition 6.1]. However, in the case of the unit sphere,
we have an even more intimate relationship. Indeed, from the general theory it is
known that the Cauchy kernelC(ζ, x), (3.1), belongs toH+

2 (S
m−1)⊥ for all x ∈ B−

and hence does not admit, w.r.t. the variable ζ, a left-monogenic extension to B+.
So we restrict ourselves to x ∈ B+ for which it automatically holds that x

|x|2 ∈ B−.
We also know that, for x ∈ B+, the Cauchy kernel C(ζ, x) belongs to H−

2 (S
m−1)⊥

and thus has, w.r.t the variable ζ, no left-monogenic extension to B− vanishing at
infinity. Now we observe that

C(ζ, x) =
1

am

(
ζ − x

|x|2
)

x∣∣∣(ζ − x
|x|2 )x

∣∣∣m =
1

am

ζ − x
|x|2∣∣∣ζ − x
|x|2
∣∣∣m x

|x|m .
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As the function

C(y, x) =
1

am

y − x
|x|2∣∣∣y − x
|x|2
∣∣∣m x

|x|m =
1

am

y x+ 1
|y x+ 1|m

is left-monogenic in y ∈ B+ with

lim
B+�y→ξ

C(y, x) = C(ξ, x), ξ ∈ Sm−1

it becomes clear that the Cauchy kernel for the unit sphere has a left-monogenic
extension to B+. It thus follows that, as long as x ∈ B+, the Cauchy kernel C(ζ, x)
belongs to the Hardy space H+

2 (S
m−1), whence the Szegö-kernel in this case has

to coincide with C(ζ, x), i.e.,

S(ζ, x) = C(ζ, x) =
1

am

1 + ζ x

|1 + ζ x|m , ζ ∈ Sm−1, x ∈ B+

with left-monogenic extension to B+ given by

S(y, x) =
1

am

1 + y x

|1 + y x|m , y ∈ B+, x ∈ B+.

The Hermitian symmetry of this extended Szegö-kernel (see [5, Proposition 6.2])
is now readily obtained:

S(y, x) =
1 + x y

|1 + x y|m = S(x, y)

since |1 + x y| = |1 + y x|, and moreover

S(x, x) =
1

am

1
(1− |x|2)m−1

indeed is positive for all x ∈ B+ (see [5, Proposition 6.3]). Finally observe that
the extended Szegö-kernel S(y, x), while being left-monogenic in y ∈ B+, at the
same time is right-monogenic in x ∈ B+.

Now we can show that the Cauchy transforms (or Hardy projections) ±C±
coincide with the orthogonal Szegö projections P and P⊥ on H+

2 (S
m−1) and

H+
2 (S

m−1)⊥, respectively. Indeed, for a function f ∈ L2(Sm−1), and still with
x ∈ B+, we consecutively have

C[f ](x) = 〈C(ζ, x), f(ζ)〉 = 〈S(ζ, x), f(ζ)〉
= 〈S(ζ, x), P[f ](ζ)〉 = 〈C(ζ, x), P[f ](ζ)〉 = C[P[f ]](x)

and so for ξ ∈ Sm−1

C+[f ](ξ) = C+[P[f ]](ξ) = P[f ](ξ)

and
C−[f ](ξ) = C+[f ](ξ)− f(ξ) = −P⊥[f ](ξ).
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The fact that the direct sum decomposition (4.1) of L2(Sm−1) is orthogonal
entails a number of consequences, listed below.

(i) In the case of a general bounded domain Ω with C∞-smooth boundary
∂Ω we only know for a function h ∈ H+

2 (S
m−1)⊥ that it has no left-monogenic

extension to Ω+. In the case of the unit sphere however, such a function will belong
to H−

2 (S
m−1) and thus has a left-monogenic extension to B− vanishing at infinity,

which is nothing else but C[−h]. Moreover for each x ∈ B+ we have, by Cauchy’s
Theorem in B−, that

C[h](x) = 1
am

∫
Sm−1

x − ζ

|x − ζ|m dσζ h(ζ) = C[h](∞)

since
x−ζ

|x−ζ|m is right-monogenic in B−, while the extension of h is left-monogenic

in B−. As C[h](∞) = 0 it follows that C[h](x) = 0 for all x ∈ B+, confirming a
property stated above concerning the Cauchy integral of functions in H−

2 (S
m−1).

(ii) For x ∈ B− we know that the Cauchy kernel C(ζ, x), ζ ∈ Sm−1, belongs
to H+

2 (S
m−1)⊥ = H−

2 (S
m−1) and thus must have a left-monogenic extension to

B− vanishing at infinity. If x ∈ B− then x
|x|2 ∈ B+, making the function

C(y, x) =
1

am

y − x
|x|2∣∣∣y − x
|x|2
∣∣∣m x

|x|m =
1

am

y x+ 1
|y x+ 1|m

left-monogenic in y ∈ B−. Moreover

lim
B−�y→ξ

C(y, x) =
1

am

ξ x+ 1
|ξ x+ 1|m = C(ξ, x), ξ ∈ Sm−1.

This means that the left-monogenic extension to B−, vanishing at infinity, of the
Cauchy kernel C(ζ, x), x ∈ B−, is precisely that particular function C(y, x):

C[−C(ζ, x)](y) = C(y, x) =
1

am

y x+ 1
|y x+ 1|m , x ∈ B−.

Moreover the Cauchy kernel C(ζ, x) with x ∈ B− is, up to a minus sign, the
reproducing kernel of H−

2 (S
m−1) = H+

2 (S
m−1)⊥. Indeed, take h ∈ H−

2 (S
m−1) and

identify it with its left-monogenic extension C[−h] ∈ H2(B−). Then for x ∈ B− it
holds that

C[−h](x) = 〈C(ζ, x),−h(ζ)〉 = 〈−C(ζ, x), h(ζ)〉.
(iii) Also the unit normal vector function ν(ζ) = ζ, ζ ∈ Sm−1, belongs to

H+
2 (S

m−1)⊥ (or H−
2 (S

m−1)), and must have a left-monogenic extension to B−

vanishing at infinity. Clearly this extension is given by

C[−ζ](x) =
x

|x|m , x ∈ B−
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while C[−ζ](x) = 0 for x ∈ B+. It follows that C+[−ζ] = 0, C−[−ζ] = ζ and
H [−ζ] = ζ. This result may also be written as

1
am

∫
Sm−1

x− ζ

|x − ζ|m dS(ζ) =
x

|x|m , x ∈ B−,

(iv) The Hardy space H+
2 (S

m−1) and its orthogonal complement

H+
2 (S

m−1)⊥ = ζ H+
2 (S

m−1) = H−
2 (S

m−1)

are eigenspaces of the unitary operator H with respective eigenvalues +1 and −1.
(v) For a general domain Ω with C∞-smooth boundary ∂Ω the Garabedian

kernel, i.e., the reproducing kernel for the Hilbert space H+
2 (∂Ω)

⊥, is given for

x ∈ Ω+ =
◦
Ω by

L(ζ, x) = ν(ζ)S(ζ, x) = P⊥
[
1

am

ζ − x

|ζ − x|m
]

where 1
am

ζ−x

|ζ−x|m = E(x − ζ) = ν(ζ)C(ζ, x) belongs to H−
2 (∂Ω). For the specific

case of the unit sphere we obtain for x ∈ B+ that

L(ζ, x) = ζ S(ζ, x) = ζ C(ζ, x)

=
1

am
ζ

1 + ζ x

|1 + ζ x|m =
1

am

ζ − x

|ζ − x|m = E(x − ζ)

since now E(x − ζ) belongs to H+
2 (S

m−1)⊥ = H−
2 (S

m−1). It follows that a left-
monogenic extension to B+ of the Garabedian kernel is impossible. In fact we
observe that the Garabedian kernel does have an extension to B+, namely

L(y, x) =
1

am

y − x

|y − x|m

however showing a pointwise singularity at y = x. Moreover, this extension is both
left- and right-monogenic in x ∈ B+ \ {y} and shows the anti-symmetry property
L(y, x) = −L(x, y).

5. The Dirichlet problem for Sm−1

According to the orthogonal direct sum decomposition (4.1) of L2(Sm−1), a func-
tion f ∈ L2(Sm−1) may be written as

f = P[f ] + P⊥[f ] = P[f ]− ζ P[ζ f ] = −ζ P⊥[ζ f ] + P⊥[f ]

from which it follows that

H [f ] = H [P[f ]] +H [P⊥[f ]] = P[f ]− P⊥[f ] = −ζ P⊥[ζ f ]− P⊥[f ] = P[f ] + ζ P[ζ f ]
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confirming that

C+[f ] = P[f ] = −ζ P⊥[ζ f ] ∈ H+
2 (S

m−1) = H−
2 (S

m−1)⊥

C−[f ] = ζ P[ζf ] = −P⊥[f ] ∈ H+
2 (S

m−1)⊥ = H−
2 (S

m−1)

(see also Figure 1).

f

H[f]

[f]C+

[f]C
-

H2
+

H2
-

[f]C
--

H2
-

H2
+⊥

⊥=

=

ζ[   f]C+

[   f]C
-- ζ

    fζ

Figure 1.

Both P[f ] and P[ζf ] have left-monogenic extensions to B+, viz the functions
C[P[f ]] and C[P[ζ f ]], respectively, which are both zero in B−. Also P⊥[f ] and
P⊥[ζ f ]] have left-monogenic extensions to B− vanishing at infinity, viz the func-
tions C[−P⊥[f ]] and C[−P⊥[ζ f ]] respectively, which moreover are zero in B+. It
follows that both f and H [f ] have harmonic extensions to B+, viz the functions

f+(x) = C[P[f ]]− x C[P[ζ f ]]

H [f ]+(x) = C[P[f ]] + x C[P[ζ f ]]

which are zero in B−. They also have harmonic extensions to B− vanishing at
infinity, viz the functions

f−(x) = x C[P⊥[ζ f ]]− C[P⊥[f ]]
H [f ]−(x) = x C[P⊥[ζ f ]] + C[P⊥[f ]]

which are zero in B+.
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By considering the appropriate linear combinations it is confirmed that:
(i) 1

2 (f
+(x) +H [f ]+(x)) = C[P[f ]] is a left-monogenic extension to B+ of the

function C+[f ], which is zero in B−;
(ii) 1

2 (f
−(x)−H [f ]−(x)) = C[P⊥[f ]] is a left-monogenic extension to B− of the

function (−C−)[f ], which is zero in B+;
and it is found that
(iii) 1

2 (−f+(x) +H [f ]+(x)) = x C[P[ζ f ]] is a harmonic extension to B+ of the
function C−[f ], which is zero in B−;

(iv) 1
2 (f

−(x) +H [f ]−(x)) = x C[P⊥[ζ f ]] is a harmonic extension to B− of the
function C+[f ], vanishing at infinity and being zero in B+.
For those reasons the pairs (f+, H [f ]+) and (f−,−H [f ]−) may be called

pairs of harmonic conjugates in B+ and B− respectively. This is nicely reflected
in the fact that the Szegö and Garabedian kernels are the building blocks for the
Poisson kernel and its conjugate in the unit ball. Indeed, as f+(x) is the harmonic
extension of f to B+, it may be obtained by the Poisson integral

f+(x) = 〈P (x, ζ), f(ζ)〉, x ∈ B+

where P (x, ζ) denotes the Poisson kernel for the unit ball given by

P (x, ζ) =
1

am

1 + x2

|ζ − x|m .

On the other hand we consecutively have

f+(x) = C[P[f ]](x)− x C[P[ζ f ]](x) = 〈C(ζ, x), P[f ](ζ)〉 − x 〈C(ζ, x), P[ζ f ](ζ)〉
= 〈S(ζ, x), f(ζ)〉 − x 〈S(ζ, x), ζ f(ζ)〉
= 〈S(ζ, x), f(ζ)〉+ x 〈ζ S(ζ, x), f(ζ)〉 = 〈S(ζ, x)− L(ζ, x)x, f(ζ)〉

where the kernel function appearing is explicitly given by

S(ζ, x)− L(ζ, x)x =
1

am

(
1 + ζ x

|1 + ζ x|m −
ζ − x

|ζ − x|m x

)
=

1
am

1 + x2

|ζ − x|m

in which the Poisson kernel for the unit ball is indeed recognized, or in other words:

P (x, ζ) = S(ζ, x)− L(ζ, x)x, ζ ∈ Sm−1, x ∈ B+.

In a similar way we obtain, still for x ∈ B+:

H [f ]+(x) = C[P[f ]](x) + x C[P[ζ f ]](x) = 〈S(ζ, x) + L(ζ, x)x, f(ζ)〉
with

S(ζ, x) + L(ζ, x)x =
1

am

1 + 2ζ x − x2

|ζ − x|m = Q(x, ζ)

where the conjugate Poisson kernel is given by

Q(x, ζ) =
1

am

1− x2 + 2x ζ

|ζ − x|m , ζ ∈ Sm−1, x ∈ B+.
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Summarizing we obtain, via the Szegö and Garabedian kernels, that for x ∈ B+

f+(x) = 〈P (x, ζ), f(ζ)〉 = P [f ](x)
H [f ]+(x) = 〈Q(x, ζ), f(ζ)〉 = Q[f ](x)

confirming that f+ = P [f ] and H [f ]+ = Q[f ] are harmonic extensions to B+ of
f and H [f ] respectively, for which moreover

1
2
P (x, ζ) +

1
2
Q(x, ζ) =

1
am

1 + ζ x

|1 + ζ x|m = C(ζ, x), ζ ∈ Sm−1, x ∈ B+

or, in terms of the Cauchy and the Poisson integrals:
1
2
P [f ](x) + 1

2
Q[f ](x) = C[f ](x), x ∈ B+

(see Figure 2).

ζ

ζS(  ,x)=

= E(x -   )

P(x,   )ζ

Q(x,   )ζ

−

H2
+

H2H2
+⊥

⊥=

=

x   B

−

Q(x,   )ζ

ζ

−
∋ +∋ −x   B

−
H2H2

+⊥
= −

H2
−

H2
+ ⊥= H2

−

ζC(   ,x) xζL(  ,x)

xζL(  ,x)ζC(   ,x)

ζC(   ,x) ζC(   ,x)

P(x,   )ζ

ζL(  ,x)

Figure 2.

In the same order of ideas we have for x ∈ B− that

f−(x) = xC[P⊥[ζ f ]](x)− C[P⊥[f ]](x)
= x 〈C(ζ, x), P⊥[ζ f ](ζ)〉 − 〈C(ζ, x), P⊥[f ](ζ)〉
= x 〈C(ζ, x), ζ f(ζ)〉 − 〈C(ζ, x), f(ζ)〉 = 〈ζ C(ζ, x)x − C(ζ, x), f(ζ)〉.

The kernel function appearing here is found to be

1
am

(
ζ

1 + ζ x

|1 + ζ x|m x−
1 + ζ x

|1 + ζ x|m
)
= − 1

am

1 + x2

|1 + ζ x|m = −P (x, ζ)
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(see Figure 2) and hence

f−(x) = 〈−P (x, ζ), f(ζ)〉, x ∈ B−.

Similarly we obtain, still for x ∈ B−, that

H [f ]−(x) = x C[P⊥[ζf ]] + C[P⊥[f ]] = 〈ζ C(ζ, x)x+ C(ζ, x), f(ζ)〉
with

ζ C(ζ, x)x+ C(ζ, x) =
1

am

1 + 2ζ x − x2

|1 + ζx|m = Q(x, ζ)

and hence
H [f ]−(x) = 〈Q(x, ζ), f(ζ)〉, x ∈ B−

(see also Figure 2).
Note that the above-mentioned concept of harmonic conjugate is built on the

concept of the Hilbert transform H . Both concepts indeed are intimately related
in the sense that either one of both implies the other notion. In fact we will give
in Section 7 an alternative definition of harmonic conjugation which will lead to
an alternative Hilbert transform on the unit sphere.

6. Fourier expansion

We will now characterize the Hardy spaces H±
2 (S

m−1) and the Hilbert transform
H in terms of the Fourier expansion of a function f ∈ L2(Sm−1). Initially one can
expand such a function in spherical harmonics, but one of the strengths of Clifford
analysis is that a refined series expansion in so-called spherical monogenics is
possible.

A (solid) spherical monogenic of degree k is a (left-)monogenic homogeneous
polynomial of degree k. An important result in Clifford analysis states that any
(solid) spherical harmonic Sk(x), i.e., any harmonic homogeneous polynomial of
degree k > 0, may be decomposed as

Sk(x) = Pk(x) + x Rk−1(x) (6.1)

where Pk and Rk−1 both are spherical monogenics of degree k and k − 1 respec-
tively. In fact, given Sk(x) (k > 0), those components may be calculated via

Rk−1(x) = − 1
m+ 2k − 2

∂Sk(x).

When restricting the decomposition (6.1) to the unit sphere we obtain the corre-
sponding decomposition of a (surface) spherical harmonic:

Sk(ζ) = Pk(ζ) + ζ Rk−1(ζ), ζ ∈ Sm−1. (6.2)

Invoking the polar form of the Dirac operator

∂ = ζ ∂r −
1
r
∂ζ =

1
r

ζ (r∂r − ζ ∂ζ) =
1
r

ζ (E + Γ)
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where E and Γ are the scalar Euler operator and the bivector-valued spherical
Dirac operator, respectively:

E = r∂r =
m∑

j=1

xj ∂xj , Γ = −ζ ∂ζ = −ζ ∧ ∂ζ = −
∑
j<k

ejek (xj∂xk
− xk ∂xj )

the components of the decomposition (6.2) may be calculated as

Pk(ζ) =
1

m+ 2k − 2
(m+ k − 2− Γ)[Sk(ζ)]

Qk−1(ζ) = ζ Rk−1(ζ) =
1

m+ 2k − 2
(k + Γ)[Sk(ζ)].

The first component Pk(ζ) is an eigenfunction of Γ with eigenvalue −k. It trivially
has a left-monogenic extension Pk(x) to B+ obtained through multiplication by
rk; this extension thus clearly is a homogeneous polynomial of degree k. In terms
of the Hardy spaces this observation is simply stated as Pk(ζ) ∈ H+

2 (S
m−1), and

thus Pk(ζ) = P[Sk(ζ)]. The function Pk(ζ) is called an inner spherical monogenic
of degree k > 0. The space of inner spherical monogenics of degree k > 0 is
denoted by M+

k . The second component Qk−1(ζ) = ζ Rk−1(ζ) is an eigenfunction
of Γ with eigenvalue m + k − 2. It is obtained by multiplication of the inner
spherical monogenic Rk−1(ζ) ∈ H+

2 (S
m−1) by the unit normal vector ζ, in other

words: Qk−1(ζ) ∈ H−
2 (S

m−1) = H+
2 (S

m−1)⊥, and thus it holds that Qk−1(ζ) =
P⊥[Sk(ζ)]. Hence Qk−1(ζ) does not admit a left-monogenic extension to B+, but
instead can be extended left-monogenically to B− with limit zero at infinity. For
that reason Qk−1 = ζ Rk−1(ζ) is called an outer spherical monogenic of degree
k − 1. Its left-monogenic extension to B− is given by

1
rm+k−2

ζ Rk−1(ζ) =
x Rk−1(x)
|x|m+2k−2

which clearly is a homogeneous function of degree −(m + k − 2), which is left-
monogenic in Rm\{0} and vanishes at infinity, as it should. The space of outer
spherical monogenics of degree k−1 is denoted byM−

k−1, whereM−
k−1 = ζ M+

k−1.
This means that the spaceHk of (surface) spherical harmonics of degree k > 0 may
be decomposed as the direct sum Hk =M+

k ⊕M−
k−1 =M+

k ⊕ ζ M+
k−1. Naturally

for k = 0 one has that H0 =M+
0 = R.

Now, given a function f ∈ L2(Sm−1), it can be developed into its Fourier
series of spherical harmonics

f(ζ) =
∞∑

k=0

Sk[f ](ζ), ζ ∈ Sm−1 (6.3)

where Sk denotes the projection operator from L2(Sm−1) onto Hk given by

Sk[f ](ζ) = dim(Hk)
1

am

∫
Sm−1

Pk,m(〈ζ, ξ〉) f(ξ) dS(ξ)
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with Pk,m(t) the Legendre polynomials of degree k in dimension m. Subsequently
f can be developed into spherical monogenics:

f(ζ) = P0[f ] +
∞∑

k=1

Pk[f ](ζ) +Qk−1[f ](ζ) (6.4)

= S0[f ] +
∞∑

k=1

(m+ k − 2− Γ)
m+ 2k − 2

Sk[f ](ζ) +
(k + Γ)

m+ 2k − 2
Sk[f ](ζ).

For all f ∈ L2(Sm−1) it holds that S0[f ](ζ) = P0[f ](ζ) = constant, while Pk and
Qk−1 stand for the projections of L2(Sm−1) onto M+

k and M−
k−1, respectively:

f �→ Pk[f ](ζ) = − 1
am

ζ

∫
Sm−1

{
C

m
2

k (t) ζ − C
m
2

k−1(t)ω
}

f(ω) dS(ω)

f �→ Qk[f ](ζ) = − 1
am

ζ

∫
Sm−1

{
C

m
2

k (t) ζ − C
m
2

k−1(t)ω
}

ω f(ω) dS(ω)

with t = 〈ζ, ω〉 and C
m
2

k (t) the Gegenbauer polynomials of degree k in dimensionm.
The Hardy spaces H±

2 (S
m−1) may thus be characterized by

M+ =
∞∑

k=0

M+
k = H+

2 (S
m−1)

M− =
∞∑

k=1

M−
k−1 =

∞⊕
k=1

ζ M+
k−1 = ζ H+

2 (S
m−1) = H+

2 (S
m−1)⊥ = H−

2 (S
m−1).

Moreover the Hilbert transform of the function f ∈ L2(Sm−1) is then given by

H [f ](ζ) = P0[f ] +
∞∑

k=1

Pk[f ](ζ)−Qk−1[f ](ζ) (6.5)

since for all k we have Pk[f ] ∈ H+
2 (S

m−1) and Qk−1[f ] ∈ H−
2 (S

m−1). Note that
this formula nicely illustrates the fact that H2 = 1, as well as the particular
examples H [1] = 1 and H [ζ] = −ζ. For the Szegö and Hardy projections of the
function f ∈ L2(Sm−1) with the expansion (6.4):

f(ζ) = P0[f ] +
∞∑

k=1

Pk[f ](ζ) + ζ Rk−1[f ](ζ) (6.6)

we thus obtain

C+[f ] = P[f ] = P0[f ] +
∞∑

k=1

Pk[f ](ζ)

−C−[f ] = P⊥[f ] = ζ

∞∑
k−1

Rk−1[f ](ζ)
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and

P[ζ f ] = −
∞∑

k=1

Rk−1[f ](ζ)

P⊥[ζ f ] = ζ P0[f ] +
∞∑

k=1

ζ Pk[f ](ζ).

Each Pk[f ](ζ) belongs to H+
2 (S

m−1), so its left-monogenic extension to B+ results
from the action of the Szegö kernel which is reproducing for H+

2 (S
m−1):

〈S(ζ, x), Pk[f ](ζ)〉 = rk Pk[f ](ζ) = Pk[f ](x), x ∈ B+

or

Pk[f ](x) =
1

am

∫
Sm−1

1 + x ζ

|1 + x ζ|m Pk[f ](ζ) dS(ζ), x ∈ B+

=
1

am

∫
Sm−1

x − ζ

|x − ζ|m dσζ Pk[f ](ζ)

which, naturally, is in accordance with Cauchy’s Formula for the left-monogenic
function Pk[f ](x). Each ζ Rk−1(ζ) belongs to H−

2 (S
m−1) which has the negative

Cauchy kernel −C(ζ, x), x ∈ B−, as its reproducing kernel. So

〈−C(ζ, x), ζ Rk−1(ζ)〉 =
1

rm+k−2
ζ Rk−1(ζ), x ∈ B−

where at the right-hand side the left-monogenic extension of ζ Rk−1(ζ) to B−

appears. It follows that for x ∈ B−

1
am

∫
Sm−1

x − ζ

|x − ζ|m Rk−1(ζ) dS(ζ) =
1

rm+k−2
ζ Rk−1(ζ) =

xRk−1(x)
rm+2k−2

.

Note that in particular for R0(ζ) = 1 we obtain

1
am

∫
Sm−1

x − ζ

|x − ζ|m dS(ζ) =
x

rm
, x ∈ B−

confirming a result already mentioned in Section 4.

Remark 6.1. As mentioned above the function f ∈ L2(Sm−1) with Fourier expan-
sion (6.4) or alternatively (6.6) admits a harmonic extension to B+; it is now seen
that this extension is given by

f+(x) = P0[f ] +
∞∑

k=1

rkPk[f ](ζ) + rk ζ Rk−1[f ](ζ)

= P0[f ] +
∞∑

k=1

Pk[f ](x) + xRk−1[f ](x).
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Moreover f also admits a harmonic extension to B− vanishing at infinity which
clearly is given by

f−(x) =
P0[f ]
rm−2

+
∞∑

k=1

Pk[f ](ζ)
rm+k−2

+
ζ

rm+k−2
Rk−1[f ](ζ)

=
1

rm−2
P0[f ] +

∞∑
k=1

1
rm+2k−2

Pk[f ](x) +
x

rm+2k−2
Rk−1[f ](x).

Its Hilbert transform H [f ] with Fourier expansion (6.5) or alternatively

H [f ](ζ) = P0[f ] +
∞∑

k=1

Pk[f ](ζ)− ζ Rk−1[f ](ζ) (6.7)

in its turn admits a harmonic extension to B+ given by

H [f ]+(x) = P0[f ] +
∞∑

k=1

rkPk[f ](ζ)− rk ζ Rk−1[f ](ζ)

= P0[f ] +
∞∑

k=1

Pk[f ](x)− xRk−1[f ](x)

as well as a harmonic extension to B− vanishing at infinity given by

H [f ]−(x) =
P0[f ]
rm−2

+
∞∑

k=1

Pk[f ](ζ)
rm+k−2

−
ζ

rm+k−2
Rk−1[f ](ζ)

=
1

rm−2
P0[f ] +

∞∑
k=1

1
rm+2k−2

Pk[f ](x)−
x

rm+2k−2
Rk−1[f ](x).

It is now readily confirmed that (f+, H [f ]+) and (f−,−H [f ]−) are conjugate
harmonic pairs in B+ and B− respectively, since

1
2
(
f+(x) +H [f ]+(x)

)
= P0[f ] +

∞∑
k=1

rkPk[f ](ζ)

1
2
(
f−(x)−H [f ]−(x)

)
=

∞∑
k=1

1
rm+k−2

ζ Rk−1[f ](ζ)

are left-monogenic in B+ and B− respectively, the latter also vanishing at infinity.
Note that

P[f ] =
1
2
(f +H [f ]) = P0[f ] +

∞∑
k=1

Pk[f ]

while being left-monogenically extendable to B+, only shows inner spherical mono-
genics in its Fourier expansion, or in other words: its outer spherical monogenic
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part is zero. Similarly

P⊥[f ] =
1
2
(f −H [f ]) =

∞∑
k=1

Qk−1[f ]

while being left-monogenically extendable to B−, only shows outer spherical mono-
genics in its Fourier expansion, or in other words: its inner spherical monogenic part
is zero. For these reasons we may call P[f ] ∈ H+

2 (S
m−1) and P⊥[f ] ∈ H−

2 (S
m−1)

the analytic signal, respectively anti-analytic signal, associated to the original finite
energy signal f ∈ L2(Sm−1). As already mentioned in the introduction (Section 1)
the concept of analytic signal is an important tool in signal analysis.

7. An alternative Hilbert transform

The Fourier series expansions (6.4) and (6.6) provide us with a transparent formal-
ism to obtain the Hilbert transform H [f ] of a function f ∈ L2(Sm−1). In the same
order of ideas one could think of an alternative definition for a Hilbert transform
by putting

Halt[f ](ζ) = a0 P0[f ](ζ) +
∞∑

k=1

akPk[f ](ζ) + bkQk−1[f ](ζ)

where the coefficients (a0, ak, bk) have to be chosen in a meaningful way.
The approach followed in this section to devise a meaningful alternative

Hilbert transform relies upon an alternative concept of harmonic conjugate, as
was already announced at the end of Section 5. To this end, start with the decom-
position (6.3) of a real-valued function f ∈ L2(Sm−1) into spherical harmonics
and observe that its unique harmonic extension to B+ is given by

f+(x) = P+[f ](x) =
∞∑

k=0

rkSk[f ](ζ) =
∞∑

k=0

Sk[f ](x).

The function

Q+[f ](x) = −
∞∑

k=1

Γ(Sk[f ])(x)
m+ k − 2

also is harmonic in B+, and moreover P+[f ]+Q+[f ] is left-monogenic in B+ since

Sk[f ]−
1

m+ k − 2
Γ(Sk[f ]) =

m+ k − 2− Γ
m+ k − 2

Sk[f ] =
m+ 2k − 2
m+ k − 2

Pk[f ].

The function Q+[f ](x) may thus be qualified as an alternative harmonic conjugate
to P+[f ](x) in B+; in the terminology of [6, 3] the function Q+[f ](x) is the so-
called angular harmonic conjugate to P+[f ](x) in B+. The L2(Sm−1) NTBV of
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Q+[f ](x) is then given by

Q+[f ](ζ) = −
∞∑

k=1

Γ(Sk[f ](ζ)
m+ k − 2

= −
∞∑

k=1

1
m+ k − 2

Γ (Pk[f ] +Qk−1[f ]) (ζ)

= −
∞∑

k=1

1
m+ k − 2

((−k)Pk[f ] + (m+ k − 2)Qk−1[f ]) (ζ)

=
∞∑

k=1

k

m+ k − 2
Pk[f ](ζ)−Qk−1[f ](ζ).

This leads to the following definition.

Definition 7.1. The interior Hilbert transform H+[f ] of an L2 function f on the
unit sphere Sm−1 is given in terms of the spherical monogenic decomposition of f
by

H+[f ](ζ) =
∞∑

k=1

k

m+ k − 2
Pk[f ](ζ)−Qk−1[f ](ζ). (7.1)

The main properties of H+ are summarized as follows.

Proposition 7.2.

(i) The interior Hilbert transform H+ : L2(Sm−1)→ L2(Sm−1) is a self-adjoint
bounded linear operator.

(ii) The unique harmonic extensions to B+ of f ∈ L2(Sm−1) and of H+[f ] are
angular harmonic conjugates in B+, adding up to a left-monogenic function
in B+.

(iii) The interior Hilbert transform of a constant function on Sm−1 is zero.

In a similar way we are able to construct an exterior Hilbert transform H−

on Sm−1 based on the same concept of angular harmonic conjugate, however now
in B−. Starting point then is the unique harmonic function in B−, vanishing at
infinity, whose NTBV is the given function f ∈ L2(Sm−1); this harmonic extension
P−[f ](x) is easily obtained by the so-called Kelvin inversion, given by

K[u(x)] = K−1[u(x)] =
1

|x|m−2
u(

x

|x|2 )

which transforms harmonic functions on B+ into harmonic functions on B− and
vice versa. We readily obtain

P−[f ](x) =
∞∑

k=0

K [Sk[f ]] =
∞∑

k=0

r2−k−mSk[f ](ζ)

=
1

rm−2
S0[f ](ζ) +

∞∑
k=1

1
rm+k−2

Sk[f ](ζ)

=
1

rm−2
P0[f ](ζ) +

∞∑
k=1

1
rm+k−2

Pk[f ](ζ) +
1

rm+k−2
Qk−1[f ](ζ).
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Its angular harmonic conjugate in B− is then given by (see [6])

Q−[f ](x) = − 1
rm−2

P0[f ](ζ) +
∞∑

k=1

−1
rm+k−2

Pk[f ](ζ)

+
m+ k − 2

k

1
rm+k−2

Qk−1[f ](ζ)

and indeed

P−[f ](x) +Q−[f ](x) =
∞∑

k=1

m+ 2k − 2
k

1
rm+k−2

Qk−1[f ](ζ)

=
∞∑

k=1

m+ k − 2
k

Qk−1[f ](x)

is left-monogenic in B− and vanishes at infinity. For r → 1+ the angular harmonic
conjugate Q−[f ](x) tends to

Q−[f ](ζ) = −P0[f ](ζ) +
∞∑

k=1

−Pk[f ](ζ) +
m+ k − 2

k
Qk−1[f ](ζ)

which inspires the following definition.

Definition 7.3. The exterior Hilbert transform H−[f ] of an L2 function f on the
unit sphere Sm−1 is given in terms of the spherical monogenic decomposition of f
by

H−[f ](ζ) = −P0[f ] +
∞∑

k=1

−Pk[f ](ζ) +
m+ k − 2

k
Qk−1[f ](ζ). (7.2)

The main properties of H− are summarized as follows.

Proposition 7.4.

(i) The exterior Hilbert transform H− : L2(Sm−1)→ L2(Sm−1) is a self-adjoint
bounded linear operator.

(ii) The unique harmonic extensions to B−, vanishing at infinity, of f ∈L2(Sm−1)
and of H−[f ] are angular harmonic conjugates in B−, adding up to a left-
monogenic function in B−.

(iii) The exterior Hilbert transform of the constant function 1 on Sm−1 is −1.
However note that, unlike the Hilbert transform H from the previous section,

the interior and exterior Hilbert transforms do not square to the identity operator.
Also note that the Fourier expansion of F± = f+H±[f ] only contains inner,

respectively outer spherical monogenics:

1
2
(
f +H+[f ]

)
=

∞∑
k=0

1
2

m+ 2k − 2
m+ k − 2

Pk[f ]

1
2
(
f +H−[f ]

)
=

∞∑
k=1

1
2

m+ 2k − 2
k

Qk−1[f ]
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which implies that F± belong to H±
2 (S

m−1) and may be extended left-monogen-
ically to B±. In this way they may be considered as alternative analytic signals
associated to the finite energy signal f ∈ L2(Sm−1).

8. The complex plane

It is a known fact in Clifford analysis that simply putting the dimension m equal to
2 does, in general, not yield the corresponding result in the complex plane. In some
cases the result from Clifford analysis even has no meaning for m = 2, in others
it has to be reinterpreted in terms of the imaginary unit i, the Cauchy–Riemann
operator, the notion of holomorphy, etc.

As is well known in the complex plane a (solid) spherical harmonic of degree
k may be decomposed as

Sk(x, y) = Pk(z) + z Rk−1(z) (8.1)

where Pk(z) is a holomorphic homogeneous polynomial of degree k and Rk−1(z)
is an anti-holomorphic homogeneous polynomial of degree k − 1, explicitly given
by Rk−1(z) = 1

2 (∂x+ i∂y)[Sk]. A spherical harmonic of degree k on the unit circle
S1 is then obtained by taking restriction in (8.1), yielding

Sk(ζ) = Pk(ζ) + ζ Rk−1(ζ), ζ ∈ S1,

or, more explicitly

Sk(ζ) = λk ζk + μk ζ
k
, λk, μk ∈ C.

For a function f ∈ L2(S1) we then obtain

f(ζ) = λ0 +
∞∑

k=1

λk ζk + μk
1
ζk

from which it easily follows that its harmonic extensions to B+ and B− are re-
spectively given by

f+(x, y) = λ0 +
∞∑

k=1

λk zk + μk zk, f−(x, y) = λ0 +
∞∑

k=1

λk
1
zk

+ μk
1
zk

.

According to (6.5) its Hilbert transform H [f ] is then given by

H [f ](ζ) = λ0 +
∞∑

k=1

λk ζk − μk
1
ζk

which has harmonic extensions to B+ and B−, respectively given by

H [f ]+(x, y) = λ0 +
∞∑

k=1

λk zk − μk zk, H [f ]−(x, y) = λ0 +
∞∑

k=1

λk
1
zk

− μk
1
zk

.
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In particular we obtain

H [1] = 1; H [ζk] = ζk, H [
1
ζk
] = − 1

ζk
, k = 1, 2, . . .

confirming that ζk, k = 0, 1, 2, . . . belong to H+
2 (S

1), while 1
ζk = ζ

k
, k = 1, 2, . . .

belong to H−
2 (S

1) = H+
2 (S

1)⊥. As expected we observe that (f+, H [f ]+) and
(f−,−H [f ]−) are harmonic conjugate pairs in B+ and B− respectively, since

1
2
(
f+ +H [f ]+

)
(x, y) = λ0 +

∞∑
k=1

λkzk,

1
2
(
f− −H [f ]−

)
(x, y) =

∞∑
k=1

μk
1
zk

are holomorphic in respectively B+ and B−.
Similarly, according to (7.1) and (7.2) the interior and exterior Hilbert trans-

forms of f ∈ L2(S1) are given by

H+[f ](ζ) =
∞∑

k=1

Pk[f ](ζ)−Qk−1[f ](ζ)

=
∞∑

k=1

λkζk − μk
1
ζk

H−[f ](ζ) = −P0[f ] +
∞∑

k=1

−Pk[f ](ζ) +Qk−1[f ](ζ)

= −λ0 +
∞∑

k=1

(−λk)ζk + μk
1
ζk

.

Observe that

H+[1] = 0; H+[ζk] = ζk, H+[
1
ζk
] = − 1

ζk
, k = 1, 2, . . .

which means that, up to the imaginary unit i, the interior Hilbert transform H+

on S1 coincides with the Hilbert transform H̃ defined in [33, p. 225]:

H̃[1] = 0; H̃ [exp(ikθ)] =
1
i
sgn(k) exp(ikθ), k = 1, 2, . . . .

Also note that

H−[1] = −1; H−[ζk] = −ζk, H−[
1
ζk
] =

1
ζk

, k = 1, 2, . . .

and that (H+ + H−)[f ] = 0 if and only if f shows a vanishing constant compo-
nent λ0.
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9. Conclusions

In this paper we have presented an in-depth study of the Hilbert transform on the
unit sphere Sm−1 in Euclidean space Rm. At the same time we have illustrated
that there is an intimate relationship between the Hilbert transform on the one
side and the concept of conjugate harmonic functions on the other. In Sections
3–6 we have treated the Hilbert transform defined as a part of the NTBVs of the
Cauchy integral of an L2 function on Sm−1. It was then shown that the Poisson
transform of both the function and its Hilbert transform add up to a left-monogenic
function in the unit ball, giving rise to a specific notion of harmonic conjugate. In
Section 7 we have proceeded the other way around. Starting from an alternative
concept of conjugate harmonicity, the so-called angular conjugate harmonicity, we
have defined an inner and an outer Hilbert transform on Sm−1 as the NTBVs of
the angular harmonic conjugate to the Poisson transform of the given L2(Sm−1)
function. Both approaches illustrate that neither the Hilbert transform on the unit
sphere, nor conjugate harmonicity in the unit ball or its exterior, are uniquely
defined concepts, but the definition of either of both entails the other.
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Abstract. We develop a discrete version of Clifford analysis, i.e., a higher-
dimensional discrete function theory in a Clifford algebra context. On the
simplest of all graphs, the rectangular Zm grid, the concept of a discrete
monogenic function is introduced. To this end new Clifford bases are consid-
ered, involving so-called forward and backward basis vectors, controlling the
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1. Elements of continuous Clifford analysis

Clifford analysis (see, e.g., [3, 6, 13, 16, 17]) is a higher-dimensional function theory
centred around the notion of monogenic functions, which are usually considered as
higher-dimensional analogues of holomorphic functions in the complex plane. The
underlying framework is introduced by endowing m-dimensional Euclidean space
R0,m with a non-degenerate quadratic form of signature (0, m), and considering the
corresponding orthonormal basis (e1, . . . , em). Then R0,m denotes the real Clifford
algebra constructed over R0,m, see, e.g., [21]. The non-commutative multiplication
in R0,m is governed by ejek + ekej = −2δjk, j, k = 1, . . . , m. A basis for R0,m

is then obtained by considering for each set A = {j1, . . . , jh} ⊂ {1, . . . , m} the
element eA = ej1 . . . ejh

, with 1 ≤ j1 < j2 < · · · < jh ≤ m. For the empty set ∅
one puts e∅ = 1, the identity element. Any Clifford number a in R0,m may thus be
written as a =

∑
A eAaA, aA ∈ R. When allowing for complex constants, the same

set of generators (e1, . . . , em) also produces the complex Clifford algebra Cm, as
well as all real Clifford algebras Rp,q of any signature (p+ q = m).
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The Euclidean space R0,m is embedded in R0,m by identifying (x1, . . . , xm)
with the Clifford vector x =

∑m
j=1 ejxj . The multiplication of two vectors x and

y is given by x y = x • y + x ∧ y with

x • y = −
m∑

j=1

xjyj =
1
2
(x y + yx)

x ∧ y =
∑
i<j

eij(xiyj − xjyi) =
1
2
(x y − yx)

being the scalar-valued dot product (equalling the Euclidean inner product up to
a minus sign) and the bivector-valued wedge product, respectively. The square
of a vector x is scalar valued and equals the norm squared up to a minus sign:
x2 = −〈x, x〉 = −|x|2. Conjugation in R0,m is defined as the anti-involution for
which ēj = −ej, j = 1, . . . , m. In particular for a vector x we have x̄ = −x.

The Fourier dual of the vector x is the vector-valued first-order differen-
tial operator ∂x =

∑m
j=1 ej∂xj , called Dirac operator. A function f defined and

differentiable in an open region Ω of Rm and taking values in R0,m is called left-
monogenic in Ω if ∂x[f ] = 0. Since the Dirac operator factorizes the Laplacian,
Δ = −∂2

x, monogenicity may be regarded as a refinement of harmonicity. The fun-
damental group leaving the Dirac operator ∂x invariant is the special orthogonal
group SO(m), doubly covered by the Spin(m) group of the Clifford algebra R0,m,
leading to the Dirac operator being called a rotation invariant operator. In the
present context, we will refer to this setting as the continuous case, as opposed to
the discrete framework treated in this paper.

Recently, several authors have shown interest in developing an appropriate
framework for discrete counterparts of the basic notions and concepts of Clifford
analysis, see a.o. [14, 15, 8, 9, 10, 11], this interest being triggered by the need
for an adequate numerical treatment of problems from potential theory and of
boundary value problems, see also [16, 17]. This paper aims at contributing to
the further development of the corresponding discrete function theory and its
fundamental results, centred around a suitably defined discrete Dirac operator. In
view of the above-mentioned connection between continuous Clifford analysis and
complex analysis in the plane, special attention should be paid to the important
property of the discrete Dirac operator factorizing a discrete Laplacian. This also
was the case in the study of holomorphic functions on Z2, see, e.g., [12, 18, 7] and,
more recently [19, 20].

2. Definition of a discrete Dirac operator

As the basis for the development of our theory, we will consider the natural graph
corresponding to the equidistant grid Zm; thus a Clifford vector x as introduced
above will now only show integer co-ordinates. For the pointwise discretization of
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the partial derivatives ∂
∂xj

we then introduce the traditional one-sided forward and
backward differences, respectively given by

Δ+
j [f ](x) = f(. . . , xj + 1, . . .)− f(. . . , xj , . . .)

= f(x+ ej)− f(x), j = 1, . . . , m

Δ−j [f ](x) = f(. . . , xj , . . .)− f(. . . , xj − 1, . . .)

= f(x)− f(x − ej), j = 1, . . . , m.

With respect to the Zm neighbourhood of x, the usual definition of the dis-
crete Laplacian explicitly reads

Δ∗[f ](x) =
m∑

j=1

[
Δ+

j [f ](x)−Δ−j [f ](x)
]
=

m∑
j=1

[f(x+ ej) + f(x − ej)]− 2mf(x)

the notation Δ∗ referring to this operator being called the “star Laplacian”; it
involves the values of the considered function at the midpoints of the faces of the
unit cube centred at x. Note that it can also be written as

Δ∗[f ](x) =
m∑

j=1

Δ+
j Δ

−
j [f ](x) =

m∑
j=1

Δ−j Δ
+
j [f ](x).

When passing to the Dirac operator, we will combine each difference, forward
or backward, with corresponding forward or backward basis vectors e+

j and e−j ,
j = 1, . . . , m, carrying an orientation as well. To this end, we need to embed the
Clifford algebra R0,m into a bigger one, with an underlying vector space of the
double dimension, e.g., the complex Clifford algebra C2m, where we consider those
2m basis vectors, submitting to the following three assumptions.

Assumption 2.1. The forward and the backward basis vector in each particular
cartesian direction add up to the traditional basis vector in that direction, i.e.,
e+

j + e−j = ej, j = 1, . . . , m.

Assumption 2.2. There are no preferential cartesian directions, or: all cartesian
directions play the same role in the metric. This assumption may be seen as a
rotational invariance.

Assumption 2.3. The positive and negative orientations of any cartesian direction
play an equivalent role. This assumption may be seen as a reflection invariance.

Starting from these assumptions, direct calculations lead to the following
multiplication rules, see, e.g., [11]:

• e+
j e+

k + e+
k e+

j = e−j e−k + e−k e−j = −2g, j �= k

• e+
j e−k + e−k e+

j = 2g, j �= k

• (e+
j )

2 = (e−j )
2 = −λ, j = 1, . . . , m

• e+
j e−j + e−j e+

j = 2λ− 1, j = 1, . . . , m.
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The definition of a discrete Dirac operator in this setting may now be given.

Definition 2.4. The discrete Dirac operator ∂ is the first-order, Clifford vector-
valued difference operator given by ∂ = ∂++ ∂− where the forward and backward
discrete Dirac operators ∂+ and ∂− are respectively given by ∂+ =

∑m
j=1 e+

j Δ
+
j

and ∂− =
∑m

j=1 e−j Δ
−
j .

If, in addition, we require the support of ∂2 to remain contained in at most
the unit cube centred at x, the isotropy of the forward and backward basis vectors
needs to be imposed, i.e., we have to put λ = (e+

j )
2 = (e−j )

2 = 0, whence it follows
in addition that 2λ − 1 = −1. One thus finally arrives at

• e+
j e+

k + e+
k e+

j = e−j e−k + e−k e−j = −2g, j �= k

• e+
j e−k + e−k e+

j = 2g, j �= k

• (e+
j )

2 = (e−j )
2 = 0, j = 1, . . . , m

• e+
j e−j + e−j e+

j = −1, j = 1, . . . , m.
These relations completely determine the metric of the underlying 2m-dimensional
space in terms of one free scalar parameter g. Note that this is the direct con-
sequence of the above assumptions that no cartesian direction or orientation is
preferential above the others. This immediately reduces the number of degrees of
freedom and eventually implies in a natural way the use of a constant metric, thus
simplifying the framework considerably. Clearly, one may also consider other pos-
sibilities for the metric, such as the anisotropic or metrodynamical case, see, e.g.,
[4] for an extensive treatment in the continuous setting. However, such a frame-
work is not under consideration at the moment, as it would make the derivation
of the desired function theoretic results more cumbersome.

Returning to the present setting, if we require the metric to be non-degener-
ate, i.e., its determinant to be non-zero, we will need to impose in addition that
g �= − 1

4 and g �= 1
4(m−1) . With the above multiplication rules, ∂2 takes the form

∂2 = (4(m− 1)g − 1)Δ∗ − 2g
∑
j<k

Δ̃jk (2.1)

where, for j < k, we have denoted

Δ̃jk[f ] = f(x+ ej + ek) + f(x+ ej − ek) + f(x− ej + ek) + f(x− ej − ek)− 4f(x)

each Δ̃jk thus being interpretable as a “cross Laplacian” on the corresponding
(ej , ek) plane, see also [11]. Note however that the grid points involved in these
additional terms do not respect the neighbourhood of the vertex x in the originally
chosen Zm graph, but involve the vertices of the unit cube centred at x.

Note that, in the special case where g = 0, the additional terms in (2.1) drop,
whence we are left with a true factorization of the star Laplacian, i.e., ∂2 = −Δ∗,
the support of the involved operators now respecting the Zm neighbourhood of x.
As has been remarked in [10], there is a well-known model for these particular for-
ward and backward vectors, namely the so-called Witt basis of the Clifford algebra
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C2m, see, e.g., [1, 2, 5, 22, 23] for the continuous setting, nowadays called Hermit-
ian Clifford analysis. The corresponding discrete setting was already mentioned in
[20], however without any function theoretic aims.

Also in the general case where the metric scalar g does not equal zero, a
feasible model for the forward and backward Clifford vectors can be given, in
terms of so-called curvature vectors Bj , j = 1, . . . , m. We put

e+
j =

1
2
(ej +Bj) and e−j =

1
2
(ej −Bj), j = 1, . . . , m

ensuring that e+
j + e−j = ej, j = 1, . . . , m. In order to satisfy the above multipli-

cation relations, we moreover have to require that
• B2

j = +1, j = 1, . . . , m;
• {ej, Bj} = 2(ej • Bj) = 0, j = 1, . . . , m;
• {ek, Bj} = 2(ek • Bj) = 0, j, k = 1, . . . , m, j �= k;
• {Bk, Bj} = 2(Bk • Bj) = −8g, j, k = 1, . . . , m, j �= k.

Note that the space spanned by the curvature vectors and the original m-dimen-
sional space with basis (e1, . . . , em) are mutually orthogonal. The set (B1, . . . , Bm)
may be interpreted as an “umbrella” of vectors on the unit sphere Sm−1 of Rm,
containing two by two the same fixed angle α, with cos(α) = −4g. However, in
order for this to be possible, the metric scalar g needs to be restricted to the interval
]− 1

4 , 1
4 ], while still the value

1
4(m−1) needs to be excluded. In particular, if g = 0

then α = π
2 , in agreement with the Witt case above. Still observe that, if (2.1)

is to be interpreted as a genuinely similar result to the continuous factorization
∂2

x = −Δ, then we should in fact further restrict g to the range [0, 1
4(m−1) [.

It is our aim to extend this first model in a forthcoming paper, introducing
generalized curvature tensors which control the support of all involved operators,
in particular of alternative Dirac operators.

3. Discrete monogenic functions

In order to define discrete monogenicity, we first need some notions of topology
in the discrete setting. To this end, we consider a bounded set B ⊂ Zm and its
characteristic function

χB(x) =
{

1 if x ∈ B
0 if x /∈ B

as well as the discrete operator

∂̌ =
m∑

j=1

e+
j Δ

−
j +

m∑
j=1

e−j Δ
+
j .

The vector-valued function

χB ∂̌ =
m∑

j=1

e+
j Δ

−
j [χB] +

m∑
j=1

e−j Δ
+
j [χB]
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is then called the oriented boundary of B. Observe that supp(χB ∂̌) always con-
tains points which do not belong to B. In fact, it consists of all vertices, the Zm

neighbourhood of which contains both points of B and points of Bc ≡ Zm \B. In
addition to this definition of the boundary, one may then also define the interior
of B (respectively the exterior of B) to be the set of all points of B (respectively
of Bc) which do not belong to supp(χB ∂̌). The interior of a set B consists of all
points of B, the Zm neighbourhood of which contains only points of B, while the
exterior of B is the interior of Bc. An example of a two-dimensional set B, its
oriented boundary supp(χB ∂̌) and its interior is given in the picture below. Note
that the exact position of the point set within the considered grid is unimportant.
The picture only illustrates how, starting from a given point set, its interior and
its boundary may be visually determined.

points of B:
interior:
boundary:

Figure 1. Illustration of topological notions

Each bounded set B ⊂ Zm thus gives rise to a partition of Zm into its interior,
its exterior and the support of its oriented boundary.

The above concepts now allow for defining the notion of discrete monogenic
function.
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Definition 3.1. Let B be a bounded set in Zm and let the Clifford algebra-valued
function f be defined on B∪supp(χB ∂̌). Then f is called discrete (left) monogenic
in B if and only if ∂[f ](x) = 0 for all x ∈ B.

Defined in this way, discrete monogenicity constitutes a proper generalization
to higher dimension of discrete holomorphy, and in particular of the notion of so-
called monodiffric functions of the second kind, investigated by Isaacs (see [18]),
Ferrand (see [12]) and more recently also by Kiselman (see [19]). Moreover, it
may be seen as a refinement of discrete harmonicity, since the right-hand side of
(2.1) can be interpreted as a generalized discrete Laplacian, also called “mixed
Laplacian”, see [11], which even coincides with the star Laplacian when g = 0.

Example 3.2. To illustrate the definition of discrete monogenicity, consider the
polynomial on Z2, given by

p∗(j, k) = e+
1 (2j + 1) + e+

2 (−2k − 1) + e−1 (2j − 1) + e−2 (−2k + 1), (j, k) ∈ Z2

It can be checked by direct calculation that p∗ is monogenic in all points of Z2, viz
∂[p∗](j, k) = 2e−1 e+

1 +(−2)e−2 e+
2 +2e

+
1 e−1 +(−2)e+

2 e−2 = 0. However, there is more.
The given function values are nothing but the restriction to Z2 of the polynomial
p, given by

p(x, y) = e+
1 (2x+ 1) + e+

2 (−2y − 1) + e−1 (2x − 1) + e−2 (−2y + 1), (x, y) ∈ R2

which is monogenic in the whole of R2: ∂x[p](x, y) = 2e1e
+
1 + (−2)e2e

+
2 +2e1e

−
1 +

(−2)e2e
−
2 = 0. In fact, we do not have to distinguish between p and p∗, as they

determine each other uniquely. Moreover, the discrete monogenicity of p∗ on Z2

is a consequence of the monogenicity of p, since the operator ∂ − ∂x turns a
homogeneous polynomial of degree k into a polynomial of degree k − 2, whence it
turns any polynomial of the first degree into zero.

4. Some function theoretic results

We consider Clifford algebra-valued functions defined on Zm.

Then, first of all, a discrete version of Leibniz’s rule is obtained by direct
calculation. Observe that, as compared to its continuous counterpart, it contains
an extra term, which fortunately will turn out to become small when considering
finer grids.

Lemma 4.1 (Leibniz’s rule). Let f and g be Clifford algebra-valued functions defined
on Zm. Then the following results hold.
(i) Δ±j [fg] = Δ±j [f ] g + f Δ±j [g]±Δ±j [f ] Δ

±
j [g].

(ii) If f is scalar valued, then

[fg] ∂̌ = g (f ∂̌) + f (g ∂̌) +
m∑

j=1

(
Δ+

j [f ] Δ
+
j [g] e

−
j −Δ−j [f ] Δ

−
j [g] e

+
j

)
.
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Proof. (i) For the case of the forward differences, calculation of the right-hand side
gives

Δ+
j [f ] g + f Δ+

j [g] = [f(x+ ej)g(x)− f(x)g(x)]

+ [f(x)g(x+ ej)− f(x)g(x)]

Δ+
j [f ] Δ

+
j [g] = f(x+ ej)g(x+ ej)− f(x)g(x+ ej)

− f(x+ ej)g(x) + f(x)g(x)

whence

Δ+
j [f ] g + f Δ+

j [g] + Δ+
j [f ] Δ

+
j [g] = f(x+ ej)g(x+ ej)− f(x)g(x)

= Δ+
j [fg].

A similar calculation gives the result for the backward differences.

(ii) We subsequently obtain

[fg] ∂̌ =
m∑

j=1

[
Δ−j [fg]e+

j +Δ+
j [fg]e−j

]

=
m∑

j=1

[(
Δ−j [f ] g + f Δ−j [g]−Δ−j [f ] Δ

−
j [g]
)

e+
j

+
(
Δ+

j [f ] g + f Δ+
j [g]−Δ+

j [f ] Δ
+
j [g]
)

e−j

]
= g

[ m∑
j=1

(
Δ−j [f ]e

+
j +Δ+

j [f ] e
−
j

)]
+ f

[ m∑
j=1

(
Δ−j [g]e

+
j +Δ+

j [g] e
−
j

)]

+
m∑

j=1

(
Δ+

j [f ] Δ
+
j [g] e

−
j −Δ−j [f ] Δ

−
j [g] e

+
j

)
which exactly is the desired result, in view of the fact that f is scalar valued. �

Next, the integral of a discrete function f is quite naturally defined as∫
f =

∑
x∈Zm

f(x)

where, in order to ensure integrability, integrands are required to have compact
(= bounded) supports. The following results are then directly obtained.

Lemma 4.2 (partial integration). Let f and g be Clifford algebra-valued functions
defined on Zm, where at least one of them has compact support, then∫

f Δ±j [g] = −
∫
Δ±j [f ] g.
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Proof. Direct calculation yields∫
f Δ+

j [g] =
∑

x∈Zm

f(x) g(x+ ej)−
∑

x∈Zm

f(x) g(x))

=
∑

y∈Zm

f(y − ej) g(y)−
∑

x∈Zm

f(x) g(x))

=
∑

x∈Zm

(f(x − ej)− f(x)) g(x) = −
∫
Δ−j [f ] g

with the substitution y = x+ej in the first summand. The other result is obtained
similarly. �

Lemma 4.3 (Stokes’ theorem). Let f and g be Clifford algebra-valued functions
defined on Zm, where at least one of them has compact support, then∫

f (∂g) = −
∫
(f∂̌) g and

∫
f (∂̌g) = −

∫
(f∂) g.

Proof. Invoking partial integration we have∫
f (∂g) =

∫
f

m∑
j=1

(
e+

j Δ
+
j [g] + e−j Δ

−
j [g]
)

= −
∫ m∑

j=1

(
Δ−j [f ]e

+
j +Δ+

j [f ]e
−
j

)
g = −

∫
(f ∂̌) g

and similarly for the second result. �

Pay attention to the fact that, in such kind of discrete integrals as in the
above lemmata, the domains of integration on both sides of the formulae need not
to be the same.

We now arrive at a first fundamental result.

Theorem 4.4 (Cauchy’s theorem). Let f be a Clifford algebra-valued function de-
fined on Zm, which is discrete left monogenic in the bounded set B, then∫

(χB ∂̌) f = 0.

Proof. On account of Stokes’ theorem we have∫
(χB ∂̌) g = −

∫
χB ∂[f ] = 0

since the last integral only involves points of B, where f is left discrete monogenic.
�

Corollary 4.5. If B is a bounded set in Zm, then
∫

χB ∂̌ = 0.

Proof. Take f = 1 in Cauchy’s theorem. �
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As an illustration of Corollary 4.5, again the same two-dimensional set B as
in Figure 1 is considered in the picture below. As opposed to what was mentioned
in Section 3, at this moment, the exact position of the grid points does become
important. To that end we have indicated the co-ordinate axes in the picture and
we recall that the grid length is 1; in this way the co-ordinates of all grid points
are determined. For each point of supp(χB ∂̌) the value of χB ∂̌ is shown in the
picture, whence it may easily be checked that the sum of all values indeed equals
zero.

points of B:
boundary:

e1
+

e1
+-

e1
+-

e1
+-

e1
-

e1
-

e1
-

e2
+-

e1
+

e2
-

e1
-

e2
-

e2
+

+

e1
-e2

+- +

e1
-e2

+- +

e2
--

e1
+ e2

+
+

e1
+ e2

+
+

e2
-

+

e1
-

e2
-

+

-

e2
+ e1

--

e2
+ e1

--

e1
- e2

-- -

e1
-

e2
-- -

e1
-

e2
-- -

e1
+ e2

--

e1
+

e1
+ e2

+--

e1
+ e2

+--

e2
-

+e1
+-

Figure 2. Illustration of Corollary 4.5

Furthermore, combination of Figure 2 with the polynomial values of Example
3.2 also provides an illustration of Cauchy’s theorem.

Clearly, it is essential for the further development of this function theory
to establish a Cauchy integral formula. To this end, let us assume that E is the
fundamental solution of operator ∂̌ defined by

E(x) ∂̌ = δ(x) =
{

0, x �= 0
1 x = 0

}
=

m∏
j=1

δ0 xj (4.1)
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and

E(x − y) ∂̌ = δ(x − y) =
{

0, x �= y
1 x = y

}
=

m∏
j=1

δxj yj . (4.2)

Next, consider once more a bounded set B, its characteristic function χB and
put f(x) = χB(x)E(x − y). Then, by Leibniz’s rule, we have

f(x)∂̌ = E(x − y)(χB(x)∂̌) + χB(x)δ(x − y) +GT (x, y)

where we have put

GT (x, y) =
m∑

j=1

(
Δ+

j [χB(x)]Δ+
j [E(x − y)] e−j −Δ−j [χB(x)]Δ−j [E(x − y)] e+

j

)
.

(4.3)
Since f has compact support, we may apply Stokes’ theorem, obtaining, for an
arbitrary Clifford algebra-valued function g defined on B ∪ supp(χB ∂̌), that∫

E(x − y) (χB(x)∂̌) g(x) +
∫

χB(x) δ(x − y) g(x) +
∫

GT (x, y) g(x)

= −
∫

χB(x)E(x − y) ∂[g](x)

or still ∫
E(x − y) (χB(x)∂̌) g(x) + χB(y) g(y) +

∫
GT (x, y) g(x)

= −
∫

χB(x)E(x − y) ∂[g](x).

In fact, we have proved the following result.

Theorem 4.6 (Cauchy–Pompeiu formula). Let B be a bounded set in Zm and let g
be a Clifford algebra-valued function defined on B∪supp (χB ∂̌), then for all points
y ∈ B we have

−g(y) =
∫

χB(x)E(x − y)∂g(x) +
∫
(χB ∂̌)E(x − y) g(x) +

∫
GT (x, y) g(x)

while for all points y ∈ Bc:

0 =
∫

χB(x)E(x − y)∂g(x) +
∫
(χB ∂̌)E(x − y) g(x) +

∫
GT (x, y) g(x)

where GT (x, y) is given by (4.3).

Observe that the first and the second term at the right-hand side in the above
formulae are ‘traditional’ terms, representing a volume integral over the bounded
set B and a surface integral over the oriented boundary of B, respectively. On the
contrary, the third term is an additional one, arising due to the grid (and more
precisely: it originates from the additional term already arising in Leibniz’s rule).
We call this term the ‘grid tension’ term, which explains the notation GT (x, y),
introduced above.
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Cauchy’s integral formula now immediately follows.

Theorem 4.7 (Cauchy’s integral formula). Let B be a bounded set in Zm and let
the function f be discrete monogenic on B, then for all points y ∈ B we have

−f(y) =
∫
(χB ∂̌)E(x − y) f(x) +

∫
GT (x, y) f(x)

while for all points y ∈ Bc:

0 =
∫
(χB ∂̌)E(x − y) f(x) +

∫
GT (x, y) f(x)

where GT (x, y) is given by (4.3).

Obviously, in the above results, an essential role is played by the so-called fun-
damental solution E(x), defined by (4.1)–(4.2). In order to obtain E(x) explicitly,
we will pass to frequency space by means of the discrete-time Fourier transform,
being defined for a discrete Clifford algebra-valued function f(x) with compact
support as follows (see also [14, 15]):

F [f(x)](ξ) =
∫

f(x) exp(−i〈ξ, x〉) =
∑

x∈Zm

exp(−i〈ξ, x〉) f(x), ξ ∈ Rm (4.4)

and yielding a continuous and bounded multiperiodic function of ξ with period 2π
in each of the m variables ξj . Elementary properties of this discrete-time Fourier
transform are listed in the following lemma.

Lemma 4.8. Let f(x) be a Clifford algebra-valued function defined on Zm with
compact support and let its discrete-time Fourier transform be given by (4.4), then
we have
(i) F [f(x ± ej)](ξ) = exp(±iξj)F [f(x)](ξ);
(ii) F [Δ±j f(x)](ξ) = ∓(1− exp(±iξj))F [f(x)](ξ);
(iii) F [f(x) ∂̌](ξ) = F [f(x)](ξ)G(ξ), where

G(ξ) =
m∑

j=1

[
(1− exp(−iξj)) e+

j + (exp(iξj)− 1) e−j
]

(4.5)

(iv) F [δ(x)](ξ) = 1.

Proof. (i) Direct calculation yields

F [f(x ± ej)](ξ) =
∫

f(x ± ej) exp(−i〈ξ, x〉)

=
∫

f(y) exp(−i〈ξ, y ± ej〉) = exp(±iξj)
∫

f(y) exp(−i〈ξ, y〉)

= exp(±iξj)F [f(x)](ξ)
where we have used the substitution y = x ± ej.
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(ii) The results immediately follow on account of (i), using the definitions of the
forward and backward differences.

(iii) Starting from the definition of the operator ∂̌, and invoking (ii), we obtain

F [f(x) ∂̌](ξ) = F
[ m∑

j=1

(
Δ−j [f ](x)e

+
j +Δ+

j [f ](x)e
−
j

)]
(ξ)

=
m∑

j=1

[
(1 − exp(−ξj))F [f(x)](ξ) e+

j + (exp(ξj)− 1)F [f(x)](ξ) e−j
]

= F [f(x)](ξ)
m∑

j=1

[
(1− exp(−ξj)) e+

j + (exp(ξj)− 1) e−j

]
.

(iv) We have

F [δ(x)](ξ) =
∫

δ(x) exp(−i〈ξ, x〉) =
[
exp(−i〈ξ, x〉)

]
x=0

= 1. �

We will now use the above calculus rules to determine the fundamental so-
lution E defined by (4.1)–(4.2) in frequency space, following similar lines as de-
veloped, e.g., in [14, 15] in the quaternionic case and in [19] in the complex case.
Starting from the relation E(x)∂̌ = δ(x), we directly obtain, combining (iii) and
(iv), that

Ê(ξ)G(ξ) = 1

where Ê(ξ) = F [E(x)](ξ) and G(ξ) is given by (4.5). Since G(ξ) is vector valued,
it is possible to solve this equation for Ê; this yields

Ê(ξ) =
G(ξ)
(G(ξ))2

, wherever G(ξ) �= 0. (4.6)

In the concrete model given above for the forward and backward Clifford
bases, one has

G(ξ) =
m∑

j=1

[
(1− exp(−iξj))(

1
2
ej +

1
2
Bj) + (exp(iξj)− 1)(

1
2
ej −

1
2
Bj)
]

yielding

G(ξ) =
m∑

j=1

[(1− cos ξj)Bj + i sin ξj ej]

(G(ξ))2 = 4
m∑

j=1

sin2 ξj

2
− 32g

∑
j<k

sin2 ξj

2
sin2 ξk

2
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whence the fundamental solution Ê(ξ) in frequency space, (4.6), explicitly reads

Ê(ξ) =
1
4

m∑
j=1

[(1− cos ξj)Bj + i sin ξj ej ]

m∑
j=1

sin2 ξj

2
− 8g

∑
j<k

sin2 ξj

2
sin2 ξk

2

. (4.7)

This explicit expression also allows us to investigate where the denominator of Ê(ξ)
will be zero, i.e., where G(ξ) = 0. Of course, in view of the inherent periodicity of
the discrete-time Fourier transform, we may restrict ourselves to one basic interval
([0, 2π[)m. Let us start with some low-dimensional examples.

First, take m = 2. Here, we have ξ = (ξ1, ξ2), and the equation under inves-
tigation reads

sin2

(
ξ1

2

)
+ sin2

(
ξ2

2

)
= 8g sin2

(
ξ1

2

)
sin2

(
ξ2

2

)
which can be rewritten as(

1− 4g sin2

(
ξ2

2

))
sin2 ξ1

2
+
(
1− 4g sin2

(
ξ1

2

))
sin2 ξ2

2
= 0.

It is clear that this equation will never have any solution, apart from ξ = 0, as long
as g < 1

4 . In the picture below, for some values of g exceeding
1
4 , the corresponding

curves of solutions are shown.

Figure 3. Curves in the plane where G(ξ) = 0,
for different values of g > 1

4

Fortunately, the latter situation will never be encountered in practice, since
we have already argued in Section 2 that the metric scalar g should be restricted
to the interval [0, 1

4(m−1) [, which here equals [0,
1
4 [.
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Next, take m = 3 and ξ = (ξ1, ξ2, ξ3). Here the equation reads

sin2

(
ξ1

2

)
+ sin2

(
ξ2

2

)
+ sin2

(
ξ3

2

)
= 8g

(
sin2

(
ξ1

2

)
sin2

(
ξ2

2

)
+ sin2

(
ξ1

2

)
sin2

(
ξ3

2

)
+ sin2

(
ξ2

2

)
sin2

(
ξ3

2

))
or still

3∑
j=1

⎛⎜⎝1− 4g
3∑

k=1
k �=j

sin2

(
ξk

2

)⎞⎟⎠ sin2

(
ξj

2

)
= 0.

Again, we may directly see that the only solution of this equation will be ξ = 0,
provided that

1− 4g
(
sin2

(
ξk

2

)
+ sin2

(
ξ�

2

))
> 0, for all k, � = 1, 2, 3, k �= �

which will be fulfilled whenever g < 1
4(m−1) =

1
8 .

The general case now easily follows.

Proposition 4.9. The expression (4.7) for the fundamental solution in frequency
space, restricted to its basic period ([0, 2π[)m, holds for all ξ �= 0, provided that the
metric scalar g is smaller then the critical value 1

4(m−1) .

Proof. It suffices to investigate the zeroes of the denominator of (4.7), i.e., the
equation

m∑
j=1

sin2 ξj

2
− 8g

∑
j<k

sin2 ξj

2
sin2 ξk

2
= 0

which can be rewritten as

m∑
j=1

⎛⎜⎝1− 4g
m∑

k=1
k �=j

sin2

(
ξk

2

)⎞⎟⎠ sin2

(
ξj

2

)
= 0.

This equation cannot have a solution different from ξ = 0, whenever⎛⎜⎝1− 4g
m∑

k=1
k �=j

sin2

(
ξk

2

)⎞⎟⎠ > 0, for all j = 1, . . . , m.

Since for any j = 1, . . . , m, the sum at the left-hand side of the above inequality
consists of m − 1 terms, which all are smaller than 1, the statement follows. �
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5. Conclusions

We have laid the foundations of a function theory for a discrete Dirac operator,
centred around the notion of discrete monogenic functions, a generalization of the
discrete holomorphic functions grounded by Isaacs and Ferrand in the previous
century. The present theory may also be interpreted as a refinement of discrete
harmonic analysis, since the discrete Dirac operator factorizes a mixed discrete
Laplacian or even the star Laplacian, according to the chosen model. Important
results such as Cauchy’s theorem and Cauchy’s integral representation formula
were established using the fundamental solution of an associated discrete Dirac
operator, explicitly obtained in frequency space.
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On Factorization of Bicomplex
Meromorphic Functions

K.S. Charak and D. Rochon

Abstract. In this paper the factorization theory of meromorphic functions
of one complex variable is promoted to bicomplex meromorphic functions.
Many results of one complex variable case are seen to hold in bicomplex
case, and it is found that there are results for meromorphic functions of one
complex variable which are not true for bicomplex meromorphic functions.
In particular, we show that for any bicomplex transcendental meromorphic
function F , there exists a bicomplex meromorphic function G such that GF
is prime even if the set:

{a ∈ T : F (w) + aφ(w) is not prime}
is empty or of cardinality ℵ1 for any non-constant fractional linear bicomplex
function φ. Moreover, as specific application, we obtain six additional possible
forms of factorization of the complex cosine cos z in the bicomplex space.

Mathematics Subject Classification (2000). 30G, 30D30, 30G35, 32A, 32A30.

Keywords. Bicomplex Numbers, Factorization, Meromorphic Functions.

1. Introduction

The factorization theory of meromorphic functions of one complex variable is to
study how a given meromorphic function can be factorized into other simpler mero-
morphic functions in the sense of composition. In number theory, every natural
number can be factorized as a product of prime numbers. Therefore, prime num-
bers serve as building blocks of natural numbers and the theory of prime numbers
is one of the main subarea of number theory. In our situation, we also have the
so-called prime functions which play a similar role in the factorization theory of
meromorphic functions as prime numbers do in number theory. More specifically,
factorization theory of meromorphic functions essentially deals with the primeness,

The research of D.R. is partly supported by grants from CRSNG of Canada and FQRNT of
Québec.
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pseudo-primeness and unique factorizability of a meromorphic function. We start
with the following concepts.

Definition 1.1. Let F be a meromorphic function. Then an expression

F (z) = f(g(z)) (1.1)

where f is meromorphic and g is entire (g may be meromorphic when f is a rational
function) is called a factorization of F with f and g as its left and right factors
respectively. F is said to be non-factorizable or prime if for every representation
of F of the form (1.1) we have that either f or g is linear. If every representation
of F of the form (1.1) implies that f is rational or g is a polynomial (f is linear
whenever g is transcendental, g is linear whenever f is transcendental), we say
that F is pseudo-prime (left-prime, right-prime). If the factors are restricted to
entire functions, the factorization is said to be in entire sense and we have the
corresponding concepts of primeness in entire sense (called E-primeness), pseudo-
primeness in entire sense (called E-pseudo-primeness) etc.

The first example of prime function is F (z) = exp(z)+z given by Rosenbloom
[23] who gave the definition of prime transcendental entire function by considering
entire factors only, and asserted without proof that the function F (z) = z+exp(z)
is prime. In 1968, F. Gross [7] gave a complete proof of this assertion and ex-
tended the study of primeness to meromorphic functions and gave Definition 1.1.
No systematic theory has actually been developed to handle the problems of fac-
torization of transcendental meromorphic functions. However, recently, T.W. Ng
[9, 10, 11, 12] proved some results which of course can solve some factorization
problems in a systematic way. He introduced the methods from the Theory of
Complex Analytic Sets and local holomorphic dynamics to solve some factoriza-
tion problems. Classical function theory and the Nevanlinna Value Distribution
theory are the main tools used in factorization theory of meromorphic functions.
Most of the classes of functions which have been studied are concerned with the
following one for several factors: (1) Growth of the function, (2) Distribution of
zeros, (3) Periodicity, (4) Fixed-points, (5) Solutions of linear differential equa-
tions. For complete details on factorization theory of meromorphic functions one
can refer to the books of C.T. Chuang and C.C. Yang [3], and F. Gross [5].

The main purpose of the present paper is to try to extend and promote
the research on Factorization theory of meromorphic functions in one complex
variable to two complex variables via Bicomplex Function Theory [14, 15, 16,
18]. In our study of factorization theory of bicomplex meromorphic functions,
the idempotent representation of bicomplex meromorphic functions plays a vital
role since the parallel definitions of factorization of meromorphic functions of one
complex variable do not work. It is found that many results from one variable
theory hold in bicomplex situation whereas some fail to hold, and this is the point
of difference between the two situations and so makes sense to investigate. In
particular, we show that for any bicomplex transcendental meromorphic function
F , there exists a bicomplex meromorphic function G such that GF is prime even
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if the set:
{a ∈ T : F (w) + aφ(w) is not prime}

is empty or of cardinality ℵ1 for any non-constant fractional linear bicomplex
function φ. Moreover, as specific application, we obtain six additional possible
forms of factorization of the complex cosine cos z in the bicomplex space.

2. Preliminaries

2.1. Bicomplex numbers

Bicomplex numbers are defined as

T := {z1 + z2i2 | z1, z2 ∈ C(i1)} (2.1)
where the imaginary units i1, i2 and j are governed by the rules: i21 = i22 = −1,
j2 = 1 and

i1i2 = i2i1 = j,
i1j = ji1 = −i2,
i2j = ji2 = −i1.

(2.2)

Note that we define C(ik) := {x+ yik | i2k = −1 and x, y ∈ R} for k = 1, 2. Hence,
it is easy to see that the multiplication of two bicomplex numbers is commutative.
In fact, the bicomplex numbers

T ∼= ClC(1, 0) ∼= ClC(0, 1)

are unique among the complex Clifford algebras in that they are commutative but
not division algebra. It is also convenient to write the set of bicomplex numbers as

T := {w0 + w1i1 + w2i2 + w3j | w0, w1, w2, w3 ∈ R}. (2.3)

In particular, in equation (2.1), if we put z1 = x and z2 = yi1 with x, y ∈ R,
then we obtain the following subalgebra of hyperbolic numbers, also called duplex
numbers (see, e.g., [20, 26]):

D := {x+ yj | j2 = 1, x, y ∈ R} ∼= ClR(0, 1).

Complex conjugation plays an important role both for algebraic and geomet-
ric properties of C. For bicomplex numbers, there are three possible conjugations.
Let w ∈ T and z1, z2 ∈ C(i1) such that w = z1 + z2i2. Then we define the three
conjugations as:

w†1 = (z1 + z2i2)†1 := z1 + z2i2, (2.4a)

w†2 = (z1 + z2i2)†2 := z1 − z2i2, (2.4b)

w†3 = (z1 + z2i2)†3 := z1 − z2i2, (2.4c)

where zk is the standard complex conjugate of complex numbers zk ∈ C(i1). If
we say that the bicomplex number w = z1 + z2i2 = w0 + w1i1 + w2i2 + w3j
has the “signature” (+ + ++), then the conjugations of type 1,2 or 3 of w have,
respectively, the signatures (+ − +−), (+ + −−) and (+ − −+). We can verify



58 K.S. Charak and D. Rochon

easily that the composition of the conjugates gives the four-dimensional abelian
Klein group:

◦ †0 †1 †2 †3
†0 †0 †1 †2 †3
†1 †1 †0 †3 †2
†2 †2 †3 †0 †1
†3 †3 †2 †1 †0

(2.5)

where w†0 := w ∀w ∈ T.
The three kinds of conjugation all have some of the standard properties of

conjugations, such as:

(s+ t)†k = s†k + t†k , (2.6)(
s†k
)†k = s, (2.7)

(s · t)†k = s†k · t†k , (2.8)

for s, t ∈ T and k = 0, 1, 2, 3.

We know that the product of a standard complex number with its conjugate
gives the square of the Euclidean metric in R2. The analogs of this, for bicomplex
numbers, are the following. Let z1, z2 ∈ C(i1) and w = z1+z2i2 ∈ T, then we have
that [20]:

|w|2i1 := w · w†2 = z2
1 + z2

2 ∈ C(i1), (2.9a)

|w|2i2 := w · w†1 =
(
|z1|2 − |z2|2

)
+ 2Re(z1z2)i2 ∈ C(i2), (2.9b)

|w|2j := w · w†3 =
(
|z1|2 + |z2|2

)
− 2Im(z1z2)j ∈ D, (2.9c)

where the subscript of the square modulus refers to the subalgebra C(i1), C(i2) or
D of T in which w is projected. Note that for z1, z2 ∈ C(i1) and w = z1+z2i2 ∈ T,
we can define the usual (Euclidean in R4) norm of w as |w| =

√
|z1|2 + |z2|2 =√

Re(|w|2j ).

It is easy to verify that w · w†2

|w|2i1
= 1. Hence, the inverse of w is given by

w−1 =
w†2

|w|2i1
. (2.10)

From this, we find that the set NC of zero divisors of T, called the null-cone, is
given by {z1 + z2i2 | z2

1 + z2
2 = 0}, which can be rewritten as

NC = {z(i1 ± i2)| z ∈ C(i1)}. (2.11)
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2.2. Bicomplex holomorphic functions

It is also possible to define differentiability of a function at a point of T:

Definition 2.1. Let U be an open set of T and w0 ∈ U . Then, f : U ⊆ T −→ T is
said to be T-differentiable at w0 with derivative equal to f ′(w0) ∈ T if

lim
w→w0

(w−w0 inv.)

f(w) − f(w0)
w − w0

= f ′(w0).

We also say that the function f is T-holomorphic on an open set U if and
only if f is T-differentiable at each point of U.

Using w = z1+z2i2, a bicomplex number w can be seen as an element (z1, z2)
of C2, so a function f(z1 + z2i2) = f1(z1, z2) + f2(z1, z2)i2 of T can be seen as a
mapping f(z1, z2) = (f1(z1, z2), f2(z1, z2)) of C2. Here we have a characterization
of such mappings:

Theorem 2.2. Let U be an open set and f : U ⊆ T −→ T such that f ∈ C1(U),
and let f(z1 + z2i2) = f1(z1, z2) + f2(z1, z2)i2. Then f is T-holomorphic on U if
and only if

f1 and f2 are holomorphic in z1 and z2,

and
∂f1

∂z1
=

∂f2

∂z2
and

∂f2

∂z1
= −∂f1

∂z2
on U.

Moreover, f ′ = ∂f1
∂z1

+ ∂f2
∂z1

i2 and f ′(w) is invertible if and only if detJf (w) �= 0.

This theorem can be obtained from results in [14] and [19]. Moreover, by the
Hartogs theorem [25], it is possible to show that “f ∈ C1(U)” can be dropped from
the hypotheses. Hence, it is natural to define the corresponding class of mappings
for C2:

Definition 2.3. The class of T-holomorphic mappings on a open set U ⊆ C2 is
defined as follows:

TH(U) :={f :U ⊆ C2 −→ C2|f ∈ H(U) and
∂f1

∂z1
=

∂f2

∂z2
,

∂f2

∂z1
= −∂f1

∂z2
on U}.

It is the subclass of holomorphic mappings of C2 satisfying the complexified
Cauchy-Riemann equations.

We remark that f ∈ TH(U) in terms of C2 if and only if f is T-differentiable
on U . It is also important to know that every bicomplex number z1+ z2i2 has the
following unique idempotent representation:

z1 + z2i2 = (z1 − z2i1)e1 + (z1 + z2i1)e2. (2.12)

where e1 = 1+j
2 and e2 = 1−j

2 . This representation is very useful because: addition,
multiplication and division can be done term-by-term. It is also easy to verify the
following characterization of the non-invertible elements.
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Proposition 2.4. An element w = z1 + z2i2 will be in the null-cone if and only if
z1 − z2i1 = 0 or z1 + z2i1 = 0.

The notion of holomorphicity can also be seen with this kind of notation.
For this we need to define the projections P1, P2 : T −→ C(i1) as P1(z1 + z2i2) =
z1 − z2i1 and P2(z1 + z2i2) = z1 + z2i1.

Definition 2.5. We say that X ⊆ T is a T-cartesian set determined by X1 and X2

if X = X1×e X2 := {z1+z2i2 ∈ T : z1+z2i2 = w1e1+w2e2, (w1, w2) ∈ X1×X2}.
Now, it is possible to state the following striking theorems [14]:

Theorem 2.6. Let X1 and X2 be open sets in C(i1). If fe1 : X1 −→ C(i1) and
fe2 : X2 −→ C(i1) are holomorphic functions of C(i1) on X1 and X2 respectively,
then the function f : X1 ×e X2 −→ T defined as

f(z1 + z2i2) = fe1(z1 − z2i1)e1 + fe2(z1 + z2i1)e2 ∀ z1 + z2i2 ∈ X1 ×e X2

is T-holomorphic on the open set X1 ×e X2 and

f ′(z1 + z2i2) = f ′e1(z1 − z2i1)e1 + f ′e2(z1 + z2i1)e2

∀ z1 + z2i2 ∈ X1 ×e X2.

Theorem 2.7. Let X be an open set in T, and let f : X −→ T be a T-holomorphic
function on X. Then there exist holomorphic functions fe1 : X1 −→ C(i1) and
fe2 : X2 −→ C(i1) with X1 = P1(X) and X2 = P2(X), such that:

f(z1 + z2i2) = fe1(z1 − z2i1)e1 + fe2(z1 + z2i1)e2 ∀ z1 + z2i2 ∈ X.

3. Bicomplex meromorphic functions

3.1. Basic definitions

In the complex plane, it is well known (see [24]) that a function f is meromorphic
in an open set U if and only if f is a quotient g/h of two functions which are
holomorphic in U where h is not identically zero in any component of U . Based
on this definition we define a bicomplex meromorphic function as follows.

Definition 3.1. A function f is said to be bicomplex meromorphic in an open set
X ⊂ T if f is a quotient g/h of two functions which are bicomplex holomorphic in
X where h is not identically in the null-cone in any component of X .

Theorem 3.2. Let f : X −→ T be a bicomplex meromorphic function on the open
set X ⊂ T. Then there exist meromorphic functions fe1 : X1 −→ C(i1) and
fe2 : X2 −→ C(i1) with X1 = P1(X) and X2 = P2(X), such that:

f(z1 + z2i2) = fe1(z1 − z2i1)e1 + fe2(z1 + z2i1)e2 ∀ z1 + z2i2 ∈ X.
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Proof. Let f : X −→ T be a bicomplex meromorphic function on X. Then f is a
quotient g/h of two functions which are bicomplex holomorphic in X where h is
not identically in the null-cone in any component of X. Therefore, from Theorem
2.7 and Proposition 2.4, there exist holomorphic functions ge1, he1 : X1 −→ C(i1)
and ge2, he2 : X2 −→ C(i1) with X1 = P1(X) and X2 = P2(X), such that:

g(z1 + z2i2) = ge1(z1 − z2i1)e1 + ge2(z1 + z2i1)e2

and
h(z1 + z2i2) = he1(z1 − z2i1)e1 + he2(z1 + z2i1)e2

∀ z1 + z2i2 ∈ X where hei is not identically zero in any component of Xi for
i = 1, 2. Hence,

f(z1 + z2i2) =
ge1(z1 − z2i1)e1 + ge2(z1 + z2i1)e2

he1(z1 − z2i1)e1 + he2(z1 + z2i1)e2

=
ge1(z1 − z2i1)
he1(z1 − z2i1)

e1 +
ge2(z1 + z2i1)
he2(z1 + z2i1)

e2

= fe1(z1 − z2i1)e1 + fe2(z1 + z2i1)e2

where fei is meromorphic in Xi for i=1,2. �

Definition 3.3. Let f : X −→ T be a bicomplex meromorphic function on the open
set X ⊂ T. We will say that w = (z1 − z2i1)e1 + (z1 + z2i1)e2 ∈ X is a (strong)
pole for the bicomplex meromorphic function

F (w) = Fe1(z1 − z2i1)e1 + Fe1(z1 + z2i1)e2

if z1−z2i1 ∈ P1(X) (and) or z1+z2i1 ∈ P2(X) are poles for Fe1 : P1(X) −→ C(i1)
and Fe2 : P2(X) −→ C(i1) respectively.

Remark 3.4. Poles of bicomplex meromorphic functions are not isolated singular-
ities.

It is also easy to obtain the following characterization of poles.

Proposition 3.5. Let f : X −→ T be a bicomplex meromorphic function on the
open set X ⊂ T. If w0 ∈ X then w0 is a pole of f if and only if

lim
w→w0

|f(w)| =∞.

Definition 3.6. The order of a bicomplex meromorphic function

F (w) = Fe1(z1 − z2i1)e1 + Fe2(z1 + z2i1)e2

is defined as
ρ(F ) = max{ρ(Fe1), ρ(Fe2)}.

Finally, to avoid any confusion, we will say that a function f : T −→ T is a
transcendental bicomplex meromorphic function on T if fei : C(i1) −→ C(i1) is a
transcendental meromorphic function for i = 1, 2.
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3.2. Factorization of bicomplex meromorphic functions

In this subsection we introduce the bicomplex version of the factorization of mero-
morphic functions in the plane.

Definition 3.7. Let F be a bicomplex meromorphic function on T. Then F is said
to have f and g as left and right factors respectively if Fei has fei and gei as left
and right factors respectively for i = 1, 2, i.e., fei is meromorphic and gei is entire
(gei may be meromorphic when fei is rational) for i = 1, 2.

Remark 3.8. If F has f and g as left and right factors respectively then we always
have the following factorization: F (w) = f(g(w)).

Proof. Let Fei = fei(gei(z)) on C(i1) for i = 1, 2. Then

f(g(w)) = f(ge1(z1 − z2i1)e1 + ge2(z1 + z2i1)e2)

= fe1(ge1(z1 − z2i1))e1 + fe2(ge2(z1 + z2i1))e2)

= Fe1(z1 − z2i1)e1 + Fe2(z1 + z2i1)e2

= F (w). �

Theorem 3.9. Let F (w) be a bicomplex meromorphic function on T. If F (w) =
f(g(w)) where f is bicomplex meromorphic and g is bicomplex entire (g may be
bicomplex meromorphic when f is bicomplex rational) then F has f and g as left
and right factors respectively.

Proof. From Theorem 3.2,

F (z1 + z2i2) = Fe1(z1 − z2i1)e1 + Fe2(z1 + z2i1)e2 on T

where Fei is meromorphic on C(i1) for i = 1, 2. Moreover, ∀w ∈ T

F (w) = f(g(w))
= f(ge1(z1 − z2i1)e1 + ge2(z1 + z2i1)e2)
= fe1(ge1(z1 − z2i1))e1 + fe2(ge2(z1 + z2i1))e2.

Hence, Fei = fei(gei(z)) on C(i1) where fei is meromorphic and gei is entire (gei

may be meromorphic when fei is rational) for i = 1, 2. �

Proposition 3.10. The converse of Theorem 3.9 is false.

Proof. Supposed that Fei has fei and gei as left and right factors respectively. In
that case, the functions F = f(g(w)). However, in the situation where you have
a rational function (with poles) for fe1 with a meromorphic function (with poles)
for ge1 and an entire function for fe2 and ge2 then the complete function g will be
bicomplex meromorphic (with poles) where f is not bicomplex rational. �

It is now possible to define the concept of prime (pseudo-prime) function in
terms of the idempotent representation.
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Definition 3.11. A bicomplex meromorphic function

F (z1 + z2i2) = Fe1(z1 − z2i1)e1 + Fe2(z1 + z2i1)e2 on T

is said prime (pseudo-prime), if the meromorphic functions Fe1 and Fe2 are prime
(pseudo-prime).

Remark 3.12. All bicomplex polynomials are pseudo-prime, and bicomplex poly-
nomials of prime degree are prime.

Theorem 3.13. If every factorization of a bicomplex meromorphic function F (w) =
f(g(w)) into left and right factors implies that f or g is bicomplex linear (bicomplex
polynomial or f is rational) then F is prime (pseudo-prime).

Proof. First, we note that a bicomplex meromorphic function h(z1 + z2i2) =
he1(z1 − z2i1)e1 + he2(z1 + z2i1)e2 is bicomplex linear (bicomplex polynomial)
if and only if hei is linear (polynomial) for i = 1, 2. Now, since every factorization
of F (w) of the form f(g(w)) implies that either f or g is bicomplex linear (bicom-
plex polynomial or f is bicomplex rational), then fei or gei is linear (polynomial or
fei is rational) for i = 1, 2. This further implies that Fei is prime (pseudo-prime)
for i = 1, 2. �

Proposition 3.14. The converse of Theorem 3.13 is false.

Proof. Supposed that every factorization of Fei(w) = fei(gei(w)) into left and right
factors implies that fei or gei is polynomial or fei is rational for i = 1, 2. In that
case, the function F is supposed to be pseudo-prime but in the situation where
you have a polynomial for fe1 and a rational function for fe2 then the complete
function f in the bicomplex space will be neither a bicomplexe polynomial nor a
bicomplex rational function. �

In 1973, Gross, Osgoods and Yang posed the following problem (see [6]):
Given any transcendental entire function f , does there exist a meromorphic func-
tion g such that fg is prime? In [13], Noda gave an affirmative answer to the above
problem and in [8] Qiao and Yongxing extended this to meromorphic functions.
The next theorem will show that the same result is also true in the bicomplex case.

Theorem 3.15. Let F be any bicomplex transcendental meromorphic function, then
there exists a bicomplex meromorphic function G such that GF is prime.

Proof. Let F (w) = Fe1(z1 − z2i1)e1 + Fe1(z1 + z2i1)e2 be any bicomplex tran-
scendental meromorphic function. Therefore, Fei is a transcendental meromorphic
function for i = 1, 2. Hence, there exists a meromorphic function Gei such that
FeiGei is prime for i = 1, 2 (see Qiao and Yongxing [8]). Now, from Definition
3.11, FG is prime when G is defined as follows:

G(w) := Ge1(z1 − z2i1)e1 +Ge1(z1 + z2i1)e2. �

Theorem 3.16. A bicomplex transcendental entire function of finite order such that
F (T) ⊂ T−1 is pseudo-prime.
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Proof. Let F be a bicomplex transcendental entire function such that F (T) ⊂ T−1.
Since ρ(F ) is finite, ρ(Fei) is also finite for i = 1, 2. Moreover, since F (T) is always
invertible, it follows from Proposition 2.4 that the entire function Fei has no zeros
for i = 1, 2. Thus by a result of Gross (see [5], p. 215, Theorem 1) it follows that
each Fei is pseudo-prime. Hence by Definition 3.11, F is pseudo-prime. �

Example. exp(z1 + z2i2) is pseudo-prime.

In [5] Fred Gross conjectured that if f and g are non-linear entire functions,
at least one of them transcendental, then the composite function f ◦g has infinitely
many fix-points. Its factorization version is: if P is a polynomial and if α is a non-
constant entire function, then the function F (z) = P (z) exp(α(z)) + z is prime.
Bergweiler [2] proved this long pending conjecture in its general form as: if P
and Q are polynomials and α is an entire function such that Q and α are non-
constant, and P , Q and α do not have a non-linear common right factor, then
P (z) exp(α(z)) + Q(z) is prime, and conversely also. The bicomplex analogue of
Bergweiler’s result also holds with stronger hypotheses.

Definition 3.17. Let F (w) = Fe1(z1 − z2i1)e1+Fe1(z1 + z2i1)e2 : D −→ T be any
bicomplex function. The function F is said to be strongly non-constant (non-linear)
on D if Fei is non-constant (non-linear) on Pi(D) for i = 1, 2.

Theorem 3.18. Let P and Q be bicomplex polynomials and α be a bicomplex entire
function. Suppose that Q and α are strongly non-constant for i = 1, 2 and let
F (w) = P (w) exp(α(w)) +Q(w). Then F is prime if and only if P , Q, and α do
not have strongly non-linear bicomplex common right factor.

Proof. Let

P (z1 + z2i2) = Pe1(z1 − z2i1)e1 + Pe2(z1 + z2i1)e2

Q(z1 + z2i2) = Qe1(z1 − z2i1)e1 +Qe2(z1 + z2i1)e2

α(z1 + z2i2) = αe1(z1 − z2i1)e1 + αe2(z1 + z2i1)e2.

Then it follows that

g(z1 + z2i2) = ge1(z1 − z2i1)e1 + ge2(z1 + z2i1)

is a strongly non-linear bicomplex common right factor of P , Q, and α if and only
if gei is a non-linear common right factor of Pei, Qei, and αei for i = 1, 2.

Now since

f ◦ g = (fe1 ◦ ge1)e1 + (fe2 ◦ ge2)e2

and
f + g = (fe1 + ge1)e1 + (fe2 + ge2)e2,
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we have

F (w) = P (w) exp(α(w)) +Q(w)

= (Pe1(w1)e1 + Pe2(w2)e2)(eαe1(w1)e1 + eαe2(w2)e2)

+ (Qe1(w1)e1 +Qe2(w2)e2)

= (Pe1(w1)eαe1(w1) +Qe1(w1))e1 + (Pe2(w2)eαe2(w2) +Qe2(w2))e2

where w = z1 + z2i2, w1 = z1 − z2i1 and w2 = z1 + z2i1. Writing F (w) =
Fe1(w1)e1 + Fe2(w2)e2 we find from above that

Fei(wi) = Pei(wi)eαei(wi) +Qei(wi)

which by Bergweiler’s result (see [2]) is prime if and only if Pei, Qei, and αei do not
have a non-linear common right factor for i = 1, 2. Therefore, since an arbitrary
bicomplex function f(w) is strongly non-constant if and only if P1(f(w)) and
P2(f(w)) is non-constant, we obtain from our hypotheses and Theorem 3.13 that
F (w) = P (w) exp(α(w)) +Q(w) is prime if and only if P , Q, and α do not have
strongly non-linear bicomplex common right factor. �

Remark 3.19. As for one complex variable, the Theorem 3.18 implies that if f
and g are strongly non-linear bicomplex entire functions, at least one of them
transcendental, then the composite function f ◦ g has infinitely many fix-points.

In [1], Baoqin and Guodong proved the following: if f is any transcendental
meromorphic function, then for any non-constant fractional linear function φ, the
set

{a ∈ C : f(z) + aφ(z) is not prime}
is at most countable. We will now show that bicomplex version of this result is
false.

Theorem 3.20. Let f be any bicomplex transcendental meromorphic function, then
for any non-constant fractional linear bicomplex function φ, the set

{a ∈ T : f(w) + aφ(w) is not prime}
is empty or of cardinality ℵ1.

Proof. For w = z1 + z2i2, w1 = z1 − z2i1, and w2 = z1 + z2i1 writing

f(w) = fe1(w1)e1 + fe2(w2)e2

φ(w) = φe1(w1)e1 + φe2(w2)e2,

where fei is transcendental meromorphic and φei is fractional linear for i = 1, 2
where φei is non-constant for i = 1 or i = 2. Without loss of generality, let φe1 be
non-constant. Then, the set

{α ∈ C(i1) : fe1(z) + αφe1(z) is not prime}
is at most countable.
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Now by taking a = ae1e1 + ae2e2 and since

f(w) + aφ(w) = (fe1(w1) + ae1φe1(w1))e1 + (fe2(w2) + ae2φe2(w2))e2,

it follows from Definition 3.11 that:

f(w) + aφ(w) is not prime ⇔ fe1(z) + ae1φe1(z) is not prime
or fe2(z) + ae2φe2(z) is not prime.

Since |{α ∈ C(i1) : fe2(z) + αφe2(z) is prime or not}| = |C(i1)| = ℵ1 then

{a ∈ T : f(w) + aφ(w) is not prime}
is also of cardinality ℵ1 except if the set is empty. �

Finally, by using idempotent representations of bicomplex numbers and bi-
complex functions, and by using Definition 3.11 and Theorem 4.11 in [3] we have
the following result.

Theorem 3.21. Every bicomplex meromorphic solution of an nth-order ordinary
bicomplex differential equation with bicomplex rational functions as coefficients is
pseudo-prime.

Example. cos(z1 + z2i2) is pseudo-prime since it satisfies the ordinary bicomplex
linear differential equation y′′(w) − y(w) = 0.

Theorem 3.22. Let F (z1 + z2i2) = cos(z1 + z2i2), the possible forms of the factor-
ization of F = f ◦ g are as follows:

f(ζ1 + ζ2i2) = fe1(ζ1 − ζ2i1)e1 + fe2(ζ1 + ζ2i1)e2

and
g(z1 + z2i2) = ge1(z1 − z2i1)e1 + ge2(z1 + z2i1)e2

where the couple (fei(z), gei(z)) is chosen from the following possible forms of
factorization of cos z in the complex plane:
(i) fei(z) = cos

√
z, gei(z) = z2;

(ii) fei(z) = Tn(z), gei(z) = cos z
n , where Tn(z) denotes the nth Chebyshev poly-

nomial (n ≥ 2);
(iii) fei(z) = 1

2 (z
−n + zn), gei(z) = e

iz
n , where n denotes a non-negative integer

for i = 1, 2. Moreover, if the couple (fei(z), gei(z)) is of the form (i) or (ii) for
each i = 1 and 2, then f and g are, in particular, entire holomorphic mappings of
two complex variables.

Proof. The proof is a direct consequence of the Theorems 2.2, 2.6 and 3.9 used with
the three possible forms of factorization of cos z in the complex plane (see [3]). �

Corollary 3.23. The complex cosine cos z has three possible forms of factoriza-
tion in the complex plane and six additional possible forms of factorization in the
bicomplex space.
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Proof. From Theorem 3.22 we have nine possible forms of factorization of the
bicomplex cosine: cos(z1 + z2i2). If we put z2 = 0, we obtain automatically nine
possible forms of factorization of the cosine in the complex plane. However, when
f(ζ1+ζ2i2) = fe1(ζ1−ζ2i1)e1+fe1(ζ1+ζ2i1)e2 and g(z1+z2i2) = ge1(z1−z2i1)e1+
ge1(z1+ z2i1)e2 with z2 = 0, we have that g(z1) = ge1(z1)e1+ ge1(z1)e2 = ge1(z1)
and (f ◦ g)(z1) = (fe1 ◦ ge1)(z1). In that case, we come back to the three classical
complex forms of factorization of cos z1. Hence, the complex cosine has exactly six
new possible forms of factorization in the bicomplex space. �
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Abstract. In this paper we give an overview of some different versions of func-
tional calculus in a noncommutative setting. In particular, we will focus on a
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1. Introduction

Traditionally, the term functional calculus refers to what should more appropri-
ately be indicated as “holomorphic functional calculus”; given a holomorphic func-
tion f of one complex variable, and an operator T , functional calculus attempts to
define an operator f(T ), thus extending the function f from the complex plane to
the space of operators. More generally, of course, we can think of f as a function
is some suitable linear space of functions F , of T as an operator in a suitable lin-
ear space of operators, and of “functional calculus” as a way to define f(T ). The
classical theory of functional calculus is very well developed, and its importance
for operator theory, as well as its applications to physics, are well established, see,
e.g., [11].

In order to set the stage for what will follow, let X be a complex Banach
space, and let T be a linear bounded operator on X . Suppose furthermore that f
is a holomorphic function of one complex variable, so that it can be written as a
power series f(z) =

∑
n≥0 anzn, with an, z ∈ C converging in an open disc that
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contains the set |z| ≤ ‖T ‖. Under these natural conditions, one can easily define
the value of f on T by simply writing f(T ) =

∑
n≥0 anT n. Maybe the first and

most fundamental example of such process is the definition of the operator eT ,
which is defined simply as

eT =
∑
n≥0

T n

n!
.

As it is well known, however, this approach (while quite natural) is not fully
satisfactory. In order to generalize such an approach, one first needs to realize
that f(T ) can only be expected to be defined on the spectrum of T . Under this
condition, we can now consider a function f , holomorphic on the spectrum of T ,
and we can use the Cauchy integral formula to define f(T ); this will be shown in
detail in the next section. This approach is clearly of great importance as it can
now be used to define a functional calculus when the operator T is unbounded (in
which case the series

∑
n≥0 anT n does not converge).

The situation quickly becomes more complicated if one wants to extend this
approach to the case of several operators, and tries to define f(T ) when f is a
holomorphic function of n complex variables and T = (T1, . . . , Tn) is an n-tuple
of operators. For the case of bounded operators, one can attempt to follow the
two different approaches inspired by the discussion above. On one hand, one can
define f(T ) on a dense subset of F and then extend this definition by continuity.
On the other hand, one can consider a reproducing integral formula for functions
in F and try to extend it to get a function of operators.

This second procedure can be realized by using a Fourier type transform or
a Cauchy type integral formula. In the literature, there are several different ap-
proaches to the topic according to the set F of functions and to the approach
adopted. The choice of F may impose restrictions on the commutativity of op-
erators considered or to the type of operators. For example, one can generalize
the discussion in one complex variable to the case of several complex variables as
in the earlier works of J.L. Taylor [23], [24], but this approach can be done only
for n-tuples of commuting operators. Another possibility is to consider the Weyl
calculus, see [25] and [2], for noncommuting, self-adjoint operators. One can also
choose to use the noncommutative setting of Clifford algebra-valued functions.
This approach is not new in the literature and among the works in this direction,
we mention here the works of Jefferies, Kisil, MacIntosh and their coworkers [16],
[17], [18], [19], [20], the book [15] and the references therein. Note that, despite
the noncommutative setting which is useful in the case of several operators, one
may still have restriction on the n-tuples of operators and on their spectrum. For
example, the functional calculus in [20] works for commuting operators while the
Riesz-Clifford calculus in [18] works for bounded self-adjoint operators. Of course,
for the purpose of applications to physics, and for sake of generality, it would be
of great interest to be able to lift these restrictions. This goal can be achieved
by considering the n-tuple T = (T1, . . . , Tn) of operators as a unique operator to
be substituted in place of a suitable hypercomplex variable. We will show how
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this can be accomplished in our own approach based on the new theory of slice
hyperholomorphy introduced in the papers [10] and [14]. For quaternionic opera-
tors we have developed our theory in the papers [4], [5], [6], while for n-tuples of
noncommuting bounded and unbounded operators see [9].
The plan of the paper is as follows. In Section 2 we recall the classical Riesz-
Dunford functional calculus, which is the inspiration (and the test-case) for all later
theories. The following sections are devoted to our own recent work in this area, and
to a variety of different approaches. Specifically, in Section 3 we recall the notion of
slice-regular quaternionic functions, [14], and we use it to define and develop a new
quaternionic functional calculus. Section 4 is devoted to an important variation of
those ideas. Namely we recall the notion of slice-monogenic functions, [10], and we
use it to introduce and develop a functional calculus for n-tuples of noncommuting
operators. In Section 5 we describe one of the first generalizations of Riesz-Dunford
functional calculus, namely the use of monogenic functions, to introduce monogenic
functional calculus (just like Section 2, this section does not contain any of our
results, but it is included to offer the background and justification for our work).
The last section is devoted to a different way to use holomorphicity to define
a functional calculus. As it is well known, the first and so far most successful
notion of quaternionic holomorphicity is due to Fueter, and goes under the name
of Cauchy-Fueter regularity. Indeed, it can be said that until the development of
slice-regularity, this definition was the dominating one. As our last section will
demonstrate, it is indeed possible to build a functional calculus based on this
notion of regularity, but the kind of difficulties which arise are probably one of
the best arguments for the development of an alternative definition of regularity,
namely the slice-regularity we introduce in Section 3.

2. The Riesz-Dunford functional calculus

We begin by quickly revising the Riesz-Dunford functional calculus for one op-
erator, which is based on the theory of holomorphic functions in one complex
variable. For all the details and the proofs of the results in this section see [11].
Let us consider the polynomial

P (z) = a0 + a1z + · · ·+ anzn

where aj , z ∈ C. We observe that if we replace z by a bounded linear operator T
we get the linear operator

P (T ) = a0I + a1T + · · ·+ anT n,

where I denotes the identity operator. This approach can be extended to the case
in which P (z) is a power series converging on |z| ≤ ‖T ‖. In general, functions of
operators can be defined using the Cauchy integral formula:
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Theorem 2.1. Let f : Ω → C be a holomorphic function over an open set Ω ⊆ C
and let z ∈ Ω. Let ∂Ω be a closed Jordan curve surrounding z. Then

f(z) =
1
2πi

∫
∂Ω

f(λ)
λ − z

dλ.

The Cauchy kernel (λ − z)−1 plays here an important role. Indeed, in terms
of operators, it can be interpreted as (λI − T )−1. So, in analogy to what happens
in the theory of holomorphic functions, we write

f(T ) =
1
2πi

∫
Γ

(λI − T )−1f(λ) dλ,

where Γ is a rectifiable Jordan curve that surrounds the “singularities” of (λI −
T )−1. Such singularities are the spectrum of T . Note that in the complex case the
commutativity plays an important role. Indeed, if we consider the expansion

(λI − T )−1 =
∑
n≥0

λ−1−nT n

we observe that, where the series converges, i.e., for ‖T ‖ < |λ|, we can write∑
n≥0

λ−1−nT n =
∑
n≥0

T nλ−1−n.

Thus, we can compute an integral in the complex variable λ, isolating the powers
of T :

1
2πi

∫
Γ

(λI − T )−1f(λ) dλ,=
1
2πi

∑
n≥0

T n

∫
Γ

λ−1−nf(λ) dλ

and we set the value of the integral equal to f(T ).

Remark 2.2. We point out the fundamental fact that if T and λ do not commute
and we want to write the integral

1
2πi

∑
n≥0

T n

∫
Γ

λ−1−nf(λ) dλ

we must find the sum of the series∑
n≥0

T nλ−1−n, for Tλ �= λT.

Supposing that T and λ do not commute the sum of this series is not (λI −T )−1.
This is the crucial fact that will lead us to define, for slice hyperholomorphic
function, a new notion of resolvent called S-resolvent operator and consequently
a new notion of spectrum called S-spectrum.

We will recall below some of the main results for the functional calculus in
the complex case.
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2.1. Bounded operators

In the sequel, we will denote by X a complex Banach space and by T a bounded
linear operator in X . We give the following definitions. The resolvent set ρ(T ) of
T is the set of complex numbers λ, for which (λI − T )−1 exists as a bounded
operator with domain X . The spectrum σ(T ) of T is the complement of ρ(T ) and
the number

r(T ) = sup{|λ| : λ ∈ σ(T )}
is called the spectral radius of T . Finally, the function R(λ, T ) = (λI − T )−1,
defined on ρ(T ), is called the resolvent of T .

We have the following properties:

Proposition 2.3. Let T be a bounded linear operator in X.
1. The resolvent set ρ(T ) is open.
2. The closed set σ(T ) is bounded and nonempty.
3. The function R(λ, T ) is analytic in ρ(T ).
4. r(T ) = limn→∞ n

√
‖T n‖.

5. (The resolvent equation) For every pair λ, μ ∈ ρ(T ) we have

R(λ, T )−R(μ, T ) = (μ− λ)R(λ, T )R(μ, T ).

Definition 2.4. Let T be a bounded linear operator in X . By F(T ) we denote the
family of functions f which are analytic on some neighborhood of σ(T ).

Definition 2.5. Let f ∈ F(T ), and let U be an open set whose boundary ∂U
consists of a finite number of rectifiable Jordan curves, oriented in the positive
sense. Suppose that σ(T ) ⊆ U and that U ∪ ∂U is contained in the domain of
analyticity of f . The operator f(T ) is defined by

f(T ) =
1
2πi

∫
∂U

R(λ, T ) f(λ) dλ. (2.1)

It is a classical result the fact the integral (2.1) depends only on f and does
not depend on the open set U . The map associating to any function f ∈ F(T )
the function f(T ) is the classical Riesz-Dunford functional calculus whose main
properties are summarized below:

Theorem 2.6. Let f , g ∈ F(T ), α1, α2 ∈ C. Then
• α1f + α2g ∈ F(T ) and (α1f + α2g)(T ) = α1f(T ) + α2g(T ).
• f · g ∈ F(T ) and f(T )g(T ) = (f · g)(T ).
• If f(λ) =

∑
n≥0 αkλk converges in a neighborhood of σ(T ), then f(T ) =∑

n≥0 αkT k.

Theorem 2.7. (The Spectral Mapping Theorem) If f ∈ F(T ), then f(σ(T )) =
σ(f(T )).

Theorem 2.8. Let f ∈ F(T ), g ∈ F(f(T )), and F (λ) = g(f(λ)). Then F ∈ F(T )
and F (T ) = g(f(T )).
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Theorem 2.9. (Perturbation) Let T be a linear bounded operator, f ∈ F(T ) and
ε > 0. Then there is a δ > 0 such that if T1 is a bounded operator and ‖T1−T ‖ < δ,
then f ∈ F(T1) and ‖f(T1)− f(T )‖ < ε.

2.2. Unbounded closed operators

In the case of unbounded operators the spectrum can be defined as in the previous
subsection. However, in this case, it may be a bounded set, an unbounded set, the
empty set, or even the whole plane. We will avoid this last case, as we will assume
ρ(T ) �= ∅. The following calculus is based on the calculus of bounded operators.

Definition 2.10. By F∞(T ) we denote the family of functions f which are analytic
on some neighborhood of σ(T ) and at ∞.

The neighborhood need not be connected and it can depend on f . Let α ∈ ρ(T )
and define

A = (T − αI)−1 = −R(α, T ).

The operator A defines a one-to-one mapping from X onto the domain D(T )
of T . We can now define a functional calculus for T in terms of the bounded
operator A. Denote by K the complex sphere, with its usual topology, and define
the homeomorphism

μ = Φ(λ) = (λ − α)−1, Φ(∞) = 0, Φ(α) =∞.

Theorem 2.11. Let α ∈ ρ(T ). Then Φ(σ(T ) ∪ {∞}) = σ(A) and the relation

φ(μ) = f(Φ−1(μ))

determines a one-to-one correspondence between f ∈ F∞(T ) and φ ∈ F(A).

Definition 2.12. Let f ∈ F∞(T ). We define

f(T ) = φ(A),

where φ ∈ F(A) and φ(μ) = f(Φ−1(μ)).

Theorem 2.13. Let f ∈ F∞(T ). Then f(T ) is independent of the choice of α ∈
ρ(T ). Let V ⊃ σ(T ) be an open set whose boundary ∂V consists of a finite number
of rectifiable Jordan arcs. Let f be analytic on V ∪ ∂V and suppose that ∂V has
positive orientation with respect to the set V . Then

f(T ) = f(∞)I + 1
2πi

∫
∂V

R(λ, T ) f(λ) dλ. (2.2)

Theorem 2.14. Let f , g ∈ F∞(T ), α1, α2 ∈ C. Then

• α1f + α2g ∈ F(T ) and (α1f + α2g)(T ) = α1f(T ) + α2g(T ).
• f · g ∈ F(T ) and f(T )g(T ) = (f · g)(T ).
• σ(f(T )) = f(σ(T ) ∪ {∞}).



An Overview on Functional Calculus in Different Settings 75

3. Slice quaternionic functions and the quaternionic
functional calculus

3.1. Slice regular functions of one quaternionic variable

In the sequel, we will denote by H the algebra of real quaternions. Given a quater-
nion q = x0 + ix1 + jx2 + kx3 ∈ H let us denote its real part x0 by Re[q] and its
imaginary part ix1 + jx2 + kx3 by Im[q]. By S we will denote the sphere of purely
imaginary unit quaternions, i.e.,

S = {q = ix1 + jx2 + kx3 | x2
1 + x2

2 + x2
3 = 1}.

Definition 3.1. Let U ⊆ H be an open set and let f : U → H be a real differentiable
function. Let I ∈ S and let fI be the restriction of f to the complex plane LI :=
R+ IR passing through 1 and I. We say that f is a left slice regular function, in
short regular function, if for every I ∈ S

1
2

(
∂

∂x
+ I

∂

∂y

)
fI(x+ Iy) = 0.

A crucial fact in the theory of regular functions is that polynomials and, more
in general, power series in the variable q are regular. Conversely, every regular
function can be represented as a power series as shown in the next result (see [14]:

Theorem 3.2. If B = B(0, R) ⊆ H is the open ball centered in the origin with
radius R > 0 and f : B → H is a left regular function, then f has a series
expansion of the form

f(q) =
+∞∑
n=0

qn 1
n!

∂nf

∂xn
(0)

converging on B.

Note that, even though the definition of regular function involves the direction
of the unit quaternion I, the coefficients of the series expansion do not depend on
the choice of I. Despite these evident advantages, the theory of regular functions
still presents some disappointing facts which appear also with the classical regular
functions in the sense of Cauchy-Fueter. Indeed, in general, the product or the
composition of two regular functions is not regular.

Remark 3.3. A statement analogous to Theorem 3.2 holds for regular functions
in an open ball centered in p0 ∈ R. For regular functions in an open ball B(q0, R)
centered in a non real quaternion q0 ∈ H \ R, the situation is significantly more
complicated. First of all, to obtain an interesting family of regular functions one
needs to require that B(q0, R) ∩ R �= ∅. Moreover, the problem of the series ex-
pansion centered at q0 has to be answered in a different fashion since the binomial
(q− q0)n is not a regular function. These peculiarities, which appear explicitly for
example in [21], [12], are presently under scrutiny.



76 F. Colombo, G. Gentili, I. Sabadini and D.C. Struppa

A main result in the theory of regular functions is the analogue of the Cauchy
integral formula. In order to state the result we need some notation. Given a
quaternion q, we set

Iq =

⎧⎨⎩
Im[q]
|Im[q]| if Im[q] �= 0

any element of S otherwise.

We have the following, see [14]:

Theorem 3.4. Let f : B(0, R) → H be a regular function and let q ∈ B(0, R).
Then

f(q) =
1
2π

∫
∂Δq(0,r)

(ζ − q)−1 dζIq f(ζ)

where dζIq = −Iqdζ and r > 0 is such that

Δq(0, r) := {x+ Iqy | x2 + y2 ≤ r2}
contains q and is contained in B(0, R).

It is important to point out that the function R(q) = (q− p0)−1, is regular if
and only if p0 ∈ R. This implies that the Cauchy formula in Theorem 3.4 has a non
regular kernel. By noting that, in the complex case, the Cauchy kernel (ζ−z)−1 is
the sum of the series

∑
n znζ−n−1 we are naturally lead to the problem of finding

the sum of the series
∑

n qnζ−n−1 and give the following definition:

Definition 3.5. Let q, s ∈ H such that sq �= qs. We will call noncommutative
Cauchy kernel series (shortly Cauchy kernel series) the expansion

S−1(s, q) :=
∑
n≥0

qns−1−n,

for |q| < |s|.

Remark 3.6. The sum of the Cauchy kernel series is not, in general, (s − q)−1.
Indeed, let q, s ∈ H and consider the equality

(s− q)−1 = [(1 − qs−1)s]−1 = s−1(1− qs−1)−1 =
∑
n≥0

s−1(qs−1)n (3.1)

which holds in the domain of convergence of the power series, i.e., for |q| < |s|. If
we regard s as a fixed (non real) quaternion and q as a quaternionic variable, then
when q ∈ LIs we have that q and s commute and thus, in this particular case, we
obtain

(s− q)−1
|LIs

=
∑
n≥0

qns−1−n (3.2)

for all q ∈ LIs such that |q| < |s|.

To find the sum of the Cauchy kernel series we will use the following result:
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Theorem 3.7. Let S−1(s, q) be the Cauchy kernel series for sq �= qs. The inverse
S(s, q) of S−1(s, q) is solution to the equation

S2 + Sq − sS = 0. (3.3)

The non trivial solution of (3.3) is given by

S(s, q) = (s+ q−2 Re[s])−1(sq−|s|2)− q = −(q−s)−1(q2−2qRe[s]+ |s|2), (3.4)
and the solution coincides with the function R(s, q) := s− q if and only if sq = qs.

Based on this result, we set the following

Definition 3.8. The function

S−1(s, q) = −(q2 − 2qRe[s] + |s|2)−1(q − s)

which is defined for q2 − 2qRe[s] + |s|2 �= 0, is called noncommutative Cauchy
kernel.

Remark 3.9. Note that if s ∈ H is a non real quaternion, then (see Lemma 3.8 in
[5]) there exists no degree-one quaternionic polynomial Q(q) such that

q2 − 2qRe[s] + |s|2 = (q − s)Q(q). (3.5)

Moreover, see Theorem 3.9 in [5], the function

S−1(s, q) = −(q2 − 2qRe[s] + |s|2)−1(q − s)

cannot be extended continuously to any point of the set

{(s, q) ∈ H × H : q2 − 2qRe[s] + |s|2 = 0 }.
3.2. Functional calculus for bounded operators

To introduce our functional calculus we will need, beside the basics on the theory
of regular functions introduced in the previous section, also some preliminaries on
the theory of linear operators on a right quaternionic vector space. Thus, we begin
this section with a quick discussion on quaternionic linear operators.

Definition 3.10. Let V be a right vector space on H. A map T : V → V is said to
be right linear if

T (u+ v) = T (u) + T (v)
T (us) = T (u)s

for all s ∈ H and all u, v ∈ V .

Definition 3.11. Let V be a bilateral quaternionic Banach space. We will denote
by B(V ) the bilateral vector space of all right linear bounded operators on V .

The set of right linear maps is not a quaternionic left or right vector space.
If V is both left and right vector space, then the set End(V ) of right linear maps
on V is both a left and a right vector space on H. In that case we can define
(aT )(v) := aT (v) and (Ta)(v) := T (av). The composition of operators can be
defined in the usual way. In particular, we have the identity operator I(u) = u, for
all u ∈ V and setting T 0 = I we can define powers of a given operator T ∈ End(V ):
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T n = T (T n−1) for any n ∈ N. An operator T is said to be invertible if there exists
S such that TS = ST = I and we will write S = T−1.

From now on we will only consider bilateral vector spaces V . The vector space
End(V ) is not an H-algebra with respect to the composition of operators, in fact
the property s(TS) = (sT )S = T (sS) is not fulfilled for any T, S ∈ End(V ) and
any s ∈ H. In this case we have T (sS)(u) = T (sS(u)) while (sT )S(u)) = sT (S(u)).
Note on the other hand that End(V ) is trivially an algebra over R.

Mimicking Definition 3.5, we now give the notion of S-resolvent operator
series:

Definition 3.12. (The S-resolvent operator series). Let T ∈ B(V ) and let s ∈ H.
We define the S-resolvent operator series as

S−1(s, T ) :=
∑
n≥0

T ns−1−n (3.6)

for ‖T ‖ < |s|.
We have the following result (see [5]):

Theorem 3.13. Let T ∈ B(V ) and let s ∈ H. The sum of the series (3.6) is given
by

S−1(s, T ) = −(T 2 − 2Re[s]T + |s|2I)−1(T − sI), (3.7)
for ‖T ‖ < |s|.

Note that the operator S−1(s, T ) is not the inverse of sI − T . Indeed, as we
proved in [5], the operator ∑

n≥0

(s−1T )ns−1I

is the right and left algebraic inverse of sI − T . Moreover, the series converges
in the operator norm for ‖T ‖ < |s|. If TsI = sT , the operator S−1(s, T ) equals
(sI − T )−1 when the series (3.6) converges.

Definition 3.14. (The S-resolvent operator) Let T ∈ B(V ) and let s ∈ H. We define
the S-resolvent operator as

S−1(s, T ) := −(T 2 − 2Re[s]T + |s|2I)−1(T − sI). (3.8)

Remark 3.15. With an abuse of notation we will denote the S-resolvent series and
the S-resolvent operator with the same symbol S−1(s, T ).

By direct computations one can show (see [5]) that the following result holds:

Theorem 3.16. Let T ∈ B(V ) and let s ∈ ρS(T ). Then the S-resolvent operator
defined in (3.8) satisfies the (S-resolvent) equation

S−1(s, T )s− TS−1(s, T ) = I.

In the theory of quaternionic linear operators we have more than one notion
of spectrum depending on the side of the multiplication. Here we introduce also
the new notion of S-spectrum related to the S-resolvent operator (3.8):
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Definition 3.17. (The spectra of quaternionic operators) Let T : V → V be a linear
quaternionic operator on the Banach space V .

• We define the S-spectrum σS(T ) of T related to the S-resolvent operator
(3.8) as:

σS(T ) = {s ∈ H : T 2 − 2 Re[s]T + |s|2I is not invertible}.
• We denote by σL(T ) the left spectrum of T related to the resolvent (sI−T )−1

that is
σL(T ) = {s ∈ H : sI − T is not invertible}.

Remark 3.18. We may attempt to define the right spectrum σR(T ) of T as

σR(T ) = {s ∈ H : I · s− T is not invertible},
where the notation I · s means that the multiplication by s is on the right, i.e.,
I · s(v) = I(v)s. However, the operator I · s − T is not linear, so we will never
refer to this notion.

We collect in the following theorem the main properties of the quaternionic
spectra:

Theorem 3.19. Let T ∈ B(V ).
1. The spectra σS(T ) and σL(T ) are contained in the set {s ∈ H : |s| ≤ ‖T ‖}.
2. (Compactness of S-spectrum) The S-spectrum σS(T ) is a compact nonempty

set.
3. (Structure of the S-spectrum) Let p = p0 + p1I ∈ p0 + p1S ⊂ H \ R belong

to the S-spectrum σS(T ) of T . Then all the elements of the sphere p0 + p1S
belong to σS(T ).

We now have to specify the class of open sets containing the S-spectrum of
an operator T which are suitable to define our functional calculus:

Definition 3.20. Let T ∈ B(V ). Let U ⊂ H be an open set containing σS(T ) and
such that
(i) ∂(U ∩ LI) is union of a finite number of rectifiable Jordan curves for every

I ∈ S,
(ii) σS(T ) is contained in a finite union of open balls Bi ⊂ U with center in

real points and annular domains Aj ⊂ U with center in real points whose
boundaries do not intersect σS(T ).

A function f is said to be locally s-regular on σS(T ) if there exists an open set
U ⊂ H, as above, on which f is s-regular.
We will denote by RσS(T ) the set of locally s-regular functions on σS(T ).

Note that the class RσS(T ) contains functions which admits local power series
expansions. If we restrict these functions to a specific plane LI , the coefficients of
the expansion do not depend on the choice of I ∈ S (see Theorem 3.2). A termwise
integration allows to prove the following:
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Theorem 3.21. Let T ∈ B(V ) and f ∈ RσS(T ). Let U ⊂ H be an open set as in
Definition 3.20 and let UI = U ∩ LI for I ∈ S. Then the integral

1
2π

∫
∂UI

S−1(s, T ) dsI f(s) (3.9)

does not depend on the choice of the imaginary unit I and on the open set U .

This result allows us to give the following:

Definition 3.22. Let T ∈ B(V ) and f ∈ RσS(T ). Let U ⊂ H be an open set as in
Definition 3.20, and set UI = U ∩ LI for I ∈ S. We define

f(T ) =
1
2π

∫
∂UI

S−1(s, T ) dsI f(s). (3.10)

Note that, in the special case of monomials, we have

Theorem 3.23. Let s, a ∈ H, m ∈ N. Consider the monomial sma and T ∈ B(V ).
Let U ⊂ H be an open set as in Definition 3.20, and set UI = U ∩ LI for I ∈ S.
Then

T ma =
1
2π

∫
∂UI

S−1(s, T ) dsI sm a. (3.11)

3.3. Functional calculus for unbounded operators

We now describe how, based on our result on bounded operators, we can extend
our functional calculus to the case of unbounded operators:

Definition 3.24. Let V be a quaternionic Banach space. We consider the linear
closed densely defined operator T : D(T ) ⊂ V → V where D(T ) denotes the
domain of T . Let us assume that
1) D(T ) is dense in V ,
2) T − sI is densely defined in V ,
3) D(T 2) ⊂ D(T ) is dense in V ,
4) T 2 − 2TRe[s] + |s|2I is one-to-one with range V .

The S-resolvent operator is defined by

S−1(s, T ) = −(T 2 − 2TRe[s] + |s|2I)−1(T − sI). (3.12)

Definition 3.25. Let T : D(T ) ⊂ V → V be a linear closed densely defined operator
as in Definition 3.24. We define the S-resolvent set of T to be the set

ρS(T ) = {s ∈ H such that S−1(s, T ) exists and it is in B(V )}. (3.13)

We define the S- spectrum of T as the set

σS(T ) = H \ ρS(T ). (3.14)

Theorem 3.26. (Structure of the spectrum) Let T : V → V be a closed operator
such that σS(T ) �= ∅. If p = p0 + p1I ∈ H \ R belong to the S-spectrum σS(T ) of
T , then all the elements of the sphere p0 + p1S belong to σS(T ). The S-spectrum
σS(T ) is a union of real points and 2-spheres.
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Let V be a bilateral quaternionic Banach space and let T : D(T ) ⊂ V → V ,
T = T0 + iT1 + jT2 + kT3 be a linear operator. If at least one of its components
Tj is an unbounded operator then its resolvent is not defined at infinity. It is
therefore natural to consider closed operators T for which the resolvent S−1(s, T )
is not defined at infinity and to define the extended spectrum as

σS(T ) := σS(T ) ∪ {∞}.
Let us consider H = H ∪ {∞} endowed with the natural topology: a set is open
if and only if it is union of open discs D(q, r) with center at points in q ∈ H and
radius r, for some r, and/or union of sets the form {q ∈ H | |q| > r} ∪ {∞} =
D′(∞, r) ∪ {∞}, for some r.

Definition 3.27. We say that f is a regular function at ∞ if f(q) is a regular
function in a set D′(∞, r) and limq→∞ f(q) exists and it is finite. We define f(∞)
to be the value of this limit.

Definition 3.28. Let T be an operator as in Definition 3.24. A function f is said
to be locally regular on σS(T ) if it is regular an open set U ⊂ H as in Definition
3.20 and at infinity.
We will denote by RσS(T ) the set of locally regular functions on σS(T ).

Consider k ∈ H and the homeomorphism

Φ : H → H

defined by
p = Φ(s) = (s − k)−1, Φ(∞) = 0, Φ(k) =∞.

Definition 3.29. Let T : D(T )→ V be a linear closed operator as in Definition 3.24
with ρS(T ) ∩ R �= ∅ and suppose that f ∈ RσS(T ). Let us consider the function

φ(p) := f(Φ−1(p))

and the operator

A := (T − kI)−1, for some k ∈ ρS(T ) ∩ R.

We define
f(T ) = φ(A). (3.15)

Remark 3.30. Observe that, if k ∈ R, we have that:
• the function φ is regular because it is the composition of the function f which
is regular and Φ−1(p) = p−1 + k which is regular with real coefficients;

• in the case k ∈ ρS(T ) ∩ R we have that (T − kI)−1 = −S−1(k, T ).

We are now ready to state our main results (see [6]):

Theorem 3.31. If k ∈ ρS(T ) ∩ R �= ∅ and Φ, φ are as above, then Φ(σS(T )) =
σS(A) and the relation φ(p) := f(Φ−1(p)) determines a one-to-one correspondence
between f ∈ RσS(T ) and φ ∈ RσS(A).
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Theorem 3.32. Let T : D(T ) ⊂ V → V be a linear closed operator as in Definition
3.24 with ρS(T ) ∩ R �= ∅ and let f ∈ RσS(T ). Then the operator f(T ) defined in
(3.15) is independent of k ∈ ρS(T ) ∩ R.

Let W be an open set such that σS(T ) ⊂ W and let f be a regular function on
W ∪ ∂W . Set WI = W ∩ LI for I ∈ S be such that its boundary ∂WI is positively
oriented and consists of a finite number of rectifiable Jordan curves. Then

f(T ) = f(∞)I + 1
2π

∫
∂WI

S−1(s, T )dsIf(s). (3.16)

4. Slice monogenic functions and functional calculus for n-tuples
of noncommuting operators

In this section we show how the theory of slice “holomorphicity” can be introduced
also in the case of functions with values in a Clifford algebra (it will be called slice
monogenicity). The theory of slice monogenic functions is the basis for a functional
calculus dealing with n-tuples of operators (note that, in the quaternionic case, we
proposed a functional calculus for a single quaternionic linear operator).

4.1. Slice monogenic functions

The real Clifford algebra Rn is generated by the n units e1, . . . , en satisfying eiej+
ejei = −2δij . An element a ∈ Rn is of the form a =

∑
aAeA, A is a subset of

indices in {1, . . . , n}, eA = ei1 . . . eir and e∅ = 1. A vector (x1, . . . , xn) in Rn

can be identified with an element in x ∈ Rn by the map (x1, . . . , xn) �→ x =
x1e1+ · · ·+xnen and similarly a vector x = (x0, . . . , xn) ∈ Rn+1 can be identified
with x0 + x. The real part x0 of x will be also denoted by Re[x].

Definition 4.1. By S we will denote the sphere of unit 1-vectors in Rn, i.e.,

S = {x = e1x1 + · · ·+ enxn | x2
1 + · · ·+ x2

n = 1}.
To each x ∈ Rn+1 it is possible to associate the imaginary unit Ix defined as

Ix =

{ x

|x| if x �= 0,

any element of S otherwise.

Given an element I ∈ S, the complex plane R + IR passing through 1 and
I ∈ S is denoted by LI , and an element belonging to it is denoted by u + Iv, for
u, v ∈ R.

Definition 4.2. Let U ⊆ Rn+1 be a domain and let f : U → Rn be a real
differentiable function. Let I ∈ S and let fI be the restriction of f to the complex
plane LI . We say that f is a left slice-monogenic function, in short s-monogenic,
if for every I ∈ S

1
2

(
∂

∂u
+ I

∂

∂v

)
fI(u+ Iv) = 0.
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A key fact is that any s-monogenic function can be developed into power
series and also that it admits a Cauchy integral representation, as proved in [10]:

Proposition 4.3. If B = B(x0, R) ⊆ Rn+1 is a ball centered in a real point x0 with
radius R > 0, then f : B → Rn is s-monogenic if and only if it has a series
expansion of the form

f(x) =
∑
m≥0

xm 1
m!

∂mf

∂um
(x0) (4.1)

converging on B.

Theorem 4.4. Let B = B(0, R) ⊆ Rn+1 be a ball with center in 0 and radius R > 0
and let f : B → Rn be an s-monogenic function. If x ∈ B then

f(x) =
1
2π

∫
∂Δx(0,r)

(ζ − x)−1 dζIxf(ζ)

where ζ ∈ LIx

⋂
B, dζIx = −dζIx and r > 0 is such that

Δx(0, r) = {u+ Ixv | u2 + v2 ≤ r2}
contains x and is contained in B.

As in the quaternionic case, the key ingredient to define a functional calculus is
what we call noncommutative Cauchy kernel series.

Definition 4.5. Let x = Re[x] + x, s = Re[s] + s be such that sx �= xs. We will call
noncommutative Cauchy kernel series the following expansion

S−1(s, x) :=
∑
n≥0

xns−1−n (4.2)

defined for |x| < |s|.
We have the following result (cf. Section 3):

Theorem 4.6. Let x = Re[x] + x, s = Re[s] + s be such that xs �= sx. Then∑
n≥0

xns−1−n = −(x2 − 2xRe[s] + |s|2)−1(x − s)

for |x| < |s|. Moreover, S−1(s, x) is irreducible and limx→s S−1(s, x) does not
exist.

4.2. Functional calculus for n-tuples of bounded operators

In this section we will consider a Banach space V over R (the case of complex
Banach spaces can be discussed in a similar fashion) with norm ‖ · ‖. It is possible
to endow V with an operation of multiplication by elements of Rn which gives a
two-sided module over Rn. We recall that a two-sided module V over Rn is called
a Banach module over Rn, if there exists a constant C ≥ 1 such that

‖va‖ ≤ C‖v‖|a|, ‖av‖ ≤ C|a|‖v‖
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for all v ∈ V and a ∈ Rn. By Vn we denote the two-sided Banach module over
Rn corresponding to V ⊗Rn. An element in Vn is of the type

∑
A vA ⊗ eA (where

A = i1 . . . ir, i� ∈ {1, 2, . . . , n}, i1 < · · · < ir is a multi-index). The multiplications
(right and left) of an element v ∈ Vn with a scalar a ∈ Rn are defined as

va =
∑
A

vA ⊗ (eAa), and av =
∑
A

vA ⊗ (aeA).

For simplicity, we will write
∑

A vAeA instead of
∑

A vA ⊗ eA. We define

‖v‖2
Vn

=
∑
A

‖vA‖2
V .

By B(V ) we will denote the space of bounded R-homomorphisms of the Ba-
nach space V into itself endowed with the natural norm denoted by ‖ · ‖B(V ). If
TA ∈ B(V ), we can define the operator T =

∑
A TAeA and its action on

v =
∑

vBeB ∈ Vn

as
T (v) =

∑
A,B

TA(vB)eAeB.

The set of all such bounded operators is denoted by Bn(Vn). Their norm is defined
by

‖T ‖2
Bn(Vn) =

∑
A

‖TA‖2
B(V ).

In the sequel, we will only consider operators of the form T = T0 +
∑n

j=1 ejTj

where Tμ ∈ B(V ) for μ = 0, 1, . . . , n. The set of such operators in Bn(Vn) will be
denoted by B0,1

n (Vn).

Definition 4.7. Let T ∈ B0,1
n (Vn) and s = Re[s] + s. We define the S-resolvent

operator series as
S−1(s, T ) :=

∑
n≥0

T ns−1−n (4.3)

for ‖T ‖ < |s|.
To have an operator defined also outside the ball ‖T ‖ < |s| it is necessary to

compute the sum of the series (4.3). Despite the fact that the setting of Clifford
algebras implies restrictions on the operations one can perform, asRn is, in general,
a non division algebra, we have the following:

Theorem 4.8. Let T ∈ B0,1
n (Vn) and s = Re[s] + s. Then∑

n≥0

T ns−1−n = −(T 2 − 2TRe[s] + |s|2I)−1(T − sI), (4.4)

for ‖T ‖ < |s|.
When TsI = sT , the operator S−1(s, T ) equals (sI − T )−1 where the series (4.3)
converges.
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This result leads to the following definition:

Definition 4.9. (The S-resolvent operator) Let T ∈ B0,1
n (Vn) and s = Re[s] + s ∈

ρS(T ). We define the S-resolvent operator as

S−1(s, T ) := −(T 2 − 2Re[s]T + |s|2I)−1(T − sI). (4.5)

Theorem 4.10. Let T ∈ B0,1
n (Vn) and s = Re[s] + s ∈ ρS(T ). Let S−1(s, T ) be the

S-resolvent operator defined in (4.5). Then S−1(s, T ) satisfies the (S-resolvent)
equation

S−1(s, T )s− TS−1(s, T ) = I. (4.6)

The S-resolvent operator S−1(s, T ) gives rise to the definition of S-spectrum:

Definition 4.11. (The S-spectrum and the S-resolvent set) Let T ∈ B0,1
n (Vn) and

s = Re[s] + s. We define the S-spectrum σS(T ) of T as:

σS(T ) = {s ∈ Rn+1 : T 2 − 2 Re[s]T + |s|2I is not invertible}.
The S-resolvent set ρS(T ) is defined by

ρS(T ) = Rn+1 \ σS(T ).

Theorem 4.12. (Structure of the S-spectrum) Let T ∈ B0,1
n (Vn) and let p = Re[p]+p

belong to σS(T ) with p �= 0. Then all the elements of the sphere s = Re[s] + s with
Re[s] = Re[p] and |s| = |p| belong to σS(T ).

As we did in the quaternionic case, we now describe the class of functions
for which we can construct a functional calculus. This class is determined by the
need to provide local series expansion for the s-monogenic functions.

Definition 4.13. Let T = T0 +
∑n

j=1 ejTj ∈ B0,1
n (Vn). Let U ⊂ Rn+1 be an open

set containing σS(T ) and such that

(i) ∂(U ∩ LI) is union of a finite number of rectifiable Jordan curves for every
I ∈ S,

(ii) σS(T ) is contained in a finite union of open balls Bi ⊂ U with center in
real points and annular domains Aj ⊂ U with center in real points whose
boundaries do not intersect σS(T ).

A function f is said to be locally s-monogenic on σS(T ) if there exists an open set
U ⊂ Rn+1, as above, on which f is s-monogenic.
We will denote by MσS(T ) the set of locally s-monogenic functions on σS(T ).

Theorem 4.14. Let T ∈ B0,1
n (Vn) and f ∈ MσS(T ). Let U ⊂ Rn+1 be an open set

as in Definition 4.13 and let UI = U ∩ LI for I ∈ S. Then the integral

1
2π

∫
∂UI

S−1(s, T ) dsI f(s) (4.7)

does not depend on the choice of the imaginary unit I and on the open set U .
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Definition 4.15. Let T ∈ B0,1
n (Vn) and f ∈MσS(T ). Let U ⊂ Rn+1 be an open set

as in Definition 4.13, and set UI = U ∩ LI for I ∈ S. We define

f(T ) =
1
2π

∫
∂UI

S−1(s, T ) dsI f(s). (4.8)

In the case of monomials, and thus of polynomials, we have the following
result:

Theorem 4.16. Let x = Re[x] + x, a = Re[a] + a ∈ Rn+1, m ∈ N. Consider the
monomial xma and the operator T ∈ B0,1

n (Vn). Let U ⊂ Rn+1 be an open set as in
Definition 3.20, and set UI = U ∩ LI for I ∈ S. Then

T ma =
1
2π

∫
∂UI

S−1(s, T ) dsI sm a. (4.9)

Remark 4.17. For an extension of this functional calculus and further properties,
see [7].

Remark 4.18. To compare our new functional calculus with the existing versions
which the reader can find in the literature (see, e.g., [15] and its references) we
will now consider the subset B1

n(Vn) ⊂ B0,1
n (Vn) whose elements are operators

of the form T =
∑n

j=1 Tjej where Tj are linear operators acting on the Banach
space V . When n = 1, this corresponds to considering a single operator T1 and
T = T1e1. To compute the S-spectrum we have to consider the S-eigenvalue equa-
tion. Since in this case, the variable s ∈ C commutes with T , the S-eigenvalue
equation reduces to the classical eigenvalue equation. Finally, since the theory of
s-monogenic functions coincides with the theory of holomorphic functions in one
complex variable, our calculus reduces to the Riesz-Dunford calculus. Let f(z)
be any function holomorphic on the spectrum of T1. The Riesz-Dunford calculus
allows to compute f(T1). In our case, to get exactly the function f(T1) we need
to consider f̃(z) = f(−ze1) = f(x1 − e1x0) where we have denoted z = x0 + e1x1.
This is not surprising, since we are considering not the given operator T1 as in
the classical case, but its tensor with the imaginary unit e1. The two calculi are
therefore equivalent up to this identification.

4.3. Functional calculus for n-tuples of unbounded operators

Definition 4.19. Let V be a Banach space and Vn be the two-sided Banach module
over Rn corresponding to V ⊗ Rn. Let Tμ : D(Tμ) ⊂ V → V be linear closed
densely defined operators for μ = 0, 1, . . . , n. Let

D(T ) = {v ∈ Vn : v =
∑
B

vBeB, vB ∈
n⋂

μ=0

D(Tμ) }. (4.10)

be the domain of the operator

T = T0 +
n∑

j=1

ejTj, T : D(T ) ⊂ Vn → Vn.
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Let us assume that
1)
⋂n

μ=0 D(Tμ) is dense in Vn,
2) T − sI is densely defined in Vn,
3) D(T 2) ⊂ D(T ) is dense in Vn,
4) T 2 − 2TRe[s] + |s|2I is one-to-one with range Vn.

The S-resolvent operator is defined by

S−1(s, T ) = −(T 2 − 2TRe[s] + |s|2I)−1(T − sI). (4.11)

Definition 4.20. Let T : D(T )→ Vn be a linear closed densely defined operator as
in Definition 4.19. We define the S-resolvent set of T to be the set

ρS(T ) = {s ∈ Rn+1 such that S−1(s, T ) exists and it is in Bn(Vn)}. (4.12)

We define the S- spectrum of T as the set

σS(T ) = Rn+1 \ ρS(T ). (4.13)

Theorem 4.21. (S-resolvent operator equation) Let T : D(T ) → Vn be a linear
closed densely defined operator. Let s ∈ ρS(T ). Then S−1(s, T ) satisfies the (S-
resolvent) equation

S−1(s, T )s− TS−1(s, T ) = I.

Let V be a Banach space and T = T0 +
∑m

j=1 ejTj where Tμ : D(Tμ) → V
are linear operators for μ = 0, 1, . . . , n. If at least one of the Tj ’s is an unbounded
operator then its resolvent is not defined at infinity. It is therefore natural to
consider closed operators T for which the resolvent S−1(s, T ) is not defined at
infinity and to define the extended spectrum as

σS(T ) := σS(T ) ∪ {∞}.
Let us consider R

n+1
= Rn+1 ∪ {∞} endowed with the natural topology: a set

is open if and only if it is union of open discs D(x, r) with center at points in
x ∈ Rn+1 and radius r, for some r, and/or union of sets the form {x ∈ Rn+1 | |x| >
r} ∪ {∞} = D′(∞, r) ∪ {∞}, for some r.

Definition 4.22. We say that f is s-monogenic function at ∞ if f(x) is an s-
monogenic function in a set D′(∞, r) and limx→∞ f(x) exists and it is finite. We
define f(∞) to be the value of this limit.

Definition 4.23. Let T : D(T ) → Vn be a linear closed operator as in Definition
4.19 . A function f is said to be locally s-monogenic on σS(T ) if it is s-monogenic
an open set U ⊂ Rn+1 as in Definition 4.13 and at infinity.
We will denote by MσS(T ) the set of locally s-monogenic functions on σS(T ).

Consider k ∈ Rn+1 and the homeomorphism

Φ : R
n+1 → R

n+1

defined by
p = Φ(s) = (s − k)−1, Φ(∞) = 0, Φ(k) =∞.
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Definition 4.24. Let T : D(T ) → Vn be a linear closed operator as in Definition
3.24 with ρS(T ) ∩ R �= ∅ and suppose that f ∈ MσS(T ). Let us consider

φ(p) := f(Φ−1(p))

and the operator

A := (T − kI)−1, for some k ∈ ρS(T ) ∩ R.

We define
f(T ) = φ(A). (4.14)

Remark 4.25. Observe that, if k ∈ R, we have that:

i) the function φ is s-monogenic because it is the composition of the function f
which is s-monogenic and Φ−1(p) = p−1 + k which is s-monogenic with real
coefficients;

ii) in the case k ∈ ρS(T ) ∩ R we have that (T − kI)−1 = −S−1(k, T ).

Theorem 4.26. If k ∈ ρS(T ) ∩ R �= ∅ and Φ, φ are as above, then Φ(σS(T )) =
σS(A) and the relation φ(p) := f(Φ−1(p)) determines a one-to-one correspondence
between f ∈MσS(T ) and φ ∈MσS(A).

Theorem 4.27. Let T : D(T )→ Vn be a linear closed operator as in Definition 3.24
with ρS(T ) ∩R �= ∅ and suppose that f ∈MσS(T ). Then operator f(T ) defined in
(4.14) is independent of k ∈ ρS(T ) ∩ R.

Let W be an open set such that σS(T ) ⊂ W and let f be an s-monogenic
function on W ∪ ∂W . Set WI = W ∩ LI for I ∈ S be such that its boundary ∂WI

is positively oriented and consists of a finite number of rectifiable Jordan curves.
Then

f(T ) = f(∞)I + 1
2π

∫
∂WI

S−1(s, T )dsIf(s). (4.15)

5. Monogenic functions and the monogenic functional calculus

A functional calculus which is based on the classical notion of monogenic functions
was extensively studied by Jefferies, Kisil, MacIntosh and their coworkers. We
mention here, with no claim of completeness, the works [16], [17], [18], [19], [20],
the book [15] and the references therein. To start with, we will quickly recall the
basic notions on monogenic functions.

5.1. Monogenic functions

The well-known notion of monogenic functions with values in a Clifford algebra
(see [3]) is based on the so-called Dirac operator ∂x =

∑n
j=1 ej∂xj .

Definition 5.1. A real differentiable function f : U ⊆ Rn → Rn on an open set U
is called (left) monogenic in U if it satisfies ∂xf(x) = 0 on U .
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Remark 5.2. A variation of the Dirac operator is the Weyl operator:

∂x0 + ∂x,

whose nullsolutions f : U ⊆ Rn+1 → Rn on an open set U are still called (left)
monogenic. Moreover, in the literature, the Weyl operator is often called Dirac
operator since it is possible to obtain one from the other by grouping the imaginary
units and making some identifications in a suitable way.

Monogenic functions can be expanded in power series in terms of the symmet-
ric polynomials (ejxn+enxj), 1 ≤ j ≤ n−1. One has to consider these symmetric
polynomials and the sum of all their possible permutations. For functions in the
kernel of the Weyl operator the situation is similar and the symmetric polynomials
are written in terms of the building blocks (ejx0 − e0xj), 1 ≤ j ≤ n. It is natural
to give the following:

Definition 5.3. Homogeneous monogenic polynomials of degree k are defined as

V �1,...,�k(x) =
1
k!

∑
�1,...,�k

z�1 . . . z�k
, (5.1)

where zj = xje0 − x0ej and the sum is taken over all different permutation of
�1, . . . , �k.

Definition 5.4. Denote by Σn the volume 2π(n+1)/2/Γ((n + 1)/2) of the unit n-
sphere in Rn+1 and by x̄ = x0−x the conjugate of x = x0+x. For each x ∈ Rn+1,
define the function G(·, x) as

G(ω, x) =
1
Σn

ω̄ − x̄

|ω − x|n+1
. (5.2)

Note that G(ω, x), for ω �= x, is both left and right monogenic as a function of
ω. It plays the role of the Cauchy kernel as shown in the following result (see [3]).

Theorem 5.5. Let Ω ⊂ Rn+1 be a bounded open set with smooth boundary ∂Ω and
exterior unit normal n(ω) defined for all ω ∈ ∂Ω. For any left monogenic function
f defined in a neighborhood of U of Ω, we have the Cauchy formula∫

∂Ω

G(ω, x)n(ω)f(ω)dμ(ω) =
{

f(x), if x ∈ Ω,
0, if x �∈ Ω,

(5.3)

where μ is the surface measure of ∂Ω.

5.2. Monogenic functional calculus

The Cauchy formula (5.3) is the starting point for the monogenic functional cal-
culus. To this purpose, it is useful to consider a suitable series expansion of the
kernel G(ω, x) = Gω(x):

Gω(x) =
∑
k≥0

⎛⎝ ∑
(�1,...,�k)

V �1,...,�k(x)W�1,...,�k
(ω)

⎞⎠
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in the region |x| > |ω| (see [3]) where, for each ω ∈ Rn+1, ω �= 0,

W�1,...,�k
(ω) = (−1)k∂ω�1

. . . ∂ω�k
Gω(0)

and V �1,...,�k(x) are defined in (5.1).
Keeping in mind the definition of Banach modules, see Section 4, consider now an
n-tuple T = (T1, . . . , Tn) of bounded linear operator acting on a Banach space X
and let

R > (1 +
√
2)‖

n∑
j=1

Tjej‖. (5.4)

Suppose to formally replace zj by Tj and 1 by the identity operator I in the
Cauchy kernel series. It can be shown (see [18] Lemma 3.12, [15], Lemma 4.7) that

Gω(T ) :=
∑
k≥0

⎛⎝ ∑
(�1,...,�k)

V �1,...,�k(T )W�1,...,�k
(ω)

⎞⎠ (5.5)

where

V �1,...,�k(T ) =
1
k!

∑
�1,...,�k

T�1 . . . T�k
,

converges uniformly for all ω ∈ Rn+1 such that |ω| ≥ R, where R is given in (5.4).
We set the sum of the series (5.5) equal to Gω(T ) which turns out to be a bounded
operator.

Remark 5.6. In the Clifford setting there are several possible notions of spectrum.
In [18] the so-called resolvent set is the set of ω ∈ Rn such that the series (5.5)
converges. The spectral set σC(T ) of T is defined as the set complement of the
resolvent set.

An important result is the following (see [18]):

Theorem 5.7. Let (T1, . . . , Tn) be an n-tuple of bounded self-adjoint operators. Let
Ω be a domain with piecewise smooth boundary whose complement is connected,
and suppose that σC(T ) ⊆ Ω. Then, for every f ∈M(Ω) the mapping

f(x) �→ f(T ) =
∫

∂Ω

Gω(T )n(ω)f(ω)dμ(ω)

defines a functional calculus.

Remark 5.8. If T is an n-tuple of bounded self adjoint operators and Ω is an
open set with piecewise smooth boundary with connected complement containing
the spectral set σC(T ) then according to [18] the map in Theorem 5.7 defines a
functional calculus for functions monogenic on Ω. This fact is guaranteed by a
Runge type approximation theorem.
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In [15] the definition of spectrum is different:

Definition 5.9. The monogenic spectrum γ(T ) of the n-tuple T is the complement
of the largest connected open set U in Rn+1 in which the function Gω(T ) defined
by the series above is the restriction of a monogenic function with domain U .

Let 〈T, ξ〉 = ∑n
j=1 Tjξj and suppose that σ(〈T, ξ〉) is real for all ξ ∈ Rn

(here σ denotes the spectrum in the classical sense, i.e., the set of singularities of
(λI − 〈T, ξ〉)−1). Then we have the following result (see [15]):

Theorem 5.10. Let T = (T1, . . . , Tn) be an n-tuple of noncommuting bounded linear
operator acting on a Banach space X and suppose that σ(〈T, ξ〉) ⊆ R for all ξ ∈ Rn.
Then the Bn(Xn)-valued function ω → Gω(T ) defined in (5.5) is the restriction to
the region

Γ = {ω ∈ Rn+1 : |ω| > (1 +
√
2)‖

n∑
j=1

Tjej‖}

of a function two-sided monogenic on Rn+1\Rn.

This result guarantees that Gω(T ) is monogenic outside a ball. However,
Gω(T ) can be monogenic in a larger set containing Γ. Denote with the same
symbol Gω(T ) the maximal monogenic extension and let Ω be the union of all
open sets containing the open set Γ on which is defined a two-sided monogenic
function whose restriction on Γ equals the series Gω(T ). Then the extension is
unique because the domain Ω is connected, contains Γ and the spectrum is a
subset of Rn and hence it cannot disconnect a set in Rn+1.

Definition 5.11. Let T = (T1, . . . , Tn) be an n-tuple of noncommuting bounded
linear operators acting on a Banach space X and ξ ∈ Rn. Suppose that σ(〈T, ξ〉)
is real for all ξ ∈ Rn. Let Ω ⊆ Rn+1 be a bounded open neighborhood of γ(T ) with
smooth boundary and exterior normal n(ω), for all ω ∈ ∂Ω. Let f be a monogenic
function defined in an open neighborhood of Ω. By definition f(T ) is given by

f(T ) =
∫

∂Ω

Gω(T )n(ω)f(ω)dμ(ω). (5.6)

Denoting by M(γ(T ), Rn) the right module of monogenic functions defined in a
neighborhood of γ(T ) in Rn+1, we have that the map f �→ f(T ), f ∈M(γ(T ), Rn)
defines a functional calculus. It is a right-module homomorphism.

Remark 5.12. Let p(x) be a complex-valued polynomial, x, ξ ∈ Rn and

p(x) = p(x1ξ1 + · · ·+ xnξn).

Then
p(T1, . . . , Tn) = p(T1ξ1 + · · ·+ Tnξn).

Note that the function Gω(T ) admits a plane wave expansion as follows
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Proposition 5.13. Let ω ∈ Rn+1, ω = ω0 + ω, ω0 �= 0. Then

Gω(T ) =
(n − 1)!

2

(
i

2π

)n

sgn(ω0)n−1

∫
Sn−1

(1+is)(〈ωI−T, s〉−ω0s)−n ds. (5.7)

When the condition σ(〈T, ξ〉) ∈ R is satisfied for all ξ ∈ Rn, then γ(T ) ⊂ Rn

is the complement in Rn+1 of the points ω at which the function defined by the
integral above is continuous. In the case of commuting bounded linear operators
the spectrum can be determined directly as shown in the next result (see Theorem
3.3 and Corollary 3.4 in [20]).

Theorem 5.14. Let T = (T1, . . . , Tn) be an n-tuple of commuting bounded linear
operator acting on a Banach space X and suppose that σ(Tj) ⊆ R for all j =
1, . . . , n. Then γ(T ) is the complement in Rn of the set of all λ ∈ Rn for which the
operator

∑n
j=1(λjI−Aj)2 is invertible in B(X) (equivalently: (λI−T ) is invertible

in End(X)).

5.3. Relation between the monogenic spectrum and the Weyl spectrum

There is a relation between the monogenic functional calculus and the so-called
Weyl functional calculus that is based on the Fourier transform. More precisely,
let T = (T1, . . . , Tn) be an n-tuple of bounded operators acting on a Banach
space. Suppose the operators Tj are of Paley-Wiener type (r, s) (see [15] for the
definition). The Weyl functional calculus is the map that associates to f ∈ S(Rn)
the operator

WT (f) = (2π)−n

∫
Rn

ei〈T,ξ〉f̂(ξ)dξ,

where f̂ is the Fourier transform of f . This leads to the following definition:

Definition 5.15. Let T = (T1, . . . , Tn) be an n-tuple of bounded operators acting
on a Banach space and let the operators Tj be of Paley-Wiener type (r, s). The
support of the distribution WT is called the joint spectrum of T and is denoted
by γ̃(T ).

However, one can also introduce the definition of operators of Paley-Wiener type
s (see [15]). For these operators the monogenic and the joint spectrum are related
by the following result:

Proposition 5.16. Let s ≥ 0 and let T be an n-tuple of operators of Paley-Wiener
type s. Then γ̃(T ) = γ(T ).

6. Cauchy-Fueter regularity and the difficulties of the related
functional calculus

The most successful notion extending holomorphy to the quaternionic setting is
the one of regularity in the sense of Cauchy-Fueter, so one may wonder whether it
is possible to define a functional calculus associated to it. In this section we show
the difficulties arising if one wishes to define a functional calculus in this setting.
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We begin by recalling the definition of regularity and the fundamental properties
of the functions regular in this sense.

6.1. Fueter regularity

Definition 6.1. Let U ⊆ H be an open set and let f : U → H be a real differentiable
function. We say that f is a left-regular function if

∂f

∂q̄
=

∂f

∂x0
+ i

∂f

∂x1
+ j

∂f

∂x2
+ k

∂f

∂x3
= 0.

We will denote by R(U) the right quaternionic vector space of (left)-regular
functions.

Definition 6.2. The function

G(q) =
q̄

|q|4 =
q−1

|q|2 = q−2q−1

is called Cauchy-Fueter kernel. It is both left and right regular on H\{0}.

As it is well known, there is a Cauchy integral formula for regular functions
(see [22]):

Theorem 6.3. Let U be an open set in H and f ∈ R(U). Let Γ = ∂U be a rectifiable
3-cell which is homologous, in the singular homology of U\{q0}, to a differentiable
3-cell whose image is ∂B for some ball B ⊂ U . Then

f(q0) =
1
2π2

∫
Γ

G(q − q0)Dqf(q)

where Dq = dx1∧dx2∧dx3− idx0∧dx2∧dx3+jdx0∧dx1∧dx3−kdx0∧dx1∧dx2.

A polynomial function in the variable q is not regular and, in particular, the
terms anqn or a0qa1q . . . anq that is the natural generalization of anzn, are not
regular. The power series representing a regular function and the Laurent series
representing a function with an isolated singularity can be expressed in terms of
the special homogeneous regular polynomials similar to the ones introduced in the
monogenic setting.

Definition 6.4. Let us consider a set ν = {λ1, . . . , λn}, where 1 ≤ λi ≤ 3, ∀i =
1, 2, . . . , n. We can specify ν giving three integers n1, n2, n3, such that n1 + n2 +
n3 = n and nλ is the number of λ’s in the set ν. We will denote by σn the set of
ν = [n1, n2, n3]. If n = 0, we set ν = ∅. For every ν ∈ σn, we define

Pν(q) =
1
n!

∑
1≤λ1,...,λn≤3

(x0eλ1 − xλ1) . . . (x0eλn − xλn),

where eλ = i, j, k when λ = 1, 2, 3 respectively and the sum is over all the different
orderings of n elements λi, (λi = 1, 2, 3).
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We set the positions

∂ν =
∂n

∂xn1
1 ∂xn2

2 ∂xn3
3

and Gν(q) = ∂νG(q), (6.1)

where G(q) is the Cauchy-Fueter kernel. We have the following proposition:

Proposition 6.5. The expansions

G(q, p) := G(q − p) =
+∞∑
n=0

∑
ν∈σn

Pν(p)Gν(q) =
+∞∑
n=0

∑
ν∈σn

Gν(q)Pν(p)

hold for |p| < |q|.
Theorem 6.6. Let f : U → H, f ∈ Rl(U). Let q0 ∈ U and δ < dist (q0, ∂U).
Then there exists an open ball B = {q ∈ H : |q − q0| < δ} such that f(q) can be
represented by the uniformly convergent series

f(q) =
+∞∑
n=0

∑
ν∈σn

Pν(q − q0)aν ,

where
aν = (−1)n∂νf(q0) =

1
2π2

∫
|q−q0|=δ

Gν(q − q0)Dqf(q),

and Gν(q) is defined in (6.1). Moreover we have∫
S

Gμ(q)Dq Pν(q) = 2π2 δμν

where S is any sphere containing the origin, and δμν denotes the Kronecker delta.

Definition 6.7. Let V be a left quaternionic Banach space. A function f : H → V
is said to be left regular in q0 ∈ H if there exists an open ball B(q0, r) such that,
for every point q ∈ B(q0, r) the function f(q) can be represented by the following
series

f(q) =
+∞∑
n=0

∑
ν∈σn

Pν(q − q0)fν(q0), fν(q0) ∈ V,

uniformly converging in the norm of V for any q such that |q − q0| ≤ r. An
analogous definition can be given for a vector right regular functions.

We now state a result whose proof is similar to the one given in the complex case.

Theorem 6.8. Let V be a left quaternionic Banach space and let f : H → V be a
left regular function on U . Let Γ be a closed rectifiable 3-cell. Let V be a bounded
closed set in H, and let q0 ∈ V . Suppose that W , Γ and U be such that W ∪Γ ⊂ U
and Γ = ∂W . Then

f(q0) =
1
2π2

∫
Γ

G(q − q0)Dq f(q),

where G(q − q0) is the Cauchy-Fueter kernel.
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From now on, we will consider only linear bounded operators and we will
follow the ideas in [18]. We introduce a regular function which is related to the
resolvent operator and is regular where defined. The idea is to generalize what
happens in the complex setting: classically, one considers the Cauchy-Riemann
kernel g(z) = (z − ξ)−1 defined for z �= ξ and introduces R(z, T ) = (zI − T )−1

which is defined for z not in the spectrum of T . In our case, we consider the
function G(q, p) written in series expansion as (replacing p by T ):

G(q, T ) =
+∞∑
n=0

∑
ν∈σn

Pν(T )Gν(q) =
+∞∑
n=0

∑
ν∈σn

Gν(q)Pν(T ). (6.2)

The expansions hold for ‖T ‖ < |q| (cf. Proposition 6.5) and define a bounded
operator. It is natural to give the following definition:

Definition 6.9. The maximal open set ρ(T ) in H on which the series (6.2) converges
in the operator norm topology to a bounded operator is called the resolvent set
of T . The spectral set σ(T ) of T is defined as the complement set in H of the
resolvent set.

Definition 6.10. A function f : H → H is said to be locally right-regular on the
spectral set σ(T ) of an operator T ∈ B(V ) if there is an open set U ⊂ H containing
σ(T ) whose boundary ∂U is a rectifiable 3-cell and such that f is regular in every
connected component of U . We will denote by Rr,σ(T ) the set of locally right
regular functions on σ(T ).

Definition 6.11. Let f ∈ Rr,σ(T ) and T ∈ B(V ) and set

f(T ) :=
1
2π2

∫
∂U

f(q)DqG(q, T ),

where U is an open set in H containing σ(T ).

Since we have that F (f+g) = F (f)+F (g) and F (pf) = pF (f) the following
proposition holds.

Proposition 6.12. The map F : Rr,σ(T ) → B(V ) defined by F (f) = f(T ) is a left
vector space homomorphism.

Theorem 6.13. Let

f(q) =
N∑

n=0

∑
ν∈σn

aνPν(q)

be a right regular polynomial and let U be a ball with center in the origin and
radius r > ‖T ‖. Then

f(T ) =
N∑

n=0

∑
ν∈σn

aνPν(T ).
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Proof. Let U be an open set in H containing σ(T ). We have

f(T ) =
1
2π2

∫
∂U

N∑
n=0

∑
ν∈σn

aνPν(q)DqG(q, T )

=
1
2π2

N∑
n=0

∑
ν∈σn

∫
∂U

aνPν(q)DqG(q, T )

We have, by Proposition 6.2:∫
∂U

aνPν(q)DqG(q, T ) =
∫

∂U

aνPν(q)Dq
∑
m≥0

∑
μ∈σm

Gμ(q)Pμ(T )

=
∑
m≥0

∑
μ∈σm

aν

∫
∂U

Pν(q)DqGμ(q)Pμ(T )

= 2π2aνPν(T )

which gives f(T ) =
∑N

n=0

∑
ν∈σn

aνPν(T ). �

Proposition 6.14. For any open set U with piecewise smooth boundary which does
not contain σ(T ) and for any f ∈ R(U) we have∫

∂U

f(q)DqG(q, T ) = 0.

Thanks to this proposition, we can replace a ball with center in the origin and
suitable radius by any open set containing σ(T ) and, by the density of polynomials
Pν(Q) in the set of regular functions, we obtain:

Theorem 6.15. If the right regular function

f(q) =
+∞∑
n=0

∑
ν∈σn

ανPν(q),

converges in a neighborhood U0 of σ(T ), then

f(T ) =
+∞∑
n=0

∑
ν∈σn

ανPν(T ),

converges in the operator norm topology.

Proof. As U0 is an open set, it contains a circle

Uδ = {q : |q| ≤ ρ(T ) + δ }, δ > 0
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in its interior. Hence the series (3.28) converges uniformly in the circle Uδ for some
δ > 0 thanks to Theorem 6.6. By the Cauchy integral formula we have

f(T ) =
1
2π2

∫
∂Uδ

f(q)Dq G(q, T ) = 1
2π2

∫
∂Uδ

+∞∑
n=0

∑
ν∈σn

ανPν(q)Dq G(q, T )

=
1
2π2

+∞∑
n=0

∑
μ∈σn

∫
∂Uδ

ανPν(q)Dq G(q, T ) =
+∞∑
n=0

∑
ν∈σn

ανPν(T ). �

6.2. Some remarks and open problems

1. The properties which can be proved for the functional calculus defined in
[18] and [19] can be demonstrated also in this case. One may also think to
generalize the functional calculus as in [15]. However, this functional calculus
possesses a strong limitation: even when considering the simplest case of
regular function, i.e., a regular (symmetric) polynomial, we have that this
function is formed by using the components of a given operator T not the
operator T itself. For example, P (q) = x0i − x1 is a regular polynomial and
P (T ) = T0i− T1 for any bounded operator T = T0 + T1i+ T2j + T3k.

2. The above feature of the functional calculus does not seem to have physical
interest when considering a linear quaternionic operator T .

3. As we have shown in Section 3, in the case of the S-resolvent operator the sum
of the series

∑
n≥0 qns−1−n equals −(q2−2qRe[s]+ |s|2)−1(q−s) for |q| < |s|

and it does not depend on the commutativity of the components of q so that
when one replaces q by an operator T with noncommuting components the
sum remains the same. In this case: what is the sum G(q, T ) of

G(q, p) =
+∞∑
n=0

∑
ν∈σn

Pν(p)Gν(q) (6.3)

when one replaces p by operator T with noncommuting components?
4. In the case in which the components of T commute, the sum G(q, T ) is

G(q, T ) = (qI − T )−2(qI − T )−1.

The knowledge of the sum G(q, T ) in the general case would naturally lead
to a notion of spectrum of the operator T in the case of Fueter regularity.

5. When we consider unbounded operators the series

+∞∑
n=0

∑
ν∈σn

Pν(T )Gν(q)

does not converge. So it is crucial to manage the sum of such a series so that
one could extend the functional calculus to the case of unbounded operators.
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A Structure Formula for Slice Monogenic
Functions and Some of its Consequences

Fabrizio Colombo and Irene Sabadini

Abstract. In this paper we show a structure formula for slice monogenic func-
tions (see Lemma 2.2 and [1] for further details): we will show that this formula
is a key tool to prove several results, among which we mention the Cauchy
integral formula with slice monogenic kernel. This Cauchy formula allows us
to extend the validity of the functional calculus for n-tuples of noncommuting
operators introduced in [6]. In this wider setting, most of the properties which
hold for the Riesz-Dunford functional calculus of a single operator, such as
the Spectral Mapping Theorem and the Spectral Radius Theorem, still hold.
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Keywords. Slice monogenic functions, slice monogenic kernel, structure for-
mula for slice monogenic functions, functional calculus for n-tuples of linear
operators.

1. Introduction

In this paper we deepen the study of the slice monogenic functions introduced in
[5] and of the related functional calculus for n-tuples of noncommuting operators.
The literature on functional calculi is quite wide. We mention here, without claim
completeness, the works [7], [8], [9], [10], [11] and the literature therein. The main
purpose of this paper is to show a new version of the Cauchy integral formula
obtained in [5] (see the following Theorem 3.8 and [1]). Then we show how to use
it to generalize the functional calculus for n-tuples of noncommuting operators
introduced in [6].

It is interesting to note that the Cauchy formula with slice monogenic kernel
proved in [1] was suggested by the functional calculus formula (14) in [6] and that
its proof is based on a structure formula for slice monogenic functions (see formula
(2.1) in Lemma 2.2). Formula (2.1) is of independent interest, since it relates the
values of a slice monogenic function in a given point x0 + Ix|x| to the values it
assumes in the two conjugate points x = x0 ± I|x| lying on the plane LI .
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Using Theorem 3.8, we can define a functional calculus for functions defined
on more general domains then the ones studied in [6]. Moreover, most of the
properties that hold for the Riesz-Dunford functional calculus can be proved also
for our functional calculus (see Section 4 and [1]).

The authors have also studied the quaternionic functional calculus related to
the Cauchy formula with slice regular quaternionic kernel, see [2]. This calculus
is based on the analogue of the structure formula (2.1), on the analogue of the
Cauchy formula with slice regular kernel (3.5) and on some of their consequences
which have been deduced also in quaternionic case, see [3].

1.1. Notations and preliminaries

The setting in which we will work is the real Clifford algebra Rn over n imaginary
units e1, . . . , en satisfying the relations

eiej + ejei = −2δij.

An element in the Clifford algebra will be denoted by
∑

A eAxA where A = i1 . . . ir,
i� ∈ {1, 2, . . . , n}, i1 < · · · < ir is a multi-index and eA = ei1ei2 . . . eir . In the
Clifford algebra Rn, we can identify some specific elements with the vectors in
the Euclidean space Rn: an element (x1, x2, . . . , xn) ∈ Rn can be identified with a
so-called 1-vector in the Clifford algebra through the map

(x1, x2, . . . , xn) �→ x = x1e1 + · · ·+ xnen,

while an element (x0, x1, . . . , xn) ∈ Rn+1 will be identified with the element

x = x0 + x = x0 +
n∑

j=1

xjej

called, in short, vector.
Let us denote by S the sphere of unit 1-vectors in Rn, i.e.,

S = {x = e1x1 + · · ·+ enxn | x2
1 + · · ·+ x2

n = 1}.

The vector space R+ IR passing through 1 and I ∈ S will be denoted by LI , while
an element belonging to LI will be denoted by u+ Iv, for u, v ∈ R. Observe that
LI , for every I ∈ S, can be identified with the complex plane.

Given an element x = x0 + x ∈ Rn+1 let us set

Ix =

{ x

|x| if x �= 0,

any element of S otherwise.

Definition 1.1. For any element x ∈ Rn+1, we define

[x] = {y ∈ Rn+1 : y = Re[x] + I|x|, I ∈ S}.

The set [x] is a (n − 1)-dimensional sphere in Rn+1.
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Remark 1.2. Note that the relation in Rn+1 defined by x ∼ y if and only if
Re[y] = Re[x], |y| = |x| is an equivalence relation. The (n − 1)-sphere associated
to x ∈ Rn+1 can also be described as the equivalence class of x. When x ∈ R, its
equivalence class contains x only. In this case, the (n− 1)-dimensional sphere has
radius equal to zero.

We now come to the definition of slice monogenic function, see [5].

Definition 1.3. Let U ⊆ Rn+1 be a domain and let f : U → Rn be a function. Let
I ∈ S and let fI be the restriction of f to the complex plane LI . We say that f
is a (left) slice monogenic function, or s-monogenic function, if for every I ∈ S, we
have

1
2

(
∂

∂u
+ I

∂

∂v

)
fI(u+ Iv) = 0.

Analogously, it is possible to define a notion of right s-monogenicity. Some-
times, we will write ∂̄IfI to denote the left s-monogenicity condition

∂̄IfI =
1
2

(
∂

∂u
+ I

∂

∂v

)
fI

and fI ∂̄I instead of the right condition

fI ∂̄I =
1
2

(
∂

∂u
fI +

∂

∂v
fII

)
.

For s-monogenic functions it is possible to give the definition of derivative and
such a notion is well defined.

Definition 1.4. Let U be a domain in Rn+1 and let f : U → Rn be an s-monogenic
function. Its s-derivative is defined by

∂sf(x) :=
{

∂I(f)(x) if x = u+ Iv, v �= 0
∂uf(u) if x = u ∈ R,

(1.1)

where

∂I :=
1
2

(
∂

∂u
− I

∂

∂v

)
.

In analogy with the case of holomorphic functions, for s-monogenic functions
we have

∂sf(x) = ∂uf(u+ Iv)

and the derivatives of order n ≥ 1 are given by ∂n
s f(x) = ∂n

uf(u+ Iv).
The plan of the paper is as follows: in Section 2 we introduce the structure

formula for s-monogenic functions as well as some consequences on the zeroes of
s-monogenic functions; in Section 3 we state the Cauchy formula with s-monogenic
kernel and finally, in Section 4 we show its application to generalize the validity of
the functional calculus for n-tuples of operators introduced in [6], also providing
some properties of this functional calculus.
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2. The structure of slice monogenic functions

In this section we announce and we sketch the proofs of some of the most important
results proved by the authors in [1] for the theory of slice monogenic functions. We
begin by recalling the Identity Principle for s-monogenic functions (see [5]) which
will be crucial to prove our structure formula:

Theorem 2.1 (Identity principle). Let U be a domain in Rn+1 such that U ∩R �= ∅
and U ∩LI is a domain for all I ∈ S. Let f : U → Rn be an s-monogenic function,
and Z the set of its zeroes. If there is an imaginary unit I such that LI ∩ Z has
an accumulation point, then f ≡ 0 on U .

The structure formula for s-monogenic functions is a powerful tool which
relates the values of a function in a given point x = x0 + Ix|x| to the values it
assumes in two conjugate points x = x0 ± I|x| lying on a plane LI . The fact
that there should be a relation between the values of a function f in a point
x and in x = x0 ± I|x| is suggested by the functional calculus formula in [6].
Indeed, if the operator T is the multiplication by the variable x, we get the value
f(x) independently on the plane LI chosen to integrate. The only condition to be
satisfied is that the integration contour has to strictly contain the section of the
S-spectrum of the operator T on the plane LI , for all I ∈ S (see Definition 4.1). We
point out that the functional calculus formula in [6] can be applied to functions
admitting power series expansion. The general validity of the structure formula,
will allow us to extend both the Cauchy formula and the functional calculus to
a wider class of s-monogenic functions, depending only on the domains on which
they are defined.

Lemma 2.2 (The structure formula for s-monogenic functions). Let U ⊆ Rn+1 be
a domain such that U ∩R �= ∅, U ∩LI is a domain for all I ∈ S and U contains the
(n−1)-sphere [x] defined by x whenever x ∈ U . Let f : U → Rn be an s-monogenic
function. Then for all x ∈ U and I ∈ S the following formula holds:

f(x) =
1
2

[
1− IxI

]
f(x0 + I|x|) + 1

2

[
1 + IxI

]
f(x0 − I|x|). (2.1)

Proof. If x is a real vector the formula in Lemma 2.2 holds trivially. Otherwise,
set the positions, u = x0, v = |x| and define the functions

ηI : U ∩ LI → Rn, ηI(u, v) := f(u+ Iv) + f(u − Iv),

and
θI : U ∩ LI → Rn, θI(u, v) := I[f(u − Iv)− f(u+ Iv)].

We observe that we have the following identity:
1
2

[
1− IxI

]
f(u+ Iv) +

1
2

[
1 + IxI

]
f(u − Iv) =

1
2

[
ηI(u, v) + IxθI(u, v)]

]
. (2.2)

Moreover, for every Ix ∈ S the function ηI(u, v) + IxθI(u, v) satisfies the Cauchy-
Riemann equation ∂̄Ix(ηI(u, v) + IxθI(u, v)) = 0, thus the function 1

2

[
ηI(u, v) +
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IxθI(u, v)
]
is s-monogenic. Finally, observe that if I = Ix, we have

1
2
[
ηIx(u, v) + IxθIx(u, v)

]
= f(x)

so formula (2.1) holds on LIx . For the Identity Principle the formula holds in the
whole domain. �

Remark 2.3. The class of functions of the form ηI(u, v) + IxθI(u, v) satisfying a
suitable system of differential equations is interesting per se. For example, consider
functions of the form ηI(u, v) + IxθI(u, v) satisfying the Vekua system, instead of
the Cauchy-Riemann system. If the functions are also monogenic (in the classi-
cal sense), then one obtains the so-called axially monogenic functions studied by
Sommen and others, see [12].

The following results are direct consequences of the structure formula (2.2):

Corollary 2.4. Let U ⊆ Rn+1 be a domain such that U ∩R �= ∅, U ∩LI is a domain
for all I ∈ S and U contains the (n − 1)-sphere [x] defined by x whenever x ∈ U .
Let f : U → Rn be an s-monogenic function. If f(u0 + Iv0) = f(u0 − Iv0) = a
then f(x) = a for all x ∈ [u0 + Iv0]. In particular, if a = 0, i.e., f(u0 + Iv0) = 0
and f(u0 − Iv0) = 0, the (n − 1)-sphere [u0 + Iv0] belongs to the zero set of f .

Corollary 2.5. Let U ⊆ Rn+1 be a domain such that U ∩ R �= ∅, U ∩ LI is a
domain for all I ∈ S and U contains the (n− 1)-sphere [x] defined by x whenever
x ∈ U . Let f : U → Rn be an s-monogenic function. If f(u0 + Iv0) �= 0 and
f(u0 − Iv0) = 0, then for all x ∈ [u0 + Iv0] we have

f(x) =
1
2
(1− IxI)f(u0 + Iv0).

In particular, we can describe the nature of the zeroes of polynomials and
power series in the variable x ∈ Rn+1 with coefficients in the Clifford algebra Rn.

Corollary 2.6. Let
∑

m≥0 xmam be a power series converging in the ball B(0, R) ⊂
Rn+1. If u0 ± Iv0 are both solutions to∑

m≥0

xmam = 0,

then all the elements in the (n− 1)-sphere [u0+ Iv0] are solutions to the equation.

The result holds in particular for polynomial equations:

Corollary 2.7. Let p(x) =
∑N

m=0 xmam be a polynomial. If u0 ± Iv0 are both
solutions to

N∑
m=0

xmam = 0,

then all the elements in the (n− 1)-sphere [u0+ Iv0] are solutions to the equation.
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Note that, in general, given a polynomial p(x) in the variable x ∈ Rn+1, the
equation p(x) = 0 does not admit solutions (see [5]): sometimes the solutions exist
but they are not vectors in the Clifford algebra Rn, sometimes the solutions do not
exist at all. It is sufficient to think, for example, to the polynomial (1− e123)x = 1
in the Clifford algebra R3. However, there are examples in which a polynomial
equation admits an infinite number of solutions, for example the zero set of x2 −
2x+ 2 = 0 in Rn, for any fixed n, is the whole (n − 1)-sphere [1 + I].

3. The Cauchy formula with slice monogenic kernel

In this section we state and give a sketch of the proof of the Cauchy formula
for s-monogenic functions which is more general then the one proved in [5]. It is
interesting to note that this new formula has been stimulated by the functional
calculus for n-tuples of noncommuting operators.

Let us begin by recalling the notion of noncommutative Cauchy kernel series
for x, s ∈ Rn+1 and of noncommutative Cauchy kernel.

Definition 3.1. Let x = Re[x] + x, s = Re[s] + s be such that sx �= xs. We will call
noncommutative Cauchy kernel series the following expansion

S−1(s, x) :=
∑
n≥0

xns−1−n (3.1)

defined for |x| < |s|.
We will use the sum of the series (3.1) to prove the new Cauchy formula in

the sequel.

Theorem 3.2. (See [5]) Let x = Re[x] + x, s = Re[s] + s be such that xs �= sx.
Then ∑

n≥0

xns−1−n = −(x2 − 2xRe[s] + |s|2)−1(x − s)

for |x| < |s|.
We will call the expression

S−1(s, x) = −(x2 − 2xRe[s] + |s|2)−1(x − s), (3.2)

defined for x2 − 2xRe[s] + |s|2 �= 0, noncommutative Cauchy kernel. With an
abuse of notation, we denote the noncommutative Cauchy kernel series and the
noncommutative Cauchy kernel with the same symbol S−1(s, x). In fact they coin-
cide where they are both defined by virtue of their monogenicity (see Proposition
3.3) and of the Identity Principle, see [5]. Therefore note that the noncommu-
tative Cauchy kernel is defined on a set which is larger then the set {(x, s) ∈
Rn+1 × Rn+1 | |x| < |s|} where the noncommutative Cauchy kernel series con-
verges.

The following result concerns the fact that the new kernel has slice mono-
genicity properties.
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Proposition 3.3. The function S−1(s, x) is left s-monogenic in the variable x and
right s-monogenic in the variable s in its domain of definition.

Proof. The proof follows by direct computations. �

Proposition 3.4. Let x = Re[x] + x, s = Re[s] + s be such that x �= s̄. Then the
following identity holds:

(x − s)−1s(x − s)− x = −(s− x̄)x(s − x̄)−1 + s, (3.3)

or, equivalently,

−(x − s)−1(x2 − 2xRe[s] + |s|2) = (s2 − Re[x]s+ |x|2)(s− x̄)−1. (3.4)

Proof. One may prove the identities by direct computations. �

To obtain the new version of the Cauchy formula, we recall some results
which are proved in [1]:

Proposition 3.5. Let x ∈ Rn+1\R. If I �= Ix, the function S−1(s, x) = S−1
x (s) has

the two singularities Re[x] ± I|x| on the plane LI . On the plane LIx the function
S−1

x (s) = (x− s)−1 has only one singularity at the point x. If x ∈ R, the function
S−1

x (s) has only one singularity at the point x.

The previous proposition states that S−1
Ix
(s, x), i.e., the restriction of S−1(s, x)

to the plane LIx , has a removable singularity at the point s = x̄. However, equality
(3.4) and the proof of Theorem 2.11 in [6] show that the function S−1(s, x) still
has a singularity at the point s = x̄.

We now state a version of the Stokes’ theorem for s-monogenic functions
which will allow us to prove the Cauchy formula with the kernel defined in (3.2).

Lemma 3.6. Let f , g be continuously differentiable functions on an open set UI =
U ∩ LI of the plane LI . Then for every 2-chain C ⊂ UI we have∫

∂C

g(s)dsIf(s) = 2
∫

C

((g(s)∂̄I)f(s) + g(s)(∂̄If(s)))dσ

where s = u+ Iv is the variable on LI, dsI = −Ids, dσ = du ∧ dv.

An immediate consequence of the above lemma is the following:

Corollary 3.7. Let f and g be left s-monogenic and right s-monogenic, respectively,
on an open set U . For any I ∈ S and any 2-chain C in U ∩ LI we have:∫

∂C

g(s)dsIf(s) = 0.

We are now ready to state the Cauchy formula with s-monogenic kernel. Here
we just give a sketch of its proof. All the details are in Theorem 2.16 in [1].



108 F. Colombo and I. Sabadini

Theorem 3.8. Let U ⊂ Rn+1 be a domain, such that U ∩ LI is a domain for all
I ∈ S, U ∩ R �= ∅ and [x] ⊂ U whenever x ∈ U . Suppose that ∂(U ∩ LI) is finite
union of rectifiable Jordan curves for every I ∈ S. Let f be a (left) s-monogenic
function on U and set dsI = ds/I. Then

f(x) =
1
2π

∫
∂(U∩LI)

S−1(s, x)dsIf(s) (3.5)

where S−1(s, x) is defined in (3.2) and the integral does not depend on U and on
the imaginary unit I ∈ S.

Proof. First of all, the integral at the right-hand side of (3.5) does not depend on
the open set U : it follows from the fact that S−1(s, x) is right s-monogenic in s,
and Corollary 3.7.

Let us show that the integral (3.5) does not depend on the choice of the
imaginary unit I ∈ S.

The zeroes of the function x2 − 2s0x + |s|2 consist either of a real point x
or a 2-sphere [x]. On LIx we find only the point x as a singularity and the result
follows from the Cauchy formula on the plane LIx . When the singularity is a real
number, the integral reduces again to a Cauchy integral of the complex analysis.
If the zero is not real, on any complex plane LI we find the two zeroes

s1,2 = x0 ± I|x|.
In this case, we calculate the residues about the points s1 e s2 on the plane LI for
I �= Ix. Let us start with s1 by setting the positions

s = x0 + I|x|+ εeIθ, s0 = x0 + ε cos θ, s = x0 − I|x|+ εe−Iθ,

dsI = −[εIeIθ]Idθ = εeIθdθ, |s|2 = x2
0 + 2x0ε cos θ + ε2 + |x|2 + 2ε sin θ|x|,

we have

ρε
1 =
∫ 2π

0

−(−2xε cos θ + 2x0ε cos θ + ε2 + 2ε sin θ|x|)−1

× (x − [x0 − I|x|+ εe−Iθ])εeIθdθf(x0 + I|x|+ εeIθ)

for ε → 0 we get

ρ0
1 =
∫ 2π

0

(2x cos θ − 2x0 cos θ − 2 sin θ|x|)−1(x + I|x|)eIθdθf(x0 + I|x|)

= − 1
2|x|2

∫ 2π

0

[(x)2 cos θ + sin θ|x|x

+ xI|x| cos θ + sin θ|x|2I][cos θ + I sin θ]dθf(x0 + I|x|).
With some calculations we obtain

ρ0
1 =

π

|x|
[
|x| − xI

]
f(x0 + I|x|).
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Recalling that x/|x| = Ix we get the first residue

ρ0
1 =

1
2

[
1− IxI

]
f(x0 + I|x|).

With analogous calculations we prove that the residue about s2 is

ρ0
2 =

1
2

[
1 + IxI

]
f(x0 − I|x|).

So by the residues theorem we get:
1
2π

∫
∂(U∩LI)

S−1(s, x)dsIf(s) = ρ0
1 + ρ0

2.

The statement now follows from Lemma 2.2. �

We conclude this section with the formula for the derivatives of an s-mono-
genic function using the s-monogenic Cauchy kernel. To this aim, we define a
product between s-monogenic polynomials which preserves the s-monogenicity:

Definition 3.9. Let f(x) =
∑n

i=0 xiai and g(x) =
∑m

i=0 xibi, where ai, bi ∈ Rn.
We define the s-monogenic product of f and g as

f ∗ g(x) :=
n+m∑
j=0

xjcj

with cj =
∑

i+k=j aibk. We will denote by fn∗ the product f ∗ · · · ∗ f , n-times.

This product is computed by taking the coefficients of the polynomials on the
right, like in the case in which the variables and the coefficients commute. When the
coefficients of a polynomial f are real numbers, the s-monogenic product coincides
with the usual product, i.e., f ∗ g = fg.

The following result shows that s-monogenic functions are infinitely differen-
tiable.

Theorem 3.10. Let U ⊂ Rn+1 be a domain, such that U ∩ LI is a domain for all
I ∈ S, U ∩R �= ∅ and [x] ⊂ U whenever x ∈ U . Suppose ∂(U ∩LI) is a finite union
of rectifiable Jordan curves for every I ∈ S. Let f be an s-monogenic function on
U and set dsI = ds/I. Let x = x0 + x, and s = s0 + s. Then

∂n
x0

f(x) =
n!
2π

∫
∂(U∩LI)

(x2 − 2s0x+ |s|2)−n−1(x − s)(n+1)∗dsIf(s)

=
n!
2π

∫
∂(U∩LI)

[S−1(s, x)(x − s)−1]n+1(x − s)(n+1)∗dsIf(s) (3.6)

where

(x − s)n∗ =
n∑

k=0

n!
(n− k)!k!

xn−ksk, (3.7)

and S−1(s, x) is defined in (3.2). Moreover, the integral does not depend on U and
on the imaginary unit I ∈ S.
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Proof. First of all, we recall that the s-derivative defined in (1.1) coincides, for
s-monogenic functions, with the partial derivative with respect to the scalar coor-
dinate x0. To compute ∂n

x0
f(x), we can compute the derivative of the integrand,

since f and its derivatives with respect to x0 are continuous functions on ∂(U∩LI).
Thus we get

∂n
x0

f(x) =
1
2π

∫
∂(U∩LI)

∂n
x0
[S−1(s, x)]dsIf(s).

To prove the statement, it is sufficient to compute by recurrence ∂n
x0
[S−1(s, x)].

For the derivative of ∂x0S
−1(s, x) we have

∂x0S
−1(s, x) = (x2 − 2s0x+ |s|2)−2(x − s)2∗.

We now assume that

∂n
x0

S−1(s, x) = (−1)n+1n!(x2 − 2s0x+ |s|2)−(n+1)(x − s)(n+1)∗,

holds and we compute ∂n+1
x0

S−1(s, x). We have:

∂n+1
x0

S−1(s, x) = ∂x0 [(−1)n+1n!(x2 − 2s0x+ |s|2)−(n+1)(x − s)(n+1)∗]

= (−1)n+2(n+ 1)!(x2 − 2s0x+ |s|2)−(n+2)(2x − 2s0)(x − s)(n+1)∗

+ (−1)n+1(n+ 1)!(x2 − 2s0x+ |s|2)−(n+1)(x − s)n∗

= (−1)n+2(n+ 1)!(x2 − 2s0x+ |s|2)−(n+2)

× [(2x − 2s0)(x − s̄)− (x2 − 2s0x+ |s|2)] ∗ (x − s̄)n∗

here we have used the fact that the s-monogenic product coincides with the usual
one when the coefficients a real numbers, so

∂n+1
x0

S−1(s, x) = (−1)n+2(n+1)!(x2−2s0x+ |s|2)−(n+2)[x2−2xs̄+ s̄2]∗ (x− s̄)n∗.

We get the last equality in (3.6) by recalling that

S−1(s, x)(x − s)−1 = (x2 − 2s0x+ |s|2)−1. �

In the next section we introduce the functional calculus for n-tuples of non-
commuting operators based on the Cauchy formula (3.5).

4. The functional calculus for n-tuples of noncommuting operators

In the sequel, we will consider a Banach space V over R (the case of complex
Banach spaces can be discussed in a similar fashion) with norm ‖ · ‖ and let
Vn = V ⊗Rn. We will denote by B(V ) the space of bounded R-homomorphisms of
the Banach space V to itself endowed with the natural norm denoted by ‖ · ‖B(V ).
Given TA ∈ B(V ), we can introduce the operator T =

∑
A TAeA and its action

on v =
∑

vBeB ∈ Vn as T (v) =
∑

A,B TA(vB)eAeB. The operator T is a right-
module homomorphism which is a bounded linear map on Vn. The set of all such
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bounded operators is denoted by Bn(Vn). We define ‖T ‖2
Bn(Vn) =

∑
A ‖TA‖2

B(V ).
In the sequel, we will consider operators of the form

T = T0 +
n∑

j=1

ejTj

where Tμ ∈ B(V ) for μ = 0, 1, . . . , n. The subset of such operators in Bn(Vn) will
be denoted by B0,1

n (Vn).
The S-spectrum of T , defined below, generalizes the definition of spectral set

in the case of a single operator.

Definition 4.1 (The S-spectrum and the S-resolvent set). Let T ∈ B0,1
n (Vn) and

s ∈ Rn+1. We define the S-spectrum σS(T ) of T as:

σS(T ) = {s ∈ Rn+1 : T 2 − 2 Re[s]T + |s|2I is not invertible}.
The S-resolvent set ρS(T ) is defined by

ρS(T ) = Rn+1 \ σS(T ).

We recall some properties of the spectrum which are originally proven in
[6] and can be found also in [4]. First of all, we recall that given an operator
T ∈ B0,1

n (Vn) and p = Re[p] + p ∈ σS(T ), then all the elements of the (n − 1)-
sphere [p] belongs to σS(T ). This fact implies that if x ∈ σS(T ) then either x is a
real point or the whole (n − 1)-sphere [x] belongs to σS(T ). Moreover, we have

Theorem 4.2 (Compactness of S-spectrum). Let T ∈ B0,1
n (Vn). Then the S-spec-

trum σS(T ) is a compact nonempty set. Moreover σS(T ) is contained in {s ∈
Rn+1 : |s| ≤ ‖T ‖ }.

The following is a fundamental definition:

Definition 4.3 (The S-resolvent operator). Let T ∈ B0,1
n (Vn) and s ∈ ρS(T ). We

define the S-resolvent operator as

S−1(s, T ) := −(T 2 − 2Re[s]T + |s|2I)−1(T − sI). (4.1)

In the case of a single operator the S-resolvent operator (4.1) becomes the
classical one used in the Riesz-Dunford functional calculus. We now describe the
class of functions for which we can define our functional calculus.

Definition 4.4. Let T = T0 +
∑n

j=1 ejTj ∈ B0,1
n (Vn). Let U ⊂ Rn+1 be an open set

containing the (n − 1)-sphere [x] for every x ∈ U and such that

(i) ∂(U ∩ LI) is union of a finite number of rectifiable Jordan curves for every
I ∈ S,

(ii) U contains the S-spectrum σS(T ), U ∩ R �= ∅.
A function f is said to be locally s-monogenic on σS(T ) if there exists an open set
U ⊂ Rn+1 as above, on which f is s-monogenic.
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We will denote byMσS(T ) the set of locally s-monogenic functions on σS(T ).
The following result is a consequence of the Cauchy formula (3.5) and of a

well-known corollary of the Hahn-Banach theorem.

Theorem 4.5. Let T ∈ B0,1
n (Vn) and f ∈ MσS(T ). Let U ⊂ Rn+1 be any open set

as in Definition 4.4 and let UI = U ∩ LI for I ∈ S. Then the integral
1
2π

∫
∂UI

S−1(s, T ) dsI f(s) (4.2)

does not depend on the open set U and on the choice of the imaginary unit I ∈ S.

Note that we can formally replace the variable x in S−1(s, x) by an operator
T by Theorem 3.2 in [6]. Theorem 4.5 states that the operator (4.2) defined by
the integral does not depend on the open set U and on the choice of the imaginary
unit I ∈ S, thus the following definition is well posed.

Definition 4.6. Let T ∈ B0,1
n (Vn) and f ∈ MσS(T ). Let U ⊂ Rn+1 be any open set

as in Definition 4.4, and set UI = U ∩ LI for I ∈ S. We define

f(T ) =
1
2π

∫
∂UI

S−1(s, T ) dsI f(s). (4.3)

4.1. Some properties of the functional calculus

The product and the composition of two s-monogenic functions is not, in general,
an s-monogenic function. Here we give sufficient conditions to guarantee the s-
monogenicity of the product and of the composition of s-monogenic functions.

Definition 4.7. Let U be a domain in Rn+1. Let I = I1 ∈ S let I2, . . . , In be a
completion to an orthonormal basis of Rn and let

fI(z) =
n−1∑
|A|=0

FA(z)IA, IA = Ii1 . . . Iis , z = u+ Iv

(where FA are holomorphic functions, A = i1 . . . is is a subset of {2, . . . , n}, with
i1 < · · · < is, or, when |A| = 0, I∅ = 1) be the corresponding splitting. The
subclass of functions f ∈M(U) such that

fI(z) =
n−1∑

|A|=0,|A|even

FA(z)IA, IA = Ii1 . . . Iis ,

for all I ∈ S will be denoted by M̃(U).

For the product of s-monogenic functions the subset M̃(U) is sufficient to
guarantee the validity of the following proposition:

Proposition 4.8. Let U be a domain in Rn+1. Let f ∈ M̃(U), g ∈ M(U), then
fg ∈ M(U).

To consider the composition of s-monogenic functions we define the following
subset of M(U).
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Definition 4.9. Let U be a domain in Rn+1. For Rn-valued functions, we define

N (U) = {f ∈M(U) | f(LI) ⊆ LI , ∀I ∈ S}.
The relation among the setsN (U), M̃(U) andM(U) is given by the following

lemma.

Lemma 4.10. Let U be a domain in Rn+1. We have N (U) ⊆ M̃(U) ⊆ M(U).

Lemma 4.11. Let U , U ′ be two domains in Rn+1, U ′ ∩ R �= ∅ and let f ∈ N (U ′),
g ∈ N (U) with g(U) ⊆ U ′. Then f(g(x)) is s-monogenic in U .

Now becomes natural the definition to follow.

Definition 4.12. In Definition 4.4 consider instead of s-monogenic functions, the
subset of functions belonging to M̃ (resp. N ). This subclass of MσS(T ) will be
denoted by M̃σS(T ) (resp. NσS(T )).

Here we have the algebraic properties of our functional calculus:

Theorem 4.13. Let T ∈ B0,1
n (Vn).

(a) If f and g ∈ MσS(T ) then (f + g)(T ) = f(T ) + g(T ), (fλ)(T ) = f(T )λ,
for all λ ∈ Rn.

(b) If φ ∈ M̃σS(T ) and g ∈MσS(T ). Then (φg)(T ) = φ(T )g(T ).
(c) If f(s) =

∑
n≥0 snpn , pn ∈ Rn, belongs to MσS(T ), then f(T ) =

∑
n≥0 T npn.

(d) Let fm ∈ MσS(T ), m ∈ N and let U ⊃ σS(T ) be an open set as in Definition
4.4. Then if fm converges uniformly to f on UI = U ∩ LI, for some I ∈ S,
then fm(T ) converges to f(T ) in B(V ).
The Spectral Mapping Theorem holds for our functional calculus in the fol-

lowing form (see [1]):

Theorem 4.14. Let T ∈ B0,1
n (Vn), f ∈ M̃σS(T ). Then

σS(f(T )) = f(σS(T )) = {f(s) : s ∈ σS(T )}.
As a consequence of the Spectral Mapping Theorem we can prove the theorem

of composition of functions:

Theorem 4.15. Let T ∈ B0,1
n (Vn), f ∈ NσS(T ), φ ∈ NσS(f(T )) and let F (s) =

φ(f(s)). Then F ∈MσS(T ) and F (T ) = φ(f(T )).

We finally conclude with the S-spectral radius theorem. We define the spectral
radius related to the S-spectrum of T , that is the real nonnegative number

rS(T ) := sup{ |s| : s ∈ σS(T ) },
so we have:

Theorem 4.16 (S-spectral radius theorem). Let T ∈ B0,1
n (Vn) and let rS(T ) be the

S-spectral radius of T . Then

rS(T ) = lim
m→∞ ‖T m‖1/m.
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Abstract. In this paper we investigate a new overdetermined system in Rm+1,
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1. Introduction and preliminaries

We first briefly present the basic definitions and some results of Hermitian Clifford
analysis which are necessary for our purpose. For an in-depth study of this higher-
dimensional function theory we refer to, e.g., [6, 7, 4, 1, 2].

Hermitian Clifford analysis focuses on the simultaneous null solutions of the
orthogonal Dirac operators ∂X and its twisted counterpart ∂X|, introduced below.
Both Dirac operators being linked to each other by means of a so-called complex
structure, the dimension of the Euclidean space, from which our complex Clifford
algebra stems, is forced to be even (see, e.g., [1]). So, let R0,2n be endowed with
a non-degenerate quadratic form of signature (0, 2n), let (e1, . . . , e2n) be an or-
thonormal basis for R0,2n and let C2n be the complex Clifford algebra constructed
over R0,2n. The non-commutative multiplication in C2n is governed by

ejek + ekej = −2 δjk , j, k = 1, . . . , 2n .

A basis for C2n is obtained by considering for a set

A = {j1, . . . , jh} ⊂ {1, . . . , 2n} = M

the element eA = ej1 . . . ejh
, with 1 ≤ j1 < j2 < · · · < jh ≤ 2n. For the empty set

∅ one puts e∅ = 1, the identity element. Any complex Clifford number a in C2n
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may thus be written as a =
∑

A eAaA, where aA ∈ C, or still as a =
∑2n

k=0[a]k,
where [a]k =

∑
|A|=k eAaA is the so-called k-vector part of a (k = 0, 1, . . . , 2n).

Denoting then by Ck
2n the subspace of all k-vectors in C2n, i.e., the image of the

projection operator [·]k, one has the multivector decomposition C2n =
⊕2n

k=0 Ck
2n

leading to the identification of C with C0
2n and of R0,2n with the subspace of real

Clifford vectors

R1
0,2n = {X =

n∑
j=1

(ej xj + en+j yj) , xj , yj ∈ R} ⊂ C1
2n .

At the same time we introduce for each real vector X its twisted counterpart

X| =
n∑

j=1

(ej yj − en+j xj) .

Note that the square of a vector X (or X|) is scalar valued and equals the norm
squared up to a minus sign: X2 = −〈X, X〉 = −|X|2 = −|X||2 = X|2. Also
observe that the vectors X and X| are orthogonal with respect to the standard
Euclidean scalar product, which implies that the Clifford vectors X and X | anti-
commute.

The Fischer dual of the vector X is the real vector valued first-order differ-
ential operator

∂X =
n∑

j=1

(ej ∂xj + en+j ∂yj ) ,

called Dirac operator. It is precisely this Dirac operator which underlies the notion
of monogenicity of a function, a notion which is the higher-dimensional counterpart
of holomorphy in the complex plane (see [3, 5]). In what follows we denote by Ω an
open subset of R2n. A continuously differentiable function f : Ω → C2n is called
(left) monogenic in Ω if ∂Xf = 0 in Ω. Analogously, also a notion of monogenicity
can be associated to the Fisher dual of the vector X |, given by

∂X| =
n∑

j=1

(ej ∂yj − en+j ∂xj ) .

As the Dirac operator ∂X (respectively ∂X|) factorizes the Laplacian, i.e.,

−∂2
X = Δ = −∂2

X| ,

monogenicity with respect to ∂X (respectively ∂X|) can be regarded as a refinement
of harmonicity.

Further, a continuously differentiable function f : Ω → C2n is called a (left)
Hermitian monogenic (or h-monogenic) function in Ω if and only if it satisfies in
Ω the system

∂X f = 0 = ∂X| f . (1.1)
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The theory of the above system being equivalent with the system

∂X [fI] = 0 = ∂X| [fI] ,

with I = I1I2 . . . In the primitive idempotent for which

Ij =
1
2
(1− iejen+j) , j = 1, . . . , n ,

a study of the latter system is considered in [4]. Since moreover it is shown there
that C2nI ∼= CnI, the h-monogenic system to be examined reads

∂X [FI] = 0 = ∂X| [FI] (1.2)

for functions F with values in Cn = AlgC{e1, . . . , en}. Introducing the main invo-
lution ·̃ which leaves the multivector structure invariant, i.e.,

(ab)̃ = ãb̃ , (eAaA)̃ = ẽAaA (A ⊂ M) and ẽj = −ej

and writing in a natural notation

∂x =
n∑

j=1

ej ∂xj and ∂y =
n∑

j=1

ej ∂yj ,

following alternative formulation for the Hermitian monogenic system (1.2) is given
in [4].

Proposition 1.1. Let Ω be an open subset of R2n and let F : Ω → Cn be a con-
tinuously differentiable function in Ω. Then, the function FI : Ω → CnI is h-
monogenic in Ω if and only if F satisfies in Ω the system

∂x F − i F̃ ∂y = 0 = −F̃ ∂x + i ∂y F . (1.3)

Now take a (1-)vector v ∈ C1
n and a k-vector a(k) ∈ Ck

n, k = 0, . . . , n. The
products va(k) and a(k)v can then be decomposed into a (k − 1)-vector and a
(k + 1)-vector part as follows:

va(k) = v · a(k) + v ∧ a(k) , (1.4)

a(k)v = (−1)k−1 v · a(k) + (−1)k v ∧ a(k) , (1.5)

with

v · a(k) ≡
[
va(k)

]
k−1

=
1
2

(
va(k) − (−1)k a(k)v

)
= (−1)k−1 a(k) · v ,

v ∧ a(k) ≡
[
va(k)

]
k+1

=
1
2

(
va(k) + (−1)k a(k)v

)
= (−1)k a(k) ∧ v .

When considering the multivector decomposition of F into its k-vector parts,
i.e., F =

∑n
k=0[F ]k, [F ]k : Ω → Ck

n , we arrive at another characterization of
h-monogenic functions with values in CnI.
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Proposition 1.2. Let Ω be an open subset of R2n and let F : Ω → Cn be a con-
tinuously differentiable function in Ω. Then, the function FI : Ω → CnI is h-
monogenic in Ω if and only if F satisfies in Ω the system(

∂x + i ∂y

)
· [F ]k = 0 =

(
∂x − i ∂y

)
∧ [F ]k , k = 0, . . . , n . (1.6)

Proof. The Hermitian system (1.3) can be reformulated in terms of the multivector
decomposition of F as follows:⎧⎨⎩

∑n
k=0

(
∂x [F ]k + (−1)k−1 i [F ]k ∂y

)
= 0∑n

k=0

(
(−1)k−1 [F ]k ∂x + i ∂y [F ]k

)
= 0

.

The above system is equivalent with⎧⎨⎩
∑n

k=0

[(
∂x [F ]k + (−1)k−1 [F ]k ∂x

)
+ i
(
(−1)k−1 [F ]k ∂y + ∂y [F ]k

)]
= 0∑n

k=0

[(
∂x [F ]k − (−1)k−1 [F ]k ∂x

)
+ i
(
(−1)k−1 [F ]k ∂y − ∂y [F ]k

)]
= 0

and can on account of (1.4) and (1.5) be rewritten as⎧⎨⎩
∑n

k=0

(
∂x + i ∂y

)
· [F ]k = 0∑n

k=0

(
∂x − i ∂y

)
∧ [F ]k = 0

which is equivalent with (1.6). �

2. The RicSom system

In this section we present an extension of one dimension of the h-monogenic sys-
tem (1.1), which will be called RicSom system, named after Richard Sommen. Our
motivation for introducing and studying the latter system stems from the problem
of constructing an h-monogenic Cauchy-like integral, the non-tangential boundary
limits of which give rise to a Hilbert-like operator in R2n. Unfortunately, such a
Hermitian Cauchy integral would have to be defined on R2n+2 (causing a jump
of two dimensions at once), since the Hermitian framework requires all involved
vector spaces to be even dimensional. Moreover, it is by no means clear how to
construct a mutual fundamental solution of both the Dirac operator and its twisted
counterpart, which would then act as a Cauchy kernel. In future work we hope to
tackle those problems making use of the RicSom system.

In what follows we denote by Γ an open subset of

R2n+1 = {(x0, x1, . . . , xn, y1, . . . , yn) : x0, xj , yj ∈ R, j = 1, . . . , n}

and we introduce the Clifford algebraC2n+2 = AlgC{e0, e0|, e1, . . . , e2n}, where two
extra basis vectors e0 and e0| are introduced, following the usual multiplication
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rules

e2
0 = −1 , e0ej + eje0 = 0 , j = 1, . . . , 2n ,

e0|2 = −1 , e0|ej + eje0| = 0 , j = 0, . . . , 2n .

Definition 2.1. For functions g : Γ→ C2n+2, the RicSom system is given by{
e0 ∂x0g + ∂X g = 0
e0| ∂x0g + ∂X| g = 0 . (2.1)

We remark that it can be shown that the RicSom system (2.1) is invariant
under the same invariance group of the h-monogenic system (1.1), viz

Ũ(n) = {s ∈ Spin(2n) | ∃ θ ≥ 0 : sI = exp (iθ)I}
(see [1]).

Now, analogously as has been done in, e.g., [1] for the Clifford algebra C2n,
here, a decomposition of C2n+2 will be obtained in terms of complex spinor spaces.
Therefore we introduce the idempotents

I0 =
1
2
(1− i e0e0|) , Ij =

1
2
(1− i ejen+j) , j = 1, . . . , n ,

K0 =
1
2
(1 + i e0e0|) , Kj =

1
2
(1 + i ejen+j) , j = 1, . . . , n ,

being mutually commuting and self-adjoint for which it moreover holds that

Ij +Kj = 1 , j = 0, . . . , n

and thus
n∏

j=0

(Ij +Kj) = 1 ,

the left-hand side consisting of 2n+1 terms, each one being a self-adjoint idempotent
annihilating all other terms. In this way, we may write

C2n+2 ≡ C2n+2

n∏
j=0

(Ij +Kj) ,

yielding a decomposition of C2n+2 as a direct sum of 2n+1 components, all of them
being mutually isomorphic minimal left ideals, and thus constituting realizations
of complex spinor space. Considering the primitive idempotent J = I0I1 . . . In, we
will now use C2n+2J as a standard model for complex spinor space, since properties
of solutions of the RicSom system (2.1) can be studied by examining properties
of solutions with values in one chosen minimal left ideal, identified with C2n+2J .
Since the primitive idempotent J acts as a translator, i.e.,

e0| J = −i e0 J and en+j J = −i ej J , j = 1, . . . , n , (2.2)

we moreover have that C2n+2J ∼= Cn+1J with Cn+1 = AlgC{e0, e1, . . . , en}.
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Hence, to study the RicSom system in a general way, it is sufficient to consider
the system { (

e0 ∂x0 + ∂X

)
[GJ ] = 0(

e0| ∂x0 + ∂X|
)
[GJ ] = 0 (2.3)

for functions G : Γ → Cn+1, since GJ then takes values in the complex spinor
space Cn+1J ∼= C2n+2J . On account of (2.2), we then have that(

e0 ∂x0 + ∂X

)
[GJ ] =

(
(e0∂x0)G+ ∂x G − i G̃ ∂y

)
J

and (
e0| ∂x0 + ∂X|

)
[GJ ] =

(
−i G̃ (e0∂x0) + ∂y G+ i G̃ ∂x

)
J ,

which leads to following alternative formulation of the RicSom system (2.3) where
only the algebra Cn+1 plays a role.

Proposition 2.2. Let Γ be an open subset of R2n+1 and let G : Γ→ Cn+1 be a con-
tinuously differentiable function in Γ. Then, G satisfies the RicSom system (2.3)
if and only if ⎧⎨⎩ (e0∂x0)G+ ∂x G − i G̃ ∂y = 0

G (e0∂x0)−G∂x + i ∂y G̃ = 0
. (2.4)

Notice that system (2.4) can be considered as an extension of one dimension
of the h-monogenic system (1.3).

Let us specialize further to k-vector valued functions G(k) : Γ → Ck
n+1 with

k ∈ {0, . . . , n + 1}. Splitting each of the two equations of the system (2.4) into a
(k − 1)-vector and a (k + 1)-vector part leads to

(e0∂x0)G
(k) + ∂x G(k) − i G̃(k) ∂y = 0

⇐⇒

⎧⎨⎩
(
e0∂x0 + ∂x + i ∂y

)
·G(k) = 0(

e0∂x0 + ∂x − i ∂y

)
∧ G(k) = 0

(2.5)

and

G(k) (e0∂x0)−G(k) ∂x + i ∂y G̃(k) = 0

⇐⇒

⎧⎨⎩
(
−e0∂x0 + ∂x + i ∂y

)
· G(k) = 0(

−e0∂x0 + ∂x − i ∂y

)
∧ G(k) = 0

. (2.6)

Thus we arrive at following characterization of the RicSom system (2.3) for k-
vector valued functions in Cn+1, k = 0, . . . , n+ 1.
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Proposition 2.3. Let Γ be an open subset of R2n+1 and let G(k) : Γ → Ck
n+1

be a continuously differentiable function in Γ. Then, G(k) satisfies the RicSom
system (2.3) if and only if G(k) is independent of x0 and h-monogenic in Γ with
respect to ∂X and ∂X|.

Proof. The function G(k) satisfies the RicSom system (2.3) if and only if it simulta-
neously satisfies the systems (2.5) and (2.6). Taking now deliberate combinations
of the equations of those systems, G(k) thus has to fulfil{

(e0∂x0) · G(k) = 0 = (e0∂x0) ∧ G(k)(
∂x + i ∂y

)
·G(k) = 0 =

(
∂x − i ∂y

)
∧ G(k) .

The first line is then equivalent with G(k) being independent of the variable x0.
On account of Proposition 1.2, the second line is equivalent with G(k) being h-
monogenic with respect to ∂X and ∂X|. �

Finally, decomposing a function G : Γ → Cn+1 into its k-vector parts then
leads to following system which can be considered as an extension of the Hermitian
monogenic system (1.6) with one extra dimension.

Proposition 2.4. Let Γ be an open subset of R2n+1 and let G : Γ→ Cn+1 be a con-
tinuously differentiable function in Γ. Then, G satisfies the RicSom system (2.3)
if and only if for each k = 0, . . . , n+ 1⎧⎨⎩ (e0∂x0) · G(k+1) +

(
∂x − i ∂y

)
∧G(k−1) = 0

(e0∂x0) ∧ G(k−1) +
(
∂x + i ∂y

)
·G(k+1) = 0

, (2.7)

where G(k) denotes the projection of G onto the space Ck
n+1 of k-vectors in Cn+1.

Proof. The proof runs along similar lines as the proof of Proposition 1.2. �

Notice that for k = 0 the system (2.7) reduces to

(e0∂x0) ·G(1) = 0 =
(
∂x + i ∂y

)
·G(1) ,

while for k = n+ 1 the same system reads

(e0∂x0) ∧G(n) = 0 =
(
∂x − i ∂y

)
∧ G(n) .

We have now studied the theory of the original RicSom system (2.1) for func-
tions with values in the specific spinor space C2n+2J , which we had chosen as stan-
dard model. Let us consider another primitive idempotent, e.g., K = K0I1 . . . In,
instead of J . Then of course the theory of the RicSom system{ (

e0 ∂x0 + ∂X

)
[GK] = 0(

e0| ∂x0 + ∂X|
)
[GK] = 0 (2.8)
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for functions G : Γ → Cn+1 is mathematically equivalent with the RicSom sys-
tem (2.3). However, since the newly chosen primitive idempotent K yields the
slightly different conversion relations

e0|K = i e0 K and en+j K = −i ej K , j = 1, . . . , n ,

other characterizations of the RicSom system are obtained then the ones mentioned
in Proposition 2.2–2.4. We summarize our results in the following propositions.

Proposition 2.5. Let Γ be an open subset of R2n+1 and let G : Γ→ Cn+1 be a con-
tinuously differentiable function in Γ. Then, G satisfies the RicSom system (2.8)
if and only if ⎧⎨⎩ (e0∂x0)G+ ∂x G − i G̃ ∂y = 0

G (e0∂x0) +G∂x − i ∂y G̃ = 0
.

Proposition 2.6. Let Γ be an open subset of R2n+1 and let G(k) : Γ → Ck
n+1

be a continuously differentiable function in Γ. Then, G(k) satisfies the RicSom
system (2.8) if and only if it fulfils one of the following conditions:
(i)
(
e0 ∂x0 + ∂X

)
[G(k)K] = 0,

(ii)
(
e0| ∂x0 + ∂X|

)
[G(k)K] = 0.

Proposition 2.7. Let Γ be an open subset of R2n+1 and let G : Γ→ Cn+1 be a con-
tinuously differentiable function in Γ. Then, G satisfies the RicSom system (2.8)
if and only if it fulfils one of the following conditions:
(i)
(
e0 ∂x0 + ∂X

)
[G(k)K] = 0, k = 0, . . . , n+ 1,

(ii)
(
e0| ∂x0 + ∂X|

)
[G(k)K] = 0, k = 0, . . . , n+ 1.

where G(k) denotes the projection of G onto the space Ck
n+1 of k-vectors in Cn+1.

3. CK-extension for the RicSom system

Let f be a C2n+2 valued analytic function in R2n. In this section we deal with
the following problem. Does there exist a C2n+2-valued function g which satisfies
the RicSom system in R2n+1 such that g|R2n = f? This problem will be called the
Cauchy–Kowalewski extension (or CK-extension) problem for the RicSom system.
The following result will be very useful.

Lemma 3.1. Assume that g satisfies the equation e0 ∂x0g + ∂Xg = 0 in R2n+1

and let f = g|R2n . Then g satisfies the RicSom system in R2n+1 if and only if
e0∂Xf = e0|∂X|f .

Proof. Let us first suppose that g satisfies the RicSom system in R2n+1. Then we
get that {

∂x0g − e0∂Xg = 0
∂x0g − e0|∂X|g = 0

.
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From the above it follows that e0∂Xg = e0|∂X|g in R2n+1 and hence also that
e0∂Xf = e0|∂X|f .

Conversely, assume that e0∂Xf = e0|∂X|f and define h = e0|∂x0g + ∂X|g. It
is easy to check that h vanishes in R2n. Indeed,

h|R2n = e0|(∂x0g − e0|∂X|g)|R2n

= e0|
(
(∂x0g)|R2n − e0|∂X|f

)
= e0|

(
(∂x0g)|R2n − e0∂Xf

)
= e0e0|(e0∂x0g + ∂Xg)|R2n

= 0 .

As e0 ∂x0h + ∂Xh = 0 in R2n+1 it follows immediately (see [3]) that h ≡ 0 in
R2n+1. �

In what follows, CKf stands for the function defined by

CKf(x0, X) =
∞∑

k=0

xk
0

k!
(e0∂X)kf(X) .

Clearly, CKf(0, X) = f(X) and it may be proved that CKf satisfies the equation
e0∂x0CKf + ∂XCKf = 0 in R2n+1 (see [3]).

Similarly, the function

CK|f(x0, X) =
∞∑

k=0

xk
0

k!
(e0|∂X|)kf(X)

satisfies the equation e0|∂x0CK|f + ∂X|CK|f = 0 in R2n+1 and CK|f(0, X) =
f(X).

We can now formulate the main result of the section.

Theorem 3.2. The CK-extension problem for the RicSom system is solvable if and
only if it holds that e0∂Xf = e0|∂X|f . Moreover, its unique solution is given by
g = CKf = CK|f .

Proof. Suppose that there exists a function g satisfying the RicSom system in
R2n+1 such that g|R2n = f . Let h be given by h = g −CKf . Notice that then one
has e0 ∂x0h + ∂Xh = 0 in R2n+1 and h ≡ 0 in R2n. It follows that g = CKf in
R2n+1. Lemma 3.1 now yields e0∂Xf = e0|∂X|f .

Conversely, if e0∂Xf = e0|∂X|f , then Lemma 3.1 shows that the function
CKf is a solution of the CK-extension problem for the RicSom system.

To end the proof we remark that CKf = CK|f iff e0∂Xf = e0|∂X|f . �
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Polynomial Invariants for the
Rarita-Schwinger Operator
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Abstract. We show that polynomial invariant operators on functions with
values in the Spin(n)-representation with highest weight

(
3
2
, 1

2
, . . . , 1

2

)
are

spanned by powers of the symbols of the Laplace and Rarita-Schwinger op-
erators. This result generalizes the well-known description of polynomial in-
variants on the scalar and spinor-valued functions. We describe the operators
in the language of Clifford analysis.
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1. Why using Clifford analysis?

Clifford analysis, nowadays regarded as a broadly accepted branch of classical
analysis, is usually described as a generalization of classical complex analysis in
the plane to a higher-dimensional setting. The Dirac operator, playing the role of
the generalized Cauchy-Riemann operator, lies at the heart of the theory and the
study of its null solutions has always been the main topic of research in Clifford
analysis. We refer the reader to the standard references [1, 9, 12]. During the last
decade however, it became clear that Clifford analysis techniques can be used to
study more general invariant differential operators. The reason for this is that ar-
bitrary representations Vλ for so(m), defined by their highest weight λ containing,
e.g., half-integers only, can be defined as function spaces containing spinor-valued
polynomials satisfying certain conditions expressed in terms of Dirac operators,
see [8]. This means that sections of associated vector bundles, taking values in Vλ,
can be seen as functions F (x;u1, . . . , uk) in several vector variables. This leads
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Dalibor Šmı́d was supported by GAČR 201/06/P267 and MSM 0021620839.
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to an elegant framework to study higher spin operators from a function theoret-
ical point of view, and yields a valuable alternative for the standard multi-index
notation used in physics and abstract representation theory.

In the present paper, techniques from both classical Clifford analysis and
representation theory will be used to investigate polynomial invariants in the space
End(S1), where S1 denotes the irreducible so(m)-module whose highest weight is
given by (3

2 , 1
2 , . . . , 1

2 ). This module can be defined as the vector space consisting of
1-homogeneous spinor-valued null solutions for the Dirac operator ∂ on Rm. Our
motivation for investigating these invariants is inspired by the recent applications
of the theory of Howe dual pairs [13, 14] in the setting of Clifford analysis, see,
e.g., [2], which turned out to be crucial to find a multiplicity-free decomposition
for spaces of polynomial solutions for certain invariant operators.

2. Clifford algebras and Clifford analysis

Let (e1, . . . , em) be an orthonormal basis for the complex vector space Cm endowed
with the standard bilinear form B(ei, ej) = δij , and let Cm be the Clifford algebra
generated by this basis, together with the multiplication rules eiej + ejei = −2δij .
For the general theory of Clifford algebras we refer to, e.g., [9, 12, 16]. In the
present paper, the so-called spinor spaces carrying the basic spinor representations
for the orthogonal Lie algebra will be of crucial importance. In order to define these
representation(s) for so(m) with half-integer highest weight, we need the so-called
Witt basis for Cm. Consider the case of an even dimension m = 2n first, and
consider the Witt decomposition into maximal isotropic subsets, given by

C2n = spanC(fj , f
†
j)j = spanC

(
e2j−1 − ie2j

2
,−e2j−1 + ie2j

2

)
j

,

where 1 ≤ j ≤ n. The Witt basis vectors satisfy the multiplication rules

fjfk + fkfj = f†jf
†
k + f†kf†j = 0 , fjf

†
k + f†kfj = δjk .

Introducing n idempotents by means of Ik = fkf†k, one can define a primitive idem-
potent I = I1 · · · In. The space C2nI is a minimal left ideal which serves as an irre-
ducible representation space for the simple algebra C2n under left multiplication,
i.e., C2n

∼= End(C2nI). Restricting the multiplicative action to the even subalgebra
C+

2n, the complex vector space C2nI splits into two irreducible subspaces C+
2nI and

C−2nI. Introducing the Grassman algebra Λ† spanned by the daggered Witt basis
vectors, we then have that C±2nI ∼= Λ†±I, with Λ†± := C±2n ∩ Λ†. In the following
definitions, we will realize the spinor space(s) as subspaces of the Clifford algebra.
In case of an odd dimension m = 2n+ 1, we therefore add I0 = 1

2 (1 + ie2n+1) to
the set of idempotents Ij , leading to I ′ = I1 · · · InI0.

Definition 1. In case the dimension m = 2n is even, the spinor spaces S± are given
by S± = C±mI = Λ†±I. In case the dimension m = 2n+ 1 is odd, the spinor space
S is given by S = CmI ′ = Λ†I ′.
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The following is crucial for what follows:

Proposition 1. In case m = 2n, the spaces S± provide models for the irreducible
so(m)-modules with highest weight (1

2 , . . . , 1
2 ,± 1

2 ). In case m = 2n+ 1, the space
S defines a model for the irreducible so(m)-module with highest weight (1

2 , . . . , 1
2 ).

Remark: For the sake of convenience, we will restrict ourselves to the case of odd
dimension in what follows.

In classical Clifford analysis, the Dirac operator is defined as ∂x =
∑

i ei∂xi

and acts on functions f ∈ C∞(Rm, S) on Rm with values in the spinor space S. This
operator factorizes the Laplacian Δm in m dimensions, i.e., ∂2

x = −Δm, and null
solutions for this operator are called monogenic functions. Of particular interest for
what follows are spaces of homogeneous monogenic polynomials. Let us denote by
Mk(S) the space of spinor-valued k-homogeneous monogenic polynomials on Rm.
Defining the action of so(m) as the one derived from the classical L-representation
of Spin(m) given by L(s)[f(x)] = sf(s̄xs), one obtains a module for so(m):

Proposition 2. The space Sk := Mk(S) yields a model for the so(m)-module with
highest weight (k + 1

2 , 1
2 , . . . , 1

2 ), for all k ∈ N.

A crucial property is the so-called Fischer decomposition on Rm, which de-
scribes the decomposition of spaces of homogeneous spinor-valued polynomials in
terms of these irreducible modules containing homogeneous monogenic polynomi-
als:

Theorem 1. The space Pk(S) of k-homogeneous spinor-valued polynomials decom-
poses as

Pk(S) =
k⊕

j=0

xjMk−j(S) .

3. Dimensions of the space of invariants

Let g be a complex Lie algebra of the type so(m) and let us denote by G the
corresponding Lie group Spin(m). The space of polynomial operators acting on
functions with values in a g-representation V is P(EndV). This is itself a g-
representation. The space of invariants P(EndV)G consists from the point of view
of representation theory precisely of the trivial summands occurring in its decom-
position into irreducibles ([11], Lecture 14). We will treat the odd-dimensional case
g = Bn, m = 2n + 1, in detail and make some remarks on the even-dimensional
case afterwards.

Let us fix some notation. V ≡ S1 is the representation with highest weight(
3
2 , (1

2 )n−1

)
, as expressed in the standard basis ei. By (α)j we mean a shortcut

for α, . . . , α, j-times. We denote by Vk the representation of g with highest weight
(k, (0)n−1) ≡ ke1 and use a shortcut (k) for the highest weight of Vk.



128 D. Eelbode and D. Šmı́d

The following proposition tells us something about the representation in
which the polynomial operators take values:

Proposition 3.

EndS1 = V0 ⊕ V1 ⊕ V2 ⊕ V3 ⊕ W,

where the representation W contains no irreducible summand of type Vk, k ≥ 0.

Proof. Since S1 is a selfdual representation, we are actually decomposing End S1 =
S1 ⊗ S1. First we use Freudenthal formula for calculating multiplicities of weights
of S1 and then Brauer-Klimyk formula for identifying all irreducible summands of
type Vk in the tensor product. Since low-dimensional cases can be easily checked
by direct calculation, we will assume n > 3.

Multiplicities of weights: Let μ be a weight andmλ(μ) its multiplicity in a represen-
tation Vλ. Denote by Δ+ the set of positive roots and by δ the sum of fundamental
weights of g. Then multiplicities satisfy a recurrent expression called Freudenthal
formula [15].

mλ(μ) =
2

|λ+ δ|2 − |μ+ δ|2
∑

α∈Δ+

∞∑
k=1

mλ(μ+ kα)(μ+ kα, α),

where the scalar product may be any suitable multiple of the Killing form – let
us choose it such that its matrix with respect to the standard basis {ei} is the
identity matrix. We know that mλ(λ) = 1 and Δ+ = {ei, 1 ≤ i ≤ n} ∪{ei−ej, 1 ≤
i < j ≤ n} ∪{ei + ej , 1 ≤ i < j ≤ n}.

The Weyl group W of Bn acts on the set of weights by permutations and
sign reversals of coordinates. The dominant Weyl chamber ΛW consists of weights
μ = (μ1, . . . , μn) satisfying μ1 ≥ μ2 ≥ · · · ≥ μn ≥ 0. For each weight μ of S1 there
is a unique element w ∈ W such that w.μ ∈ ΛW . Any weight of Vλ is expressed
as λ−

∑
kαα where kα are non-negative integers and the sum is over simple roots

α. The only dominant weights of this type are λ and λ − e1 ≡
((

1
2

)
n

)
. Since the

multiplicity function is constant on orbits, we need only to calculate mλ(λ − e1).
Freudenthal formula yields

mλ(λ − e1) =
2

2n+ 1

( n∑
i=1

((λ − e1) + ei, ei) +
∑

1≤i<j≤n

((λ − e1) + ei − ej , ei − ej)
)

=
2

2n+ 1

(
3
2
n+ 2

n(n− 1)
2

)
= n .

In the first equality we used that (λ−e1)+ei and (λ−e1)+ei−ej are on the
orbit of λ and have thus multiplicity 1 and that (λ− e1) + ei + ej , (λ− e1) + kei,
k > 1 and (λ− e1) + k(ei − ej), k > 1 are neither on the orbit of λ nor λ− e1 and
so none of them is a weight of Vλ ≡ S1.

Decomposition of the tensor product: For a weight μ not fixed by any element of
W denote by [μ] the unique element on the orbit of μ such that [μ] ∈ ΛW and
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by w(μ) the unique element of W such that w(μ).μ = [μ]. Then Brauer-Klimyk
formula [15] says that for every pair μ, ρ of dominant weights

Vμ ⊗ Vρ =
⊕

μ′∈Π̃μ

(−1)|w(ρ+μ′+δ)|mμ(μ′)V[ρ+μ′+δ]−δ, (1)

where Π̃μ is the set of all weights of Vμ not fixed by any element of W and |w| is
the length of w ∈ W .

In our case μ = ρ = λ, δ =
(

2n−1
2 , 2n−3

2 , . . . , 1
2

)
and we are looking for the

occurrences of representations (k), k ≥ 0. This means that

[λ+ λ′ + δ] = (k) + δ, (2)

where λ′ = w′.λ or w′.(λ− e1) for some w′ ∈ W and we are of course interested in
the w ∈ W that is implicit in the square brackets. We shall denote ν := λ+λ′+ δ.

The weight ν must differ from (k)+δ only by a permutation and sign changes,
i.e., the set of absolute values of coordinates must be the same for both. Two cases
can occur:

1) Some coordinates of ν are negative. It is clear that there can be only
one such coordinate, νn = − 1

2 . This happens precisely for λ′n = − 3
2 . All the

other coordinates of λ′ are ± 1
2 and the only way to obtain the set equality

{ν2, . . . , νn−1} = { 2n−3
2 , . . . , 3

2} is to have λ′j = − 1
2 for 2 ≤ j ≤ n − 1. We get[(

3
2
,

(
1
2

)
n−1

)
+

(
±1
2
,

(
−1
2

)
n−2

,−3
2

)
+ δ

]
= (1) or (2) + δ,

The multiplicity is 1 and the sign is −1, since the w of the square brackets is just
the sign reversal of the last coordinate, which has length 1.

2) All coordinates of ν are positive. If νn is 3
2 , then λ′n =

1
2 . Now coordinates

of ν must be a permutation of coordinates of (k) + δ, hence some coordinate of ν
must be 1

2 . The only way how to do it is λ′n−1 = − 3
2 , νn−1 = 1

2 . As before, the
remaining coordinates allow no freedom and we have[(

3
2
,

(
1
2

)
n−1

)
+

(
±1
2
,

(
−1
2

)
n−3

,−3
2
,
1
2

)
+ δ

]
= (1) or (2) + δ,

where the multiplicity is 1 and the sign is again −1, since ν is moved to ΛW by a
transposition of the last two coordinates.

The value 1
2 must appear among coordinates of ν and it can be only at νn

or νn−1, since |λ′i| ≤ 3
2 . In the latter case then νn = 3

2 . This is because νn > 3
2

requires λ′n > 1
2 , so λ′n = 3

2 , νn = 5
2 , all other λ′i are ± 1

2 and so none other νi

can be 3
2 . We dealt with νn−1 = 1

2 , νn = 3
2 in the previous paragraph, therefore

let us set νn = 1
2 which means λ′n = − 1

2 . Thus any permutation of coordinates
of ν pushing it into the dominant chamber fixes the last coordinate. Repeating
this argument now for the possible positions of the value 3

2 , we see that either
the permutation fixes also the (n − 1)th coordinate, or it is the transposition of
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(n− 1)th and (n− 2)th coordinate. If we go on, we get n− 2 contributions with a
transposition:[(

3
2
,

(
1
2

)
n−1

)
+

(
±1
2
,

(
−1
2

)
p

,−3
2
,
1
2
,

(
−1
2

)
q

)
+ δ

]
= (1) or (2) + δ,

where p+ q = n− 3, p ≥ 0, q ≥ 1 (we already considered the case with q = 0) and
then the contribution with ν already dominant:[(

3
2
,

(
1
2

)
n−1

)
+

(
±1
2
,

(
−1
2

)
n−1

)
+ δ

]
= (1) or (2) + δ

[(
3
2
,

(
1
2

)
n−1

)
+

(
±3
2
,

(
−1
2

)
n−1

)
+ δ

]
= (0) or (3) + δ .

The former gives V1 and V2 with multiplicity n, since now [λ′] = λ − e1, and the
latter V0 and V3 with multiplicity 1; signs are +1 in both cases.

To summarize, we get V0 and V3 with multiplicity 1 and V1 and V2 with
multiplicity n− (n − 2)− 1 = 1 as well. �

Remark: In the even-dimensional case, g = Dn, the only difference is that we have
two representations:

S+
1 :=

(
3
2
,

(
1
2

)
n−2

,
1
2

)

S−1 :=

(
3
2
,

(
1
2

)
n−2

,−1
2

)
.

We shall denote by S1 the reducible representation S+
1 ⊕ S−1 .

The analogue of Proposition 3 is

Proposition 4.

Hom(S+
1 , S−1 ) = V0 ⊕ V2 ⊕ W+−

Hom(S−1 , S+
1 ) = V0 ⊕ V2 ⊕ W−+

End(S+
1 ) = V1 ⊕ V3 ⊕ W++

End(S−1 ) = V1 ⊕ V3 ⊕ W−−

where the representations W+−, W−+, W++, W−− contain no irreducible sum-
mand of type Vk. From this we easily see that

EndS1 = (V0 ⊕ V1 ⊕ V2 ⊕ V3)⊕2 ⊕ W,

where W contains no summand of type Vk.
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Let us return to the odd-dimensional case. The space of polynomials P(EndS1) is
graded by homogeneity

∞⊕
j=0

Pj(EndS1) =
∞⊕

j=0

(
#jV1 ⊗ EndS1

)
=

∞⊕
j=0

⎛⎝� j
2 �⊕

i=0

Vj−2i ⊗ EndS1

⎞⎠ . (3)

Here by #jV1 we mean the jth symmetric tensor power of V1. The last equality
comes from the fact that

⊙p V1 = Vp ⊕
⊙p−2 V1, i.e., a symmetric tensor can be

split into its tracefree (Cartan) part and its contraction in any two indices. This
corresponds to the classical Fischer decomposition of polynomials into harmonic
polynomials: a homogeneous polynomial P (x) of degree p is written as a sum of
a harmonic polynomial of degree p and x2R(x), where R(x) is a polynomial of
degree p − 2.

Lemma 1. Let g be of type Bn, Vμ an irreducible representation of g, i ≥ 0. Then
Vk ⊗Vμ contains a trivial irreducible summand V0 if and only if μ = (k). In such
a case, its multiplicity is one.

Proof. By Brauer-Klimyk formula (1) a weight μ′ of Vμ can contribute to a nonzero
coefficient of a trivial summand only if

[(k) + μ′ + δ] = δ (4)

The coordinates of all weights of a given finite-dimensional representation are
either all integral or all half-integral. If μ is half-integral, then (k) + μ′ + δ and
δ cannot be at the same time integral or half-integral. Action of the Weyl group
implicit in the operation [·] preserves integrality, so the resulting dominant weight
cannot equal δ.

Hence only for μ integral there can be a V0 in Vk⊗Vμ. Let us denote by H(μ′)
the non-negative number

∑n
i=1 |μ′i|. If μ′ is a weight of Vμ, then H(μ′) ≤ H(μ). If

μ′ satisfies (4), then

H(δ) = H((k) + μ′ + δ) ≥ H((k)) +H(δ)−H(μ′),

i.e., H(μ) ≥ H(μ′) ≥ k. If H(μ) = k and μ′1 > −k, then the first coordinate
of (k) + μ′ + δ is greater than any coordinate of δ and so (4) cannot hold. Thus
H(μ) = k means that any contributing μ′ is (−k, (0)n−1) and such a weight exists
only in a representation with highest weight μ = (k), provided H(μ) = k. Clearly
this gives one trivial summand in Vk ⊗ Vk.

Hence any other μ satisfying the statement must be integral with m ≡
H(μ) > k. Such a representation can be realised inside the tensor power Vm

1

(since V1 is the defining or vector representation) as a subspace of tracefree ten-
sors satisfying certain symmetry [10]. Let us denote by πm the projection from Vm

1

to Vμ and by πk the projection Vk
1 to Vk. If there is a projection π : Vk⊗Vμ → (0),

then π ◦ (πk⊗πm) is a projection from Vk
1 ⊗Vm

1 to a trivial summand. By classical
invariant theory [11] the space of orthogonal invariants in Vp

1 is zero for p odd and
spanned by complete contractions for p even. A complete contraction for p = k+m,
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m > k must involve a contraction in two indices of Vm
1 , which is projected to zero

by πm. Thus for H(μ) > k there are no invariants in Vk ⊗ Vμ. �

Theorem 2. The space of invariant k-homogeneous polynomials with values in
EndS1 is one-dimensional for k < 2 and two-dimensional for k ≥ 2.

Proof. The invariants correspond to trivial summands in the right-hand side of
expression (3). Lemma 1 implies that tensor product of Vj−2i with the representa-
tion W ⊂ EndS1 of Proposition 3 contains no trivial summands and that there is
precisely one trivial summand in Vj−2i⊗Vl, l ∈ {0, 1, 2, 3} if and only if j−2i = l.
This holds for l = 0 in homogeneity 0, for l = 1 in homogeneity 1, for l ∈ {0, 2} in
nonzero even homogeneities and for l ∈ {1, 3} for odd homogeneities higher than
one. �

Remark: In the even-dimensional case, Lemma 1 and its proof remain the same.
The dimensions of the spaces of invariants are twice as big in each homogeneity.

4. Bases of the spaces of invariants

Within the framework of Clifford analysis, a higher-spin Dirac operator (or some-
times higher-spin Rarita-Schwinger operator) can be defined as an operator acting
on functions F (x;u) depending on two vector variables. Indeed, if this function be-
longs for fixed x toMk(S), it can be seen as a function on Rm taking values in the
module Sk, k > 0. The natural invariant operator acting between such functions
is defined as the higher-spin Dirac operator, given by

R′k :=
(

u ∂u

m+ 2k − 2
+ 1
)

∂x : C∞
(
Rm,Mk

)
�→ C∞

(
Rm,Mk

)
.

From the point of view of representation theory, this operator is a Stein-Weiss
gradient corresponding to the unique summand Sk in V1⊗ Sk. We shall denote by
Rk the symbol of R′k, which is a 1-homogeneous polynomial operator with values
in End(Sk). Stein-Weiss gradients are invariant differential operators and so Rk is
an invariant polynomial in P(EndSk).

The function theory for higher-spin Dirac operators is in full development, we
refer to, e.g., [6, 7, 18]. We consider here the case of k = 1, the Rarita-Schwinger
operator. According to Theorem 2, there ought to be two linearly independent
invariant polynomials in each order of homogeneity k ≥ 2 and one invariant for
homogeneities 0 and 1. The latter ones are clearly a constant and R1. In order
to find the former ones, the most obvious way to proceed is to start calculating
powers of the operator R1. We have the following:

(R1)2 = −|x|2 + 4
m2

(
m〈u, x〉+ u x

)
〈∂u, x〉 =: −|x|2 + γmT1,

where we denoted γm := 4
m2 and defined T1, a 2-homogeneous (EndS1)-valued

polynomial. Since |x|2 is clearly an invariant polynomial, then so is T1. It is then
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easily verified that
T 2

1 = (m − 1)|x|2T1.

Hence
spanC

(
{|x|2k(R1)j

∣∣k ≥ 0, 0 ≤ j ≤ 3})
is a subalgebra of P(EndS1), consisting only of invariants. Moreover, it has the
same number of generators in each homogeneity as the algebra of invariants should
have basis elements according to the previous section. We only need to show that
the generators are linearly independent in order to conclude that the two algebras
are isomorphic as vector spaces.

Referring to, e.g., [4, 6], we recall the definition for the twistor operator

T ′k : C∞
(
Rm, uMk−1

)
�→ C∞

(
Rm,Mk

)
uf(x;u) �→

(
u ∂u

m+ 2k − 2
+ 1
)

∂xuf

and the dual twistor operator

(T ∗k )′ : C∞
(
Rm,Mk

)
�→ C∞

(
Rm, uMk−1

)
f(x;u) �→ − 1

m+ 2k − 2
u ∂u∂xf .

In terms of these operators, an alternative description for the polynomial invariant
T1 can be given:

T1T ∗1 = γmT1 .

Here T1 maps S1-valued functions into S0-valued functions and its adjoint the other
way round. Since dimS0 < dimS1, the operator T1 cannot be an isomorphism.
On the other hand, |x|2 is an isomorphism for any nonzero x, hence |x|2 and
T1 are linearly independent. The operators R1, |x|2k are isomorphisms for any
nonzero x. This shows that we have two linearly independent generators in each
homogeneity greater than one, namely |x|2k+2, |x|2kT1 for even homogeneity and
|x|2k+2R1, |x|2kT1R1 for odd homogeneity. We can summarize our result:

Theorem 3. Let g be a simple complex Lie algebra of type Bn and S1 its repre-
sentation with highest weight

(
3
2 , 1

2 , . . . , 1
2

)
. The algebra of g-invariant polynomials

with values in End(S1) has as a vector space the following structure:

End(S1) = spanC

(
{|x|2k(R1)j

∣∣k ≥ 0, 0 ≤ j ≤ 3}) .
Remark: In the even-dimensional case we have operators

(|x|2)+ : S+
1 → S+

1

(|x|2)− : S−1 → S−1
R+

1 : S+
1 → S−1

R−1 : S−1 → S+
1 .

We may see them also as elements of EndS1, extending them by a zero operator
to the whole S1 = S+

1 ⊕ S−1 . By this extension we just choose a basis in the space
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of invariants: any linear combination of for instance (|x|2)+ and (|x|2)− is still an
invariant operator. Note that the productsR+R+, R−R−, (|x|2)−R+, (|x|2)+R−,
(|x|2)+(|x|2)− and (|x|2)−(|x|2)+ are zero.

The operators have formally the same expression and all other statements in
this section hold for them too. Thus we get

Theorem 4. Let g be a simple complex Lie algebra of type Dn and S1 = S+
1 ⊕ S−1

its representation where highest weights of S±1 are
(

3
2 , 1

2 , . . . ,± 1
2

)
. The algebra of

g-invariant polynomials with values in End(S1) has as a vector space the following
structure:

End(S1) = spanC

(
{(|x|2k)±(R±1 )j

∣∣k ≥ 0, 0 ≤ j ≤ 3}) .
Here by (R±1 )j , j > 0 we mean the product Πj

i=1Rs(i), where s(i) is either + or −
and the signs alternate.
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Hypermonogenic Functions and
Their Dual Functions

Sirkka-Liisa Eriksson

Abstract. In this paper we present a new integral formulas for hypermono-
genic functions where the kernels are also hypermonogenic functions. We also
introduce dual k-hypermonogenic functions. If k = 0, then k-hypermonogenic
functions are monogenic functions and their dual functions are also mono-
genic. If k is nonzero the only function that is k-hypermonogenic function
and dual hypermogenic is zero function.

The theory of dual functions is very similar to the theory of hypermono-
genic functions. We present their integral formula and use it to present the
integral formula for (1 − n)-hypermonogenic functions.
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1. Introduction

There exist two generalizations of classical complex analysis to higher dimensions
using geometric algebras. The first one is the theory of monogenic functions or
regular functions introduced by R. Delanghe around 1970 based on Euclidean
metric (see for example [1]) and the second one is the theory of hypermonogenic
functions based on hyperbolic metric initiated by H. Leutwiler around 1990 ([13],
[14]) and continued jointly with the author by [7], [9], [10] and [4]. The advantage of
hypermonogenic functions is that positive and negative powers of hypercomplex
variables are included to the theory which is not in the monogenic case. Hence
elementary functions can be defined similarly as in classical complex analysis.

Hypermonogenic functions are solutions of the system

Mn−1f = Df + (n− 1)
Q′f
xn

= 0,
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where ′ is the main involution and Qf is given by the decomposition f (x) =
Pf (x) + Qf (x) en with Pf (x) , Qf (x) ∈ C�n−1. A Cauchy-type formula for hy-
permonogenic functions was proved in [4]. A key concept in the proof was k-
hypermonogenic functions introduced in [5]. K-hypermonogenic functions are re-
lated to harmonic functions with respect to the Riemannian metric

ds2 =
∑n

i=0 dx2
i

x
2k

n−1
n

.

They satisfy the equation Mkf = Df + k Q′f
xn

= 0.
The Dirac operator decomposes the usual Laplace operator to the first-order

operators. An important property of the Mkf operator is that it may be used
to decompose the Laplace Beltrami operator $f − k

xn

∂f
∂xn

(see [7]). An example

of a k-hypermonogenic is the function |x|k−n+1
x−1. They are also related to

polyharmonic functions. Indeed if a function H satisfies $kH = 0 then locally
there exists 2i-hypermonogenic functions gij : Ω → Cln (j = 1, 2) such that∑k

i=1

(
gi1 + ∂gi2

∂xn
en

)
= H ([5]).

In this paper we review main properties of k-hypermonogenic functions. We
also present a new integral formula for hypermonogenic functions (Theorem 3.10)
where the kernels are also hypermonogenic functions. In Section 4 we introduce a
new concept of a dual k-hypermonogenic function. If k = 0, then k-hypermonogenic
functions are monogenic functions and their dual functions are also monogenic. If
k is nonzero the only function that is k-hypermonogenic and dual hypermogenic
is zero function. The theory of dual functions is very similar to the theory of
hypermonogenic functions. We present their integral formula and use it to present
the integral formula for (1− n)-hypermonogenic functions.

2. Preliminaries

We consider the Clifford algebra C�0,n generated by e1, . . . , en satisfying the rela-
tion

eiej + ejei = −2δij,

where δij is the usual Kronecker delta.
The elements

x = x0 + x1e1 + · · ·+ xnen

for x0, . . . , xn ∈ R are called paravectors. The set Rn+1 is identified with the set
of paravectors.

The main involution is the mapping a → a′ defined for the generating ele-
ments by e′i = −ei for i = 1, . . . , n and extended to the total algebra by linearity
and the product rule (ab)′ = a′b′. Similarly the reversion is the mapping a → a∗

defined for the generating elements by e′i = −ei for i = 1, . . . , n and extended to
the total algebra by linearity and the product rule (ab)∗ = b∗a∗. The conjugation
is the mapping a → a defined by a = (a′)∗ = (a∗)′ .
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Any element a ∈ C�0,n may be uniquely decomposed as

a = b+ cen

for b, c ∈ C�0,n−1(the Clifford algebra generated by e1, . . . , en−1). The mappings
P : C�0,n → C�0,n−1 and Q : C�0,n → C�0,n−1 are defined in [7] by

Pa = b, Qa = c.

In order to compute the P - and Q-parts we use the involution a → â defined for
the generating elements by

êi = (−1)δin ei

and extended to the total algebra by linearity and the product rule âb = âb̂. Then
we obtain the formulas

Pa =
1
2
(a+ â) (2.1)

and
Qa = −1

2
(a − â) en. (2.2)

The following calculation rules ([7]) hold

P (ab) = (Pa)Pb+ (Qa)Q (b′) , (2.3)

Q (ab) = (Pa)Qb+ (Qa)P ′ (b) (2.4)

= aQb+ (Qa) b′.

Note that if a ∈ Cl0,n then
a′en = enâ.

Moreover if a ∈ Cl0,n−1 then
aen = ena′. (2.5)

An element I = e1e2 . . . en is called a pseudo scalar. Note that

IAr = (−1)r(n−1) ArI

if A = ej1ej2 . . . ejr for 1 ≤ j1 < j2 < · · · < jr ≤ n. Moreover if n is odd then I
belongs to the center of the Cl0,n.

3. Hypermonogenic functions

We briefly recall the definition of hypermonogenic functions. Let Ω be an open
subset of Rn+1. We consider functions f : Ω → C�0,n whose components are
continuously differentiable. The left Dirac operator in C�0,n is defined by

Dlf =
n∑

i=0

ei
∂f

∂xi

and the right Dirac operator by

Drf =
n∑

i=0

∂f

∂xi
ei.
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The operators Dl and Dr are defined by

Dlf =
n∑

i=0

ei
∂f

∂xi
, Drf =

n∑
i=0

∂f

∂xi
ei.

Let Ω be an open subset of Rn+1\{xn = 0}. The modified Dirac operators
M l

k, M
l

k, M r
k and M

r

k are introduced in [7] and [3] by

M l
kf (x) = Dlf (x) + k

Q′f
xn

M r
kf (x) = Drf (x) + k

Qf

xn

and

M
l

kf (x) = Dlf (x)− k
Q′f
xn

,

Mk
r
f (x) = Drf (x)− k

Qf

xn
,

where f ∈ C1 (Ω, C�0,n) and

(Qf)′ = Q′f

(Pf)′ = P ′f.

The operator M l
n−1 is also denoted by M .

Definition 3.1. Let Ω ⊂ Rn+1 be open. A function f : Ω→ C�0,n is left k-hypermo-
nogenic if f ∈ C1 (Ω) and

M l
kf (x) = 0

for any x ∈ Ω\
{
y ∈ Rn+1 | yn �= 0

}
. The right k-hypermonogenic functions are

defined similarly. The (n − 1)-left hypermonogenic functions are called hyper-
monogenic functions. The set of left k-hypermonogenic functions in Ω is denoted
by Mk (Ω).

Paravector-valued hypermonogenic functions are H-solutions introduced by
H. Leutwiler in [13] and [14]. Total Clifford algebra C�0,n-valued hypermonogenic
functions were introduced by the author and H. Leutwiler in [7]. Their theory is
further developed in [2], [3], [5], [6], [8], [9], [10], [11], [12] and [16]. We state some
main properties of hypermonogenic functions.

Lemma 3.2 (Generalized Cauchy-Riemann equations [7]). Let Ω be an open subset
of Rn+1and f : Ω → C�0,n be a mapping with continuous partial derivatives. The
equation Mkf = 0 is equivalent with the following system of equations

Dn−1 (Pf)− ∂(Q′f)
∂xn

+ k Q′f
xn

= 0,
Dn−1 (Qf) + ∂P ′(f)

∂xn
= 0.

There is an interplay between k-hypermonogenic and −k-hypermonogenic
functions.
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Lemma 3.3 ([3]). If k ∈ R then

M l
kf = −xk

nM l
−k

(
x−k

n fen

)
en.

Moreover the function f is k-hypermonogenic if and only if x−k
n fen is −k-hyper-

monogenic.

Lemma 3.4 ([7]). Let f : Ω→ C�0,n be twice continuously differentiable. Then

P
(
MkMkf

)
= $Pf − k

xn

∂Pf

∂xn

Q
(
MkMkf

)
= $Qf − k

xn

∂Qf

∂xn
+ k

Qf

x2
n

.

These are the Laplace-Beltrami equations with respect to the Riemannian
metric

ds2 =
∑n

i=0 dx2
i

x
2k

n−1
n

.

If k = n−1, the metric is the hyperbolic metric of the Poincaré model of the upper
half-space. In case n = k − 1 harmonic functions with respect to the above metric
have been studied by Leutwiler in [15].

Example. Let k ∈ N and 1 ≤ k ≤ n−1. Assume that 1 ≤ i1 < i2 < · · · < ik ≤ n−1.
Set w = w0 + wi1ei1 + · · ·+ wik

e
ik
+ wnen.Then

1. wm is k-hypermonogenic, if m ∈ Z.
2. ew =

∑∞
j=0

1
j!w

j is k-hypermonogenic.

3. sinw =
∑∞

j=0
1

(2j+1)! (−1)
j
w2j+1 is k-hypermonogenic.

4. cosw =
∑∞

j=0
1

(2j)! (−1)
j
w2j is k-hypermonogenic.

5. If f (z) =
∑∞

j=0 ajz
j is holomorphic and aj ∈ R then f (w) =

∑∞
j=0 ajw

j is
k-hypermonogenic.

6. (Fueter construction) If f = u+ iv is holomorphic in an open set Ω ⊂ C then

f̃ (w) = u
(
w0,
√

w2
i1
+ · · ·+ w2

ik
+ w2

n

)
+

wi1ei1 + · · ·+ wik
eik

+ wnen√
w2

i1
+ · · ·+ w2

ik
+ w2

n

v
(
w0,
√

w2
i1
+ · · ·+ w2

ik
+ w2

n

)
is k-hypermonogenic.
Note that in the special case k = n− 1 all the preceding functions are hyper-

monogenic ([13], [14]).

Using the definition it is easy to see the following result ([7], [10]).

Proposition 3.5. Let f be a k-hypermonogenic function. Then

∂f

∂xi
, i = 1, . . . , n− 1
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is k-hypermonogenic. Moreover the function ∂f
∂xn

is k-hypermonogenic if and only
if ∂f

∂xn
= 0.

A k-hypermonogenic function remains k-hypermonogenic if it is multiplied
from the right with a constant belonging to C�0,n−1.

Proposition 3.6. The k-hypermonogenic functions in an open subset Ω of Rn+1

form a right C�0,n−1-module.

In this paper we consider integral formulas for hypermonogenic functions for
simplicity in the upper half-space

Rn+1
+ =

{
(x0, . . . , xn) ∈ Rn+1 | xn > 0

}
.

Some results hold also in whole Rn+1 but they are more technical. The similar
results holds also in lower half-space, since the following result holds.

Theorem 3.7. Let Ω be an open subset of Rn+1
+ and f : Ω→ C�n be continuously

differentiable. If f is k-hypermonogenic then f̂ (x̂) is k-hypermonogenic in Ω̂ ={
x ∈ Rn+1 | x̂ ∈ Ω

}
.

The integral formulas hypermonogenic functions were first proved for the P -
part in [9] and then for the Q-part in [3]. We review them using slightly different
notations. They can also be proved for n+1-chains satisfying K ⊂ Ω. If k �= n− 1
the integral formulas for k-hypermonogenic functions are presented in [4], but their
kernels are more complicated.

Theorem 3.8. Let Ω be an open subset of Rn+1
+ and K ⊂ Ω a smoothly bounded

compact set with outer unit normal field ν. If f is hypermonogenic in Ω and y ∈ K
then

Pf (y) =
2n

ωn+1

∫
∂K

P (yn
np (x, y) ν (x) f (x))

dσ

xn−1
n

(3.1)

Qf (y) =
2n

ωn+1

∫
∂K

Q
(
yn−1

n q (x, y) ν (x) f (x)
)
dσ (3.2)

where ωn+1 is the surface measure of the unit ball in Rn+1 and the kernel given by

p (x, y) = xn−1
n

(x − y)−1

|x − y|n−1 en
(x − ŷ)−1

|x − ŷ|n−1

=
xn−1

n

2yn

(
(x − y)−1 − (x − ŷ)−1

|x − y|n−1 |x − ŷ|n−1

)
is paravector valued hypermonogenic and the other kernel

q (x, y) =
(x − ŷ)−1

|x − ŷ|n−1 (x − Py)
(x − y)−1

|x − y|n−1

=
(x − y)−1 + (x − ŷ)−1

2 |x− y|n−1 |x − ŷ|n−1 .

is paravector valued (1− n)-hypermonogenic.
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Note that the coordinate functions of p (x, y) and q (x, y) are the following

p (x, y) =
2xn

nP (x − y)
|y − x|n+1 |ŷ − x|n+1 −

xn−1
n

(
|P (y − x)|2 − x2

n + y2
n

)
|y − x|n+1 |ŷ − x|n+1 en,

q (x, y) =

(
|P (x − y)|2 + x2

n + y2
n

)
P (x − y)

|y − x|n+1 |ŷ − x|n+1 −
xn

(
y2

n − x2
n − |P (y − x)|2

)
|y − x|n+1 |ŷ − x|n+1 en.

If using (2.1) and (2.2) we combine the formulas (3.1) and (3.2) we obtain
the integral formula.

Theorem 3.9 ([3]). Let Ω be an open subset of Rn+1
+ and K ⊂ Ω a smoothly bounded

compact set with outer unit normal field ν. If f is hypermonogenic in Ω and y ∈ K
then

f (y) =
2n−1

ωn+1

∫
∂K

yn−1
n

(
(x − y)−1

ν (x) f (x) − (x̂ − y)−1
ν̂ (x)f̂ (x)

)
|x − y|n−1 |y − x̂|n−1 dσ (x) .

This formula may be developed further as follows.

Theorem 3.10. Let Ω be an open subset of Rn+1
+ and K ⊂ Ω a smoothly bounded

compact set with outer unit normal field ν. If f is hypermonogenic in Ω and y ∈ K
then

f (y) =
2n−1

ωn+1

∫
∂K

(h1 (x, y)P (ν (x) f (x)) + h2 (x, y)Q′ (ν (x) f (x))) dσ (x)

where the kernels h1 and h2 are hypermonogenic functions for any y ∈ K given by

h1 (x, y) = −2xnp (y, x)

and
h2 (x, y) = −yn−1

n q (y, x) en.

Proof. Substituting

ν (x) f (x) = P (ν (x) f (x)) +Q (ν (x) f (x)) en

and
̂ν (x) f (x) = P (ν (x) f (x))−Q (ν (x) f (x)) en

to the previous theorem we obtain

f (y) =
2n−1

ωn+1

∫
∂K

yn−1
n

(
(x − y)−1 − (x̂− y)−1

)
|x − y|n−1 |y − x̂|n−1 P (ν (x) f (x)) dσ (x)

+
2n−1

ωn+1

∫
∂K

yn−1
n

(
(x− y)−1 + (x̂ − y)−1

)
en

|x− y|n−1 |y − x̂|n−1 Q′ (ν (x) f (x)) dσ (x) .

Since

yn−1
n

(x − y)−1 − (x̂ − y)−1

|x − y|n−1 |y − x̂|n−1 = −2xnp (y, x)
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and
yn−1

n

(
(x − y)−1 + (x̂ − y)−1

)
en

|x − y|n−1 |y − x̂|n−1 = −yn−1
n q (y, x) en

completing the proof. �

Using the product rules (2.3) and (2.4) of P and Q we obtain an interesting
decomposition.

Theorem 3.11. Let Ω be an open subset of Rn+1
+ and K ⊂ Ω a smoothly bounded

compact set with outer unit normal field ν. If f is hypermonogenic in Ω then
there exists hypermonogenic functions f1 and f2 satisfying f = f1 + f2 and f1 is
determined by Pf and f2 by Qf as follows

f1 (y) =
2n−1

ωn+1

∫
∂K

(h1 (x, y)P (ν (x)) + h2 (x, y) νn (x))P (f (x)) dσ (x) ,

f2 (y) =
2n−1

ωn+1

∫
∂K

(h2 (x, y)P ′ (ν (x)) + h1 (x, y) νn (x))Q′ (f (x)) dσ (x) .

Since hypermonogenic functions form the right Cl0,n−1-module we obtain
directly the result.

Theorem 3.12. Let Ω be an open subset of Rn+1
+ and K ⊂ Ω a smoothly bounded

compact set with outer unit normal field ν. If f is continuous function in ∂Ω then
function

g (y) =
2n−1

ωn+1

∫
∂K

(h1 (x, y)P (ν (x) f (x)) + h2 (x, y)Q′ (ν (x) f (x))) dσ (x)

is hypermonogenic for all y ∈ Ω\∂K.

4. Dual hypermonogenic functions

In geometric algebras a dual of an element u is an element uI, where I is a pseudo
unit. Since a non zero k-hypermonogenic function multiplied from the right with
en is not any more k-hypermonogenic we introduce the following new concept.

Definition 4.1. Let I be a pseudo unit in C�0,n. A function f is called dual k-
hypermonogenic in an open subset Ω of Rn+1if fI is k-hypermonogenic on Ω .
The set of dual k-hypermonogenic functions in Ω is denoted by Pk (Ω) .

Proposition 4.2. Let I be a pseudo unit in C�0,n. A function f is dual k-hyper-
monogenic in an open subset Ω of Rn+1 if and only if f satisfy the equation

xnDlf − kenP ′f = 0

in Ω.



Hypermonogenic Functions and Their Dual Functions 145

Proof. Assume that f is dual k-hypermonogenic in an open subset Ω of Rn+1.
Since Q (fI) = P (fe1e2 . . . en−1) we obtain

xnM (fI) = xn (Dl (fe1e2 . . . en−1)) en + kP ′ (fe1e2 . . . en−1)

= (xnDl (fe1e2 . . . en−1)− kenP (fe1e2 . . . en−1)) en = 0,

which implies that fI is k-hypermonogenic. If fI is k-hypermonogenic then simi-
larly we deduce that fI2 is dual k-hypermonogenic, completing the proof. �

Corollary 4.3. A function f is dual k-hypermonogenic in an open subset Ω of
Rn+1if and only if fen or equivalently fI is k-hypermonogenic.

The generalized Cauchy-Riemann equations (3.2) for dual k-hypermonogenic
functions are easily computed.

Proposition 4.4. A function f is dual k-hypermonogenic in an open subset Ω of
Rn+1 if and only if

−Dn−1 (Qf)− ∂(P ′f)
∂xn

+ k P ′f
xn

= 0,
Dn−1 (Pf)− ∂Q′(f)

∂xn
= 0.

(4.1)

Dual k-hypermonogenic functions may be also characterized using M opera-
tors as follows.

Proposition 4.5. A function f is dual k-hypermonogenic if and only if

xnMkf = kf ′en.

Proof. We just compute

−xnMk (fen) en = xnDf − kP ′fen = xn (Mkf)− kQ′f − kP ′fen

= xn (Mkf)− kf ′en,

completing the proof. �

Using the preceding proposition we see that the function identically zero is
the only function that is hypermonogenic and dual hypermonogenic.

Proposition 4.6. If f is k-hypermonogenic and dual k-hypermonogenic in an open
subset Ω of Rn+1 then f = 0.

Using the preceding result we obtain directly the result.

Theorem 4.7. A right C�0,n-module of k-hypermonogenic functions in an open
subset Ω of Rn+1 is Mk (Ω)⊕ Pk (Ω).

If f is k-hypermonogenic functions then ∂f
∂xn

is not generally hypermonogenic.
However the following surprising result holds.
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Proposition 4.8. If f is dual k-hypermonogenic in an open subset Ω of Rn+1 then

g =
∂f

∂xn
− k

Pf

xn
= enDn−1f

is hypermonogenic and enDn−1fen is dual k-hypermonogenic. Moreover if f is
k-hypermonogenic then

h =
∂f

∂xn
− k

enQ′f
xn

= enDn−1f

is dual k-hypermonogenic and enDn−1fen is k-hypermonogenic.

Proof. Assume that f is dual k-hypermonogenic in an open subset Ω of Rn+1.
Using Df − k enPf

xn
= 0 we obtain

Mg = Dg + k
Q′g
xn

=
∂Df

∂xn
− k

DPf

xn
+ k

enPf

x2
n

+
k

xn

∂Q′f
∂xn

=
∂

∂xn

(
Df − k

enPf

xn

)
− k

Dn−1Pf

xn
+

k

xn

∂Q′f
∂xn

.

Applying (4.1) we deduceMg = 0. Moreover, using ken
Pf
xn

= Df and the definition
of g, we obtain

g =
∂f

∂xn
+ enDf = enDn−1f .

If f is hypermonogenic then fen is dual hypermonogenic and the first part implies
that

g =
∂fen

∂xn
− k

P (fen)
xn

=
∂f

∂xn
en + k

Qf

xn
=
(

∂f

∂xn
− ken

Q′f
xn

)
en

= enDn−1fen

is k-hypermonogenic. Hence h = −gen is dual k-hypermonogenic. �

Corollary 4.9. If h is C�0,n−1-valued k-hyperbolic harmonic then

g = $n−1h
′ +Dn−1

(
∂h

∂xn

)
en =

k

xn

∂h′

∂xn
− ∂2h′

∂x2
n

+Dn−1

(
∂h

∂xn

)
en

is k-hypermonogenic.

Proof. Assume that h is C�0,n−1-valued k-hyperbolic harmonic. Then Dh is hy-
permonogenic and the preceding theorem implies that

g = enDn−1Dhen = $n−1h
′ +Dn−1

(
∂h

∂xn

)
en

is k-hypermonogenic. �

The kernel of the mapping f → enDn−1fen is obtained from monogenic
functions.
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Proposition 4.10. If f is k-hypermonogenic and enDn−1fen = 0, then there exist
monogenic functions w0 and w1 independent of xn satisfying

f = w0 + w1x
k
nen.

Proof. Assume that f is k-hypermonogenic and enDn−1fen = 0. Then Dn−1Pf =
PDn−1f = 0 and Dn−1Qf = QDn−1f = 0. Since f is k-hypermonogenic. then
applying the generalized Cauchy-Riemann equations we obtain

−∂(Q′f)
∂xn

+ k Q′f
xn

= 0,
∂P ′(f)

∂xn
= 0.

Hence Pf = w0 is monogenic and Qf = xk
nw1 where w1 is monogenic. �

Corollary 4.11. If f and g are k-hypermonogenic in an open subset Ω of Rn+1
+ and

Dn−1f = Dn−1g then there exist monogenic functions w0 and w1 independent of
xn satisfying

f = g + w0 + w1x
k
nen.

The integral formula for the dual hypermonogenic functions is obtained from
3.12.

Theorem 4.12. Let Ω be an open subset of Rn+1
+ and K ⊂ Ω a smoothly bounded

compact set with outer unit normal field ν. If f is dual hypermonogenic in Ω and
y ∈ K

f (y)=
2n−1

ωn+1

∫
∂K

(h1 (x, y) enQ′ (ν (x) f (x))− h2 (x, y) enP (ν (x) f (x))) dσ (x) .

where h1 and h2 are the same as in Theorem 3.12 and h1en and h2en are dual
hypermonogenic functions.

Proof. Assume that f is dual hypermonogenic in Ω and y ∈ K. By Corollary 4.3
the function fen is hypermonogenic. Hence applying Theorem 3.12 we infer

f (x) en=
2n−1

ωn+1

∫
∂K

(h1 (x, y)P (ν (x) f (x) en) + h2 (x, y)Q′ (ν (x) f (x) en)) dσ.

Since P (ν (x) f (x) en) = −Q (ν (x) f (x)) and Q (ν (x) f (x) en) = P (ν (x) f (x))
we obtain

f (x) en=
2n−1

ωn+1

∫
∂K

(−h1 (x, y)Q (ν (x) f (x)) + h2 (x, y)P ′ (ν (x) f (x))) dσ.

Multiplying both sides with −en from the right we deduce

f (x) =
2n−1

ωn+1

∫
∂K

(h1 (x, y)Q (ν (x) f (x)) en − h2 (x, y)P ′ (ν (x) f (x))) endσ.

Hence by virtue of (2.5) we conclude the result. �
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Theorem 4.13. Let Ω be an open subset of Rn+1
+ and K ⊂ Ω a smoothly bounded

compact set with outer unit normal field ν. If f is continuous function in ∂Ω, then
function g defined by

g (y) =
2n−1

ωn+1

∫
∂K

(h1 (x, y) enQ′ (ν (x) f (x))− h2 (x, y) enP (ν (x) f (x))) dσ (x) .

is dual hypermonogenic in y ∈ Rn+1
+ \∂K.

The integral formula for (1− n)-hypermonogenic functions is obtained from
the following characterization.

Theorem 4.14. Let Ω be an open subset of Rn+1\{xn = 0} and f : Ω → C�n be a
C1 (Ω, C�n) function. A function f : Ω→ C�n is −k-hypermonogenic if and only if
the function xk

nf is dual k-hypermonogenic. Especially, a function f : Ω→ C�n is
(1− n)-hypermonogenic if and only if the function xn−1

n f is dual hypermonogenic.

Proof. Applying Lemma 3.3 and Corollary 4.3 we obtain the result. �

Theorem 4.15. Let Ω be an open subset of Rn+1
+ and K ⊂ Ω a smoothly bounded

compact set with outer unit normal field ν. If f is (1− n)-hypermonogenic in Ω
and y ∈ K then

f (y)=
2n−1

ωn+1

∫
∂K

(s1 (x, y)Q′ (ν (x) f (x))− s2 (x, y)P (ν (x) f (x))) dσ (x) ,

where

s1 (x, y) = y1−n
n xn−1

n h1 (x, y) en

s2 (x, y) = y1−n
n xn−1

n h2 (x, y) en

are (1− n)-hypermonogenic functions with respect to y.
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Description of a Complex of Operators
Acting Between Higher Spinor Modules

Peter Franek

Abstract. We construct a particular sequence of homomorphisms of gener-
alized Verma modules and show that this sequence is a complex. The dual
sequence can be identified with a complex of linear differential operators so
that the first operator in this sequence is a generalization of the Dirac operator
in many Clifford variables. Further, we use Zuckerman translation principle
to show that a similar sequence exists for any higher spinor operator in a
particular model of Cartan geometry, including, e.g., the Rarita-Schwinger
operator in many variables. There are indications that this sequence may be
exact, forming a resolvent of the first operator.

Mathematics Subject Classification (2000). 22E46, 32W99.

Keywords. Differential operator, complex, Dirac, Generalized Verma module.

1. Introduction

1.1. Motivation

Although this article deals with homomorphisms of algebraic objects, the motiva-
tion for it comes from differential geometry. The aim is to construct possible resol-
vent of well-known differential operators that would generalize the Dolbeault com-
plex. It is shown in [5, 6] that in a particular type of Cartan geometry G → G/P ,
where G is a Lie group and P its parabolic subgroup, there exists a G-invariant
differential operator Γ(G ×P V1) → Γ(G ×P V2) between sections of associated
vector bundles that can be locally identified with the Dirac operator in k variables
D : C∞(Rn, S)→ C∞(Rn, Ck ⊗ S) described in [10].

On algebraic level, the differential operators correspond to homomorphisms
of generalized Verma modules. In [5], we described the structure of the generalized
Verma module homomorphisms dual to the differential operators that continue the
Dirac operator in k variables in case n is odd. In this article, we prove that one can

The research were supported by the grant MSM 0021620839.
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start with any higher spinor operator (including, e.g., Rarita-Schwinger operator
in many variables, studied by [3]) and the structure of these sequences will remain
similar. Further, we show that the generalized Verma module homomorphisms can
be summed up to form a linear complex. We assume that this complex is exact,
although the proof is not known yet.

1.2. Lie algebras and parabolic subalgebras

Let g be a semisimple Lie algebra, h a chosen Cartan subalgebra, Φ+ a set of
positive roots and Δ a set of simple roots. The Borel algebra b is defined as
h⊕ b+, where b+ is the span of all positive root spaces. A Lie subalgebra p ⊂ g is
called parabolic, if it contains b. Any such p induces a grading g = ⊕k

i=−kgi such
that p = ⊕k≥0gi. Further, any p is determined by a subset Σ ⊂ Δ such that p
is the span of h, b and all negative root spaces g−φ such that φ is a nonnegative
integral combination of elements in Δ − Σ. Let as denote by P++ the set of
integral dominant weights, i.e., P++ = {α ∈ h∗, ∀φ ∈ Φ+ α(Hφ) ∈ N0}, where
Hφ is the φ-coroot (defined by Hφ = 2φ̂/(φ, φ), where (, ) is the Killing form
and φ̂ ∈ h is the dual of φ ∈ h∗ via the Killing form). This is exactly the set
of highest weights of finite-dimensional irreducible g-modules. Similarly, define
P++

p := {α ∈ h∗; ∀φ ∈ Δ − Σ α(Hφ) ∈ N0}. This is the set of highest weights
of irreducible finite-dimensional p-modules. Let δ := 1/2

∑
φ∈Φ+ φ be the “lowest

form”.

1.3. Homomorphisms of generalized Verma modules

Let U(g), U(p) and U(b) be the universal enveloping algebras of g, p, b. U(g)
is a left U(g)-module and a right U(b) module. For any α ∈ h∗, we define the
Verma module M(α) = U(g)⊗U(b) Cα−δ, where Cα−δ = C is the one-dimensional
representation of b defined by h · c = (α− δ)(h)c for h ∈ h, c ∈ Cα−δ and b · c = 0
for b ∈ b+. Each highest weight module is a factor of a Verma module with the
same highest weight.

For each root φ, we define the reflection sφ : h∗ → h∗, α �→ α − α(Hφ). The
Weyl group W of g is a finite group generated by all root reflections. The following
facts were proved by Bernstein-Gelfand-Gelfand and Verma in [1, 2, 13]

Theorem 1.1. Let μ, λ ∈ h∗. Each homomorphism M(μ)→ M(λ) is injective and
dim(Hom(M(μ), M(λ))) ≤ 1. Therefore, we can write M(μ) ⊂ M(λ) in such case.

A nonzero homomorphism of Verma modules M(μ) → M(λ) exists if and
only if there exist weights λ = λ0, λ1, . . . , λk = μ so that λi+1 = sβiλi for some
positive roots βi and λi(Hβi) ∈ N for all i. Equivalently, λi − λi−1 is a positive
integral multiple of some positive root for all i.

For a parabolic subgroup p ⊂ g and a p-module V with highest weight μ− δ,
we define the generalized Verma module (further GVM)

Mp(V) := U(g)⊗U(p) V.
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Usually, V will be irreducible finite dimensional, i.e., μ ∈ P++
p + δ and in this

case, we write Mp(μ) := Mp(V). GVM’s are highest weight modules and Mp(μ) %
M(μ)/K, where K is some submodule of M(μ). Any homomorphism of Verma
modules M(ν) → M(μ) factors to a homomorphism Mp(ν) → Mp(μ) that is
called standard homomorphism. The following theorem can be used to show that
a standard homomorphism of GVM’s is nonzero:

Theorem 1.2. Let M(ν) ⊂ M(μ) be an inclusion of Verma modules and let h :
Mp(ν) → Mp(μ) be the corresponding standard homomorphism of GVM’s. Then
h is zero if and only if there exists a simple root α ∈ Δ − Σ such that M(ν) ⊂
M(sαμ) ⊂ M(μ).

A central character of U(g) is a homomorphism from the center Z(U(g)) of
the universal enveloping algebra to C. Each highest weight module admits a central
character, i.e., for each highest weight g-module V there exists φ : Z(U(g)) → C
such that ∀v ∈ V ∀u ∈ Z(U(g)) u · v = φ(u)v. Any homomorphisms of highest
weight modules preserves the central character and the Harris-Chandra theorem
states that central characters of M(ν) and M(μ) are the same if and only if μ and
ν are on the same orbit of the Weyl group ([9]).

2. Results on sequences of invariant operators starting with Dirac

2.1. Odd dimension

In this section, we will summarize the main results from [5, 6]. Let g = so(n+2k, C)
for some odd n. Choosing the convention of [8], we can represent elements of g
as matrices antisymmetric with respect to the anti-diagonal. We can choose the
Cartan subalgebra h to be the subalgebra of diagonal matrices and the standard
basis of h∗ to be {ε1, . . . , εk+(n−1)/2}, where

εi(diag(d1, d2, . . . , dk+(n−1)/2, 0,−dk+(n−1)/2, . . . ,−d1)) = di.

Let Δ = {α1, . . . , αk+(n−1)/2} be the set of simple roots and p be a parabolic
subalgebra corresponding to Σ = {αk}. The subalgebra p induces the grading

g =

⎛⎝ g0 g1 g2

g−1 g0 g1

g−2 g−1 g0

⎞⎠ ,

the blocks having size k, n and k. The reductive subalgebra is g0 % gl(k, C) ×
so(n, C). Let G = Spin(n + k, k) be the Lie group and P its parabolic sub-
group so that the complexified Lie algebra of P is p. Any finite-dimensional ir-
reducible P -module is a p-module (by the infinitesimal action) and any finite-
dimensional irreducible p-module can be given the structure of a P -module. They
are classified by highest weights and the set of (isomorphism classes of) irre-
ducible finite-dimensional P -modules is isomorphic to P++

p . The lowest form (in
the εi-basis) is δ = [2((k + n) − 1)/2, . . . , 3/2, 1/2]. In the εi-basis, the Weyl
group is generated by transpositions, sign-transpositions ([. . . , ai, . . . , aj , . . .] �→
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[. . . ,−aj, . . . ,−ai, . . .]) and sign-flip ([. . . , ai, . . .] �→ [. . . ,−ai, . . .]). P -dominant
weights are [a1, . . . ak|b1, . . . , bn] such that a1 ≥ a2 ≥ · · · ≥ ak, b1 ≥ · · · ≥ bn ≥ 0,
ai −aj ∈ Z, bi − bj ∈ Z and the bi’s are either all integers or all half-integers. Con-
sider the weight λ = [(2k−1)/2, . . . , 3/2, 1/2|(n−1)/2, . . . , 2, 1]. Then λ−δ ∈ P++

p

and, as a gss
0 -module, the module with highest weight λ − δ Vλ−δ % C ⊗ S is the

product of the trivial representation of sl(k) and the spinor representation of so(n).
The structure of GVM homomorphisms Mp(ν) → Mp(λ), where ν, μ ∈ P++

p + δ
are on the Weyl group orbit of λ, is described in the following theorem (proved
in [5]):

Theorem 2.1. There are 2k weights in Sk = P++
p + δ ∩ Wλ, each of them is of

the form [a1, . . . , ak|(n − 1)/2, . . . , 2, 1], where (a1, . . . , ak) is a decreasing sign-
permutation of ((2k − 1)/2, . . . , 3/2, 1/2). For k = 2, there exist nonzero standard
homomorphisms

Mp([−
1
2
,−3

2
| . . .])→ Mp([

1
2
,−3

2
| . . .])→ Mp([

3
2
,−1

2
| . . .])→ Mp([

3
2
,
1
2
| . . .])

(2.1)
and the composition of any two is zero. For k > 2, the set of weights can be
split into two subsets: S1 the set of weights [(2k − 1)/2, . . . | . . .] and S2 the set of
weights [. . . ,−(2k−1)/2| . . .]. Let i, j : h∗k+n−1 → h∗k+n, [a1, . . . , ak−1| . . .] �→ [(2k−
1)/2, a1 . . . , ak−1| . . .] and j : [a1, . . . , ak−1| . . .] �→ [a1 . . . , ak−1,−(2k − 1)/2| . . .].
Then there exists a nonzero GVM homomorphism Mp(i(ν)) → Mp(i(μ)) (GVM’s
with highest weights +δ from S1) ⇔ there exists a nonzero GVM homomorphism
Mp(ν) → Mp(μ) ⇔ there exists a nonzero GVM homomorphism Mp(j(ν)) →
Mp(j(μ)). So, the structure of GVM homomorphisms between GVM’s from S1

(i.e., with highest weights +δ from S1) is similar then the structure of GVM ho-
momorphisms between GVM’s for k − 1. The sets S1, S2 can be naturally sub-
divided into S1,1, S1,2, S2,1 and S2,2 (S1,2, for example, is the set of weights
[(2k − 1/2, . . . ,−(2k − 3)/2)| . . .]). For any ν ∈ h∗n+k−2, there exists a nonzero
GVM homomorphism Mp(jkik−1(ν)) → Mp(ikjk−1(ν)) (i.e., a homomorphism
connecting a GVM in S2 with a GVM in S1). Each GVM homomorphisms on this
orbit is a composition of these.

The order of the dual differential operator is 1 for k = 1 (the Dirac operator),
2 for any homomorphism connecting a GVM in S1 with a GV M in S2 and the
others are determined inductively.

Graphically, the GVM homomorphisms have the structure show in Figure 1.
Figure 2 show Sk for k = 3, 4 (the arrows go from down to up and from left to
right):

It is proved in [6] that the “top” homomorphism connecting Mp(λ) with the
neighbor GVM is dual to a differential operator Γ(G ×P V∗μ−δ) → Γ(G ×P V∗λ−δ)
so that, after identifying the local section in 0 = eP with vector-valued functions
on g− and restricting to functions constant in g−2, the operator can be identified
with the Dirac operator in k variables (acting on Rn, n odd), described in [10].
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S2,2

S2,1 S1,2

S1,1

Figure 1. Structure of the GVM homomorphisms.

•

•

•

• λ = [52 , 3
2 , 1

2 | . . .]

[ 52 , 3
2 ,− 1

2 | . . .]

[ 52 , 1
2 ,− 3

2 | . . .]

[ 52 ,− 1
2 ,− 3

2 | . . .]

[ 32 , 1
2 ,− 5

2 | . . .]

[ 32 ,− 1
2 ,− 5

2 | . . .]

[ 12 ,− 3
2 ,− 5

2 | . . .]

[− 1
2 ,− 3

2 ,− 5
2 | . . .] •

•

•

•

k = 3

•

•

•

•
λ = [72 , 5

2 , 3
2 , 1

2 | . . .]

•

•

•

•

•

•

•

•

•

•

•

•

k = 4

Figure 2. Sk for k = 3, 4 (the arrows goes from
down to up and from left to right).

2.2. Even dimension

Let g = so(n+2k, C), n even. Similarly as before, we represent the elements of g as
matrices antisymmetric with respect to the antidiagonal, choose h to be the algebra
of diagonal matrices, p be a parabolic subalgebra corresponding to Σ = {αk}, and
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{εi} the basis of h∗, where

εi(diag(a1, . . . , ak+n/2,−ak+n/2, . . . ,−a1)) = ai.

Let G = Spin(n + k, k) be the Lie group and P its parabolic subgroup, as
before. The lowest form is δ = [(k + n) − 1, . . . , 1, 0]. In the εi-basis, the Weyl
group is generated by transpositions and sign-transpositions. P -dominant weights
are [a1, . . . , ak|b1, . . . , bn] such that a1 ≥ a2 ≥ · · · ≥ ak, b1 ≥ · · · ≥ bn−1 ≥
|bn|, ai − aj ∈ Z, bi − bj ∈ Z and the bi’s are either all integers or all half-
integers. Consider the weight λ = [(2k−1)/2, . . . , 3/2, 1/2|(2n−1)/2, . . . , 3/2, 1/2].
Then λ − δ ∈ P++

p and the situation is similar to the odd case. There exists a
homomorphism Mp(μ) → Mp(λ) so that the dual differential operator may be
identified with the Dirac operator in k variables.

To describe the orbit, we have to distinguish the case n/2 ≥ k (s.c. stable
range) and n/2 < k (non-stable range). If n/2 ≥ k, then the Weyl orbit of the
weight λ has a similar structure to that described in Theorem 2.1, only one must
write [. . . , |(2n− 1)/2, . . . , 3/2,±1/2] instead of [. . . |(n− 1)/2, . . . , 2, 1] in the ex-
pression of each weight. The structure of the GVM homomorphisms also seems
to be the same, although we have no proof for that; we only proved in [6] that
all the homomorphisms corresponding to first-order dual differential operators ex-
ist and the other homomorphisms are non-standard. For k = 2, the existence of
a nonzero nonstandard homomorphism Mp([1/2,−3/2| . . .])→ Mp(3/2,−1/2| . . .)
was proved in [7]. For higher k, however, it is only a conjecture that they all exist.

If n/2 < k, the situation becomes even more complicated, because the orbit
Wλ ∩ P++

p + δ contains more than 2k elements. For example, the situation of the
GVM homomorphisms (or dual differential operators) k = 3, n = 2 is pictured
in Figure 3. The “new” weights in the diagram correspond to representations of
P such that, as representation of Gss

0 % Sl(k) × Spin(n) (its semisimple part),
they have a form V ⊗ S, where S are no more spinors, but some higher spinor
representations.

3. Operators acting on higher spinor modules

3.1. Translation principle

Let G be a semisimple Lie group, P a parabolic subgroup, E an irreducible P -
module and W an irreducible G-module. As P -module (by restriction), W has a
filtration of P -modules

W = Wl ⊃ Wl−1 ⊃ · · · ⊃ W−l

with composition factors Wi = Wi/Wi−1 that can be decomposed into irreducible
P -modules. Let as suppose that E ⊗ Wi = ⊕jE

j
i is the decomposition into irre-

ducible P -modules. This exists, because the action of p+ on Wi and E is trivial,
so it coincides with the G0-module decomposition.
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•

•

•

•

•

•

•

•
•

•

•

•

1
2 [3, 1,−1|5,−3]

1
2 [1,−1,−3|5, 3]

1
2 [3, 1,−3|5,−1]

1
2 [3,−1,−3|5, 1]

1
2 [5, 1,−3|3,−1]

1
2 [5,−1,−3|3, 1]

Figure 3. Situation of the GVM homomorphisms (or
dual differential operators) k = 3, n = 2.

The following theorems are proved in [11]:

Theorem 3.1. If Ej
i has a central character χ different from all the central char-

acters of Ej′
i′ for i′ �= i, j′ �= j, then the χ-eigenspace of Mp(E ⊗ W) is its direct

summand isomorphic to Mp(E
j
i ).

Theorem 3.2. There exists a g-module isomorphismus Mp(E ⊗ W) % Mp(E) ⊗ W
(the spaces are the same, but the actions of g different).

Let F be another P -module and F⊗Wi = ⊕jF
j
i . It follows immediately that if

Ej
i has a central character χ different from all other central characters of Ej′

i′ , F
l
k has

the same central character χ and the central characters of all other Fl′
k′ are different

from χ, then the existence of a nonzero GVM homomorphism Mp(E) → Mp(F)
implies the existence of a nonzero GVM homomorphism Mp(E

j
i )→ Mp(Fl

k).

3.2. Application

Let G = Spin(n+ k, k) be the odd-dimensional spin group, P the parabolic subal-
gebra as in Section 2.1. Let W be the (complex) defining representation of G. As
P -module, it has the filtration

W−1 ⊂ W0 ⊂ W1 = W, where W−1 =

{( ∗−
0−
0

)}
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is s subspace of Cn+2k having zero on k + 1, . . . , (2k + n)th positions and

W0 =

{( ∗−∗−
0

)}
has zeros on last k positions. As representations ofG0 (the reductive part ofG), the
quotients are W−1 = W−1 % Ck⊗C (tensor product of the defining representation
of GL(k) and the trivial representation of Spin(n)), W0 = W0/W−1 % C⊗Cn and
W1 = W1/W0 % (Ck)∗ ⊗ C. In terms of highest weights, we can write W−1 =
[1, 0, . . . , 0|0, . . . , 0], W0 = [0, . . . , 0|1, 0, . . . , 0] and W1 = [0, . . . , 0,−1|0, . . . , 0].
Lemma 3.3. Let Λ be the set of weights of W, the defining representation of G (i.e.,
of weights [0, . . . , 0,±1, 0, . . .]) and let Vν be an irreducible representation of G0

with highest weight ν. Then the tensor product Vν ⊗W of G0-modules decomposes
multiplicity-free as

Vν ⊗ W % ⊕λ∈ΘVλ, where Θ = (ν + Λ) ∩ P++
p .

The proof follows from Klimyk formula, see [12], or [4] for details.

Theorem 3.4. Let (a1, . . . , a(n−1)/2) be a decreasing sequence of positive integers,
(b1, . . . , bk) be a decreasing sequence of positive half-integers, let π1, π2 be permu-
tations of {1, . . . , k} and s1, . . . , sk, s̃1, . . . , s̃k ∈ {1,−1}. Let as suppose that

(s1bπ1(1), s2bπ1(2), . . . , skbπ1(k)) and (s̃1bπ2(1), s̃2bπ2(2), . . . , s̃kbπ2(k))

are decreasing sequences. Further, let (c1, . . . , ck) = ((2k − 1)/2, . . . , 3/2, 1/2).
Then there exists a nonzero GVM homomorphism

Mp([s1bπ1(1), . . . , skbπ1(k)|a1, a2 . . . , a(n−1)/2])

→ Mp([s̃1bπ2(1), . . . , s̃kbπ2(k)|a1, . . . , a(n−1)/2])

if and only if there exists a nonzero standard GVM homomorphism

Mp([s1cπ1(1), . . . , skcπ1(k)| . . . , 2, 1])→ Mp([s̃1cπ2(1), . . . , s̃kcπ2(k)| . . . , 2, 1])
Example. There exist a sequence of GVM homomorphisms

Mp

(
7
2
,
1
2
|6, 3
)
→ Mp

(
7
2
,−1

2
|6, 3
)
→ Mp

(
1
2
,−7

2
|6, 3
)
→ Mp

(
−1
2
,−7

2
|6, 3
)

,

analogously to (2.1).

Proof. Let bi + 1 be different from all other b′js, for some i and let W be the
defining representation of G with composition factors W−1, W0, W1 as before. Let
ν = [s1bπ1(1), . . . , skbπ1(k)|c1, . . . , c(n−1)/2] and ν′ be the weight having ±(bi + 1)
instead of ±bi on the particular position. The numbers s1bπ1(1), . . . , skbπ1(k) are
strictly decreasing, so interchanging bi with bi + 1 does not change this property
(if bi+1 is different from all other bj ’s). Therefore, ν′− δ is P -dominant. It follows
from Lemma 3.3 that, in the G0-module decomposition of Vν−δ⊗(W−1⊕W0⊕W1),
the module Vν′−δ occurs with multiplicity one. We state that Vν−δ has different
central character from all other composition factors of Vν ⊗ (W−1 ⊕ W0 ⊕ W1).
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To see this, assume, for contradiction, that α ∈ P++
p + δ is another weight so that

Vα−δ is in the decomposition and has the same central character as Vν′−δ. This
means that the coordinate expression of α is a sign-permutation of the coordinates
of ν′ and differs from ν by ±1 in exactly one coordinate. The coordinate±(bi+1) is
obtained either from ±bi by adding ±1, or from some ±bk. In the first case, α = ν′,
the second case is impossible, because ±bk would be missing in the expression of
α. It follows from Theorems 3.1 and 3.2 that Mp(ν′) is a direct summand of
Mp(ν) ⊗ W.

The same argument shows that, for μ = [s̃1bπ2(1), . . . , s̃kbπ2(k)|c1, . . . , c(n−1)/2]
and μ′ having bi + 1 instead of bi on the particular position, Mp(μ′) is a di-
rect summand of Mp(μ) ⊗ W. Therefore, if there exist a nonzero homomorphism
Mp(ν) → Mp(μ), there exists a nonzero homomorphism Mp(ν′) → Mp(μ′). On
the other hand, an analogous argument then above with bi = (bi + 1) − 1 be-
ing different from all other bj , shows that the existence of a nonzero homo-
morphism Mp(ν′) → Mp(μ′), implies the existence of a nonzero homomorphism
Mp(ν)→ Mp(μ).

Starting with (d1, . . . , dk) = ((2k− 1)/2, . . . , 1/2), and increasing the bi’s, we
see by induction that a nonzero homomorphism

Mp(s1dπ1(1), . . . , skdπ1(k)| . . . , 2, 1)→ Mp(s̃1dπ2(1), . . . , s̃kdπ2(k)| . . . , 2, 1)
exists if and only if there exists a nonzero homomorphism

Mp(s1bπ1(1), . . . , skbπ1(k)| . . . , 2, 1)→ Mp(s̃1bπ2(1), . . . , s̃kbπ2(k)| . . . , 2, 1)
for any decreasing sequence of positive half-integers (b1, . . . , bk).

Fixing the bi’s, the same procedure can be done by increasing the integers
((n−1)/2,...,2,1) to any decreasing sequence of positive integers (a1,...,a(n−1)/2)
and the theorem follows. �

Choosing for example, the weight λ = [(2k−1)/2, . . . , 3/2, 1/2|(n+1)/2, (n−
3)/2, (n− 5)/2, . . . , 2, 1], μ = [(2k − 1)/2, . . . , 3/2,−1/2|(n+ 1)/2, (n− 3)/2, (n−
5)/2, . . . , 2, 1], the dual differential operator to Mp(μ) → Mp(λ) maybe locally
identified with the Rarita-Schwinger operator in several variables described, e.g.,
in [3].

4. The complex of operators

4.1. The main theorem

In this section, we will prove that the GVM homomorphisms described above can
be chosen and the GVM’s can be summed up in such a way, so that the sequence
becomes a linear complex of homomorphisms. Because ⊕iMp(Vi) % Mp(⊕Vi), we
can dualize the homomorphisms and identify locally the dual differential operators
with an operator acting on functions defined on the vector space g− with values in
⊕V∗i . Again, restricting to functions constant in g−2, we expect this operators to
form a resolvent of the Dirac, Rarita-Schwinger resp. other operators in k variables.
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However, we will only prove that it forms a complex, the exactness leaving open
so far.

Let λ = [(2k − 1)/2, . . . , 3/2, 1/2|(n− 1)/2, . . . , 2, 1]. The structure of GVM
homomorphisms between GVM’s Mp(μ), where μ ∈ Wλ∩P++

p + δ is described in
Theorem 2.1 in detail. Mp(λ) is on the “top” of the diagram (there exist Mp(μ)→
Mp(λ), but no Mp(λ) → Mp(ν)). Define the modules Mi so that M0 := Mp(λ)
and Mi+1 = ⊕ν∈ΓMp(ν), where Γ is the set of weights ν having the following
properties:
a) there exists a nonzero standard GVM homomorphism Mp(ν) → Mp(μ) for

some μ so that Mp(μ) is a direct summand in Mi and
b) if there exists a sequence of nonzero GVM homomorphisms Mp(ν) →

Mp(ν′)→ Mp(μ), where μ is like in a), then either ν′ = ν or ν′ = μ.

Example. For k = 3, M3 consists of the sum of two GVM’s (the homomorphisms
go from right to left, the dual differential operators from left to right):

• • • •

• • • •

M0 M1

M2 M3

M4 M5 M6

In this picture, the line from M0 to M1 represents a homomorphism M1 =
Mp(μ)→ Mp(λ) = M0 that is dual to the Dirac operator in several variables, and
one line indicates that the dual differential operator is of first order.

Any choice of the standard GVM homomorphisms described in 2.1 (each of
the homomorphisms is unique only up to scalar) determines a linear sequence of
homomorphisms . . .

d2→ M1
d1→ M0 (if Mi is a sum of more then one GVM’s as M3

in the picture, the homomorphisms leading in and out of the components of Mi

sum up to di and di−1).

Theorem 4.1. The homomorphisms of GVM’s described in Theorem 2.1 can be
chosen in such a way, so that the associated sequence of homomorphisms {Mi, di}
described above is a complex.

Proof. The key ingredient is Lemma 1.2. For α ∈ Δ − Σ, the action of sα on h∗

interchanges 2 neighbor coordinates (but not kth and (k + 1)th) or the sign of
the last one. In case k = 2, sα1 [3/2, 1/2| . . . , 2, 1] = [1/2, 3/2| . . .], Theorem 1.1
implies M([1/2,−3/2| . . .]) ⊂ M([1/2, 3/2| . . .]) and it follows from Lemma 1.2
that the standard map Mp([1/2,−3/2| . . .])→ Mp([3/2, 1/2| . . .]) is zero (which is
the composition of the second and third homomorphism of (2.1)). Similarly, one
shows that the composition of the first and second homomorphism in (2.1) is zero.

Now assume, by induction, that the theorem is true for some k. Let Sk, S1, S2,
i, j be like in Theorem 2.1. Define the category M with objects {Mp(ν), ν ∈ Sk},
Mj with objects {Mp(ν), ν ∈ Sj

k+1}, j = 1, 2 and the morphisms to be standard
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GVM homomorphisms. It follows from Theorem 2.1 that the functors ϕj : M →
Mj defined by Mp(ν) �→ Mp(i(ν)) resp. Mp(ν) �→ Mp(j(ν)) are isomorphisms
(they preserve the existence of a nonzero standard GVM homomorphism). Define

M1
i := Mi ∩⊕Mp(ν)∈M1Mp(ν) and M2

i := Mi ∩⊕Mp(ν)∈M2Mp(ν).

Figure 4 shows the situation for k = 4.

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

M0 = M1
0

M1 = M1
1

M2 = M1
2

M1
3 = M1

3
M1

4

M1
5

M1
6

M2
10 = M10

M2
9 = M9

M2
8 = M8

M2
7 = M7

M2
6

M2
5

M2
4

(M1
7 = 0)

Figure 4.

The maps Mp(ν) �→ Mp(i(ν)) and Mp(ν) �→ Mp(j(ν)) can be extended
to Mi → M1

i and Mi → M2
i (although some M j

i may be zero). By induction,
the homomorphisms between GVM’s from M can be chosen so that the associ-
ated homomorphisms didi+1 : Mi+1 → Mi−1 are zero. Because ϕj are isomor-
phisms of categories, the homomorphisms between GVM’s in Mj can be chosen
in such a way, so that dj

id
j
i+1 : M j

i+1 → M j
i−1 is zero, for j = 1, 2. Assume that

these homomorphisms have been fixed. So, {M j
i , dj

i} are subcomplexes of {Mi, di},
j = 1, 2.

Now, if Mi = M1
i , then Mi is a sum of GVM’s with highest weights +δ

from S1. So, Mi−1 and Mi−2 have the same property, because there is no GVM
homomorphism Mp(ν) → Mp(μ), ν ∈ S1, μ ∈ S2. So, in this case, di−1di is
zero. Similarly, if Mi = M2

i , then Mi+1 and Mi+2 have the same property and
di+1di+2 = d2

i+1d
2
i+2 = 0.

It remains to fix the “connecting homomorphisms”, i.e., homomorphisms
Mp(ν) → Mp(μ) with ν ∈ S2, μ ∈ S1 (in the above picture, these are the 4
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middle-homomorphisms). Let ν ∈ S2,1, Mp(ν) ∈ Mi. We know that there exists a
nonzero homomorphisms Mp(ν) → Mp(μ), where μ ∈ S1,2. Consider a homomor-
phism Mp(μ) → Mp(β), where Mp(β) ∈ Mi−2. There are two possibilities: either
β ∈ S1,1, or β ∈ S1,2.

Case A. First let β ∈ S1,1. This implies that there exists a homomorphisms from
Mp(μ), μ ∈ S1,2 to Mp(β), β ∈ S1,1 and hence μ ∈ S1,2,1, β ∈ S1,1,2. This means
that

ν = [(2k − 3)/2, (2k − 5)/2, a1, . . . , ak−3,−(2k − 1)/2| . . .],
μ = [(2k − 1)/2, (2k − 5)/2, a1, . . . , ak−3,−(2k − 3)/2| . . .],
β = [(2k − 1)/2, (2k − 3)/2, a1, . . . , ak−3,−(2k − 5)/2| . . .].

In such case, choosing any nonzero standard homomorphism l : Mp(ν) → Mp(μ),
the composition Mp(ν) → Mp(μ) → Mp(β) is zero, because sα1β = [(2k −
3)/2, (2k − 1)/2, . . . ,−(2k − 5)/2| . . .] and M(ν) ⊂ M(sα1β) by Theorem 1.1
(ν = sγsα1β, where sγ sign-interchanges the (2k − 5)/2 and (2k − 1)/2). So,
Lemma 1.2 implies that the composition is zero.

Case B. The second case is β ∈ S1,2, as well as μ. We have already fixed a standard
homomorphisms k : Mp(μ) → Mp(β). The condicion β ∈ S1,2 implies that β is of
the form

β = [(2k − 1)/2, a1, . . . , ak−2,−(2k − 3)/2| . . .],
and

μ = [(2k − 1)/2, b1, . . . , bk−2,−(2k − 3)/2| . . .],
ν = [(2k − 3)/2, b1, . . . , bk−2,−(2k − 1)/2| . . .],

where (b1, . . . , bk−2) differs from (a1, . . . , ak−2) by a (sign)-inversion (ai, aj) →
((−)aj , (−)ai). Let sγ be the root reflection so that sγβ = μ. Then for the weight

ν′ = sγν = [(2k − 3), a1, . . . , ak−2,−(2k − 1)/2| . . .]
we see ν′ ∈ S2,1 and Theorem 2.1 implies that there exist a nonzero standard
homomorphism n : Mp(ν) → Mp(ν′) and a nonzero standard homomorphism
m : Mp(ν′) → Mp(β). So, we have the following square of standard GVM homo-
morphisms:

Mp(ν)

Mp(ν′)

Mp(μ)

Mp(β)

n k

l

m

Now, we want to prove that the homomorphisms l, n can be chosen so that
{Mi, di} is a complex. The necessary and sufficient condition is that the restriction
of di−1di to any direct summand Mp(ν) of Mi is zero. This happens if and only if
the projection of the image of the restriction of di−1di|Mp(ν) to each Mp(β) (direct
summand of Mi−2) is zero.
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Let i0 be the smallest integer so that Mi �= M1
i and let Mp(ν) ∈ Mi, ν ∈ S2.

This ν is unique, namely

ν = [(2k − 3)/2, . . . , 3/2, 1/2,−(2k− 1)/2)| . . .]
and there is only one standard homomorphismMp(ν)→ Mp(μ) for μ ∈ S1, namely
for

μ = [(2k − 1)/2, . . . , 3/2, 1/2,−(2k− 3)/2| . . .].
For any standard homomorphism Mp(μ) → Mp(β), where Mp(β) ∈ M1

i0−2, β

has to be in S1,1 (case A) and the composition Mp(ν) → Mp(β) is zero. So, we
may choose the homomorphism Mp(ν) → Mp(μ) to be arbitrary nonzero and
di0−1di0 = 0.

Let as suppose, by further induction, that for i = i0, i0+1, . . . , i0+ s− 1, all
the “connecting homomorphisms”Mp(ν)→ Mp(μ) have been fixed for any ν ∈ S2,
μ ∈ S1, Mp(ν) being a direct summand of Mi and Mp(μ) a direct summand of
Mi−1, so that di−1di = 0. Now, let j = i0 + s, ν ∈ S2, μ ∈ S1 Mp(ν) be a direct
summand ofMj andMp(μ) a direct summand ofMj−1 so that there exist a nonzero
standard homomorphism l : Mp(ν)→ Mp(μ). Such a μ is unique (μ = sγν, where
sγ sign-interchanges the (2k − 1)/2 and (2k − 3)/2 on the 1st and kth positions).
Let k : Mp(μ) → Mp(β) be a standard homomorphism, β ∈ S1,2, Mp(β) being
a direct summand of Mj−2. This is the situation of “case B” and we know that
there exists n : Mp(ν)→ Mp(ν′) and m : Mp(ν′)→ Mp(β), Mp(ν′) being a direct
summand of Mj−1. The homomorphism m have been already fixed, by induction.
Because a standard homomorphism Mp(ν)→ Mp(β) is determined uniquely up to
a scalar, it follows that we can choose the homomorphisms l : Mp(ν)→ Mp(μ) so
that the compositions k◦ l and m◦n cancel. In other words, the Mp(β)-component
of the image of the restriction of di−1di to Mp(ν) is zero. Similarly, if β ∈ S1,1,
then the composition Mp(ν) → Mp(β) vanishes (Case A). So, the restriction of
di−1di to any such Mp(ν) is zero. The restriction of di−1di on Mp(γ) for γ ∈ S1 is
zero, as {M1

i , d1
i } is a subcomplex of {Mi, di}. So, di−1di = 0.

In this way, we fix all the homomorphisms Mp(ν)→ Mp(μ), ν ∈ S2, μ ∈ S1.
Let further ξ ∈ S2,2 so that there exist nonzeroMp(ξ)→ Mp(ν) andMp(ν)→

Mp(μ), ν ∈ S2,1, μ ∈ S1,2. In this case, Lemma 1.2 implies that the composition
Mp(ξ) → Mp(μ) is zero, similarly as in “case A”. So, the restriction of di−1di to
any Mp(ν) is zero and the result follows. �

Again, the translation principle described in Section 3 can be applied to the
complex just constructed. Dualizing this, we obtain the complex of G-invariant
differential operators Γ(G×P V1)→ Γ(G×P V2)→ Γ(G×P V3)→ · · · such that,
as a Gss

0 % Sl(k)× Spin(n)-module, V1 = T1 ⊗U where T1 may be any irreducible
finite-dimensional representation of Sl(k) and U may be any higher spinor repre-
sentation of Spin(n), i.e., a representation with highest weight [a1, . . . , a(n−1)/2]
such that all the ai’s are half-integers. It follows from the construction that all the
modules Vi are of the form Ti ⊗ U where Ti is a representation of Sl(k) and the
“spinor part” U does not change.
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251–276, Sémin. Congr., 4, Soc. Math. France, Paris, 2000.

[13] N. Verma, Structure of certain induced representations of complex semisimple Lie
algebras, Bull. Amer. Math. Soc. 74 (1968).

Peter Franek
Sokolovska 83
18675 Praha
Czech Republic
e-mail: franp9am@artax.karlin.mff.cuni.cz



Quaternionic and Clifford Analysis

Trends in Mathematics, 165–185
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Abstract. In this paper we survey a series of recent developments in the the-
ory of functions of a hypercomplex variable. The central idea underlying these
developments consists in requiring a function to be holomorphic on suitable
slices of the space on which the function itself is defined. Specifically, we
apply this approach to functions defined on the space H of quaternions, on
the space O of octonions, and finally on the Clifford algebra of type (0, 3),
denoted Cl(0, 3). The properties of these functions resemble those of holomor-
phic functions, and yet the different nature of the three algebras on which we
work introduces new and exciting phenomena.
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1. Introduction

In the last couple of years, the authors developed a new theory of regularity for
functions defined on the algebras of quaternions and octonions, as well as on an
eight-dimensional Clifford algebra, [17, 18, 19, 20]. The new definition of regularity
is quite simple: it only requires holomorphicity on complex slices of the algebra
under consideration. Despite its simplicity, the theory ends up being quite powerful
in replicating the fundamental results of the theory of holomorphic functions of
a complex variable. More importantly, polynomial functions as well as convergent
power series can be treated in this setting, unlike what happens in the usual
theories of monogenic and Fueter-regular functions. This aspect of the theory is
quite relevant because it can be applied to the study of a functional calculus in a
non-commutative setting, [3, 4, 5, 6]. In this survey paper, we highlight in a unified

This work was partially supported by GNSAGA of the INdAM and by PRIN “Proprietà geo-
metriche delle varietà reali e complesse” and “Geometria Differenziale e Analisi Globale” of the
MIUR.
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fashion the fundamental ideas of the theory, and we anticipate a few results which
have not been published yet. We want to thank the anonymous referee, whose
comments have significantly improved the final version of this paper.

2. Hamilton, Cayley and Clifford algebras

It is very rare, in mathematics, to have a clear and explicit description of the birth
and the origin of a new theory: in most cases, in fact, it is even difficult to identify
a date which could be taken as its birthday. Luckily, the situation is different for
the birth of the theory of quaternions as well as for the theory of octonions1.

Sir William R. Hamilton was looking for ways of extending complex numbers
(which can be viewed as points on the 2-dimensional Gauss plane) to higher spatial
dimensions. He could not do so for dimension 3, and in fact it was later shown
by Frobenius that this task is actually impossible: the only associative division
algebras which are finite dimensional over the real numbers are the real numbers
R, the complex numbers C and the non-commutative algebra H of quaternions or
Hamilton numbers. Furthermore, the only non-associative division algebra which
is finite dimensional over the real numbers is the algebra O of octonions or Cayley
numbers (see, e.g., [1, 22]). Eventually Hamilton tried dimension 4 and created
quaternions2.

1) Extract from a letter from Sir W.R. Hamilton to Professor P.G. Tait.

Letter dated October 15, 1858.

. . . P.S. – To-morrow will be the 15th birthday of the Quaternions. They started into life,
or light, full grown, on [Monday] the 16th of October, 1843, as I was walking with Lady
Hamilton to Dublin, and came up to Brougham Bridge, which my boys have since called the
Quaternion Bridge. That is to say, I then and there felt the galvanic circuit of thought close;
and the sparks which fell from it were the fundamental equations between i, j, k; exactly such
as I have used them ever since. I pulled out on the spot a pocket-book, which still exists,
and made an entry, on which, at the very moment, I felt that it might be worth my while
to expend the labour of at least ten (or it might be fifteen) years to come. But then it is
fair to say that this was because I felt a problem to have been at that moment solved – an
intellectual want relieved – which had haunted me for at least fifteen years before.

Less than an hour elapsed before I had asked and obtained leave of the Council of the
Royal Irish Academy, of which Society I was, at that time, the President – to read at the next
General Meeting a Paper on Quaternions; which I accordingly did, on November 13, 1843.

Some of those early communications of mine to the Academy may still have some interest
for a person like you, who has since so well studied my volume, which was not published for
ten years afterwards.

In the meantime, will you not do honour to the birthday to-morrow, in an extra cup of
– ink? for it may be obsolete now to propose XXX, or even XYZ.

Note: Robert P. Graves notes in his biography of Hamilton that ‘Brougham Bridge’, referred

to by Hamilton in his letters regarding the discovery of quaternions, is properly referred to as
Broome Bridge: so called from the name of a family residing near.

Source: [23]
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2) According to Hamilton, on October 16 he was out walking along the Royal Canal in Dublin
with his wife when the solution in the form of the equation

i2 = j2 = k2 = ijk = −1 (1)

suddenly occurred to him; Hamilton then promptly carved this equation into the side of the

nearby Broom Bridge (which Hamilton called Brougham Bridge). Since 1989, the National
University of Ireland, Maynooth has organized a pilgrimage, where mathematicians take a
walk from Dunsink observatory to the bridge where, unfortunately, no trace of the carving
remains, though a stone plaque does commemorate the discovery.

Letter from Sir W.R. Hamilton to Rev. Archibald H. Hamilton.

Letter dated August 5, 1865.

My dear Archibald – (1) I had been wishing for an occasion of corresponding a little with
you on QUATERNIONS: and such now presents itself, by your mentioning in your note of
yesterday, received this morning, that you “have been reflecting on several points connected
with them” (the quaternions), “particularly on the Multiplication of Vectors.” (2) No more
important, or indeed fundamental question, in the whole Theory of Quaternions, can be
proposed than that which thus inquires What is such MULTIPLICATION? What are its
Rules, its Objects, its Results? What Analogies exist between it and other Operations, which
have received the same general Name? And finally, what is (if any) its Utility? (3) If I may be
allowed to speak of myself in connection with the subject, I might do so in a way which would
bring you in, by referring to an ante-quaternionic time, when you were a mere child, but had

caught from me the conception of a Vector, as represented by a Triplet: and indeed I happen
to be able to put the finger of memory upon the year and month – October, 1843 – when
having recently returned from visits to Cork and Parsonstown, connected with a meeting
of the British Association, the desire to discover the laws of the multiplication referred to
regained with me a certain strength and earnestness, which had for years been dormant, but
was then on the point of being gratified, and was occasionally talked of with you. Every
morning in the early part of the above-cited month, on my coming down to breakfast, your
(then) little brother William Edwin, and yourself, used to ask me, “Well, Papa, can you
multiply triplets”? Whereto I was always obliged to reply, with a sad shake of the head: “No,
I can only add and subtract them.” (4) But on the 16th day of the same month – which
happened to be a Monday, and a Council day of the Royal Irish Academy – I was walking in
to attend and preside, and your mother was walking with me, along the Royal Canal, to which
she had perhaps driven; and although she talked with me now and then, yet an under-current
of thought was going on in my mind, which gave at last a result, whereof it is not too much
to say that I felt at once the importance. An electric circuit seemed to close; and a spark
flashed forth, the herald (as I foresaw, immediately) of many long years to come of definitely
directed thought and work, by myself if spared, and at all events on the part of others, if
I should even be allowed to live long enough distinctly to communicate the discovery. Nor
could I resist the impulse – unphilosophical as it may have been – to cut with a knife on a
stone of Brougham Bridge, as we passed it, the fundamental formula with the symbols, i, j, k;
namely, i2 = j2 = k2 = ijk = −1 which contains the Solution of the Problem, but of course,
as an inscription, has long since mouldered away. A more durable notice remains, however,
on the Council Books of the Academy for that day (October 16th, 1843), which records the
fact, that I then asked for and obtained leave to read a Paper on Quaternions, at the First
General Meeting of the session: which reading took place accordingly, on Monday the 13th of
the November following. With this quaternion of paragraphs I close this letter I.; but I hope
to follow it up very shortly with another.

Your affectionate father, William Rowan HAMILTON.

Source: [23]
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Commemorating stone plaque on Broom Bridge

The quaternions are of the form q = x0 + ix1 + jx2 + kx3 where the xl are
real (l = 0, . . . , 3), and i, j, k, are imaginary units (i.e., their square equals −1)
such that, according to (1), ij = −ji = k, jk = −kj = i, and ki = −ik = j. In this
way, H can be considered as a vector space over the real numbers of dimension 4.
Notice that a generic element q of H can be written as

q = (x0 + x1i) + (x2 + x3i)j, (2)

a fact that allows an identification of H with pairs of complex numbers, each in
R+ Ri; this split H = C+ Cj will play a crucial role in the next section.

We quoted explicitly from Hamilton’s letters to P.G. Tait (dated October 15,
1858) and to his son A.H.Hamilton (dated August 5, 1865), but an even more im-
portant correspondence took place on October 17, 1843, when Hamilton described
his discovery of quaternions to his good friend John T. Graves [24]. As Baez points
out in [1], it was Graves’ interest in algebra that stimulated some of Hamilton’s
own work in this direction. Soon after Hamilton discovered the quaternions, Graves
developed his own theory of octonions (which he called octaves and described in
a letter to Hamilton, dated December 26, 1843). Interestingly enough, octonions
are now associated to the name of Cayley, because Graves did not publish his
discovery, while Cayley did in March, 1845.

The algebra O of octonions can be described in a similar way to what we
have done for quaternions. Consider a basis E = {e0 = 1, e1, . . . , e6, e7} of R8 and
relations

eαeβ = −δαβ + ψαβγeγ , α, β, γ = 1, 2, . . . , 7

where δαβ is the Kronecker delta and ψαβγ equals 1 when (α, β, γ) is one of the
following combinations

(1, 2, 3), (1, 4, 5), (2, 4, 6), (3, 4, 7), (2, 5, 7), (1, 6, 7), (5, 3, 6),
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it is totally antisymmetric in α, β, γ, and it equals 0 in the remaining cases. The
generic element of O can be written as

w = x0 + x1e1 + · · ·+ x7e7.

but one can show that (1, e1, e2, e1e2) form a basis for a subalgebra of O isomorphic
to the algebra H of quaternions. In fact we have the decomposition

O = (R+ Re1) + (R+ Re1)e2 + [(R+ Re1) + (R+ Re1)e2]e4

= C+ Ce2 + (C+ Ce2)e4 = H+He4. (3)

Given a generic element w of H or O we define in a natural fashion its conjugate
w = x0 −

∑
k≥1

xkek, and its square norm |w|2 = ww =
∑
k≥0

x2
k.

The following is immediate and yet important:

Proposition 2.1. For any non-real quaternion or octonion w, there exist, and are
unique, x, y ∈ R with y > 0, and an imaginary unit Iw such that w = x+ yIw.

Definition 2.2. Given any imaginary unit I, the set R+RI will be denoted by LI.

Notice that after identifying the imaginary unit Iw in H or in O with the
imaginary unit i of C, the set LIw may be considered as a complex plane in H or
O passing through 0, 1 and w. In this way both H and O can be obtained as an
infinite union of complex planes (which will be also called slices). Now, let Cl(0, 3)
denote the real Clifford algebra of signature (0, 3). This algebra can be defined as
follows (see [8] for this and other related definitions): let E = {e1, e2, e3} be the
canonical orthonormal basis for R3 with defining relations eiej + ejei = −2δij. An
element of the Clifford algebra Cl(0, 3) can be written in a unique way as

w = x0 + x1e1 + x2e2 + x3e3 + x12e1e2 + x13e1e3 + x23e2e3 + x123e1e2e3

where the coefficients xi, xij , xijk are real numbers. Thus, we see that Cl(0, 3) is
an eight-dimensional real space, endowed with a natural multiplicative structure.
Notice that the square of each unit ei, eiej is −1, while the square of e1e2e3 is 1. For
this reason, the element e1e2e3 is often referred to as a pseudoscalar. Therefore it is
appropriate to define the set of Clifford real numbers asR = {w = x0+x123e1e2e3}
and the set of Clifford imaginary numbers as I = {w = x1e1 + x2e2 + x3e3 +
x12e1e2+x13e1e3+x23e2e3}.With these definitions, we can decompose any element
w of Cl(0, 3) as the sum of an element in R, its real part Re(w), and an element
in I, its imaginary part Im(w).

Let A denote any of the algebras C, H, O, Cl(0, 3). For each of these algebras,
we can define the set of roots of −1 as SA = {w ∈ A : w2 = −1}. This set will be
referred to as the sphere of imaginary units of A. A second set of interest is what
we call the unit imaginary sphere, namely UA = {w ∈ A : Re(w) = 0, |Im(w)| = 1}.
The identity between SA and UA which holds for A = C, H, O can be easily verified
(see [17, 18, 19]) and implies that SC, SH and SO are, respectively, 0-dimensional,
2-dimensional and 6-dimensional spheres.
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On the other hand (see [20]), an element w = x0 + x1e1 + x2e2 + x3e3 +
x12e1e2+ x13e1e3+ x23e2e3+ x123e1e2e3 in Cl(0, 3) belongs to SCl(0,3) if and only
if it belongs to UCl(0,3) and its coordinates satisfy

x1x23 − x2x13 + x3x12 = 0.

Moreover, it turns out that the set of w ∈ Cl(0, 3) such that w2 = 1 reduces to
w = ±1 and w = ±e1e2e3.

If one were to attempt to replicate proposition 2.1 in the Clifford algebra
Cl(0, 3), one would need to be able to write every element w of Cl(0, 3) as the sum
of a Clifford real number and the product of an element of SCl(0,3) by a Clifford
real number, namely

w = (α+ βe1e2e3) + I(γ + δe1e2e3)

where α, β, γ, δ are real numbers and I ∈ SCl(0,3). This is not always possible.
Indeed, denote by U the set of all Clifford numbers w = x0 + x1e1 + x2e2 +
x3e3 + x12e1e2 + x13e1e3 + x23e2e3 + x123e1e2e3 in Cl(0, 3) such that w ∈ R or
(x1, x2, x3) �= ±(x23,−x13, x12). In [20] we proved

Proposition 2.3. Let w ∈ Cl(0, 3). There exist I ∈ SCl(0,3) and α, β, γ, δ ∈ R
such that w = (α + βe1e2e3) + I(γ + δe1e2e3) if and only if w ∈ U . The above
representation is unique up to substituting (I, γ, δ) by −(I, γ, δ) or ±(Ie1e2e3, δ, γ).

3. Regular functions

Since the beginning of last century, mathematicians have been interested in creat-
ing a theory of quaternion-valued functions of a quaternionic variable, which would
somehow resemble the classical theory of holomorphic functions of one complex
variable. The simplest extension, namely the request for a quaternionic function
to have a quaternionic derivative, fails to be of any interest since (see [41])

Proposition 3.1. Let Ω be a simply-connected domain in H and let f : Ω → H. If
for any q0 ∈ Ω

lim
q→q0

(q − q0)−1(f(q)− f(q0))

exists in H, then necessarily f(q) = qa+ b for some a, b ∈ H. If for any q0 ∈ Ω

lim
q→q0

(f(q)− f(q0))(q − q0)−1

exists in H, then necessarily f(q) = aq + b for some a, b ∈ H.

Another quite natural approach could be to consider the class of functions which
admit (local) series expansions of the form∑

s

ms(q − q0),

with ms(q) finite sum of monomials of the type a0 · q · a1 . . . as−1 · q · as.
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But if q = x0 + ix1 + jx2 + kx3, then it is very easy to verify that x0 =
1
4 (q − iqi− jqj − kqk), x1 = 1

4i (q − iqi+ jqj + kqk), x2 = 1
4j (q + iqi− jqj + kqk),

x3 = 1
4k (q + iqi+ jqj − kqk), so that the class of maps considered coincides with

the class of real analytic maps of R4 in R4.
In the 1930s, Fueter (see [12, 13]) introduced the differential operator

∂

∂q
=
1
4

(
∂

∂x0
+ i

∂

∂x1
+ j

∂

∂x2
+ k

∂

∂x3

)
now known as the Cauchy–Fueter operator and defined the space of regular func-
tions as the space of solutions of the equation associated to this operator. This
theory of regular functions is very well developed, in many different directions,
and we refer the reader to [41] for the basic features of these functions.

For more recent work in this area we refer the reader to [8, 27, 32, 33] and ref-
erences therein. Furthermore, an analogue to the Cauchy–Fueter operator, called
the Dirac operator, has been defined in Clifford algebras (see [8]); in this environ-
ment, any solution of the Dirac operator is known as amonogenic function. Fueter’s
Theorem [12] gives a method for constructing a regular function of a quaternion
variable from an analytic function of one complex variable. Fueter’s Theorem and
its generalizations to higher dimensions and to the case of monogenic functions
are deducible from the results contained in [36].

While the theory of Fueter-regular functions is extremely successful in repli-
cating many important properties of holomorphic functions (and not only in one
variable, see [8]), even the simplest quaternionic polynomials fail to be regular in
the sense of Fueter. Another unexpected consequence in the definition of regular
functions in the sense of Fueter is that their zero-sets can vary a lot and have real
dimension zero, one, two or four (see [41]).

A first step towards a different definition was taken by Cullen in [11] on the
basis of the notion of intrinsic functions as developed in [37]. This definition has

the advantage that polynomials and even power series of the form
+∞∑
n=0

wnan are

regular in this sense.
Polynomials and power series of a quaternionic variable also belong to the

interesting class of holomorphic functions over quaternions, which was defined
by Fueter [12] and more recently generalized and developed by Laville and Ra-
madanoff (see [29], [30]), who studied the theory of holomorphic Cliffordian func-
tions. It turns out that the set of Cullen regular functions and the set of Fueter reg-
ular functions, strictly contained in the set of holomorphic functions over quater-
nions, do not coincide.

Cullen regular functions are also closely related to a class of functions of
the reduced quaternionic variable x0 + ix1 + jx2, studied by Leutwiler in [31].
This class consists of all the solutions of a generalized Cauchy–Riemann system of
equations, it contains the natural polynomials, and supports the series expansion
of its elements as well.
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Following the idea of Cullen [11] two of us were inspired to give the following
definition (see [17, 18, 19]):

Definition 3.2. Let K be either H or O. If Ω is a domain in K, a real differentiable
function f : Ω→ K is said to be Cullen-regular if, for every I ∈ SK, its restriction
fI to the complex line LI = R + RI passing through the origin and containing 1
and I is holomorphic on Ω ∩ LI .

Throughout the paper, since no confusion can arise, we will refer to Cullen-
regular functions as regular functions tout court. Note that in our most recent
work we have used the expression slice regular instead.

In the spirit of Gateaux, a notion of I-derivative is defined as follows:

Definition 3.3. Let Ω be a domain in K and let f : Ω→ K be a real differentiable
function. For any I ∈ SK and any point q = x+yI in Ω (x and y are real numbers
here) we define the I-derivative of f at q as

∂If(x+ yI) :=
1
2

(
∂

∂x
− I

∂

∂y

)
fI(x + yI)

The definition of regularity extends to the case of Cl(0, 3) as follows (see [20]).
Recall that U = {w = x0 + x1e1 + x2e2 + x3e3 + x12e1e2 + x13e1e3 + x23e2e3 +
x123e1e2e3 in Cl(0, 3) such that w ∈ R or (x1, x2, x3) �= ±(x23,−x13, x12)}.

Definition 3.4. Let Ω be a domain in U . A real differentiable function f : Ω →
Cl(0, 3) is said to be regular if, for every I ∈ SCl(0,3), its restriction fI to the
four-dimensional plane LI = R+IR = {(t1+ t2e1e2e3)+I(t3+ t4e1e2e3)} passing
through the origin and containing 1 and I satisfies, on Ω ∩ LI, the system

2DIfI := (d12 + Id34)fI = 0, (4)

where dij = dtitj indicates the (real) differential with respect to the variables ti
and tj .

Fix I ∈ SCl(0,3) and let K = Ie1e2e3. Each w ∈ LI = LK can be represented
in the following two ways

w = (t1 + t2e1e2e3) + I(t3 + t4e1e2e3) = (t1 + It3) + (t2 + It4)e1e2e3

w = (t1 + t2e1e2e3) +K(t4 + t3e1e2e3) = (t1 +Kt4) + (t2 +Kt3)e1e2e3. (5)

Chosen J ∈ SCl(0,3), we can represent fI = fK (see [20]) either as

fI = (f00 + f01e1e2e3) + I(f10 + f11e1e2e3)

+ [(g00 + g01e1e2e3) + I(g10 + g11e1e2e3)]J

= (f00 + If10) + (f01 + If11)e1e2e3 + [(g00 + Ig10) + (g01 + Ig11)e1e2e3]J

= F0 + F1e1e2e3 + (G0 +G1e1e2e3)J (6)
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or as

fK = (f00 + f01e1e2e3) +K(f11 + f10e1e2e3)

+ [(g00 + g01e1e2e3) +K(g11 + g10e1e2e3)]J

= (f00 +Kf11) + (f01 +Kf10)e1e2e3 + [(g00 +Kg11) + (g01 +Kg10)e1e2e3]J

= M0 +M1e1e2e3 + (N0 +N1e1e2e3)J. (7)

The previous equations imply that 2DIfI = (d12 + Id34)fI = 0 if, and only if,{
d12f00 = d34f10

d12f10 = −d34f00

{
d12f01 = d34f11

d12f11 = −d34f01{
d12g00 = d34g10

d12g10 = −d34g00

{
d12g01 = d34g11

d12g11 = −d34g01

(8)

and 2DKfK = (d12 +Kd43)fK = 0 if, and only if,{
d12f00 = d43f11

d12f11 = −d43f00

{
d12f01 = d43f10

d12f10 = −d43f01{
d12g00 = d43g11

d12g11 = −d43g00

{
d12g01 = d43g10

d12g10 = −d43g01.

(9)

The two-dimensional Cauchy–Riemann systems (8) and (9) are compatible (i.e.,
they share solutions) and it turns out that the set of regular functions is not empty
(see [20]).

We conclude this section recalling the following representations of fI , which
derive from the geometric properties of imaginary units shown in the first section.
We will often refer to these results as the Splitting Lemmas (see [17, 18, 19]).

Lemma 3.5. If f is a regular function on Ω ⊂ K, then for every I1 ∈ SK

1. if K = H, for any J ∈ SH, J ⊥ I1, there exist two holomorphic functions
F, G : Ω ∩ LI1 → LI1 such that

fI1(z) = F (z) +G(z)J ;

2. if K = O and I2, I4 ∈ SO are properly chosen, (see [18]), then there exist four
holomorphic functions F1, F2, G1, G2 : Ω ∩ LI1 → LI1 such that

fI1(z) = F1(z) + F2(z)I2 + (G1(z) +G2(z)I2)I4.

In the case of Cl(0, 3) we have (see [20])

Lemma 3.6. Let Ω be a domain in U ⊆ Cl(0, 3) and let f be regular in Ω. Fix
I ∈ SCl(0,3), set K = Ie1e2e3. According to equations (5), each w ∈ LI = LK

can be represented as w = z1 + z2e1e2e3 with z1, z2 ∈ R + IR % C and as w =
ζ1 + ζ2e1e2e3 with ζ1, ζ2 ∈ R+KR % C.

Chosen J ∈ SCl(0,3) there exist F0, F1, G0, G1 holomorphic in (z1, z2) and
M0, M1, N0, N1 holomorphic in (ζ1, ζ2) (see [20]) such that

fI = F0+F1e1e2e3+(G0+G1e1e2e3)J = M0+M1e1e2e3+(N0+N1e1e2e3)J = fK

as in equations (6) and (7).
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4. Power series and series expansions for regular functions

Given a ∈ K, the basic monomial wna defines a regular function in K according to
Definition 3.2. Since the sum of regular functions is regular, we immediately have
that polynomials with coefficients in K on the right side are regular. Moreover,
since convergence of power series is uniform on compact sets, it turns out that

power series
+∞∑
n=0

wnan with coefficients in K are also regular in their domain of

convergence, which proves to be a ball B(0, R) = {w ∈ K : |w| < R}. The
following result is proven in [19]:

Theorem 4.1. A function f : B = B(0, R) → K is regular if, and only if, it has a
series expansion of the form

f(q) =
+∞∑
n=0

qn 1
n!

∂nf

∂xn
(0)

converging in B. In particular if f is regular then it is C∞ in B.

Recall that (see [20]) for an arbitrary point w in U , there exist I ∈ SCl(0,3)

and z1, z2 ∈ R+ IR such that w = z1 + z2e1e2e3. With this in mind, we can state
the analogue of Theorem 4.1 in Cl(0, 3).

Theorem 4.2. Let f be a regular function in U . For each choice of I ∈ SCl(0,3) and
for all z1, z2 ∈ R+ IR we have

f(z1 + z2e1e2e3) =
∑

m,n∈N

zm
1 zn

2

∂m+nf(0)
∂zm

1 ∂zn
2

.

The power series expansion which we have obtained for regular functions is
the key ingredient in proving the analogues of many well-known results of holo-
morphic functions in one complex variable. For this reason, in what follows we
will always restrict our attention to functions which are regular in a ball B(0, R)
centered at the origin of K (K = H or K = O).

Remark 4.3. The forthcoming book [7] will study regular quaternionic functions on
the larger class of slice domains, namely those domains Ω ⊆ H such that Ω∩R is
non-empty and, for any I ∈ S, LI ∩ Ω is a domain in LI .

5. Cauchy formula and related results

We will now list some interesting results for regular functions. The proofs, which
are contained in [18, 19], mainly involve the Splitting Lemmas and techniques
which are imported from the theory of holomorphic functions of one complex
variable. The notations are the same as in the previous sections. We begin with
this version of the identity principle.
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Theorem 5.1. Let f and g be regular functions on B = B(0, R). If there exists
I ∈ SK such that f ≡ g on a subset of LI

⋂
B having an accumulation point in

LI

⋂
B, then f ≡ g in B.

The following versions of the mean value property and the maximummodulus
principle hold for regular functions.

Proposition 5.2. If f : B = B(0, R) → K is a regular function, I ∈ SK and
a ∈ B ∩ LI, then, for any r > 0 small enough,

f(a) =
1
2π

∫ 2π

0

fI(a+ reIϑ) dϑ.

Theorem 5.3. Let f : B = B(0, R)→ K be a regular function. If |f | has a maximum
at a ∈ B, then f is constant in B.

Perhaps the most important consequence of the Splitting Lemma 3.5 is the
analogue, for regular functions, of the Cauchy representation formula. In order to
state it appropriately, we will adopt the following notation. If w ∈ K, we set

Iw =

⎧⎨⎩
Im(w)
|Im(w)| ∈ SK if Im(w) �= 0

any element of SK otherwise.

Notice that for any ζ ∈ LIw , ζ �= w the equality (ζ −w)−1dζ = dζ(ζ −w)−1 holds.
We can now state this integral representation formula for regular functions.

Theorem 5.4. Let f : B = B(0, R) → K be a regular function, and let w ∈ B.
Then

f(w) =
1

2πIw

∫
∂ΔIw (0,r)

dζ

(ζ − w)
f(ζ)

where ζ ∈ LIw

⋂
B, and where r > 0 is such that

ΔIw (0, r) = {x+ yIw : x2 + y2 ≤ r2}
is contained in B and w ∈ ΔIw (0, r).

As a consequence we obtain:

Theorem 5.5 (Cauchy estimates). Let f : B = B(0, R)→ K be a regular function,
let r < R, I ∈ SK, and ∂ΔI(0, r) = {(x+yI) : x2+y2 = r2}. If MI = max{|f(w)| :
w ∈ ∂ΔI(0, r)} and if M = inf{MI : I ∈ SK} then, for all n ≥ 0,

1
n!

∣∣∣∣∂nf

∂xn
(0)
∣∣∣∣ ≤ M

rn
.

We now state the analogue of the Liouville theorem.

Theorem 5.6. Let f : K → K be an entire regular map (i.e., a regular map defined
and regular everywhere on K). If f is bounded, i.e., there exists a positive number
M such that |f(w)| ≤ M for all w ∈ K, then f is constant.
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We close this section with this version of Morera’s theorem.

Theorem 5.7. Let f : B = B(0, R) → K be a differentiable function. If, for every
I ∈ SK, the differential form f(z)dz, z = x + yI, x, y ∈ R, defined on LI

⋂
B is

closed, then the function f is regular.

6. The Schwarz lemma of the unit ball and its boundary
generalizations

Before focussing our attention on other peculiar properties of regular functions,
we want to devote this section to some rigidity properties shared by regular and
holomorphic functions (see – for the holomorphic case –, e.g., [2, 26, 34, 42]; for
the regular case we refer to [21]).

We begin by stating an analogue of the classical Schwarz lemma for regular
functions: its proof (see [18, 19]) is not a consequence of the Splitting Lemmas. The
argument relies upon the fact that a regular function has a power series expansion.

Theorem 6.1. Let B(0, 1) = {w ∈ K : |w| < 1}. If f : B(0, 1) → B(0, 1) is a
regular function such that f(0) = 0. Then for every w ∈ B,

|f(w)| ≤ |w| (10)

and
|f ′(0)| ≤ 1. (11)

The statement of Theorem 6.1 with equality in (11) can be considered as a
Cartan-type result (see [43]) for regular functions in the ball B(0, 1). Generalizing
it to the case of a generic fixed point w0 ∈ B(0, 1) is not easy. First of all, Moebius
transformations (in the sense of [25]) are not regular in general: in [18, 19] we
proved that

Proposition 6.2. For any w0 ∈ B(0, 1) \ R, the map η defined by

η(w) = (w − w0)(1 − w0w)−1

is a diffeomorphism of B(0, 1) onto itself but it is not regular.

This problem is addressed, in the case of quaternions, in the forthcoming
paper [16], where the author studies the new class of regular Moebius transforma-
tions. It is also possible to transform the unit ball biregularly into the the right
half-space K+ = {w ∈ K : Re(w) > 0}: if we define the Cayley transformation as
ψ(w) = (1− w)−1(1 + w), then (see [18, 19])

Lemma 6.3. The Cayley transformation ψ : B(0, 1)→ K+ is a one-to-one regular
function of w with (regular) inverse the function φ(w) = (w − 1)(w + 1)−1.

Nevertheless, since the regularity of functions is not preserved under compo-
sition, the above-mentioned Cayley transformation and regular Moebius transfor-
mations do not help in generalizing Theorem 6.1.
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The following is indeed proven by using a different technique (see [21]):

Theorem 6.4. Assume that f : B(0, 1) → B(0, 1) is a regular function and there
exists w0 ∈ B(0, 1) such that f(w0) = w0 and that f ′(w0) = 1. Then f(w) = w for
every w ∈ B(0, 1).

An interesting result, which can be regarded as transposition of a result due
to Rudin (see [39]) is the following

Theorem 6.5. Let f be a regular self-map of the unit ball B(0, 1) of K and suppose
there exists r ∈ R such that f(r) = r. Then either f has no other fixed points in
B(0, 1) or f is the Identity of B(0, 1).

We now want to consider “boundary” generalizations of Schwarz–Cartan type
Theorems in the setting of regular functions. For this purpose, we will start by
recalling (see [2])

Theorem 6.6. Let Δ be the open unit disc of C and let f : Δ→ Δ be holomorphic
and such that

f(z) = 1 + (z − 1) + o(|z − 1|3)
as z → 1. Then f ≡ IdΔ.

This (sharp) result, which has been extensively used to obtain rigidity results
for holomorphic self-maps in some pseudoconvex domains of Cn (see [2, 26]), is
achieved by applying Herglotz representation formula and Hopf’s Lemma. In [42]
the authors use a more direct approach to prove a generalization of Theorem 6.6
which gives some insight for other rigidity results. For the regular case in [21] the
following analogue of Theorem 6.6 is obtained

Theorem 6.7. Let f be a regular self-map of B(0, 1) ⊂ K. Assume there exists
w0 ∈ ∂B(0, 1) such that

f(w) = w0 + (w − w0) + o(|w − w0|3)
as w → w0. Then f ≡ IdB(0,1).

7. Zeroes of regular functions

In this section, we recall the main results which give a complete description of the
zero-sets for regular quaternionic functions; quite surprisingly, these zero-sets have
a structure which turns out to be significantly different from that of Fueter-regular
functions or holomorphic functions of two complex variables.

Furthermore, the approach used for regular power series offers a shorter proof
of the results stated for polynomials in [35]. From now on we will denote SH by S.
The crucial and key point in the description of the zero-set of a regular function
is the following (see [17, 18, 19]).
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Theorem 7.1. Let
+∞∑
n=0

qnan be a given quaternionic power series with radius of

convergence R. Suppose that there exist x0, y0 ∈ R and I, J ∈ S with I �= J such
that

+∞∑
n=0

(x0 + y0I)nan = 0 (12)

and
+∞∑
n=0

(x0 + y0J)nan = 0. (13)

Then for all L ∈ S we have
+∞∑
n=0

(x0 + y0L)nan = 0.

The main result which describes the geometric properties of the zero-set is
the following (see [15])

Theorem 7.2 (Structure of the zero-set). Let f be a regular function on an open
ball B(0, R) centered in the origin of H. If f is not identically zero then its zero-set
Zf consists of isolated points or isolated spheres of the form x+ yS, for x, y ∈ R,
y �= 0.

This result has a curious consequence concerning the zeroes of holomorphic
functions. Since (the power series expansion of) any holomorphic function f can
be uniquely extended to (the power series expansion of) a regular function f̃ over
quaternions, the question of distinguishing which zeroes of f will remain isolated
after the extension, and which will become “spherical”, naturally arises. It turns
out that each pair of conjugate zeroes of f contributes a spherical zero of f̃ , while
the other zeroes of f correspond to isolated zeroes of f̃ . The techniques employed to
prove Theorem 7.2 suggest the use of the following multiplication between regular
power series.

Definition 7.3. Let

f(q) =
+∞∑
n=0

qnan and g(q) =
+∞∑
n=0

qnbn

be given quaternionic power series with radii of convergence greater than R. We
define the regular product of f and g as the series

f ∗ g(q) =
+∞∑
n=0

qncn,

where cn =
n∑

k=0

akbn−k for all n.
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We point out that the sequence of the coefficients of the regular product f∗g is
the discrete convolution of the sequences of the coefficients of f and g. In the poly-
nomial case, the regular multiplication coincides with the classical multiplication
of the polynomial ring over the quaternions, H[X ]. In the sequel, h∗n = h ∗ · · · ∗ h
will denote the nth power of a regular function h with respect to ∗-multiplication.

We have the following result.

Theorem 7.4. Let f : B(0, R)→ H be a regular function and let p belong to B(0, R).
Then f(p) = 0 if and only if there exists a regular function g : B(0, R)→ H such
that f(q) = (q − p) ∗ g(q).

Furthermore we can describe the zero-set of a regular product in terms of the
zero-sets of the factors:

Theorem 7.5 (Zeros of a regular product). Let f, g : B(0, R) → H be regular
and p ∈ B(0, R). Then f ∗ g(p) = 0 if and only if f(p) = 0 or f(p) �= 0 and
g(f(p)−1pf(p)) = 0.

This theorem extends to quaternionic power series the theory presented in [28] for
polynomials.

8. Poles of regular functions

Given the peculiar properties of the zeros which are summarized in the previous
section, a new question arises. Do regular functions have singularities resembling
the poles of holomorphic complex functions? This question receives a positive
answer in [40]:

Proposition 8.1. Consider a quaternionic Laurent series f(q) =
∑
n∈Z

qnan with

quaternionic coefficients an ∈ H. There exists a spherical shell

A = A(0, R1, R2) = {q ∈ H : R1 < |q| < R2}
such that:
(i) the series

f+(q) =
+∞∑
n=0

qnan and f−(q) =
+∞∑
n=1

q−na−n

both converge absolutely and uniformly on the compact subsets of A;
(ii) f+(q) diverges for |q| > R2;
(iii) f−(q) diverges for |q| < R1.

If A is not empty (i.e., 0 ≤ R1 < R2) then the function f : A → H defined
by

f(q) =
∑
n∈Z

qnan = f+(q) + f−(q)

is regular.
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This allows the construction of functions which are regular on a punctured
ball B(0, R) \ {0} and have a singularity at 0. Moreover, any function which is
regular on a spherical shell A(0, R1, R2) admits a Laurent series expansion centered
at 0. The latter is a special case of the following.

Theorem 8.2. Let f be a regular function on a domain Ω, let p ∈ H and let LI be
a complex line through p. If Ω contains an annulus AI = A(p, R1, R2) ∩ LI then
there exists {an}n∈Z ⊆ H such that

fI(z) =
∑
n∈Z

(z − p)nan for all z ∈ AI .

If, moreover, p ∈ R then

f(q) =
∑
n∈Z

(q − p)nan for all q ∈ A(p, R1, R2) ∩ Ω.

Definition 8.3. Let f , p and {an}n∈Z be as in Theorem 8.2. The point p is called
a pole if there exists an n ∈ N such that a−m = 0 for all m > n; the minimum
of such n ∈ N is called the order of the pole and denoted as ordf (p). If p is not a
pole for f then we call it an essential singularity for f .

Notice that, by the final statement of Theorem 8.2, real singularities are
completely analogous to singularities of holomorphic functions of one complex
variable and there is no resemblance to the case of several complex variables. As
for non-real singularities, Theorem 8.2 only provides information on the complex
line LI through the point p; we apparently cannot predict the behavior of the
function in a (four-dimensional) neighborhood of p. In order to overcome this
difficulty, we need to introduce a couple of new definitions.

Definition 8.4. For a regular function f : B(0, R)→ H having power series expan-

sion
+∞∑
n=0

qnan we define the regular conjugate f c and the symmetrization fs of f

as

f c(q) =
+∞∑
n=0

qnān, fs(q) = f ∗ f c(q) = f c ∗ f(q) =
+∞∑
n=0

qnrn

with

rn =
n∑

k=0

akān−k ∈ R.

Definition 8.5. Let f, g : B = B(0, R)→ H be regular functions and suppose f �≡ 0.
The (left) regular quotient of f and g is the function f−∗ ∗ g defined on B \ Zfs

by f−∗ ∗g(q) = 1
fs(q)f

c ∗g(q). Moreover, the regular reciprocal of f is the function
f−∗ = f−∗ ∗ 1.

Regular quotients are regular on their domains of definition, and the algebraic
meaning of this construction is explained by the following result.
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Proposition 8.6. Fix R and consider the associative real algebra (DR,+, ∗) of reg-
ular functions on B(0, R). If we endow the set of left regular quotients LR =
{f−∗∗g : f, g ∈ DR, f �≡ 0} with the multiplication ∗ defined by (f−∗∗g)∗(h−∗∗k) =

1
fshs f c ∗g ∗hc ∗k then (LR,+, ∗) is a division algebra over R and it is the classical
ring of quotients of (DR,+, ∗).

For the definition of the classical ring of quotients, see [38]. Regular quotients
allow a detailed study of the poles. Define a function f semiregular if it does not
have essential singularities or, equivalently, if the restriction fI is meromorphic for
all I ∈ S. As proven in [40], f is semiregular on B(0, R0) if and only if f|B(0,R)

is a
left regular quotient for all R < R0. This allows the definition of a multiplication
operation ∗ on the set of semiregular functions on a ball and the proof of the
following result.

Theorem 8.7. Let f be a semiregular function on B = B(0, R), choose p ∈ B and
let m = ordf (p), n = ordf (p̄). There exists a unique semiregular function g on B
such that

f(q) = [(q − p)∗m ∗ (q − p̄)∗n]−∗ ∗ g(q) (14)

The function g is regular near p and p̄ and g(p) �= 0, g(p̄) �= 0, provided m > 0 or
n > 0.

The previous result allows the study of the structure of the poles.

Theorem 8.8 (Structure of the poles). If f is a semiregular function on B =
B(0, R) then f extends to a regular function on B minus a union of isolated
real points or isolated 2-spheres of the type x + yS = {x + yI : I ∈ S} with
x, y ∈ R, y �= 0. All the poles on each 2-sphere x + yS have the same order with
the possible exception of one, which must have lesser order.

9. The open mapping theorem

One of the most celebrated properties of holomorphic functions of one complex
variable is the fact that they are open. In this section we will present a version of
the open mapping theorem for regular quaternionic functions, which states that
each such function is open when restricted to an appropriate open subset of its
domain of definition.

The regular quotients introduced in the previous section allow the proof of
the minimum modulus principle for regular quaternionic functions, which leads to
the open mapping theorem. The first step in this direction is taken by proving
the following relation between the regular quotient f−∗ ∗ g(q) and the quotient
f(q)−1g(q) = 1

f(q)g(g) (see [14, 40]).

Theorem 9.1. Let f, g be regular functions on B = B(0, R). Setting Tf(q) =
f c(q)−1qf c(q) defines a diffeomorphism of B\Zfs onto itself, with inverse function
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T−1
f = Tfc. Moreover,

f−∗ ∗ g(q) =
1

f(Tf (q))
g(Tf(q)) (15)

for all q ∈ B \ Zfs .

Let f : B = B(0, R) → H be a regular function. Applying the maximum
modulus principle to the regular reciprocal f−∗(q) = 1

f(Tf (q)) proves that, if |f |
has a local minimum point p = x + yI ∈ B, then either f is constant or f has
a zero in x + yS. This is not enough for our proof of the open mapping theorem,
which requires the following (stronger) property.

Theorem 9.2 (Minimum modulus principle). Let f : B = B(0, R) → H be a
regular function. If |f | has a local minimum point p ∈ B then either f(p) = 0 or
f is constant.

The proof is given in [14] and depends on the following peculiar property of
regular functions.

Theorem 9.3. Let f : B = B(0, R) → H be a regular function. For all x, y ∈ R
such that x+yS ⊆ B there exist b, c ∈ H such that f(x+yI) = b+Ic for all I ∈ S.

In other words, when restricted to a 2-sphere x + yS, a regular function is
either constant or an affine map of x+ yS onto a 2-sphere b+ Sc with b, c ∈ H.

Example 9.4. Consider the polynomial function f(q) = q2. For x, y ∈ R we have
f(x + yI) = x2 − y2 + I2xy for all I ∈ S. Thus f maps each 2-sphere x + yS
with y �= 0 onto (x2 − y2) + S(2xy). In particular, if x = 0 then f is constant on
x+ yS = yS.

Proposition 9.5. If f : B = B(0, R) → H is a regular function, denote by Df the
union of all the 2-spheres x + yS (for x, y ∈ R, y �= 0) on which f is constant.
Then Df , which we call the degenerate set of f , is closed in B \ R. Moreover, if
f is not constant then the interior of Df is empty.

We can now state the main result of [14].

Theorem 9.6 (Open mapping theorem). Let f : B(0, R) → H be a non-constant
regular function and let Df be its degenerate set. Then f : B(0, R) \ Df → H is
open.

As already mentioned, the proof is based on the minimum modulus principle.
Theorem 9.6 is a sharp result: the function f(q) = q2 in example 9.4 proves to be
open on H \ Df = H \ {q ∈ H : Re(q) = 0} but not on H. Nevertheless, Theorem
9.6 extends as follows. We say that U ⊆ H is circular if, for all x + yI ∈ U with
y �= 0, the whole 2-sphere x+ yS is contained in U .

Theorem 9.7. Let f : B(0, R) → H be a regular function. If U is a circular open
subset of B(0, R), then f(U) is open. In particular f(B(0, R)) is an open set.
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10. Conclusions

Every time mathematicians define a new concept, two questions arise naturally.
The first is whether the new concept can lead to an interesting theory by itself.
We believe that the previous sections have demonstrated that the notion of slice-
regularity is indeed a very stable notion, that suitably generalizes the fundamental
properties of holomorphicity to the hypercomplex setting. At the same time, we
identified some crucial differences between the complex and the hypercomplex
case. The second question is whether the new theory, in addition to its intrinsic
value, can also contribute to the solution of some outstanding problem. Two of
us, with different coauthors, prove that this is the case in [6]. This paper offers a
survey of how the ideas discussed in this paper have been applied to develop two
new functional calculi in non-commutative settings. Those calculi are based on the
notion of slice regularity and a similar notion of slice monogenicity. In addition to
[6], the reader interested in the details is referred to [3, 4, 5, 7, 9], and [10].
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[23] R.P. Graves, Life of Sir William Rowan Hamilton, Arno Press, 1975. Volume II,
Chapter XXVIII.

[24] W.R. Hamilton, Copy of a letter from Sir William R. Hamilton to John T. Graves,
Esq. Philosophical Magazine, 3rd series, 25 1844, 489–495.

[25] R. Heidrich, G. Jank, On the Iteration of Quaternionic Moebius Transformations.
Complex Var. Theory Appl. 29 (1996), no. 4, 313–318.

[26] X. Huang, A boundary rigidity problem for holomorphic mappings on some weakly
pseudoconvex domains. Can. J. Math. 47 (2) (1995), 405–420.

[27] V.V. Kravchenko, M. Shapiro, Integral Representations for Spatial Models of Math-
ematical Physics. Pitman Res. Notes in Math., 351. Longman, Harlow, 1996.

[28] T.Y. Lam, A first course in noncommutative rings. Graduate Texts in Mathematics,
123. Springer-Verlag, New York, 1991. 261–263.

[29] G. Laville, I. Ramadanoff, Holomorphic Cliffordian functions. Adv. Appl. Clifford
Algebras 8 (1998), 323–340.

[30] G. Laville, I. Ramadanoff, Elliptic Cliffordian functions. Complex Var. Theory Appl.
45 (2001), no. 4, 297–318.

[31] H. Leutwiler, Modified quaternionic analysis in R3. Complex Var. Theory Appl. 20
(1992), no. 3-4, 19–51.
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1. Preliminaries

Historically, mathematics has been divided into three distinct areas: Algebra, Ge-
ometry and Analysis. It is our belief that nowadays, the theory of differential
equations performs as a common root unifying these (at first glance) different
mathematical branches.

To clarify the point, recall

Definition 1.1. A differential equation in algebra is any equation written using
algebraic operation and containing derivatives, either ordinary or partial.

From now on, A = (Rn, ◦) stands for a real n-dimensional algebra. Consider
two typical examples of DEs in A:

Example 1. The Initial Value Problem (or IVP) for the Riccati equation in A:
dx(t)

dt
= x(t) ◦ x(t), x(0) = a. (1.1)

Example 2. Take the standard basis (e1, . . . , en) in A and denote by x1, . . . , xn the
corresponding coordinates. Consider the Dirac equation D ◦ f(x) = 0 in A, where
f(x) = u1(x)e1 + · · ·+ un(x)en and

D := e1
∂

∂x1
+ · · ·+ en

∂

∂xn
. (1.2)
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In the differential equations listed above the usage of the A-multiplication in
their definitions is the common point. At first glance, both examples seem to be
two very special particular examples of DEs. In fact, as we will see later on, many
DEs can be associated with certain algebraic structures. Namely (see Section 2), all
polynomial ODEs can be imbedded into the Riccati equation, while (see Section 7)
any linear PDE is the Dirac equation in an appropriate algebra.

The following fact shows a connection between the type of PDE and some
properties of the associated algebra.

Proposition 1.2. (see Subsection 7.5) The (well-defined) Dirac equation in A is
elliptic iff A is divisible.

Let us return to ODEs. Recall that, two vector fields in Rn are said to be
locally equivalent at singular points x and y if there is a one-to-one mapping
H : Rn → Rn taking x to y and conjugating the local phase flows of the equations
at x and y.

Under the above notations, take two locally equivalent vector fields and call
the associated local phase flows to be linearly equivalent (resp. topologically equiv-
alent, differentially equivalent) if H is a linear automorphism (resp. homeomor-
phism, diffeomorphism).

A difference between the above equivalences rests on an answer to the fol-
lowing

Question 1.3. Which equivalences of algebras A and B do provide the corresponding
local phase flows to be:
1. linearly equivalent,
2. differentially equivalent,
3. topologically equivalent?

In this paper, most of our efforts will be concentrated on answering the third
question for a sufficiently large class of ODEs. In Section 5, we will give a partial
answer to Question 1.3 as well as on the following one:

Question 1.4. Under which conditions on the algebra A does the Riccati equation
admit:
(i) a planar solution;
(ii) a planar bounded solution;
(iii) a planar first integral being polynomial (cf., for instance, [35])?

Meanwhile, we resume the answers to Question 1.4 in purely algebraic terms
as follows:
(i)′ iff there exists a two-dimensional subalgebra B ⊂ A;
(ii)′ iff there exist complex structures in B (cf. [5]);
(iii)′ iff (i) is satisfied and, in addition, B is diagonalizable and all Peirce numbers

are negative and rational (cf. Theorem 6.2 below).
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2. Polynomial ODEs

The following result (cf. [17]) shows that the applications of the algebraic approach
developed in this paper are not exhausted by the Riccati equation – in principal,
using this approach one can treat any polynomial system.

Proposition 2.1. Any n-dimensional polynomial differential system ẋ = P (x) with
degP = m can be embedded into a Riccati equation considered in an algebra A of
dimension ≥ n.

Proof. First, we homogenize the system by adding the variable xn+1 = 1, and
therefore ẋn+1 = 0.

Next, if m > 2, define new variables yi by

yi = xi1
1 xi2

2 · · ·xin+1
n+1 , i1 + · · ·+ in+1 = m− 1.

with i1, . . . , in+1 positive integers. By direct verification, ẏi is a quasi-homogeneous
polynomial (of degree 2(m − 1) in xk-variables and quadratic in yi-variable).
The obtained Riccati equation can be essentially simplified by cancelling certain
“fictive”yi-variables (thus, passing to an algebra of smaller dimension). �

Example 3. The system ẋ = x2y, ẏ = −x3 after the change of variables z = xy+ix2

leads to the Riccati equation ż = z2, z ∈ C, in algebra of complex numbers.

3. Solutions to Riccati equation

Assume A is a power associative unital division algebra with unit e (see, for in-
stance, [17, 35, 4, 5] and references therein). Then, a solution of the Riccati equa-
tion (1.1) may be written explicitly:

x(t) = (a−1 − te)−1. (3.1)

Although (3.1) requires the inversion, one can avoid it by using instead of
(3.1) the power series solution representation (see, for instance, [17, 35, 4, 5]):

x(t) = a+ a2t+ · · ·+ aktk−1 + · · · . (3.2)

Formula (3.2) can be extended (at least formally) to the case of an arbitrary
(binary) algebra A (without additional assumption on its power associativity),
using the recurrently defined symmetric powers

a[1] = a, a[k+1] =
1
k

k−1∑
i=0

a[i+1] · a[k−i], (3.3)

as follows:
x(t) = a+ a2t+ a[3]t2 + · · ·+ a[k]tk−1 + · · · (3.4)

Since any Riccati equation is analytic, the convergence of series (3.4) is pro-
vided by the standard existence theorem from [14].
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Remark 3.1. General formula (3.4) can be essentially simplified if certain specific
properties of the underlying algebras are taken into account. It would be useful
to study the properties of algebras providing reasonable simplifications of formula
(3.4).

4. Multi-linear algebra behind idempotents

Let A be an n-dimensional real (in general, non-associative) commutative algebra,
u ∈ A an idempotent and Lu : A → A a (linear) operator defined by x → u · x.
Clearly, μ0 = 1 is always an eigenvalue of Lu.

Definition 4.1. The remaining (possibly, complex) eigenvalues of Lu (denoted by
μ1, . . . , μk, k ≤ n− 1), are called Peirce numbers associated with u.

The importance of the above notion is provided by the following result (cf. [27]).

Proposition 4.2. Peirce numbers are invariant under linear transformations.

4.1. Kronecker tensor product

Definition 4.3. Given a vectorX = {x1, . . . , xn}, define itsKronecker tensor square
Y = X ×X ∈ Rm by

Y := {x2
1, 2x1x2, . . . , 2x1xn, x2

2, 2x2x3, . . . , 2xn−1xn, x2
n} (4.1)

where m = 1
2n(n+ 1).

Definition 4.4. VectorsX1, . . . , Xk ∈ Rn are said to be quadratically independent, if
their Kronecker tensor squares Y1, . . . , Yk ∈ Rm (cf. (4.1)) are linearly independent
in Rm.

Remark 4.5. Clearly, formula (4.1) allows in certain cases to convert a nonlinear
problem to the linear one considered in a linear space of higher dimension.

4.2. Diagonalizable algebras

Given an algebra A, denote by P(A) (resp. N (A)) the set of its non-zero idempo-
tents (resp. nilpotents).

Definition 4.6. Let A be an n-dimensional commutative (in general, non-associa-
tive) real algebra. If there exist at least m = 1

2n(n+1) quadratically independent
elements in P(A) ∪ N (A), then A is called diagonalizable.

Remark 4.7. This term is avowed in a unary algebra if the multiplication is given
by a diagonalizable matrix.

Theorem 4.8. Suppose A is a diagonalizable commutative n-dimensional algebra.
Then, the set P(A) ∪N (A) completely determines the multiplication table in A.
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Proof. Let {e1, e2, . . . , en} be a basis in A, u =
∑n

i=1 uiei ∈ P(A)∪N (A) and γk
i,j

structure constants in this basis. Then, u2 may be written as follows:

u2 =
∑
i,j,k

γk
i,juiujek. (4.2)

One can rewrite the equation u2 = λu in the matrix form as follows:⎛⎜⎜⎝
γ1
1,1 γ1

1,2 . . . γ1
2,2 γ1

n,n

γ2
1,1 γ2

1,2 . . . γ2
2,2 γ2

n,n

. . . . . . . . .
γn
1,1 γn

1,2 . . . γn
2,2 γn

n,n

⎞⎟⎟⎠
⎛⎜⎜⎝

u1u1

u1u2

. . .
unun

⎞⎟⎟⎠ = λ

⎛⎜⎜⎝
u1

u2

. . .
un

⎞⎟⎟⎠ , (4.3)

By assumption, there exists a quadratically independent system u1, u2, . . . ,
um ∈ P(A) ∪N (A).

Hence, the following (m ×m) matrix S is non-singular:

S =

⎛⎜⎜⎝
u1

1u
1
1 u2

1u
2
1 . . . um

1 um
1

u1
1u

1
2 u2

1u
2
2 . . . um

1 um
2

. . . . . . . . . . . .
u1

nu1
n u2

nu2
n . . . um

n um
n

⎞⎟⎟⎠ (4.4)

Combining this with (4.3) shows that the structure constants are completely
determined by P(A) ∪N . �
Example 4. In the two-dimensional case, one has m = 3. Let ui = xie1 + yie2,
i = 1, 2, 3. Then,

det(S) =
∏

1≤i<j≤3

(xiyj − xjyi) (4.5)

is the generalized Vandermond determinant and the quadratic independence of
vectors u1, u2, u3 is equivalent to their pairwise linear independence.

Observe that if n > 2, simple examples show that quadratic independence
does not imply the linear one and vice versa.

Remark 4.9. As is well known, there are several possibilities to define a multi-
plication in an algebra, for instance, one can use the canonical passage from a
quadratic map to the corresponding symmetric bilinear one. The main advantage
of the method provided by Theorem 4.8 rests on the fact that so-defined multi-
plication is nicely compatible with the topology of the (local) flow induced by the
Riccati equation considered in the underlying algebra.

4.3. Main syzygies among idempotents and Peirce numbers

4.3.1. Preliminary Combinatorial Estimates. Denote by p = card(P(A)) the car-
dinality of P(A). According to the Bézout theorem, if p is finite, then p ≤ 2n − 1.
Assume there exist 2n − 1 distinct simple idempotents u1, . . . ,u2n−1 such that
{u1, . . . ,un} is a basis of A. Recall,

ui · uj =
n∑

k=1

γk
ijuk, 1 ≤ i < j ≤ n.
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Thus, there exist

n

(
n
2

)
=

n2(n − 1)
2

structure constants γk
ij ∈ R which completely determine the multiplication in A.

On the other hand,

ui =
n∑

k=1

ck
i uk, n+ 1 ≤ i ≤ 2n − 1,

i.e., ui are determined by n(2n−n−1) coefficients ck
i ∈ R for n+1 ≤ i ≤ 2n−1. It

is easy to show that n(2n−n−1) > 1
2n2(n−1) for n ≥ 3. Thus, some combinations

of the 2n − 1 − n idempotents ui are not allowed for n + 1 ≤ i ≤ 2n − 1, n ≥ 3.
Similar considerations can be applied to the Peirce numbers.

Remark 4.10. The idempotents and their Peirce numbers follow a pattern consis-
tent with a specific rule. In the invariant theory this fact is known as the existence
of syzygy.

4.3.2. Two-dimensional case.

Theorem 4.11. Given a complex two-dimensional m-ary algebra A, suppose there
exist three distinct simple (i.e., pairwise linearly independent) idempotents u1, u2,
u3. Let μ1, μ2 and μ3 be the Peirce numbers associated with u1, u2 and u3, re-
spectively (obviously, by condition, each idempotent admits precisely one Peirce
number). Then, there exist the following syzygies:

3∑
k=1

1
1− 2μk

= 1,
3∑

k=1

uk

1− 2μk
= 0. (4.6)

Proof. To begin with, recall the classical residue theorem.

Theorem 4.12. Let z−f(z) be a meromorphic function with simple zeros z1, . . . , zk

in the complex plane. Suppose that for sufficiently large z, |f(z)| is bounded. Then,
the following formula is true:

k∑
i=1

1
1− f ′(zi)

= 1. (4.7)

Let (P, Q) be the homogeneous vector polynomial mapping in R2, where
P (x, y) and Q(x, y) are homogeneous polynomials of degree m, associated with the
multiplication in A. Choose in R2 coordinates (x, y) in such a way that P (1, 0) = 1
and Q(1, 0) = 0. Then:

P (x, y) = xm + lower terms w.r.t x, Q(x, y) = mμxm−1y + lower terms w.r.t. x

with some parameter μ. Next, define f(z) := Q(1,z)
P (1,z) (considered as a function of

complex variable). Then, f(z) is holomorphic, f(0) = 0 and f ′(0) = mμ. By the
same token, μ is the Peirce number, associated to the idempotent e = {1, 0}.
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Applying the same procedure to other idempotents and using Theorem 4.12 yield
the required syzygies. �

4.3.3. The case of arbitrary dimensions. There exist several syzygies among idem-
potents and their Peirce numbers. All of them follow from the Lefschetz fixed point
formula for elliptic complexes obtained by M.F. Atiyah and R. Bott [3].

Let Ei be vector bundles over a manifold M and assume that a differential
complex

E : 0→ Γ(E0)
D−→Γ(E1)

D−→· · · , D2 = 0

is elliptic. The following theorem was proved in [3]:

Theorem 4.13. Given an elliptic complex E on a compact manifold M , suppose
f : M → M has a lifting ϕi : f−1Ei → Ei for each i such that the induced
maps Ti : Γ(Ei)→ Γ(Ei) give an endomorphism of the elliptic complex. Then, the
Lefschetz number of T is given by formula

L(T ) =
∑

f(x)=x

∑
(−1)i trϕi,x

| det(1− f∗,x)|
.

The following result is a direct consequence of Theorem 4.13.

Theorem 4.14. Suppose there exist exactly 2n − 1 distinct nonzero idempotents ui

in an n-dimensional commutative real algebra A and μij , 1 ≤ j ≤ n − 1, are the
Peirce numbers associated with ui (1 ≤ i ≤ 2n − 1). Then, the following syzygies
hold:

2n−1∑
i=1

σk(ui;μi,1, . . . , μi,n−1)
n−1∏
j=1

1
1− 2μi,j

= σk(0), k = 0, 1, . . . , n− 1. (4.8)

Here σk(x1, x2, . . . , xn) is any symmetric homogeneous function of order k.

Remark 4.15. Suppose there exist three distinct simple (i.e., pairwise linearly in-
dependent) possibly complex idempotents u1, u2, u3 in a two-dimensional complex
algebra A. Obviously, with each idempotent, there is associated exactly one Peirce
number μ1, μ2 and μ3 respectively. By Theorem 4.14, there exist syzygies (4.6)
among them.

5. Classification of ODEs

In this section, we discuss the phase portrait classification of polynomial homoge-
neous differential systems up to the orbital topological equivalence.

Definition 5.1. Two (local) flows Φ and Ψ are said to be locally orbitally topologi-
cally equivalent (in short, OTE-equivalent) if there exists an orientation preserving
homeomorphism taking trajectories (resp. singular points) of Φ onto trajectories
(resp. singular points) of Ψ and preserving the move directions.
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The problem of studying OTE-invariants is attracting a big deal of attention
for a long time. There are at least two approaches to this problem: (i) singularity
theory [2] and (ii) algebraic approach [21]. Our approach follows the algebraic
framework and can be summarized as follows:

• The first step in studying OTE is understanding a dynamics in all subalgebras
of an algebra in question.

• Next step is to study the adjustment of phase flow near these subalgebras.
Here we generalize Shilov’s [29] method elaborated for one-dimensional sub-
algebras (= ray solution to ODEs).

• Finally, one should glue up the the local phase portraits into a global one.

This approach requires the hierarchial studying of OTE (with dimension
increasing). In this section, we mainly restrict ourselves with the two-dimensional
case and consider isolated origins only. The 3D results will be published in the
subsequent papers.

Without loss of generality, we assume that the field in question has at least
one (but finitely many) fixed directions. Then, the two-dimensional phase portrait
splits into finitely many sectors. As is well known, in the considered case, topolog-
ically there exist precisely three types of sectors: elliptic, parabolic and hyperbolic
(see Subsection 5.2). The number of sectors together with the order of their ap-
pearance, mainly determine the 2D OTE (see, for instance, [14]). This translates to
the algebraic language as a coding the OTE-classes by words written in the alpha-
bet generated by types of sectors. Observe that not any word is allowed meaning
that the alphabet is subordinated by a certain grammar. In fact, many authors
involved in studying OTE were creating the appropriate grammar. The goal of
this section is two-fold: (i) to completely describe the rules of the grammar in the
two-dimensional case and (ii) to outline possible extensions to higher dimensions.

As a matter of fact, the OTE-classification in higher dimensions is not semi-
algebraic in nature, therefore, the “sector schemes” are not applied. Moreover, in
contrast to the two-dimensional case, known examples show that the set of OTE-
classes is not discrete in general. To fill out the gap, one needs to change the
paradigm - we follow [29].

5.1. Dynamics near the one-dimensional subalgebras

To study the OTE-equivalence of homogeneous quadratic ODEs (with isolated
origin), we start with investigation of a phase portrait near a fixed direction. In
his study of the planar dynamics, Markus (see [21]) assigned to any fixed direction
of a field Φ either + or − depending on whether the radial velocity along the
ray is positive or negative. This way, he associated to Φ a cyclic combinatorial
scheme and proved that two planar quadratic systems (with isolated origin) are
topologically equivalent iff they have the same cyclic combinatorial schemes.

As it was indicated above, this approach cannot be extended to the case of
higher dimensions. To overcome this obstacle (at least, in part), in the statement
following below, we translate Shilov’s approach to the algebraic language.
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Theorem 5.2. Let u be a real idempotent in A and μ a real Peirce number associated
to u. Let ξ be an eigenvector of the multiplication by u operator: u◦ξ = μξ. Denote
by R[u, ξ] the plane spanned by u and ξ. Then, the qualitative behavior of solutions
to (1.1) in R[u, ξ] (near the fixed direction R[u]) may be of five types depending on
a type of R[u], namely, three generic cases (cf. [29]):
1. generic ray of type p1, if μ > 1

2 ,
2. generic ray of type p2, if 0 < μ < 1

2 ,
3. generic ray of type h , if μ < 0;

and two exceptional cases:
4. exceptional ray of type e0, if μ = 0,
5. exceptional ray of type e1, if μ = 1

2 .

Proof. Let a solution near R[u] be chosen in a form

x(t)u + y(t)ξ + o(t), (5.1)

where o(t) stands for the higher terms w.r.t. t. Take a point (x0, y0) ∈ R[u, ξ] near
R[u] and substitute (5.1) into the original equation. Then, for t small enough,

y = y0

(
x

x0

)2μ

+ o(t). (5.2)

It is easy to see that Figure 1 represents all the topologically different phase por-
traits near the non-exceptional rays.

 Ray type:  p
1
  (μ > 1/2)

x

y

 Ray type:  p
2
 (0 < μ < 1/2)

x

y

 Ray type:  h     (μ < 0)

x

y

Figure 1. Phase trajectories near ray solution (y = 0).

Also, in contrast to the above “stable” cases, where the values of μ completely
determine the local topological dynamics, the values μ = 0, 1

2 correspond to the
“non-stable” ones. Therefore, in these cases, to establish the local dynamics, one
needs to additionally analyze the term o(t) in (5.2). �

5.2. Sector types

Definition 5.3. Given a planar homogeneous ODE, define a sector as an open
domain bounded by two subsequent rays.

By Theorem 5.2, there exist precisely three non-exceptional types of rays,
therefore, there exist precisely six types of regular sectors presented in Table 1
and Figure 1.
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Type of l1 Type of l2 Sector Type

p1 p1 E
h h H1

h p2 H2

p2 p2 H3

p1 p2 P1

h p1 P2

Table 1. Regular sector types

P EP1 2
HHH 1 2

Figure 2. Non exceptional types of sectors

Definition 5.4. A sector composed by two subsequent rays such that at least one
of them is exceptional, is called exceptional.

In fact, no rigorous topological behavior may be established in exceptional
types of sectors and they require a special investigation (cf. [7], [30]).

Some of the authors (see [30][7]) used the above six types of the sectors while
the other authors (see, for instance, [21]) used only three of them. Namely:

1. Parabolic sector (type P sector), where all trajectories start (resp. end) at
the origin and end (resp. start) at infinity.

2. Hyperbolic sector (type H sector), where all trajectories start and end at
infinity.

3. Elliptic sector (type E sector), where all trajectories start and end at the
origin.

5.3. Multi-sectorial matching

The local phase portrait in a neighborhood of an isolated equilibrium point of a
planar dynamical system (1.1) allows a multi-sectorial chain recurrence matching
constructed as an ordered set of a different type sectors.

Definition 5.5. Such an ordered multi-sectorial matching near the origin will be
called a sector scheme.

The presence of syzygies (4.8) yields some restrictions on possible sector schemes.
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5.4. Formal language for OTE

In mathematics, a formal language is defined by an alphabet and rules. The al-
phabet is a set of symbols on which this language is built. The rules specify which
strings of symbols are allowed. The well-posed strings of symbols are called words.
The rules postulate which word belongs to the language or how to construct the
words belonging to the language. Below is presented a language allowing to classify
homogeneous planar ODEs up to OTE.

Definition 5.6. Denote by Σr an alphabet with small letters Σr = {h, p1, p2} and
by Σs an alphabet with capital letters Σs = {E, H1, H2, H3, P1, P2} (the subscript
r (resp. s) stands for the ray (resp. sector) scheme).

The set of all possible finite length strings formed from the alphabet Σr (resp.
Σs) is denoted by Σ∗r (resp. Σ

∗
s).

Definition 5.7. A formal language over Σr (resp. Σs) is a subset of Σ∗r (resp. Σ
∗
s)

compatible with a grammatical and semantical structure and is denoted by L(Σr)
(resp. L(Σs).

Definition 5.8. A determinative grammar for L(Σr) (resp. L(Σs) is a set of rules
through which any element of Σ∗r (resp. Σ

∗
s) can be determined to be an element

of L(Σr) (resp. L(Σs). We denote by G(L(Σr)) (resp. G(L(Σs))) a grammar that
recognizes the language L(Σr) (resp. L(Σs).

The presence of the main syzygy (4.6) is the key to constructing G(L(Σr)),
i.e., it is responsible for composing strings correctly in L(Σr) and G(L(Σs)) (con-
structed according to valid pairs of two subsequent sector types).

It is much more easy to deal with Σ∗r rather than with Σ∗s, since the only
restriction on the grammar in Σ∗r is syzygy (4.6). This means that one should study
the solubility of equation (4.6) in the interval arithmetics provided by Theorem
5.2, namely I1 = {−∞, 0}, I2 = {0, 1

2} and I3 = { 1
2 ,∞}.

We summarize in Table 2 all possible sector schemas allowed in formal lan-
guage L(Σr) (resp. L(Σs) for the plane quadratic vector fields.

As an application of above stated results, we consider in the next section
polynomial integrability of the Riccati equation (1.1).

6. Polynomial first integrals

As it was mentioned in [13], theory of integrability of differential equations (exis-
tence of polynomial, rational and analytic first integrals) was played an important
role in the development of ODEs in the nineteenth and early twentieth centuries.
Most of an effort was done by Kovalevskaya, Fuchs and other mathematicians.
The usual technique was based on the linearization of ODEs near separatrices and
study its (linearized) spectral properties. Such type of analysis leads to the defini-
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Ray scheme Sector scheme

I p1hh or p1p1h HPP
II p1p1h EPP
III hhh or hhp2 HHH
IV e1h or e1p2 HP
V p1e1 EP
VI p2 or h H
VII p1 E

Table 2. Markus’ classification of planar quadratic
ODEs with an isolated singular point

tion of the Kovalevskaya exponents, the Fuchs’ indices of the linearized differential
system that play an important role for integrability theory and in stability theory.

In this chapter, we first set the properties of the Kovalevskaya exponents
become united with the Peirce numbers in underlying algebra. Namely: let u be
an idempotent in algebra A and �1 = −1, �2, . . . , �n are Kovalevskaya’s exponents.
Denote by μ2, . . . , μn the Peirce numbers associated with u, then

�i = 1− 2μi, i = 2, . . . , n. (6.1)

In 1996, Furta [10] and Goriely [13] established the existence of a link between
the properties of the Kovalevskaya’s exponents of quasi-homogeneous polynomial
differential systems and their quasi-homogeneous polynomial first integrals.

In the particular case when Kovalevskaya’smatrix associated with a quadratic
homogeneous polynomial differential system (1.1) is diagonalizable, an improve-
ment of this result was obtained by Tsygvintsev [33].

Theorem 6.1. (cf. [10], [13], [33]) Suppose that the differential system (1.1) in
Rn possesses a homogeneous first integral of degree M . Then there exists a set of
non-negative integers k2, . . . , kn such that

k2�2 + · · ·+ kn�n = M, k2 + · · ·+ kn ≤ M, (6.2)

where �2, . . . , �n are Kovalevskaya’s exponents.

In fact, Kovalevskaya’s exponents �2, . . . , �n in Theorem 6.1 one can substi-
tute with the Peirce numbers μ2, . . . , μn respectively. Moreover in R2 the following
interesting observation is true:

Theorem 6.2. Let the Riccati equation (1.1) in two-dimensional m-ary algebra A
possesses a homogeneous polynomial first integral. Then

(i) all Peirce numbers in A are non-positive rational, meaning that
(ii) ray scheme of (1.1) is hhh . . . h and
(iii) the sector scheme of (1.1) is H1H1 . . . H1 only.
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Proof. By Theorem 6.1 in R2

1− 2μ2 = �2 =
M

k2
≥ 1, since k2 ≤ M.

Therefore μ2 is rational and non-positive. (i) is proven. The same property is true
among all idempotents in A.

The property μ2 ≤ 0, by Theorem 5.2, means that all rays are of type h or
equivalently, all sectors must be type H1 hyperbolic sectors (see Table 1). �

7. PDEs in algebra

As it was established in [6], [19], any homogeneous first-order system of PDEs
L(D)f = 0,

{Lf}k :=
n∑

i,j=1

γk
ij∂iuj(x) = 0, (7.1)

with the constant coefficients γk
ij is the Dirac equation D ◦f = 0 in the underlying

algebra A = AL with multiplication (4.2).

Similarly to the classical case of Complex Analysis, any function of the form

f(x) := e1u1(x1, . . . , xn) + e2u2(x1, . . . , xn)
· · ·+ enun(x1, . . . , xn)

where ui(x) are real analytic functions, is called an A-valued function.

Definition 7.1. An A-valued function f(x) is called A-analytic (denoted f ∈
Hol(A)), if f(x) is a solution to the Dirac equation

D ◦ f(x) :=
n∑

i,j=1

ei ◦ ej∂iuj(x1, . . . , xn) = 0. (7.2)

If A in Definition 7.1 is an algebra of complex numbers C, then (7.2) coincides
with the Cauchy-Riemann equations. Thus, our notation Hol(A) is in a complete
agreement with the definition of holomorphic functions in complex analysis (de-
noted by Hol(C)).

Remark 7.2. By A-analysis we mean the systematic study of Hol(A).

One of the goals of this article is to show that many properties of PDEs
Lf = 0 may be described in terms of the underlying algebra AL = A.

7.1. Algebraic approach to function theories

Let A be a real algebra (not necessarily commutative and/or associative). An
analytic (holomorphic) function theory over such algebras has been developed by
many authors (see [11], [6], [32], [34]). There are three distinct approaches in these
investigations.
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• The first one (Weierstrass approach) regards functions on A as their conver-
gent (in some sense) power series expansions (cf. [16]).

• The second one (Cauchy-Riemann) approach is concentrated on solutions to
the Dirac equation in algebra A (cf. [18], [19]).

• The third one is based on the function-theoretic properties known for complex
analytic functions, such as Cauchy theorem, residues theory, Cauchy integral
formula etc. (cf. [23], [12]).

All these methods look like generalization of the analytic function theory of com-
plex variables (cf. [32], [34]). We use the term A-analysis for such cases (cf. Clifford
or quaternionic analysis [6], [32] if A is embedded into a Clifford algebra).

Remark 7.3. The totality of functions on a regular algebra (in general non-com-
mutative and/or non-associative) splits into non-equivalent classes. These classes
are uniquely characterized by their unital hearts. If such a heart is, in addition,
an associative algebra, then an A-analytic function may be expanded into the
commutative operator-valued power series.

7.2. Isotopy classes

In this subsection, we will be concerned with Albert isotopies of algebras.

Definition 7.4. Two n-dimensional algebras (A1, ◦) and (A2, �) are said to be iso-
topic (denoted A1 ∼ A2) if there exist nonsingular linear operators K, L, M such
that

x ◦ y = M(Kx � Ly). (7.3)

Obviously, if, in addition, K ≡ L ≡ M−1, then two algebras A1 and A2 are
isomorphic (denoted A1 % A2).

Definition 7.5. If for given two algebras A1 and A2 there exist nonsingular linear
operators P, Q such that for every g(x) ∈ Hol(A2), the function f(x) = Pg(Qx)
belongs to Hol(A1) and vice versa, we say that the two function theories are
equivalent and write Hol(A1) % Hol(A2).

With these definitions in hands, we have the important

Theorem 7.6. Two function theories are equivalent iff the corresponding algebras
are isotopic. Any properties of (7.1) must be isotopically invariant.

Definition 7.7. If, for all (fixed) x0 ∈ Ω ⊂ Rn, γk
ij(x0) in (7.1) constitute a set

of isotopic algebras, then we say that L is of uniquely defined PDE type in Ω,
otherwise, of mixed PDE type. An algebra A0 with structure constants γk

ij(x0) is
called the algebra correspondingly to L in x0 ∈ Ω.

Obviously, if the coefficients γk
ij(x) are thought of as constants and bk

i vanish
identically, then operator L in (7.1) coincides with the Dirac operator D defined
by (1.2), and a solution to homogeneous equation Lf = 0 is a (left) A-analytic
function for the operator D.
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7.3. Classification of the first-order PDE

Here we study many important notions from PDE theory using the algebraic
language. We begin by examining the conditions providing the Dirac equation in
A (7.2) to be a well-defined system of PDEs.

7.4. Under- and over-determined system

Let P (D)u(x) = f(x) be a system of partial differential equations, where P (D) is
a given k× l matrix of differential operators with constant coefficients, f(x) (resp.
u(x)) be a given (resp. unknown) k- (resp. l-) tuples of functions or distributions in
x ∈ Rm. Many authors (cf. [24]) usually assume that the system is under- (over-)
determined, if the rank of P (ξ) (resp. of its transpose P ′(ξ)) is less than l for all
(resp. for some) nonzero ξ ∈ Rm.

The algebraic formulation of the fact that PDE (7.2) with constant coeffi-
cients is under- (over-) determined, can be given as follows.

Definition 7.8. A real n-dimensional algebra A is called left (resp. right) regular
if there exists v ∈ A such that the linear operators Lv, Rv : Rn → Rn defined by
x → v ◦ x (resp. x → x ◦ v) are both invertible. Otherwise, A is called a left (resp.
right) singular algebra. In other words, A is regular iff A ⊂ A2

Recall an element u ∈ A (resp v ∈ A) is called a left (resp. right) annihilator
if u ◦ x = 0, (resp. x ◦ v = 0) for all x ∈ A.

Theorem 7.9. The Dirac operator D in algebra A is under determined iff A is
singular and is over determined iff A is regular and contains an annihilator.

Proof. For a given Dirac operator D in the corresponding algebra A, take the left
(resp. right) multiplication operators Lv, Rv : Rn → Rn as in Definition 7.8. If
Lξ, Rξ are both invertible for some ξ, then D is well determined. Conversely, let
Lv (respectively, Rv) be k1 × l1 (resp. k2 × l2) matrices of differential operators.
Then, D is under determined if k1 < l1 and/or k2 > l2 and is over-determined
if k1 > l1 and/or k2 < l2. The only case k1 = l1 = k2 = l2 = n stands for the
regular algebras A without annihilators and for a well-determined Dirac operator
D in Rn. �

In the next sections we deal with PDE’s of different type.

7.5. PDEs of elliptic type

The ellipticity is one of the basic concepts in PDE. Actually, by Theorem 7.6,
the ellipticity of the Dirac operator in a regular algebra A is a property invariant
with respect to isotopy. In fact, one can reformulate it as a property of a singular
algebra as well.

Definition 7.10. An algebra A is called a division algebra if both operators of left
and right multiplications by any nonzero element are invertible.

Proposition 7.11. The well-determined Dirac operator D in a (necessarily regular
by Theorem 7.9) algebra A is elliptic iff A is a division algebra.
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Proof. The matrix symbol of a well-determined elliptic partial differential operator
σ(D)(ξ) is invertible for all ξ �= 0 (cf. [11], [26]). Conversely, it follows immediately
from the definition of ellipticity that the symbol of partial differential operator D
is an invertible matrix for all ξ �= 0. �

Example 5. (D. Rusin) Let Qε be constructed from the algebra of quaternions Q
leaving the multiplication table unchanged except for the square of i: i2 = −1+εj.

Two algebras Qε and Q are non isotopic 4-dimensional division algebras if
|ε| < 2.

The Example 5 shows that in the four-dimensional space, there exist non
equivalent elliptic function theories in the sense of Definition 7.5.

Question 7.12. How many non-equivalent (well-defined elliptic) function theories
do exist in Rn, n = 4, 8?

Clearly, Question 7.12 may be answered in terms of the existence of non
isotopic classes of division algebras. In particular, from Example 5 follows, that
not any solution to the linear first-order elliptic partial differential system in R4

may be obtained using quaternion analysis. Below, we study conditions providing
an algebra to be an underlying one for an elliptic system.

Let A stand for an ideal in A of all left annihilators (it turns out to be
maximal). Of course, the multiplication in A is trivial.

Definition 7.13. An algebra A is said to be quasi-divisible if the factor algebra
A/A is a division algebra.

In turn, in a quasi-division algebra, the equation a ◦ x = b is soluble for all
a, b except for those a being the left annihilators of A. We are now in position to
formulate the algebraic analogue of ellipticity [1] for under- and over-determined
system.

Proposition 7.14. The Dirac operator D defined in (1.2) is elliptic iff the corre-
sponding to D algebra A (see (4.2)) is quasi-divisible.

Proof immediately follows (cf. [11], [26]) from the definition of ellipticity [1] of the
symbol of a partial differential operator D. �

Of course, if there are no other left/right annihilators except 0, every quasi
division (in the sense of Definition 7.13) algebra is a division one.

For regular algebras, A. Albert (see [25]) obtained

Theorem 7.15. Every regular algebra is isotopic to a unital algebra (with unit e).
Every n-dimensional unital division algebra (with n ≥ 2) contains an “imaginary
unit” i being a square root of −e (i2 = −e).
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Example 6. Consider two systems of PDEs in R4: the spherical and usual Dirac
equation (see [23]) for scalar and vector functions u(t, x), v(t, x):

divv = 0; gradu+ curlv = 0. (7.4)

∂tu − divv = 0; gradu+ ∂tv + curlv = 0. (7.5)

Both systems are elliptic, the first one is over-determined. To see that, recall
that the quaternion algebra Q stands behind (7.5), while an algebra Q′ with the
multiplication x ◦ y = 1/2(x− x) � y, where “�” is the quaternion multiplication,
stands behind (7.4).

In turn, both algebras are quasi-divisible, but only Q′ has a nontrivial ideal
of (left) annihilators.

7.6. PDE of parabolic and hyperbolic type

Comparing the definitions of elliptic [1], hyperbolic [26] and parabolic [8] PDE
with Theorem 7.9, we can see that parabolic and hyperbolic type Dirac operators
correspond to algebras with zero divisors. Moreover, the property of algebras to
be regular and quasi-divisible, the number and location of zero divisors and an-
nihilators are invariant with respect to the isotopy relation. This gives rise to the
following

Proposition 7.16. The Dirac operator in a regular algebra A is:

(i) parabolic [8] iff A/A contains exactly one (up to scalar factor) left zero divisor.
In this case A/A is isotopic to an algebra with one nilpotent and no more
other zero divisors;

(ii) hyperbolic [26] iff A/A contains at least two (left) zero divisors.

Conclusions

The Peirce numbers and idempotents allocation are fundamental properties that
characterize also the behavior of solutions to polynomial ODEs around their sin-
gularities. After being defined in algebra more than hundred years ago, they look
more than ubiquitous in nonlinear analysis, and it is our belief that they will
definitely take a firm position in applied mathematics. In fact:

• any homogeneous polynomial ODE may be thought of as a Riccati equation
in an algebra;

• the equivalence of Riccati equations in algebras strongly depends on idempo-
tent locations and arrangement of their Peirce numbers;

• every first-order PDO with constant coefficients is the Dirac operator in the
corresponding algebra;

• solutions to Dirac equations in isotopic algebras yield equivalent function
theories,

• the A-analysis in regular algebras is equivalent to the canonical function
theory on their unital hearts.
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Necessary and Sufficient Conditions for
Associated Pairs in Quaternionic Analysis

Le Hung Son and Nguyen Thanh Van

Abstract. This paper deals with the initial value problem of the type

∂w

∂t
= L

(
t, x, w,

∂w

∂xi

)
(1)

w(0, x) = ϕ(x) (2)

where t is the time, L is a linear differential operator of first order in Quater-
nionic Analysis and ϕ is a regular function taking values in the Quaternionic
Algebra. The necessary and sufficient conditions on the coefficients of the
operator L under which L is associated to the generalized Cauchy-Riemann
operator of the Quaternionic Analysis are proved.
This criterion makes it possible to construct the operator L for which the
initial problem (1),(2) is solvable for an arbitrary initial regular function ϕ
and the solution is also regular for each t.

1. Preliminaries and notations

Let H be the Quaternionic Algebra with the basis formed by e0, e1, e2, e3 where
e0 = 1, e3 = e1e2 = e12.

Suppose that Ω is a bounded domain of R3. A function f defined in Ω and
taking values in the Quaternionic Algebra H can be presented as

f =
3∑

j=0

fjej,

where fj(x) are the real-valued functions. If all fj(x) ∈ Ck(Ω), we note that
f ∈ Ck(Ω,H).

We introduce the generalized Cauchy-Riemann operator

D =
2∑

k=0

ek
∂

∂xk
.
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Definition 1. A function f ∈ C1(Ω,H) is said to be regular in Ω if f satisfies

Df = 0.

Remark 1. If f ∈ C2(Ω,H) is a regular function, then f is harmonic in Ω.

2. The necessary and sufficient conditions for associated pairs

Suppose that f =
3∑

j=0

fjej is a twice continuously differentiable function with

respect to the space-like variables x0, x1, x2. Now assume that f is regular. This
means that Df = 0. It is easy to verify that the condition Df = 0 is equivalent to

2∑
i=0

Ai
∂f

∂xi
= 0,

where

A0 =

⎡⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

⎤⎥⎥⎦ , A1 =

⎡⎢⎢⎣
0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0

⎤⎥⎥⎦ , A2 =

⎡⎢⎢⎣
0 0 −1 0
0 0 0 1
1 0 0 0
0 −1 0 0

⎤⎥⎥⎦

∂f

∂xi
=

⎛⎜⎜⎜⎝
∂f0
∂xi
∂f1
∂xi
∂f2
∂xi
∂f3
∂xi

⎞⎟⎟⎟⎠ .

We define an operator � as follows

�f =
2∑

i=0

Ai
∂f

∂xi
. (3)

It is clear that Df = 0 if and only if �f = 0. Next, we identify the function f

with f :=

⎛⎜⎜⎝
f0

f1

f2

f3

⎞⎟⎟⎠ and introduce a differential operator L as follows

Lf =
2∑

j=0

Bj
∂f

∂xj
+ Cf +K, (4)

where Bj = [b(j)
αβ ], C = [cαβ ], K =

⎛⎜⎜⎝
d0

d1

d2

d3

⎞⎟⎟⎠, b
(j)
αβ , cαβ , dα, (α, β = 0, 1, 2, 3) are

the real-valued functions which are supposed to depend at least continuously on
the time t and the space-like variables x0, x1, x2. A pair of operators �, L is
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said to be associated (see [9]) if �f = 0 implies �(Lf) = 0 (for each t in case
the coefficient of L depend on t). Now we formulate the necessary and sufficient
conditions on the coefficients of operator L under which L is associated to the
operator � (in other words, L is associated to the generalized Cauchy-Riemann
operator of Quaternionic Analysis). Assume that the functions b

(j)
αβ , cαβ, dα (j =

0, 1, 2, α, β = 0, 1, 2, 3) are continuously differentiable with respect to the space-like
variables x0, x1, x2 and differentiable in t.
Let us put

Pj = [p(j)
αβ ] = AjBj , j = 0, 1, 2 (5)

Qij = [q(ij)
αβ ] = AiBj +AjBi, 0 ≤ i < j ≤ 2 (6)

Rj = [r(j)
αβ ] =

2∑
i=0

Ai
∂Bj

∂xi
+AjC, j = 0, 1, 2, α, β = 0, 1, 2, 3. (7)

Then we get the following Theorem

Theorem 1. The operator L is associated to the operator � if and only if the fol-
lowing conditions are satisfied

i) The functions h(α) =
3∑

i=0

ciαei, α = 0, 1, 2, 3, and g =
3∑

i=0

diei are regular.

ii)

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

r
(1)
i0 = r

(0)
i1 , r

(2)
i0 = r

(0)
i2

r
(1)
i1 = −r

(0)
i0 , r

(2)
i1 = −r

(0)
i3

r
(1)
i2) = r

(0)
i3 , r

(2)
i2 = −r

(0)
i0

r
(1)
i3 = −r

(0)
i2 , r

(2)
i3 = r

(0)
i1

i = 0, 1, 2, 3.

iii)

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
q
(01)
i0 = p

(0)
i1 − p

(1)
i1 , q

(02)
i0 = p

(0)
i2 − p

(2)
i2 , q

(12)
i0 = −p

(1)
i3 + p

(2)
i3

q
(01)
i1 = −p

(0)
i0 + p

(1)
i0 , q

(02)
i1 = −p

(0)
i3 + p

(2)
i3 , q

(12)
i1 = −p

(1)
i2 + p

(2)
i2

q
(01)
i2 = p

(0)
i3 − p

(1)
i3 , q

(02)
i2 = −p

(0)
i0 + p

(2)
i0 , q

(12)
i2 = p

(1)
i1 − p

(2)
i1

q
(01)
i3 = −p

(0)
i2 + p

(1)
i2 , q

(02)
i3 = p

(0)
i1 − p

(2)
i1 , q

(12)
i3 = p

(1)
i0 − p

(2)
i0 .

Proof. We get

�(Lf) =
2∑

i=0

Ai
∂(Lf)
∂xi

=
2∑

i=0

Ai
∂

∂xi

⎛⎝ 2∑
j=0

Bj
∂f

∂xj
+ Cf +K

⎞⎠
=

2∑
i=0

Ai
∂

∂xi

⎛⎝ 2∑
j=0

Bj
∂f

∂xj

⎞⎠+
2∑

i=0

Ai
∂(Cf)
∂xi

+
2∑

i=0

Ai
∂K

∂xi
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=
2∑

i=0

2∑
j=0

AiBj
∂2f

∂xi∂xj
+

2∑
i=0

2∑
j=0

Ai
∂Bj

∂xi

∂f

∂xj

+

(
2∑

i=0

Ai
∂C

∂xi

)
f +

2∑
i=0

AiC
∂f

∂xi
+

2∑
i=0

Ai
∂K

∂xi

=
2∑

i=0

AiBi
∂2f

∂x2
i

+
∑

0≤i<j≤2

(AiBj +AjBi)
∂2f

∂xi∂xj

+
2∑

j=0

(
2∑

i=0

Ai
∂Bj

∂xi
+AjC

)
∂f

∂xj

+

(
2∑

i=0

Ai
∂C

∂xi

)
f +

2∑
i=0

Ai
∂K

∂xi
. (8)

By (5), (6) and (7), we have that (8) can be rewritten as follows

l(Lf) =
2∑

i=0

Pi
∂2f

∂x2
i

+
∑

0≤i<j≤2

Qij
∂2f

∂xi∂xj
+

2∑
j=0

Rj
∂f

∂xj

+

(
2∑

i=0

Ai
∂C

∂xi

)
f +

2∑
i=0

Ai
∂K

∂xi
. (9)

Denote

M =
2∑

i=0

Pi
∂2f

∂x2
i

+
∑

0≤i<j≤2

Qij
∂2f

∂xi∂xj
=

⎛⎜⎜⎝
m0

m1

m2

m3

⎞⎟⎟⎠ ,

N =
2∑

j=0

Rj
∂f

∂xj
=

⎛⎜⎜⎝
n0

n1

n2

n3

⎞⎟⎟⎠ ,

S =

(
2∑

i=0

Ai
∂C

∂xi

)
f,

T =
2∑

i=0

Ai
∂K

∂xi
.

Then we obtain

l(Lf) = M +N + S + T. (10)
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We get

mi = p
(0)
i0

∂2f0

∂x2
0

+ p
(0)
i1

∂2f1

∂x2
0

+ p
(0)
i2

∂2f2

∂x2
0

+ p
(0)
i3

∂2f3

∂x2
0

+ p
(1)
i0

∂2f0

∂x2
1

+ p
(1)
i1

∂2f1

∂x2
1

+ p
(1)
i2

∂2f2

∂x2
1

+ p
(1)
i3

∂2f3

∂x2
1

+ p
(2)
i0

∂2f0

∂x2
2

+ p
(2)
i1

∂2f1

∂x2
2

+ p
(2)
i2

∂2f2

∂x2
2

+ p
(2)
i3

∂2f3

∂x2
2

+ q
(01)
i0

∂2f0

∂x0∂x1
+ q

(01)
i1

∂2f1

∂x0∂x1
+ q

(01)
i2

∂2f2

∂x0∂x1
+ q

(01)
i3

∂2f3

∂x0∂x1

+ q
(02)
i0

∂2f0

∂x0∂x2
+ q

(02)
i1

∂2f1

∂x0∂x2
+ q

(02)
i2

∂2f2

∂x0∂x2
+ q

(02)
i3

∂2f3

∂x0∂x2

+ q
(12)
i0

∂2f0

∂x1∂x2
+ q

(12)
i1

∂2f1

∂x1∂x2
+ q

(12)
i2

∂2f2

∂x1∂x2
+ q

(12)
i3

∂2f3

∂x1∂x2
. (11)

Similarly,

ni = r
(0)
i0

∂f0

∂x0
+ r

(0)
i1

∂f1

∂x0
+ r

(0)
i2

∂f2

∂x0
+ r

(0)
i3

∂f3

∂x0

+ r
(1)
i0

∂f0

∂x1
+ r

(1)
i1

∂f1

∂x1
+ r

(1)
i2

∂f2

∂x1
+ r

(1)
i3

∂f3

∂x1

+ r
(2)
i0

∂f0

∂x2
+ r

(2)
i1

∂f1

∂x2
+ r

(2)
i2

∂f2

∂x2
++r

(2)
i3

∂f3

∂x2
. (12)

Suppose that f is regular , then⎧⎪⎪⎪⎨⎪⎪⎪⎩
∂f0
∂x0

− ∂f1
∂x1

− ∂f2
∂x2

= 0
∂f0
∂x1

+ ∂f1
∂x0

+ ∂f3
∂x2

= 0
∂f0
∂x2

+ ∂f2
∂x0

− ∂f3
∂x1

= 0
∂f1
∂x2

− ∂f2
∂x1

− ∂f3
∂x0

= 0.

(13)

It follows from (13) that ⎧⎪⎪⎪⎨⎪⎪⎪⎩
∂f0
∂x0

= ∂f1
∂x1

+ ∂f2
∂x2

∂f1
∂x0

= − ∂f0
∂x1

− ∂f3
∂x2

∂f2
∂x0

= − ∂f0
∂x2

+ ∂f3
∂x1

∂f3
∂x0

= ∂f1
∂x2

− ∂f2
∂x1

(14)

and ⎧⎪⎪⎨⎪⎪⎩
∂2f0
∂x2

0
= ∂2f1

∂x0∂x1
+ ∂2f2

∂x0∂x2

∂2f0
∂x2

1
= − ∂2f1

∂x0∂x1
− ∂2f3

∂x1∂x2

∂2f0
∂x2

2
= − ∂2f2

∂x0∂x2
+ ∂2f3

∂x1∂x2
,

(15)

and the similar expressions for the other ∂2fi

∂x2
j
, i = 1, 2, 3; j = 0, 1, 2.
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Hence we get 3 remaining systems having the form of (15). Thus, one has a
total of 12 equations. Substituting the above 12 equations into (11), and after a
calculation, we obtain

mi =
(
−p

(0)
i1 + p

(1)
i1 + q

(01)
i0

) ∂2f0

∂x0∂x1
+
(
−p

(0)
i2 + p

(2)
i2 + q

(02)
i0

) ∂2f0

∂x0∂x2

+
(
p
(1)
i3 − p

(2)
i3 + q

(12)
i0

) ∂2f0

∂x1∂x2
+
(
p
(0)
i0 − p

(1)
i0 + q

(01)
i1

) ∂2f1

∂x0∂x1

+
(
p
(0)
i3 − p

(2)
i3 + q

(02)
i1

) ∂2f1

∂x0∂x2
+
(
p
(1)
i2 − p

(2)
i2 + q

(12)
i1

) ∂2f1

∂x1∂x2

+
(
−p

(0)
i3 + p

(1)
i3 + q

(01)
i2

) ∂2f2

∂x0∂x1
+
(
p
(0)
i0 − p

(2)
i0 + q

(02)
i2

) ∂2f2

∂x0∂x2

+
(
−p

(1)
i1 + p

(2)
i1 + q

(12)
i2

) ∂2f2

∂x1∂x2
+
(
p
(0)
i2 − p

(1)
i2 + q

(01)
i3

) ∂2f3

∂x0∂x1

+
(
−p

(0)
i1 + p

(2)
i1 + q

(02)
i3

) ∂2f3

∂x0∂x2
+
(
−p

(1)
i0 + p

(2)
i0 + q

(12)
i3

) ∂2f3

∂x1∂x2
. (16)

Analogously, substituting the relation (14) into (12), one gets

ni = (−r
(0)
i1 + r

(1)
i0 )

∂f0

∂x1
+ (−r

(0)
i2 + r

(2)
i0 )

∂f0

∂x2
+ (r(0)

i0 + r
(1)
i1 )

∂f1

∂x1

+ (r(0)
i3 + r

(2)
i1 )

∂f1

∂x2
+ (−r

(0)
i3 + r

(1)
i2 )

∂f2

∂x1
+ (r(0)

i0 + r
(2)
i2 )

∂f2

∂x2

+ (r(0)
i2 + r

(1)
i3 )

∂f3

∂x1
+ (−r

(0)
i1 + r

(2)
i3 )

∂f3

∂x2
. (17)

(*) The sufficient condition
Suppose that the conditions (i), (ii), and (iii) of the Theorem are satisfied. From
the relation (i), it follows that S = T = 0. Because of (ii) it leads to ni = 0, i =
0, 1, 2, 3. Using the condition (iii) it implies mi = 0, i = 0, 1, 2, 3. This means that
M = N = 0.

Hence l(Lf) = M +N + S + T = 0 for all regular functions f . The sufficient
condition is proved.

(*) The necessary condition
Assume that (l, L) is an associated pair, i.e., if lf = 0, then l(Lf) = 0. We will
choose 22 regular functions as follows.

First, choose f (1) = 0, then (10) passes into T . Because l(Lf) = 0, then

T = 0. This means that g =
3∑

i=0

diei is a regular function. Thus the term T can

be omitted in (10). Next, we choose f (2) as an arbitrary Quaternionic constant,

f (2) �= 0. For this choice (10) implies S = 0. Since f (2) is arbitrary, then
2∑

i=0

Ai
∂C
∂xi

=

0. In other words h(α) =
3∑

i=0

ciαei, α = 0, 1, 2, 3 are regular functions. Hence S
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vanishes in (10). Now, choose f (3) = x0 + x1e1, then (10) leads to N = 0, so
ni = 0, i = 0, 1, 2, 3. But in fact ni = r

(0)
i0 + r

(1)
i1 . Therefore, we get r

(1)
i1 = −r

(0)
i0 .

Note that the equality is the same as the condition 3rd of the relation (i).
By a similar method, choose

f (4) = x1 − x0e1, f (5) = x0e2 + x1e3, f (6) = x1e2 − x0e3,

f (7) = x0 + x2e2, f (8) = x0e1 − x2e3, f (9) = x2 − x0e2,

f (10) = x2e1 + x0e3

and substitute these functions into (10) we obtain N = 0 for all f (i), i = 4, . . . , 10.
From this, we have the remaining equalities which are contained in the condition
(ii). Hence N can be omitted in (10).

Now we choose f (11) = (x2
0 − x2

1) + 2x0x1e1 and replace f in (10) by f (11). It
follows that M = 0. This means

mi = −p
(0)
i1 + p

(1)
i1 + q

(01)
i0 = 0, i = 0, 1, 2, 3.

The equality leads to

q
(01)
i0 = p

(0)
i1 − p

(1)
i1 . (18)

Note that (18) is the same as the first condition of (iii). Similarly, choose

f (12) = (x2
0 − x2

2) + 2x0x2e2, f (13) = (x2
1 − x2

2)− 2x1x2e3

f (14) = −2x0x1 + (x2
0 − x2

1)e1 f (15) = (x2
0 − x2

1)e1 − 2x0x2e3

f (16) = (x2
1 − x2

2)e1 − 2x1x2e2 f (17) = (x2
0 − x2

1)e2 + 2x0x1e3

f (18) = −2x0x2 + (x2
0 − x2

2)e2 f (19) = 2x1x2e1 + (x2
1 − x2

2)e2

f (20) = −2x0x1 + (x2
0 − x2

1)e3 f (21) = 2x0x2e1 + (x2
0 − x2

2)e3

f (22) = 2x1x2 + (x2
1 − x2

2)e3,

and substitute f = f (j), j = 12, . . . , 22 into (10) one obtains M = 0. By a similar
argument we get all the remaining equalities of the condition (iii). This completes
the proof of the necessary condition. �

Remark 2. We can see that the conditions (ii) and (iii) of Theorem 1 can be
written as follows

Ri = R0Ai, j = 1, 2

Qij = (Pi − Pj)AjAi, 0 ≤ i < j ≤ 2.

So we get

l(Lf) =
2∑

i=0

Pi
∂2f

∂x2
i

+
∑

0≤i<j≤2

(Pi − Pj)AjAi
∂2f

∂xi∂xj
+

2∑
i=0

R0Ai
∂f

∂xi
.
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Note that A0 = E, A2
i = −E and AiAj +AjAi = 0, i �= j, i, j ∈ {1, 2}. Then

we easily obtain

l(Lf) = (P0
∂

∂x0
− P1A1

∂

∂x1
− P2A2

∂

∂x2
+R0)(

2∑
i=0

Ai
∂f

∂xi
)

= V (lf),

with V = P0
∂

∂x0
− P1A1

∂

∂x1
− P2A2

∂

∂x2
+R0,

and P0, P1, P2, R0 are given in (5) and (7)).
Therefore one gets the following Theorem

Theorem 2. The operator L is associated to the operator � if and only if

lL = V l,

where V = P0
∂

∂x0
− P1A1

∂

∂x1
− P2A2

∂

∂x2
+R0.

Remark 3. If we replace the generalized Cauchy-Riemann operator by the Cauchy-
Fueter operator

μ =
3∑

k=0

ek
∂

∂xk
.

and consider the operators l, L which are given by

�f =
3∑

i=0

Ai
∂f

∂xi

where

A0 =

⎡⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

⎤⎥⎥⎦ , A1 =

⎡⎢⎢⎣
0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0

⎤⎥⎥⎦ ,

A2 =

⎡⎢⎢⎣
0 0 −1 0
0 0 0 1
1 0 0 0
0 −1 0 0

⎤⎥⎥⎦ , A3 =

⎡⎢⎢⎣
0 0 0 −1
0 0 −1 0
0 1 0 0
1 0 0 0

⎤⎥⎥⎦
and

Lf =
3∑

j=0

Bj
∂f

∂xj
+ Cf +K.
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Putting

Pj = [p(j)
αβ ] = AjBj , j = 0, 1, 2, 3

Qij = [q(ij)
αβ ] = AiBj + AjBi, 0 ≤ i < j ≤ 3.

Rj = [r(j)
αβ ] =

3∑
i=0

Ai
∂Bj

∂xi
+AjC, j = 0, 1, 2, 3, α, β = 0, 1, 2, 3.

Then by an analogous method which is used in Section 2, we obtain the
following Theorem

Theorem 3. The operator L is associated to the operator � if and only if the fol-
lowing conditions are satisfied

i) The functions h(α) =
3∑

i=0

ciαei, α = 0, 1, 2, 3, and g =
3∑

i=0

diei are regular.

ii)

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

r
(1)
i0 = r

(0)
i1 , r

(2)
i0 = r

(0)
i2 , r

(3)
i0 = r

(0)
i3

r
(1)
i1 = −r

(0)
i0 , r

(2)
i1 = −r

(0)
i3 , r

(3)
i1 = r

(0)
i2

r
(1)
i2) = r

(0)
i3 , r

(2)
i2 = −r

(0)
i0 , r

(3)
i2 = −r

(0)
i1

r
(1)
i3 = −r

(0)
i2 , r

(2)
i3 = r

(0)
i1 , r

(3)
i3 = −r

(0)
i0

i = 0, 1, 2, 3.

iii)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

q
(01)
i0 = p

(0)
i1 − p

(1)
i1 , q

(02)
i0 = p

(0)
i2 − p

(2)
i2 , q

(03)
i0 = p

(0)
i3 − p

(3)
i3

q
(12)
i0 = −p

(1)
i3 + p

(2)
i3 , q

(13)
i0 = p

(1)
i2 − p

(3)
i2 , q

(23)
i0 = −p

(2)
i1 + p

(3)
i1

q
(01)
i1 = −p

(0)
i0 + p

(1)
i0 , q

(02)
i1 = −p

(0)
i3 + p

(2)
i3 , q

(03)
i1 = p

(0)
i2 − p

(3)
i2

q
(12)
i1 = −p

(1)
i2 + p

(2)
i2 , q

(13)
i1 = −p

(1)
i3 + p

(3)
i3 , q

(23)
i1 = p

(2)
i0 − p

(3)
i0

q
(01)
i2 = p

(0)
i3 − p

(1)
i3 , q

(02)
i2 = −p

(0)
i0 + p

(2)
i0 , q

(03)
i2 = −p

(0)
i1 + p

(3)
i1

q
(12)
i2 = p

(1)
i1 − p

(2)
i1 , q

(13)
i2 = −p

(1)
i0 + p

(3)
i0 , q

(23)
i2 = −p

(2)
i3 + p

(3)
i3

q
(01)
i3 = −p

(0)
i2 + p

(1)
i2 , q

(02)
i3 = p

(0)
i1 − p

(2)
i1 , q

(03)
i3 = −p

(0)
i0 + p

(3)
i0

q
(12)
i3 = p

(1)
i0 − p

(2)
i0 , q

(13)
i3 = p

(1)
i1 − p

(3)
i1 , q

(23)
i3 = p

(2)
i2 − p

(3)
i2 .

Remark 4. In this case we also have the relations

Ri = R0Ai, j = 1, 2, 3

Qij = (Pi − Pj)AjAi, 0 ≤ i < j ≤ 3,

A0 = E, A2
i = −E, i = 1, 2, 3 and AiAj + AjAi = 0, i �= j, i, j ∈ {1, 2, 3}. Then

the following Theorem is proved

Theorem 4. The operator L is associated to the operator � if and only if

lL = V l,

where V = P0
∂

∂x0
− P1A1

∂

∂x1
− P2A2

∂

∂x2
− P3A3

∂

∂x3
+R0.
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Remark 5. If we consider the Clifford algebra over 3 units, then one gets 8 basis
elements e0, e1, . . . , e7, where e4 = e12, e5 = e13, e6 = e23, e7 = e123. Considering
the generalized Cauchy-Riemann operator

D =
3∑

k=0

ek
∂

∂xk
,

the operators l, L are given by

�f =
3∑

i=0

Ai
∂f

∂xi

where

A0 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, A1 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 −1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 0 −1 0 0 0
0 0 0 0 0 −1 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 −1
0 0 0 0 0 0 1 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

A2 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 −1 0 0 0 0 0
0 0 0 0 1 0 0 0
1 0 0 0 0 0 0 0
0 0 0 0 0 0 −1 0
0 −1 0 0 0 0 0 0
0 0 0 0 0 0 0 1
0 0 0 1 0 0 0 0
0 0 0 0 0 −1 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, A3 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 −1 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 −1
0 −1 0 0 0 0 0 0
0 0 −1 0 0 0 0 0
0 0 0 0 1 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

and

Lf =
3∑

j=0

Bj
∂f

∂xj
+ Cf +K.

Then we obtain the following result

Theorem 5. The operator L is associated to the operator � if and only if

lL = V l,

where V = P0
∂

∂x0
− P1A1

∂

∂x1
− P2A2

∂

∂x2
− P3A3

∂

∂x3
+R0,

P0, P1, P2, P3 and R0 are defined as in Remark 3.
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3. Example

3.1. The operator L is associated to the generalized Cauchy-Riemann operator

First, we choose cαβ as the arbitrary real-constants, g =
3∑

i=0

diei is an arbitrary

regular function and we choose the elements b
(0)
αβ , α, β = 0, 1, 2, 3 of the matrix B0

as follows

b
(0)
00 = −(γ − c00)x0 − c10x1 − c20x2 + δ

(0)
00

b
(0)
01 = c01x0 + (γ − c11)x1 − c21x2 + δ

(0)
01

b
(0)
02 = c02x0 − c12x1 + (γ − c22)x2 + δ

(0)
02

b
(0)
03 = c03x0 − c13x1 − c23x2 + δ

(0)
03

b
(0)
10 = c10x0 − (γ − c00)x1 + c30x2 + δ

(0)
10

b
(0)
11 = −(γ − c11)x0 + c01x1 + c31x2 + δ

(0)
11

b
(0)
12 = c12x0 + c02x1 + c32x2 + δ

(0)
12

b
(0)
13 = c13x0 + c03x1 − (γ − c33)x2 + δ

(0)
13

b
(0)
20 = c20x0 − c30x1 − (γ − c00)x2 + δ

(0)
20

b
(0)
21 = c21x0 − c31x1 + c01x2 + δ

(0)
21

b
(0)
22 = −(γ − c22)x0 − c32x1 + c02x2 + δ

(0)
22

b
(0)
23 = c23x0 + (γ − c33)x1 + c03x2 + δ

(0)
23

b
(0)
30 = c30x0 + c20x1 − c10x2 + δ

(0)
30

b
(0)
31 = c31x0 + c21x1 + (γ − c11)x2 + δ

(0)
31

b
(0)
32 = c32x0 − (γ − c22)x1 − c12x2 + δ

(0)
32

b
(0)
33 = −(γ − c33)x0 + c23x1 − c13x2 + δ

(0)
33 ,

where γ, δ
(0)
αβ , α, β = 0, 1, 2, 3 are the arbitrary real-constants.

Second, choose B1 = −A1B0 and B2 = −A2B0. Then it is easy to verify that
all the conditions of the Theorem 1 are satisfied. In this way one obtains a class
of the differential operators L which are associated to the generalized Cauchy-
Riemann operator on the Quaternionic Algebra.

3.2. The operator L is associated to the Cauchy-Fueter operator

Take the arbitrary real-constants cαβ and the arbitrary regular function

g =
3∑

i=0

diei.
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Further the elements b
(0)
αβ , α, β = 0, 1, 2, 3 of the matrix B0 are given by

b
(0)
00 =

1
2
[−(γ − c00)x0 − c10x1 − c20x2 − c30x3] + δ

(0)
00

b
(0)
01 =

1
2
[c01x0 + (γ − c11)x1 − c21x2 − c31x3] + δ

(0)
01

b
(0)
02 =

1
2
[c02x0 − c12x1 + (γ − c22)x2 − c32x3] + δ

(0)
02

b
(0)
03 =

1
2
[c03x0 − c13x1 − c23x2 + (γ − c33)x3] + δ

(0)
03

b
(0)
10 =

1
2
[c10x0 − (γ − c00)x1 + c30x2 − c20x3] + δ

(0)
10

b
(0)
11 =

1
2
[−(γ − c11)x0 + c01x1 + c31x2 − c21x3] + δ

(0)
11

b
(0)
12 =

1
2
[c12x0 + c02x1 + c32x2 + (γ − c22)x3] + δ

(0)
12

b
(0)
13 =

1
2
[c13x0 + c03x1 − (γ − c33)x2 − c23x3] + δ

(0)
13

b
(0)
20 =

1
2
[c20x0 − c30x1 − (γ − c00)x2 + c10x3] + δ

(0)
20

b
(0)
21 =

1
2
[c21x0 − c31x1 + c01x2 − (γ − c11)x3] + δ

(0)
21

b
(0)
22 =

1
2
[−(γ − c22)x0 − c32x1 + c02x2 + c12x3] + δ

(0)
22

b
(0)
23 =

1
2
[c23x0 + (γ − c33)x1 + c03x2 + c13x3] + δ

(0)
23

b
(0)
30 =

1
2
[c30x0 + c20x1 − c10x2 − (γ − c00)x3] + δ

(0)
30

b
(0)
31 =

1
2
[c31x0 + c21x1 + (γ − c11)x2 + c01x3] + δ

(0)
31

b
(0)
32 =

1
2
[c32x0 − (γ − c22)x1 − c12x2 + c02x3] + δ

(0)
32

b
(0)
33 =

1
2
[−(γ − c33)x0 + c23x1 − c13x2 + c03x3] + δ

(0)
33 ,

where γ, δ
(0)
αβ , α, β = 0, 1, 2, 3 are the arbitrary real-constants.

Next, choose ⎧⎪⎨⎪⎩
B1 = −A1B0

B2 = −A2B0

B3 = −A3B0.

Then we can see that all the conditions of the Theorem 3 hold. So one gets a class
of the differential operators L which are associated to the Cauchy-Fueter operator
of Quaternionic Algebra.
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4. The initial value problems with regular initial functions

The classical Cauchy-Kovalevskaya Theorem (in Complex Analysis) shows that
the initial value problem is solvable provided L has holomorphic coefficients and
the initial function is holomorphic, but in view of the H.Lewy example (see [4]),
there exist linear first-order differential equations with infinitely differentiable co-
efficients not having any solutions. On the other hand, by the criterion which is
given in Theorem 1 (and Theorem 3, respectively), we can construct operator L
such that the initial value problem (1), (2) is solvable for each regular initial func-
tion ϕ. Because the components of regular functions are harmonic so the necessary
interior estimate (see [10]) follows from the Poisson Integral Formula.

Finally, we get the following theorem

Theorem 6. Suppose that the operator L is associated to the generalized Cauchy-
Riemann operator (the Cauchy-Fueter, respectively) of Quaternionic Algebra. Then
the initial value problem (1), (2) is solvable for any arbitrary initial regular function
ϕ and the solution u(t, x) is regular for each t.

References

[1] F. Brackx, R. Delanghe and F. Sommen, Clifford Algebra, Research Notes in Math.,
Pitman, London, 1982.

[2] Nguyen Minh Chuong, L. Nirenberg and W. Tutschke, Abstract and Applied Analysis,
World Scientific, Singapore, 2004.

[3] H. Florian, N. Ortner, F.J. Schnitzer and W. Tutschke, Functional-analytic and
Comlplex Methods, their Interactions and Applications to Partial Differential Equa-
tions, World Scientific, Singapore, 2001.

[4] H. Lewy, An Example of a Smooth Linear Partial Differential Equations Without
Solution, Ann.Math., 66, 155–158 (1957).

[5] E. Obolashvili, Partial Differential Equations in Clifford Analysis, Addison Wesley
Longman, Harlow, 1988.

[6] Le Hung Son and W. Tutschke, First Order Differential Operator Associated to the
Cauchy-Riemann Operator in the Plane, Complex Variables, 48, 797–801 (2003).

[7] Le Hung Son and Nguyen Thanh Van, Differential Associated Operators in a Clifford
Analysis and Their Applications, Complex Analysis and its Applications, Procced-
ings of 15th ICFIDCAA, Osaka Municipal Universities Press, Vol. 2(2), 325–332
(2007).

[8] A. Sudbery, Quaternionic Analysis, Math. Proc. Camb. Phil. Soc., 85, 199-225
(1979).

[9] W. Tutschke, Solution of Initial Value Problems in Classes of Generalized Analytic
Functions, Teubner Leipzig and Springer Verlag, 1989.

[10] W. Tutschke, Associated Partial Differential Operators – Applications to well- and
ill-posed Problems, Contained in [2], 373–383.



220 Le Hung Son and Nguyen Thanh Van

[11] Nguyen Thanh Van, First Order Differential Operators Transforming Regular Func-
tion of Quarternionic Analysis into Themselves, Method of Complex and Clifford
Analysis, SAS International Publications Delhi, 363–367 (2006).

[12] Nguyen Thanh Van, First Order Differential Operators Associated to the Cauchy-
Riemann Operator in a Clifford Algebra, Accepted for Publication in the Proceedings
of the 14th ICFIDCAA, Hue, Vietnam (2006).

[13] Nguyen Thanh Van, First Order Differential Operators Associated to the Cauchy-
Riemann Operator in a Quaternionic Algebra, Preprint of ICTP, IC/135/2006.

[14] W. Walter, An Elementary Proof of the Cauchy-Kowalevsky Theorem, Amer. Math.
Monthly, 92, 115–125 (1985).

Le Hung Son
Faculty of Applied Mathematics
Hanoi University of Technology
Hanoi, Vietnam
e-mail: sonlehung2003@yahoo.com

Nguyen Thanh Van
Faculty of Mathematics, Mechanics and Informatics
Hanoi University of Science
Hanoi, Vietnam
e-mail: thanhvanao@yahoo.com



Quaternionic and Clifford Analysis

Trends in Mathematics, 221–234
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Hyperderivatives in Clifford Analysis
and Some Applications to the
Cliffordian Cauchy-type Integrals
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Abstract. We introduce the notion of the derivative as the limit of a quotient
where the numerator and the denominator represent a kind of the “incre-
ments” of a function and of the independent variable respectively. The di-
rectional derivative is introduced where a direction means a hyperplane in
Rm+1 for a Clifford algebra C�0,m. The latter applies for obtaining a formula
showing how to exchange the integral sign and the hyperderivative of the
Cliffordian Cauchy-type integral as a hyperholomorphic function.

Mathematics Subject Classification (2000). Primary 30G35; Secondary 32A10.

Keywords. Hyperderivative, m-dimensional directional hyperderivative, Clif-
fordian Cauchy-type integrals.

1. Introduction and rudiments of Clifford analysis

1.1. In one-dimensional complex analysis there are several equivalent approaches
to the introducing of the main object of interest, the class of holomorphic (called
also analytic, regular, etc) functions. Among them are: the derivative of a complex
function as the limit of a certain quotient, the Cauchy-Riemann conditions, the
complex differentiability as a special case of real differentiability in R2; but many
others as well. Clifford analysis pretends to be a proper generalization of it onto
higher dimensions but the corresponding class of functions (called in this work
hyperholomorphic functions) is defined, almost allways, in terms of the Cauchy-
Riemann conditions.

In the present work we introduce the notion of the derivative in terms of
the limit of a quotient where the numerator and the denominator have a good

∗The research was partially supported by CONACYT projects as well as by Instituto Politécnico
Nacional in the framework of COFAA and SIP programs.
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reason to be seen as the increments of a function and of the independent variable
respectively. We introduce also a directional derivative where the direction means
a hyperplane in Rm+1. It is remarkable that there is a deep analogy among the
relations of both notions in Clifford analysis and in its one-dimensional complex
analysis counterpart. The directional derivative becomes crucial when one wants to
realize in which sense the density of the Cauchy-type integral should be derivatived
if one tries to exchange the integral sign and the hyperderivative of the Cauchy-
type integral as a hyperholomorphic function.

1.1.1. We are aware about a handful of directly preceding papers only. The topic
began in the famous Sudbery paper [12] in the framework of quaternionic analysis
which was followed by [9] again dealing with quaternionic analysis, and by [3], [8]
now in the Clifford analysis context.

1.2. Given m ∈ N, let C�0,m denote the corresponding real Clifford algebra with
signature (0, m). An exhaustive information about Clifford algebras can be found
in many sources, some of them are [6], [10], [1], [2]. In order to fix the notation
we give here a necessary minimum of it. We denote by e0 = 1 and e1, e2, . . . , em

respectively the real unit and the “imaginary units ” of C�0,m meaning that

e2
k = −e0 (k = 1, 2, . . . , m),

eke� + e�ek = −2δk�e0, (k, � = 1, 2, . . . , m),

where δk� is the Kronecker symbol. As a real linear space, C�0,m is 2m-dimensional
with a basis {eA : A ⊆ {1, 2, . . . , m}} where eA := eh1eh2 · · ·ehr , 1 ≤ h1, < · · · <
hr ≤ m, e∅ = e0 = 1. Hence the Clifford numbers (i.e., the elements of the Clifford
algebra) are of the form

a =
∑
A

aAeA ,

with aA ∈ R. The conjugate of a is defined by

Z(a) := a =
∑
A

aA eA ,

where

eA := ehrehr−1 · · · eh1 ; ek := −ek (k = 1, . . . , m) , e0 = e0 = 1 ;

and for a, b ∈ C�0,m it holds:
a b = b a . (1.2.1)

1.3. Let Ω ⊂ Rm+1 be a domain. We’ll work with C�0,m-valued functions f : Ω→
C�0,m, hence they are of the form

f(x) =
∑
A

fA(x) eA ,

where fA(x) ∈ R and x ∈ Ω.
If all the components of f belongs to some function class (Ck, Lp, etc) then

we say that f itself belongs to the class. We do not touch a much more delicate
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question about additional structures of those classes, namely, whether they form
Clifford modules, or is it possible to endow them with a norm, etc.

1.4. The (generalized) Cauchy-Riemann operator is defined on C1(Ω, C�0,m) by

D :=
m∑

�=0

e�
∂

∂x�
, (1.4.1)

and its conjugate by

D :=
m∑

�=0

e�
∂

∂x�
. (1.4.2)

They possess a crucial property of factorizing the Laplace operator in Rm+1, i.e.,

D D = D D = ΔRm+1 . (1.4.3)

Let a ∈ C�0,m then the right multiplication operator Ma : C�0,m → C�0,m is
defined by

Ma[b] := b a ,

for b ∈ C�0,m.
Extending the last definition onto the functions f ∈ C1(Ω, C�0,m) the right

Cauchy-Riemann operator is defined by

Dr :=
m∑

�=0

Me�
∂

∂x�
, (1.4.4)

and its conjugate by

Dr :=
m∑

�=0

Me�
∂

∂x�
. (1.4.5)

From (1.2.1) it holds:

Dr = ZDZ, Dr = ZDZ .

Hence operators (1.4.4) and (1.4.5) preserve the property of factorizing the
Laplace operator:

Dr Dr = Dr Dr = ΔRm+1 .

1.5. Definition. A function f ∈ C1(Ω, C�0,m) is called left-hyperholomorphic if

D [f ] (x) =
∂f

∂x0
(x) + e1

∂f

∂x1
(x) + · · ·+ em

∂f

∂xm
(x) = 0 (1.5.1)

in Ω. We set M(Ω) := ker D. Similarly, f is right-hyperholomorphic if Dr[f ] = 0,
and we set Mr(Ω) := ker Dr.

1.5.1. One of the most important examples of a hyperholomorphic function is the
function

E(x) =
x

Am+1|x|m+1
, (1.5.2)



224 M.E. Luna-Elizarrarás, M.A. Maćıas-Cedeño and M. Shapiro

where Am+1 is the surface area of the unitary sphere Sm in Rm+1. It is known
as the Cauchy kernel and it is the fundamental solution of the Cauchy-Riemann
operators (1.4.1) and (1.4.4).

1.6. We shall need several differential forms in what follows. As usual, the volume
element in Rm+1 is the real-valued (m+ 1)-form given by

dV := dx0 ∧ dx1 ∧ · · · ∧ dxm . (1.6.1)

Then one sets:

σx := dx̂0 − e1dx̂1 + · · ·+ (−1)memdx̂m , (1.6.2)

where dx̂k, is the differential m-form which is obtained from (1.6.1) omitting the
factor dxk, for k = 0, 1, . . . , m. One may call it a Cliffordian representation of the
(m-dimensional) surface element since if Γ is a smooth surface in Rm+1, then

σx = nxdSx ,

where nx :=
m∑

�=0

e� n�,x and �n := (n0, n1, . . . , nm) is the outward-pointing unit

normal at the point x ∈ Γ, dSx is the elementary surface element in Rm+1.
Finally, we set, following [8], τx to be an (m − 1)-differential form given by

τx := −e1dx̂0,1 + e2dx̂0,2 + · · ·+ (−1)m−1emdx̂0,m . (1.6.3)

Here dx̂0,� denotes the (m − 1)-differential form dx̂0 with the factor dx�,
� = 1, . . . , m, omitted.

1.7. In order to facilitate their usage, we present below some basic integral for-
mulas.

1.7.1. Cauchy-integral formula. Let Ω be a bounded domain in Rm+1 and let
Γ be its boundary which we assume to have a sufficient smoothness. Then for
f ∈ M(Ω) ∩ C(Ω, C�0,m) there holds:

1
Am+1

∫
Γ

y − x

|y − x|m+1
σyf(y) =

{
f(x), if x ∈ Ω ,
0, if x ∈ Rm+1\Ω .

(1.7.1)

1.7.2. Sokhotski-Plemelj formulas. Set Ω+ := Ω, Ω− := Rm+1\Ω+ and let Γ be
additionally a Lyapunov surface, then for f ∈ C0,μ(Γ, C�0,m), the set of Hölder
functions with 0 < μ ≤ 1, and for x0 ∈ Γ there holds:

lim
Ω±�x→x0

1
Am+1

∫
Γ

y − x

|y − x|m+1
σyf(y) = ±1

2
f(x0) +

1
Am+1

∫
Γ

y − x0

|y − x0|m+1
σyf(y).

(1.7.2)
Note that both formulas hold under much more general conditions but we

shall not use this in the sequel.
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2. Hyperholomorphy, hyperdifferentiability and hyperderivability
in Clifford analysis

In the previous section we dealt with the global concept of hyperholomorphy for
a function f ∈ C1(Ω, C�0,m), the one related to the whole domain of it. Now we
concentrate on a local version of hyperholomorphy.

2.1. Definition. A function f : Ω → C�0,m is called left-hyperholomorphic at
x0 ∈ Ω if f is left-hyperholomorphic in some open neighborhood V (x0) ⊂ Ω of x0.

2.1.1. For m = 1 there holds:

C�0,1 = C; D =
1∑

�=0

e�
∂

∂x�
=

∂

∂x0
+ e1

∂

∂x1
=: 2

∂

∂z

with z = x0 + e1x1, the usual complex variable where e1 stands for the imagi-
nary unit i. Hence the hyperholomorphy, global or local, in this case becomes a
usual holomorphy of complex functions expressed in terms of the Cauchy-Riemann
conditions.

2.2. Definition. The function f ∈ C1(Ω, C�0,m) is called left-hyperdifferentiable in
Ω if for any x ∈ Ω there is a Clifford number denoted by f ′(x), such that

d(τx f(x)) = σx f ′(x) . (2.2.1)

The Clifford number f ′(x) is named the left-hyperderivative of f at x.

2.2.1. Again taking m = 1 we get from (2.2.1) that df = f ′(z)dz, with f ′(z)
being the usual derivative of a complex function, which explains the terminology
introduced; of course here the complex derivative at a point is understood as a
proportionality coefficient.

2.3. In complex analysis case, the holomorphy is equivalent to the complex di-
fferentiability. Let us show that this extends onto the hyperholomorphy and the
hyperdifferentiability for any Clifford algebra C�0,m.

In [8] it is proved that for x ∈ Ω and for the left side of (2.2.1) one has:

d(τxf(x)) =
1
2

σxD[f ](x)− 1
2

σxD[f ](x) . (2.3.1)

In particular, for m = 1 the formula (2.3.1) gives:

df(z0) =
∂f

∂z
(z0)dz +

∂f

∂z
(z0)dz ,

hence (2.3.1) is its extension onto the general situation of Clifford algebras C�0,m.
In particular (2.3.1), see [8], implies immediately

2.3.1. Theorem. Let f ∈ C1(Ω, C�0,m). Then f is left-hyperholomorphic at x0 ∈ Ω
if and only if f is left-hyperdifferentiable at x0 and for such functions

f ′(x0) =
1
2

D[f ](x0) . (2.3.2)
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In particular, for m = 1 the formula (2.3.2) gives: f ′(z) = ∂f/∂z; i.e., for
a holomorphic function f its “formal derivative” ∂f/∂z becomes an “authentic
derivative” f ′(z); thus we may reasonably interpret (2.3.2) in the same way for
the general situation of Clifford algebras C�0,m.

2.3.2. Note that (2.3.1) has its right-hand-sided analogue

d(f(x)τx) =
1
2
Dr[f ](x)σx −

1
2
Dr[f ](x)σx , (2.3.3)

and both are combined in the following formula:

d(f(x)τxg(x)) =
1
2
{
Dr[f ](x)σxg(x)−Dr[f ](x)σxg(x)

+ (−1)m−1f(x)σxD[g](x) + (−1)mf(x)σxD[g](x)
}

. (2.3.4)

We wonder if (2.3.4) has an interpretation in the above terms which does not
reduce to a simple combination of the left and the right cases.

2.4. There exists one more approach, in one complex variable, that in terms of the
limit of the quotient of the increments both of the function and of the variable.
Our aim now is to obtain an analogue for Clifford analysis case.

Let us define a non-degeneratem-dimensional parallelepiped with vertex x0 ∈
Rm+1 and edge vectors {v1, v2, . . . , vm} ⊂ Rm+1 by

Π :=

{
x0 +

m∑
�=1

t� v� ∈ Rm+1 | (t1, . . . , tm) ∈ [0, 1]m
}

and its boundary by

∂Π :=

{
x0 +

m∑
�=1

t� v� ∈ Rm+1 | (t1, . . . , tm) ∈ ∂[0, 1]m
}

.

2.5. Theorem. Let f ∈ Ω→ C�0,m be left-hyperholomorphic at x0 and let f ′(x0)
be the left-hyperderivative. Then for every sequence {Πk}∞k=1 of non-degenerate
oriented m-parallelepiped with vertex x0 the equality

lim
k→∞

[( ∫
Πk

σx

)−1( ∫
∂Πk

τx · f(x)
)]

= f ′(x0) , (2.5.1)

is true if lim
k→∞

diamΠk = 0.

Proof. From Stokes theorem and (2.3.1)∫
∂Πk

τx · f(x) =
∫

Πk

d(τx · f(x)) =
∫

Πk

(
1
2

σxD[f ](x)− 1
2

σxD[f ](x)
)

.

Since f is hyperholomorphic∫
∂Πk

τx · f(x) =
∫

Πk

(
1
2

σxD[f ](x)
)

. (2.5.2)
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From (2.5.2) and since f ∈ C1 it holds:

lim
k→∞

[( ∫
Πk

σx

)−1( ∫
∂Πk

τx · f(x)
)]

= lim
k→∞

[( ∫
Πk

σx

)−1

·
( ∫

Πk

(
1
2

σxD[f ](x)
))]

(2.5.3)

= lim
k→∞

[( ∫
Πk

σx

)−1

·
( ∫

Πk

σx

(
1
2

D[f ](x)
))]

= f ′(x0) . �

2.5.1. Above, the hyperderivative was defined as a proportionality coefficient of
the two differential forms which is a rather formal approach if one recalls the usual
definition of the complex (or even real) derivative as the limit of a certain quotient.
The preceding theorem says that, at least for hyperholomorphic functions, the
hyperderivative is the limit of a quotient; what is more the numerator of the
quotient is a kind of the increment of the function meanwhile the denominator
represents the increment of the independent variable. The one-dimensional case
supports this reasoning.

2.5.2. In case m = 1 the 1-dimensional parallelepiped

Π := {z ∈ C | z = z0 + tv1 , t ∈ [0, 1]} , (2.5.4)

is a segment connecting the points z0 and v1, and its boundary is the discrete set
∂Π := {z0, z}. The differential forms (1.6.2) and (1.6.3) are:

σx = dx1 − e1dx0 and τx = −e1 . (2.5.5)

Since σx = −e1dz then[(∫
Π

σx

)−1(∫
∂Π

τx · f(x)
)]

=

[(∫
Π

− e1 dz

)−1(∫
∂Π

− e1 · f(x)
)]

=

[(∫
Π

dz

)−1(∫
∂Π

f(x)
)]

=

∫
{z0,z}

f(ζ)∫ z

z0

dζ

=:
f(z)− f(z0)

z − z0
, (2.5.6)

where ζ is the integration variable. If the function f is complex differentiable at
z0 then

f ′(z0) = lim
z→z0

∫
{z0,z}

f(ζ)∫ z

z0

dζ

. (2.5.7)

for any 1-dimensional parallelepiped in every direction shrinking to z0, i.e., the
general formula (2.5.1) reduced to a well-known fact.
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3. An m-dimensional directional hyperderivative
in Clifford analysis

3.1. The “directions” that we are going to consider are given by hyperplanes
L ⊂ Rm+1 with equation

γ(x) =
m∑

�=0

n�x� + d = 0 , (3.1.1)

where d ∈ R and �n = (n0, n1, . . . , nm) is the unit normal vector to L.

Since for every L, there exists the hyperplane L0 with unit normal vector−→
n0; such that L0 passes through the origin of Rm+1 and L is parallel to L0, then
n0 =

∑m
�=0 n0

� e� indicates the direction of L.

3.2. Definition. Let x0 ∈ L ∩ Ω. The function f : Ω → C�0,m is said to be left-
hyperderivable at x0 along L, if for any sequence {Πk}∞k=1, Πk ⊂ L, such that
lim

k→∞
diamΠk = 0 of non-degenerate m-parallelepipeds with vertex at x0, the limit

lim
k→∞

[( ∫
Πk

σx

)−1( ∫
∂Πk

τx · f(x)
)]

, (3.2.1)

exists and does not depend on a choice of the sequence {Πk}∞k=1.
If exists, the limit is called the left m-dimensional directional hyperderivative

along a hyperplane L and it will be denoted by f ′L(x0).

3.2.1. Notice that, of course, a fine point in this definition is that the family of
parallelepipeds Πk is fully contained in L, in contrast to the conditions in Theorem
2.5 where the parallelepipeds are free to move in Rm+1.

3.3. Theorem. Let V (x0) be an (m+ 1)-dimensional neighborhood of x0 ∈ Rm+1.
Let f ∈ C1(V (x0);C�0,m). Then f is left-hyperderivable at x0 along any hyperplane
L ' x0.

Proof. First we are going to establish a relation between the surface forms σx and
σx along L. Applying (2.3.1) to γ we have:

d(τxγ(x)) =
1
2

σxD[γ](x) − 1
2

σxD[γ](x) = 0 ;

therefore
σx = σxD[γ](x) (D[γ](x))−1

= σx

(
D[γ](x)

)2
= σx(n0)2 .

(3.3.1)
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Now take {Πk}∞k=1, with Πk ⊂ L and lim
k→∞

diamΠk = 0. Then (2.3.1) and (3.3.1)

imply:

lim
k→∞

[( ∫
Πk

σx

)−1( ∫
∂Πk

τx · f(x)
)]

= lim
k→∞

[(∫
Πk

σx

)−1(∫
Πk

d(τx · f(x))
)]

=
1
2
lim

k→∞

[( ∫
Πk

σx

)−1

·
∫

Πk

(
σxD[f ](x)− σxD[f ](x)

)]

=
1
2
lim

k→∞

[(∫
Πk

σx

)−1

·
(∫

Πk

σx

(
D[f ](x)− (n0)2D[f ](x)

))]
.

Appealing to the fact that f ∈ C1(V (x0), C�0,m) we conclude that the limit in the
left side exists, and thus the proof is completed. �

Of course it also gives immediately

3.3.1. Corollary. Under the conditions of Theorem 3.3 there holds:

f ′L(x
0) =

1
2

(
D[f ](x0)− (n0)2D[f ](x0)

)
. (3.3.2)

3.3.2. Corollary. Let f ∈ C1(V (x0);C�0,m). Then f is left-hyperholomorphic at
x0 iff f ′L(x

0) does not depend on the hyperplane L.

3.4. It is well known that for a function f : Ω ⊂ Rm+1 → Rp, the directional
derivative at x0 ∈ Ω along the direction given by a vector �u ∈ Rm+1, where
| �u |= 1, is defined by the limit

∂f

∂�u
(x0) := lim

t→0

f(x0 + t�u)− f(x0)
t

, (3.4.1)

where t is real. In particular for �u being a unit vector of the coordinate axis x�

the limit (3.4.1) agrees with the partial derivative ∂f
∂x�

(x0) for every �. This keeps
being true for m = 1, i.e., in R2, but now the complex structure of C in R2 offers
a “complex approach” to define the directional derivative. In effect, let ξ be a
complex number of modulus 1; set

zξ := {z ∈ C|z = z0 + t ξ, t ∈ R} .

Then if the limit

lim
zξ� z→z0

f(z)− f(z0)
z − z0

, (3.4.2)
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exists, it is called the (complex) directional derivative of f at z0 along the direction

zξ and it is denoted by
∂f

∂zξ
(z0). Since

lim
zξ�z→z0

f(z)− f(z0)
z − z0

= lim
t→0

f(z0 + tξ)− f(z0)
tξ

= ξ lim
t→0

f(z0 + t�ξ )− f(z0)
t

,

both directional derivatives, in R2, exist simultaneously only and whenever it hap-
pens they differ by a constant factor

∂f

∂�ξ
(z0) = ξ · ∂f

∂zξ
(z0) . (3.4.3)

Hence if ξ = 1 then
∂f

∂zξ
(z0) =

∂f

∂x0
(z0) , (3.4.4)

and if ξ = i then
∂f

∂zξ
(z0) = −i

∂f

∂x1
(z0) . (3.4.5)

The latter equation exhibit the difference between the two definitions of the
directional derivatives because in it, the complex structure is manifested. Note also
that for the complex directional derivative in C, the following formula is known
for functions of class C1:

∂f

∂zξ
(z0) =

∂f

∂z
(z0) + e−2i argξ ∂f

∂z
(z0) . (3.4.6)

3.4.1. Let Γ ⊂ C be a smooth curve and f : Γ → C. Then the derivative of f
along Γ, f ′Γ, is defined by the limit

f ′Γ(ζ) := lim
Γ�z→ζ

f(z)− f(ζ)
z − ζ

, (3.4.7)

for ζ ∈ Γ. In general, one cannot speak about the directional derivatives in this
situation so assume additionally that f is of class C1 in a small neighborhood of

Γ. Let ξ define the tangent direction at ζ ∈ Γ, hence there exists
∂f

∂zξ
(ζ). It is easy

to prove now that f ′Γ(ζ) exists as well and f ′Γ(ζ) =
∂f

∂zξ
(ζ).

What does the results obtained in Section 3.3 mean for m = 1?
When m = 1, the hyperplane L is a straight line in R2 with equation γ =

n0x0 + n1x1 + d. Definition 3.2 becomes

lim
L�z→z0

[( ∫ z

z0

−e1dz

)−1( ∫
z0,z

−e1f(z)
)]

= lim
L�z→z0

f(z)− f(z0)
z − z0

, (3.4.8)

which is the definition of the complex directional derivative in the complex plane.
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Let ξ ∈ C be such that | ξ |= 1 and that it determines the direction of L.
Then n0 = e1ξ ( or −e1ξ) and (n0)2 = −ξ 2.

Therefore the formula (3.3.2) gives:

1
2

(
D[f ](x0)− (n0)2D[f ](x0)

)
=

∂f

∂z
(z0) + ξ 2 ∂f

∂z
(z0)

=
∂f

∂z
(z0) + e−2e1argξ ∂f

∂z
(z0) , (3.4.9)

which is the formula (3.4.6) for the complex directional derivative.
Thus the definition of the directional hyperderivative for C�0,m-valued func-

tions is a generalization of the complex approach to the notion of (one-dimensional)
directional derivative of a complex function.

4. Hyperderivation of the Cliffordian Cauchy-type integral

4.1. As before let Ω ⊂ Rm+1 be a domain, which now is assumed to be simply con-
nected and let Γ :=

{
y ∈ Rm+1|�(y) = 0

}
be its boundary, where � ∈ C1(Rm+1, R)

and grad�|Γ(y) �= 0 ∀y ∈ Γ.
Applying (2.3.4) to E(y − x) and f(y) ∈ C1(Γ, C�0,n) one has:

d(E(y − x)τyf(y)) =
1
2
{
Dr,y[E(y − x)]σyf(y) + (−1)m−1E(y − x)σyD[f ](y)

+ (−1)mE(y − x)σyD[f ](y)
}

, (4.1.1)

and after the integration over Γ there holds:∫
Γ

Dr,y[E(y − x)]σyf(y) = (−1)m
∫

Γ

E(y − x)σyD[f ](y)

+ (−1)m+1

∫
Γ

E(y − x)σyD[f ](y) . (4.1.2)

Because of

Dr,y[E(y − x)] = −Dr,x[E(y − x)] = −Dx[E(y − x)]

(4.1.2) is

Dx

∫
Γ

E(y − x)σyf(y) = (−1)m+1

∫
Γ

E(y − x)σyD[f ](y)

+ (−1)m
∫

Γ

E(y − x)σyD[f ](y) . (4.1.3)

For y ∈ Γ it holds that d(τy�(y)) = 0 and σy = σyD[�](y) (D[�](y))−1. Therefore
with V |Γ(y) := D[�](y) (D[�](y))−1 we get that (4.1.3) can be written as

Dx

∫
Γ

E(y − x)σyf(y) =
∫

Γ

E(y − x)σy

(
(−1)m+1D + (−1)mV |Γ(y)D

)
[f ](y) .
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Thus we have arrived at the following conclusion.

4.2. Theorem. Let Ω ⊂ Rm+1 be a simply connected domain with boundary Γ :={
y ∈ Rm+1|�(y) = 0

}
, where � ∈ C1(Rm+1, R), grad �|Γ(y) �= 0 for all y ∈ Γ; and

f ∈ C1(Γ, C�0,m). Then for all x /∈ Γ

Dx

∫
Γ

E(y − x)σyf(y) =
∫

Γ

E(y − x)σy

(
(−1)m+1D + (−1)mV |Γ(y)D

)
[f ](y) ,

(4.2.1)
where V |Γ(y) := D[�](y) (D[�](y))−1.

4.2.1. Let T (y) be the tangent hyperplane to Γ at a point y ∈ Γ. Then (4.2.1)
may be rewritten in more evident and palpable forms, first of all, as(∫

Γ

E(y − x)σyf(y)
)′

=
∫

Γ

E(y − x)σy f ′T (y)(y) , (4.2.2)

and finally as
(K[f ])′ (x) = K[f ′T ](x) , (4.2.3)

where

K[f ](x) :=
∫

Γ

E(y − x)σyf(y)

is the Cliffordian Cauchy-type integral with density f . The formulas (4.2.1)–(4.2.3)
say that under the conditions of Theorem 4.2, the hyperderivative of the Cliffordian
Cauchy-type integral (the latter is a hyperholomorphic function, hence its hyper-
derivative is well defined) is again Cliffordian Cauchy-type integral but now with
the density which is the directional hyperderivative along the tangent hyperplanes.

4.3. Obviously, for a hyperholomorphic function f there are well-defined hyper-
derivatives of any order p ≥ 1: f (p) := (f (p−1))′, f (0) = f ; similarly for directional
hyperderivatives. With this agreement, the following statements are simply ob-
tained by induction.

4.3.1. Corollary. Let p ∈ N, f ∈ Cp(Γ;C�0,m) and � ∈ Cp(Rm+1;R). Then for
every y ∈ Γ

D
p

x

[∫
Γ

E(y − x)σyf(y)
]
=
∫

Γ

E(y − x)σy

(
(−1)m+1V (y)D + (−1)mD

)p
[f ](y) ,

(4.3.1)

or equivalently (∫
Γ

E(y − x)σyf(y)
)(p)

=
∫

Γ

E(y − x)σy f
(p)
T (y)(y) , (4.3.2)

(K[f ])(p) (x) = K[f (p)
T ](x) . (4.3.3)
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4.3.2. Corollary. (Sohotski-Plemelj formulas for hyperderivatives of the Cliffordian
Cauchy-type integral).

Let f ∈ Cp,μ(Γ;C�0,m), � ∈ Cp,μ(Rm+1;R). Then for every x0 ∈ Γ the following
both limits exist:

lim
Ω±�y→x0

(∫
Γ

E(y − x)σyf(y)
)(p)

and they are given by

lim
y±→x0

(∫
Γ

E(y − x)σyf(y)
)(p)

= ± 1
2

f
(p)
T (x0)(x

0) +
∫

Γ

E(y − x0)σy f
(p)
T (y)(y) .

(4.3.4)

4.4. The Cauchy kernel for m = 1 is given by

E(ζ − z) =
1
2π

· 1
ζ − z

.

Then (4.2.1) has the form

∂

∂z

(
1

2πe1

∫
Γ

1
ζ − z

f(ζ)dζ

)
(4.4.1)

=
1

2πe1

∫
Γ

1
ζ − z

(
∂f

∂ζ
(ζ) − ∂�

∂ζ
(ζ)
(

∂�

∂ζ
(ζ)
)−1

∂f

∂ζ
(ζ)

)
dζ .

The Cauchy-Riemann operator can be seen as the “complexification” of the ope-
rator grad, thus

∂�

∂ζ
(ζ)
(

∂�

∂ζ
(ζ)
)−1

= e−2e1 arggrad�(ζ) . (4.4.2)

Therefore (4.4.1) becomes(
1

2πe1

∫
Γ

1
ζ − z

f(ζ)dζ

)′
=

1
2πe1

∫
Γ

1
ζ − z

f ′T (ζ)dζ , (4.4.3)

which can be rewritten, in accordance with Subsection 3.4, as(
1

2πe1

∫
Γ

1
ζ − z

f(ζ)dζ

)′
=

1
2πe1

∫
Γ

1
ζ − z

f ′Γ (ζ)dζ .

The latter formula is obtained by a simple integration by part for f living on Γ only
and being derivable along Γ, without any additional assumptions on the smooth-
ness of f . The general situation of Clifford analysis for an arbitrary m is much
more complicated and it has required a more elaborated machinery which, hence,
can be seen as a far-reaching generalization of the idea of integration by parts.



234 M.E. Luna-Elizarrarás, M.A. Maćıas-Cedeño and M. Shapiro
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Departamento Matemáticas
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Directional Quaternionic Hilbert Operators

Alessandro Perotti

Abstract. The paper discusses harmonic conjugate functions and Hilbert op-
erators in the space of Fueter regular functions of one quaternionic variable.
We consider left-regular functions in the kernel of the Cauchy–Riemann op-
erator

D = 2

(
∂

∂z̄1
+ j

∂

∂z̄2

)
=

∂

∂x0
+ i

∂

∂x1
+ j

∂

∂x2
− k

∂

∂x3
.

Let J1, J2 be the complex structures on the tangent bundle of H � C2 defined
by left multiplication by i and j. Let J∗

1 , J
∗
2 be the dual structures on the

cotangent bundle and set J∗
3 = J∗

1J
∗
2 . For every complex structure Jp =

p1J1 +p2J2 +p3J3 (p ∈ S2 an imaginary unit), let ∂p = 1
2

(
d+ pJ∗

p ◦ d) be the
Cauchy–Riemann operator w.r.t. the structure Jp. Let Cp = 〈1, p〉 � C. If Ω
satisfies a geometric condition, for every Cp-valued function f1 in a Sobolev
space on the boundary ∂Ω, we obtain a function Hp(f1) : ∂Ω → C⊥

p , such
that f = f1 + Hp(f1) is the trace of a regular function on Ω. The function
Hp(f1) is uniquely characterized by L2(∂Ω)-orthogonality to the space of CR-
functions w.r.t. the structure Jp. In this way we get, for every direction p ∈ S2,
a bounded linear Hilbert operator Hp, with the property that H2

p = id− Sp,
where Sp is the Szegö projection w.r.t. the structure Jp.

Mathematics Subject Classification (2000). Primary 30G35; Secondary 32A30.

Keywords. Quaternionic regular function, hyperholomorphic function, Hilbert
operator, conjugate harmonic.

1. Introduction

The aim of this paper is to obtain some generalizations of the classical Hilbert
transform used in complex analysis. We define a range of harmonic conjugate func-
tions and Hilbert operators in the space of regular functions of one quaternionic
variable.

Work partially supported by MIUR (PRIN Project “Proprietà geometriche delle varietà reali e
complesse”) and GNSAGA of INdAM.
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Let Ω be a smooth bounded domain in C2. Let H be the space of real quater-
nions q = x0+ix1+jx2+kx3, where i, j, k denote the basic quaternions. We identify
H with C2 by means of the mapping that associates the quaternion q = z1 + z2j
with the pair (z1, z2) = (x0 + ix1, x2 + ix3).

We consider the class R(Ω) of left-regular (also called hyperholomorphic)
functions f : Ω→ H in the kernel of the Cauchy–Riemann operator

D = 2
(

∂

∂z̄1
+ j

∂

∂z̄2

)
=

∂

∂x0
+ i

∂

∂x1
+ j

∂

∂x2
− k

∂

∂x3
.

This differential operator is a variant of the original Cauchy–Riemann–Fueter
operator (cf. for example [37] and [18, 19])

∂

∂x0
+ i

∂

∂x1
+ j

∂

∂x2
+ k

∂

∂x3
.

Hyperholomorphic functions have been studied by many authors (see for instance
[1, 21, 24, 28, 34, 35]). Many of their properties can be easily deduced from known
properties satisfied by Fueter-regular functions. However, regular functions in the
space R(Ω) have some characteristics that are more intimately related to the
theory of holomorphic functions of two complex variables.

This space contains the identity mapping and any holomorphic map (f1, f2)
on Ω defines a regular function f = f1 + f2j. This is no longer true if we adopt
the original definition of Fueter regularity. This definition of regularity is also
equivalent to that of q-holomorphicity given by Joyce in [20], in the setting of
hypercomplex manifolds.

The space R(Ω) exhibits other interesting links with the theory of two com-
plex variables. In particular, it contains the spaces of holomorphic maps with
respect to any constant complex structure, not only the standard one.

Let J1, J2 be the complex structures on the tangent bundle TH % H defined
by left multiplication by i and j. Let J∗1 , J∗2 be the dual structures on the cotangent
bundle T ∗H % H and set J∗3 = J∗1 J∗2 . For every complex structure Jp = p1J1 +
p2J2 + p3J3 (p a imaginary unit in the unit sphere S2), let d be the exterior
derivative and

∂p =
1
2
(
d+ pJ∗p ◦ d

)
the Cauchy–Riemann operator with respect to the structure Jp. Let Holp(Ω,H) =
Ker ∂p be the space of holomorphic maps from (Ω, Jp) to (H, Lp), where Lp is
the complex structure defined by left multiplication by p. Then every element of
Holp(Ω,H) is regular.

These subspaces do not fill the whole space of regular functions: it was proved
in [27] that there exist regular functions that are not holomorphic for any p. This
result is a consequence of an applicable criterion of Jp-holomorphicity, based on
the energy-minimizing property of regular functions.

Other regular functions can be constructed by means of holomorphic maps
with respect to non-constant almost complex structures on Ω (cf. [30]).
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The classical Hilbert transform expresses one of the real components of the
boundary values of a holomorphic function in terms of the other. We are interested
in a quaternionic analogue of this relation, which links the boundary values of one
of the complex components of a regular function f = f1 + f2j (f1, f2 complex
functions) to those of the other.

In [21] and [32] some generalizations of the Hilbert transform to hyperholo-
morphic functions were proposed. In these papers the functions considered are
defined on plane or spatial domains, while we are interested in domains of two
complex variables. In the latter case, pseudoconvexity becomes relevant, since a
domain in C2 is pseudoconvex if and only if every complex harmonic function on
it is a complex component of a regular function (cf. [23] and [25]).

In the complex variable case, there is a close connection between harmonic
conjugates and the Hilbert transform (see for example the monograph [6, §21]),
given by harmonic extension and boundary restriction. Several generalizations
of this relation to higher-dimensional spaces have been given (cf., e.g., [7, 8, 9,
12]), mainly in the framework of Clifford analysis, which can be considered as a
generalization of quaternionic (and complex) analysis.

Our aim is to propose another variant of the quaternionic Hilbert operator,
in which the complex structures Jp play a decisive role. Since these structures
depend on a “direction” p in the unit sphere S2, we call it a directional Hilbert
operator Hp.

The construction of Hp makes use of the rotational properties of regular
functions (see §2.3), which were firstly studied in [37] in the context of Fueter-
regularity. This allows to reduce the problem to the standard complex structure.

Let Cp = 〈1, p〉 be the copy of C in H generated by 1 and p and consider
Cp-valued function on the boundary ∂Ω.

Assume that Ω satisfies a p-dependent geometric condition (see §3.1 for pre-
cise definitions), which is related to the pseudoconvexity property of Ω.

In Theorems 5 and 6 we show that for every Cp-valued function f1 in a
Sobolev-type space W 1

∂p
(∂Ω) and every fixed q ∈ S2 orthogonal to p, there exists a

function Hp,q(f1) : ∂Ω→ Cp in the same space as f1, such that f = f1+Hp,q(f1)q
is the boundary value of a regular function on Ω. The function Hp,q(f1) is uniquely
characterized by L2(∂Ω)-orthogonality to the space of CR-functions with respect
to the structure Jp. Moreover, Hp,q is a bounded operator on the space W 1

∂p
(∂Ω).

In Section 7 we prove our main result. We show how it is possible, for every
fixed direction p, to choose a quaternionic regular harmonic conjugate of a Cp-
valued harmonic function in a way independent of the chosen orthogonal direction
q. Taking restrictions to the boundary ∂Ω, this construction permits to define the
directional, p-dependent, Hilbert operator Hp.

In Theorem 10 we prove that even if the function Hp,q(f1) given by Theorem
6 depends on q, the product Hp,q(f1)q does not. Therefore we get a Cp-antilinear,
bounded operator

Hp : W 1
∂p
(∂Ω)→ W 1

∂p
(∂Ω, C⊥p ),



238 A. Perotti

which exactly vanishes on the subspace CRp(∂Ω). Observe how the orthogonal
decomposition of the codomain H = Cp ⊕ C⊥p resembles the decomposition C =
R ⊕ iR which appears in the classical Hilbert transform.

The Hilbert operator Hp can be extended by right H-linearity to the space
W 1

∂p
(∂Ω, H). The “regular signal” Rp(f) := f +Hp(f) associated with f is always

the trace of a regular function on Ω (Corollary 11). Moreover we show (Corollary
12) that Rp(f) has a property similar to the one satisfied by analytic signals
(cf. [31, Theorem 1.1]): f is the trace of a regular function on Ω if and only if
Rp(f) = 2f (modulo CRp-functions).

The Hilbert operatorHp is also linked to the Szegö projection Sp with respect
to Jp. In Theorem 13 we prove that H2

p = id − Sp is the L2(∂Ω)-orthogonal
projection on the orthogonal complement of CRp(∂Ω).

When Ω is the unit ball B of C2, many of the stated results have a more
precise formulation (see Theorem 7). The geometric condition is satisfied on the
unit sphere S = ∂B for every p ∈ S2. On S we are able to prove optimality of the
boundary estimates satisfied by Hp.

In Section 6, we recall some applications of the harmonic conjugate construc-
tion to the characterization of the boundary values of pluriholomorphic functions.
These functions are solutions of the PDE system

∂2g

∂z̄i∂z̄j
= 0 on Ω (1 ≤ i, j ≤ 2)

(see for example [2, 3, 13, 14, 15] for properties of pluriholomorphic functions of
two or more variables). The key point is that if f = f1 + f2j is regular, then
f1 is pluriholomorphic (and harmonic) if and only if f2 is pluriharmonic, i.e.,

∂2f2
∂zi∂z̄j

= 0 on Ω (1 ≤ i, j ≤ 2). Then known results about the boundary values
of pluriharmonic functions (cf. [26]) can be applied to obtain a characterization of
the traces of pluriholomorphic functions (Theorem 8).

2. Notations and definitions

2.1. Fueter regular functions

We identify the space C2 with the set H of quaternions by means of the mapping
that associates the pair (z1, z2) = (x0 + ix1, x2 + ix3) with the quaternion q =
z1+z2j = x0+ ix1+ jx2+kx3 ∈ H. A quaternionic function f = f1+f2j ∈ C1(Ω)
is (left) regular (or hyperholomorphic) on Ω if

Df = 2
(

∂

∂z̄1
+ j

∂

∂z̄2

)
=

∂f

∂x0
+ i

∂f

∂x1
+ j

∂f

∂x2
− k

∂f

∂x3
= 0 on Ω.

We will denote by R(Ω) the space of regular functions on Ω.
With respect to this definition of regularity, the space R(Ω) contains the

identity mapping and every holomorphic mapping (f1, f2) on Ω (with respect to
the standard complex structure) defines a regular function f = f1 + f2j. We



Directional Quaternionic Hilbert Operators 239

recall some properties of regular functions, for which we refer to the papers of
Sudbery[37], Shapiro and Vasilevski[34] and Nōno[24]:

1. The complex components are both holomorphic or both non-holomorphic.
2. Every regular function is harmonic.
3. If Ω is pseudoconvex, every complex harmonic function is the complex com-

ponent of a regular function on Ω.
4. The space R(Ω) of regular functions on Ω is a right H-module with integral

representation formulas.

A definition equivalent to regularity has been given by Joyce[20] in the set-
ting of hypercomplex manifolds. Joyce introduced the module of q-holomorphic
functions on a hypercomplex manifold.

A hypercomplex structure on the manifold H is given by the complex struc-
tures J1, J2 on TH % H defined by left multiplication by i and j. Let J∗1 , J∗2 be
the dual structures on T ∗H % H. In complex co-ordinates⎧⎪⎨⎪⎩

J∗1 dz1 = i dz1, J∗1 dz2 = i dz2

J∗2 dz1 = −dz̄2, J∗2 dz2 = dz̄1

J∗3 dz1 = i dz̄2, J∗3 dz2 = −i dz̄1

where we make the choice J∗3 = J∗1 J∗2 , which is equivalent to J3 = −J1J2.
A function f is regular if and only if f is q-holomorphic, i.e.,

df + iJ∗1 (df) + jJ∗2 (df) + kJ∗3 (df) = 0.

In complex components f = f1 + f2j, we can rewrite the equations of regu-
larity as

∂f1 = J∗2 (∂f2).

The original definition of regularity given by Fueter (cf. [37] or [18]) differs
from that adopted here by a real co-ordinate reflection. Let γ be the transformation
of C2 defined by γ(z1, z2) = (z1, z̄2). Then a C1 function f is regular on the domain
Ω if and only if f ◦ γ is Fueter-regular on γ−1(Ω), i.e., it satisfies the differential
equation (

∂

∂x0
+ i

∂

∂x1
+ j

∂

∂x2
+ k

∂

∂x3

)
(f ◦ γ) = 0 on γ−1(Ω).

2.2. Holomorphic functions with respect to a complex structure Jp

Let Jp = p1J1+p2J2+p3J3 be the orthogonal complex structure on H defined by a
unit imaginary quaternion p = p1i+p2j+p3k in the sphere S2 = {p ∈ H | p2 = −1}.
In particular, J1 is the standard complex structure of C2 % H.

Let Cp = 〈1, p〉 be the complex plane spanned by 1 and p and let Lp be
the complex structure defined on T ∗Cp % Cp by left multiplication by p. If f =
f0+ if1 : Ω→ C is a Jp-holomorphic function, i.e., df0 = J∗p (df

1) or, equivalently,
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df + iJ∗p (df) = 0, then f defines a regular function f̃ = f0 + pf1 on Ω. We can
identify f̃ with a holomorphic function

f̃ : (Ω, Jp)→ (Cp, Lp).

We have Lp = Jγ(p), where γ(p) = p1i+p2j−p3k. More generally, we can consider
the space of holomorphic maps from (Ω, Jp) to (H, Lp)

Holp(Ω, H) = {f : Ω→ H of class C1 | ∂pf = 0 on Ω} = Ker∂p

where ∂p is the Cauchy–Riemann operator with respect to the structure Jp

∂p =
1
2
(
d+ pJ∗p ◦ d

)
.

These functions will be called Jp-holomorphic maps on Ω.
For any positive orthonormal basis {1, p, q, pq} of H (p, q ∈ S2), let f =

f1 + f2q be the decomposition of f with respect to the orthogonal sum

H = Cp ⊕ (Cp)q.

Let f1 = f0 + pf1, f2 = f2 + pf3, with f0, f1, f2, f3 the real components of f
w.r.t. the basis {1, p, q, pq}. Then the equations of regularity can be rewritten in
complex form as

∂pf1 = J∗q (∂pf2),

where f2 = f2 − pf3 and ∂p = 1
2

(
d − pJ∗p ◦ d

)
. Therefore every f ∈ Holp(Ω, H) is

a regular function on Ω.

Remark 1.
1. The identity map belongs to the spaces Holi(Ω, H) ∩ Holj(Ω, H), but not to

Holk(Ω, H).
2. For every p ∈ S2, Hol−p(Ω, H) = Holp(Ω, H).
3. Every Cp-valued regular function is a Jp-holomorphic function.

Proposition 1. If f ∈ Holp(Ω, H) ∩Holq(Ω, H), with p �= ±q, then f ∈ Holr(Ω, H)
for every r = αp+βq

‖αp+βq‖ (α, β ∈ R) in the circle of S2 generated by p and q.

Proof. Let a = ‖αp+βq‖. Then a2 = α2+β2+2αβ(p · q), where p · q is the scalar
product of the vectors p and q in S2. An easy computation shows that

pJ∗q + qJ∗p = −2(p · q)Id.

From these identities we get that

rJ∗r (df) = a−2(αp+ βq)(αJ∗p + βJ∗q )

= a−2(α2pJ∗p (df) + β2qJ∗q (df) + αβ(pJ∗q + qJ∗p )(df))

= a−2(α2pJ∗p (df) + β2qJ∗q (df)− 2αβ(p · q)(df))
= a−2(α2(−df) + β2(−df) + 2αβ(p · q)(−df)) = −df.

Therefore f ∈ Holr(Ω, H). �
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In [27] it was proved that on every domain Ω there exist regular functions
that are not Jp-holomorphic for any p. A similar result was obtained by Chen and
Li[10] for the larger class of q-maps between hyperkähler manifolds.

This result is a consequence of a criterion of Jp-holomorphicity, which is
obtained using the energy-minimizing property of regular functions.

2.3. Rotated regular functions

In [37] Proposition 5, Sudbery studied the action of rotations on Fueter-regular
functions. Using that result and the reflection γ introduced in §2.1, we can obtain
new regular functions by rotation.

Proposition 2. Let f ∈ R(Ω) and let a ∈ H, a �= 0. Let ra(z) = aza−1 be the
three-dimensional rotation of H defined by a. Then the function

fa = rγ(a) ◦ f ◦ ra

is regular on Ωa = r−1
a (Ω) = a−1Ωa. Moreover, if γ(ra(i)) = p, then f ∈ Holp(Ω)

if and only if fa ∈ Holi(Ωa).

Proof. The first assertion is an immediate application of the cited result of Sud-
bery. Now let p = γ(ra(i)), p′ = γ(p) = ra(i) and q = ra(j) in S2. We first show
that

ra : (H, J1)→ (H, Lp′)
is holomorphic. Let ra(z) = aza−1 = x0+ p′x1+ qx2+ p′qx3 = (x0+ p′x1)+ (x2+
p′x3)q = g1 + g2q, where g1, g2 are the Cp′-valued holomorphic functions induced
by z1 and z2. Then

p′J∗1 (dra) = p′J∗1 (dg1) + p′J∗1 (dg2)q = −dg1 − dg2 q = −dra.

From this we get that also the map

r−1
γ(a) = rγ(a)−1 : (H, J1)→ (H, Lp)

is holomorphic, since rγ(a)−1(i) = γ(a)−1iγ(a) = γ(aia−1) = γ(ra(i)) = p. Now
the commutative diagram

(Ω, Lγ(p))
f �� (H, Lp)

rγ(a)

��
(Ωa, J1)

ra

��

fa
�� (H, J1)

gives the stated equivalence, since Jp = Lγ(p). �

Remark 2. The rotated function fa has the following properties:

1. (fa)a
−1

= f .
2. f−a = fa.
3. If a ∈ S2, then (fa)a = f .
4. If f is Cp-valued on Ω, for p = γ(ra(i)), then fa is C-valued on Ωa.
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2.4. Cauchy–Riemann operators

Let Ω = {z ∈ C2 : ρ(z) < 0} be a bounded domain with C∞-smooth boundary
in C2. We assume ρ of class C∞ on C2 and dρ �= 0 on ∂Ω. For every complex-
valued function g ∈ C1(Ω), we can define on a neighborhood of ∂Ω the normal
components of ∂g and ∂g

∂ng =
∑

k

∂g

∂zk

∂ρ

∂z̄k

1
|∂ρ| and ∂ng =

∑
k

∂g

∂z̄k

∂ρ

∂zk

1
|∂ρ| ,

where |∂ρ|2 =∑2
k=1

∣∣∣∣ ∂ρ

∂zk

∣∣∣∣2. By means of the Hodge ∗-operator and the Lebesgue
surface measure dσ, we can also write

∂ng dσ = ∗ ∂g|∂Ω
.

In a neighborhood of ∂Ω we have the decomposition of ∂g in the tangential and
the normal parts

∂g = ∂tg + ∂ng
∂ρ

|∂ρ|
.

Let L be the tangential Cauchy–Riemann operator

L =
1

|∂ρ|

(
∂ρ

∂z̄2

∂

∂z̄1
− ∂ρ

∂z̄1

∂

∂z̄2

)
.

The tangential part of ∂g is related to Lg by the following formula

∂tg ∧ dζ|∂Ω = 2Lg dσ.

A complex function g ∈ C1(∂Ω) is a CR-function if and only if Lg = 0 on ∂Ω.
Notice that ∂g has coefficients of class L2(∂Ω) if and only if both ∂ng and Lg are
of class L2(∂Ω).

If g = g1 + g2j is a regular function of class C1 on Ω, then the equations
∂ng1 = −L(g2), ∂ng2 = L(g1) hold on ∂Ω. Conversely, a harmonic function f
of class C1(Ω) is regular if it satisfies these equations on ∂Ω (cf. [28]). If Ω has
connected boundary, it is sufficient that one of the equations is satisfied.

In place of the standard complex structure J1, we can take on C2 a different
complex structure Jp and consider the corresponding Cauchy–Riemann operators.
We will denote by ∂p,n and ∂p,n the normal components of ∂p and ∂p respectively,
by ∂p,t the tangential component of ∂p and by Lp the tangential Cauchy–Riemann
operator with respect to the structure Jp. Then we have the relations

∂pg = ∂p,t g + ∂p,ng
∂pρ

|∂pρ|
, ∂p,t g ∧ dζ|∂Ω = 2Lpg dσ,

∂p,ng dσ = ∗ ∂pg|∂Ω
.

The space
CRp(∂Ω) = KerLp = {g : ∂Ω→ Cp | Lpg = 0}

has elements the CR-functions on ∂Ω with respect to the operator ∂p.
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Remark 3. The operators ∂p, ∂p,n, ∂p,n and Lp are Cp-linear and they map Cp-
valued functions of class C1 to continuous Cp-valued functions.

The relation between the Cauchy–Riemann operators ∂ and ∂p can be ex-
pressed by means of the rotations introduced in Proposition 2.

Proposition 3. Let a ∈ H, a �= 0. If p = γ(ra(i)) and g : Ω → Cp is of class
C1(Ω), then ∂ga = (∂pg)a. Moreover ∂nga = (∂p,ng)a and Lga = (Lpg)a on ∂Ωa.
In particular, g ∈ CRp(∂Ω) if and only if ga ∈ CR(∂Ωa).

Proof. Let p′ = γ(p), a′ = γ(a). We have

2(∂pg)a = dra′ ◦ (dg + pJ∗p (dg)) ◦ dra = dga + dra′ ◦ Lp ◦ J∗p (dg) ◦ dra,

while
2∂ga = dga + Li ◦ J∗1 (dga) = dga + Li ◦ dga ◦ J1.

The last term is

Li ◦ dga ◦ J1 = J∗1 (dra′) ◦ dg ◦ (dra ◦ J1) = (dra′ ◦ Lp) ◦ dg ◦ (Lp′ ◦ dra),

since ra : (H, J1) → (H, Lp′) and ra′ : (H, Lp) → (H, J1) are holomorphic, as seen
in the proof of Proposition 2. Therefore it suffices to notice that J∗p (dg) = dg ◦Lp′

and this is true because Jp = Lp′ . For the second statement, we have

∗ ∂ga
|∂Ωa = ∂ngadσa

where dσa is the Lebesgue measure on ∂Ωa. On the other hand,

∗ (∂pg)a|∂Ω = (∗ ∂pg|∂Ω)
a = (∂p,ng dσ)a = (∂p,ng)adσa.

From the first part it follows that ∂nga = (∂p,ng)a. Then also the tangential parts
are in the same relation and this implies that Lga = (Lpg)a on ∂Ωa. �

3. Quaternionic harmonic conjugation

3.1. L2 boundary estimates

Let p ∈ S2. Given a Cp-valued function f = f0 + pf1, with f0, f1 real functions
of class L2(∂Ω), we define the L2(∂Ω)-norm of f as

‖f‖ = (‖f0‖2 + ‖f1‖2)1/2,

and the L2(∂Ω)-product of f and g = g0 + pg1 as

(f, g) = (f0, g0)L2(∂Ω) + (f1, g1)L2(∂Ω).

We will denote by L2(∂Ω, Cp) the space of functions f = f0+pf1, f0, f1 ∈ L2(∂Ω)
real-valued functions.

In the following we shall assume that Ω satisfies a L2(∂Ω)-estimate for some
p ∈ S2: there exists a positive constant Cp such that

|(f,Lpg)| ≤ Cp‖∂p,nf‖ ‖∂p,ng‖ (1)

for every Cp-valued harmonic functions f, g on Ω, of class C1 on Ω.
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From Proposition 3 and the invariance of the Laplacian w.r.t. rotations, it
follows that Ω satisfies (1) if and only if the rotated domain Ωa = r−1

a (Ω), with
p = γ(ra(i)), satisfies the estimate with p = i:

|(f,Lg)| ≤ Cp‖∂nf‖ ‖∂ng‖ (2)

for all complex-valued harmonic functions f, g on Ωa, of class C1 on Ωa.

Proposition 4. On the unit ball B of C2, the estimate (1) is satisfied with constant
Cp = 1 for every p ∈ S2.

Proof. From rotational symmetry of B, it is sufficient to prove the estimate for
the case p = i, the standard complex structure. In this case, the proof was given
in [29]. For convenience of the reader, we repeat here the proof.

We denote Li by L, ∂i,n by ∂n and ∂i,n by ∂n. Let S = ∂B. The space
L2(S) is the sum of the pairwise orthogonal spaces Hs,t, whose elements are the
harmonic homogeneous polynomials of degree s in z1, z2 and t in z̄1, z̄2 (cf. for
example Rudin[33, §12.2]). The spaces Hs,t can be identified with the spaces of
the restrictions of their elements to S (spherical harmonics).

It suffices to prove the estimate for a pair of polynomials f ∈ Hs,t, g ∈ Hl,m,
since the orthogonal subspaces Hs,t are eigenspaces of the operators ∂n and ∂n.
We can restrict ourselves to the case s = l + 1 > 0 and m = t + 1 > 0, since
otherwise the product (f,Lg) is zero. We have

|(f,Lg)|2 ≤ ‖f‖2‖Lg‖2 = ‖f‖2(L∗Lg, g) = ‖f‖2(−LLg, g) = ‖f‖2(l + 1)m‖g‖2

since the L2(S)-adjoint L∗ is equal to −L (cf. [33, §18.2.2]) and LL = −(l+1)m Id
when m > 0. On the other hand,

‖∂nf‖‖∂ng‖ = (l + 1)m‖f‖‖g‖.
and the estimate is proved. �
Remark 4. It was proved in [29] that the estimate (2) implies the pseudoconvexity
of Ω with respect to the standard structure. It can be shown that the same holds
for a complex structure Jp. We conjecture that in turn the estimate (1) is always
valid on a (strongly) pseudoconvex domain in C2 (w.r.t. Jp).

A domain Ω biholomorphic to B in the standard structure (e.g., an ellipsoid
with defining function ρ = c2

1|z1|2 + c2
2|z2|2 − 1) satisfies estimate (2) but it does

not necessarily satisfies estimate (1) for p �= i, since the domain Ωa can be not
pseudoconvex.

3.2. Harmonic conjugate

We now prove some results about the existence of quaternionic harmonic conju-
gates in the space of Cp-valued functions of class L2(∂Ω). We consider the following
Sobolev-type Hilbert subspace of L2(∂Ω, Cp):

W 1
∂p
(∂Ω) = {f ∈ L2(∂Ω, Cp) | ∂pf ∈ L2(∂Ω, Cp)}

= {f ∈ L2(∂Ω, Cp) | ∂p,nf and Lpf ∈ L2(∂Ω, Cp)}
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with product

(f, g)W 1
∂p

= (f, g) + (∂p,nf, ∂p,ng) + (Lpf,Lpg).

Here and in the following we always identify f ∈ L2(∂Ω) with its harmonic exten-
sion on Ω. We will use also the space

W
1

p,n(∂Ω) = {f ∈ L2(∂Ω, Cp) | ∂p,nf ∈ L2(∂Ω, Cp)} ⊃ W 1
∂p
(∂Ω)

with product
(f, g)

W
1
p,n

= (f, g) + (∂p,nf, ∂p,ng),

and the conjugate space

W 1
p,n(∂Ω) = {f ∈ L2(∂Ω, Cp) | ∂p,nf ∈ L2(∂Ω)}

with product
(f, g)W 1

p,n
= (f, g) + (∂p,nf, ∂p,ng).

These spaces are vector spaces over R and over Cp.
For every α > 0, the spaces W 1

∂p
(∂Ω), W

1

p,n(∂Ω) and W 1
p,n(∂Ω) contain,

in particular, every Cp-valued function f of class C1+α(∂Ω). Indeed, under this
regularity condition f has a harmonic extension of class (at least) C1 on Ω.

Let Sp be the Szegö projection from L2(∂Ω, Cp) onto the (closure of the)
subspace of holomorphic functions with respect to the structure Jp, continuous up
to the boundary. We have the following orthogonal decomposition

W 1
∂p
(∂Ω) = CRp(∂Ω)⊕ CRp(∂Ω)⊥ = KerS⊥p ⊕KerSp,

where S⊥p = Id − Sp.
In the case of the standard complex structure (p = i), we will denote the space

W 1
∂i
(∂Ω) simply by W 1

∂
(∂Ω) and the same for the spaces W

1

i,n(∂Ω) = W
1

n(∂Ω)
and W 1

i,n(∂Ω) = W 1
n(∂Ω).

Remark 5. From Proposition 3 it follows that if p = γ(ra(i)), then

W 1
∂p
(∂Ω)a := {fa | f ∈ W 1

∂p
(∂Ω)} = W 1

∂
(∂Ωa).

Similar relations hold for the other function spaces and the correspondence f �→ fa

is an isometry between these spaces. The Szegö projection Sp on Ω is related to
the standard Szegö projection S on Ωa by Sp(f)a = S(fa).

Theorem 5. Assume that the boundary ∂Ω is connected and that the domain Ω
satisfies estimate (1). Given f1 ∈ W

1

p,n(∂Ω), for every q ∈ S2 orthogonal to p,
there exists f2 ∈ L2(∂Ω, Cp), unique up to a CRp-function, such that f = f1+ f2q
is the trace of a regular function on Ω. Moreover, f2 satisfies the estimate

inf
f0

‖f2 + f0‖L2(∂Ω) ≤ Cp‖f1‖W
1
p,n(∂Ω)

,

where the infimum is taken among the CRp-functions f0 ∈ L2(∂Ω, Cp). The con-
stant Cp is the same occurring in the estimate (1).
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Theorem 6. Assume that ∂Ω is connected and that Ω satisfies estimate (1). Given
f1 ∈ W 1

∂p
(∂Ω), for every q ∈ S2 orthogonal to p, there exists Hp,q(f1) ∈ W 1

∂p
(∂Ω)

such that f = f1 + Hp,q(f1)q is the trace of a regular function on Ω. Moreover,
Hp,q(f1) satisfies the estimate

‖Hp,q(f1)‖W 1
∂p

≤
√

C2
p + 1 ‖f1‖W 1

∂p

with the same constant Cp given in (1). The operator Hp,q is a Cp-antilinear
bounded operator of the space W 1

∂p
(∂Ω), with kernel the subspace CRp(∂Ω).

We will show in Section 5 that when Ω = B, the unit ball, then a sharper
estimate can be proved.

4. Proof of Theorems 5 and 6

4.1. An existence principle

We recall a powerful existence principle in Functional Analysis proved by Fichera
in the 50’s (cf. [16, 17] and [11, §12]).

Let M1 and M2 be linear homomorphisms from a vector space V over the
real (or complex) numbers into the Banach spaces B1 and B2, respectively.

Let us consider the following problem: given a linear functional Ψ1 defined
on B1, find a linear functional Ψ2 defined on B2 such that

Ψ1(M1(v)) = Ψ2(M2(v)) ∀ v ∈ V.

Fichera’s existence principle is the following:

Theorem (Fichera). A necessary and sufficient condition for the existence, for any
Ψ1 ∈ B∗1 , of a linear functional Ψ2 defined on B2 such that

Ψ1(M1(v)) = Ψ2(M2(v)) ∀ v ∈ V

is that there exists a positive constant C such that, for all v ∈ V ,

‖M1(v)‖ ≤ C‖M2(v)‖.
Moreover, we have the following dual estimate with the same constant C:

inf
Ψ0∈N

‖Ψ2 +Ψ0‖ ≤ C‖Ψ1‖,

where N is the subspace of B∗2 composed of the functionals Ψ0 that are orthogonal
to the range of M2, i.e., N = {Ψ0 ∈ B∗2 | Ψ0(M2(v)) = 0 ∀v ∈ V }.

The theorem can be applied only if the kernel of M2 is contained in the
kernel of M1. If this condition is not satisfied, the vector Ψ1 has to satisfy the
compatibility conditions:

Ψ1(M1(v)) = 0 ∀ v ∈ Ker(M2).

As mentioned in [11], this result includes important existence theorems, like,
e.g., the Hahn–Banach theorem and the Lax–Milgram lemma.
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4.2. Proof of Theorem 5

Given two orthogonal imaginary units p, q, there exists a unique rotation ra′ that
fixes the reals and maps p to i and q to j. Let a = γ(a′). Then p = γ(ra(i)) and
the domain Ωa satisfies the estimate (2) of §3.1. The rotated function fa

1 belongs
to the space W

1

n(∂Ωa).
Now we state and prove the theorem for the standard structure p = i (cf. [26,

Theorem 3]) and then we will show how this is sufficient to get the general result.

Theorem. Suppose that the estimate (2) is satisfied. For every f1 ∈ W
1

n(∂Ω), there
exists f2 ∈ L2(∂Ω), unique up to a CR-function, such that f = f1 + f2j is the
trace of a regular function on Ω. Moreover, f2 satisfies the estimate

inf
f0

‖f2 + f0‖L2(∂Ω) ≤ C‖f1‖W
1
n(∂Ω)

,

where the infimum is taken among the CR-functions f0 ∈ L2(∂Ω).

Proof. We apply the existence principle to the following setting. Let V =Harm1(Ω)
be the space of complex-valued harmonic functions on Ω, of class C1 on Ω.

By means of the identification of L2(∂Ω) with its dual, we get dense, contin-
uous injections W 1

n(∂Ω) ⊂ L2(∂Ω) = L2(∂Ω)∗ ⊂ W 1
n(∂Ω)∗.

Let A = CR(∂Ω) be the closed subspace of L2(∂Ω) whose elements are
conjugate CR-functions. It was shown by Kytmanov in [22, §17.1] that the set of
the harmonic extensions of elements of A is the kernel of ∂n.

Let B1 =
(
W 1

n(∂Ω)/A
)∗ and B2 = L2(∂Ω). Let M1 = π ◦L, M2 = ∂n, where

π is the quotient projection π : L2 → L2/A =
(
L2/A

)∗ ⊂ B1.(
W 1

n(∂Ω)/A
)∗

Ψ1

�������������

Harm1(Ω)

M1=π◦L
�������������

M2=∂n �������������
C

L2(∂Ω)

Ψ2

��������

For every g ∈ L2(∂Ω), let g⊥ denote the component of g in A⊥ ⊂ L2(∂Ω).
A function h1 ∈ W 1

n(∂Ω) defines a linear functional Ψ1 ∈ B∗1 = W 1
n(∂Ω)/A such

that
Ψ1(π(g)) = (g⊥, h1)L2 for every g ∈ L2(∂Ω).

If h is a CR-function on ∂Ω,

(Lφ, h̄) =
1
2

∫
∂Ω

h∂(φdz) = 0 and then (Lφ)⊥ = Lφ.

This implies that Ψ1(M1(φ)) = (Lφ, h1).
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By the previous principle of Fichera, the existence of h2 ∈ L2(∂Ω) such that

Ψ1(M1(φ)) = (Lφ, h1)L2 = Ψ2(M2(φ)) = (∂nφ, h2)L2 ∀ φ ∈ Harm1(Ω)

is equivalent to the existence of C > 0 such that

‖π(Lφ)‖(W 1
n(∂Ω)/A)∗ ≤ C‖∂nφ‖L2(∂Ω) ∀ φ ∈ Harm1(Ω). (**)

The functional π(Lφ) ∈ L2/A =
(
L2/A

)∗ ⊂ B1 acts on π(g) ∈ L2/A in the
following way:

π(Lφ)(π(g)) = (g⊥,Lφ)L2 = (g,Lφ)L2

since Lφ ∈ A⊥. From the estimate (2) we imposed on Ω we get

sup
‖π(g)‖W1

n(∂Ω)/A≤1

|(g,Lφ)| ≤ C‖∂nφ‖L2(∂Ω) ∀ φ ∈ Harm1(Ω)

which is the same as estimate (∗∗). From the existence principle applied to h1 =
f̄1 ∈ W 1

n(∂Ω), we get f2 = −h2 ∈ L2(∂Ω) such that

(Lφ, f̄1)L2 = −(∂nφ, f2)L2 ∀ φ ∈ Harm1(Ω).

Therefore
1
2

∫
∂Ω

f1∂φ ∧ dζ = −
∫

∂Ω

f̄2 ∗ ∂φ ∀ φ ∈ Harm1(Ω)

and the result follows from the L2(∂Ω)-version of Theorem 5 in [28], that can be
proved as in [28] using the results given in [34, §3.7]. The estimate given by the
existence principle is

inf
f0∈N

‖f2 + f0‖L2(∂Ω) ≤ C‖Ψ1‖W 1
n/A ≤ C‖h1‖W 1

n(∂Ω) = C‖f1‖W
1
n(∂Ω)

,

where N = {f0 ∈ L2(∂Ω) | (∂nφ, f0)L2(∂Ω) = 0 ∀φ ∈ Harm1(Ω)} is the subspace
of CR-functions in L2(∂Ω) (cf. [22, §17.1] and [11, §23]). �

We can now complete the proof of Theorem 5.

Proof of Theorem 5. Applying the preceding theorem to fa
1 ∈ W

1

n(∂Ωa), we ob-
tain a complex-valued function g2 ∈ L2(∂Ωa) such that g = fa

1 +g2j is the trace of
a regular function on Ωa. We denote by the same symbols the extensions on the do-
mains. Let f2 = (g2)1/a and f = f1+f2q. Then fa = ra′ ◦f ◦ra = fa

1 +g2ra′(q) = g.
Therefore f ∈ R(Ω).

Given two functions f2, f
′
2 ∈ L2(Ω, Cp) such that f = f1 + f2q and f ′ =

f1+ f ′2q are regular on Ω, then (f
′− f)q = f2 − f ′2 is a Cp-valued regular function

and then it is Jp-holomorphic. Therefore f2 is unique up to a CRp-function.
The estimate for f on ∂Ω is a direct consequence of that satisfied by g on ∂Ωa. �

4.3. Proof of Theorem 6

Let q ∈ S2 be orthogonal to p and let f2 be any function given by Theorem 5.
Let Hp,q(f1) be the uniquely defined function S⊥p (f2) = f2 − Sp(f2). Notice that
f1 ∈ CRp(∂Ω) if and only if f2 ∈ CRp(∂Ω) and therefore Hp,q(f1) = 0 if and only
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if f1 is a CRp-function. Besides, for every f1, we have

‖Hp,q(f1)‖L2(∂Ω) = ‖f2 − Sp(f2)‖L2(∂Ω) ≤ ‖f2 + f0‖L2(∂Ω)

for every CRp-function f0 on ∂Ω. From Theorem 5 we get

‖Hp,q(f1)‖L2(∂Ω) ≤ Cp(‖f1‖2
L2(∂Ω) + ‖∂p,nf1‖2

L2(∂Ω))
1/2.

If g = g1 + g2j is a regular function of class C1 on Ω, then the equations ∂ng1 =
−L(g2), ∂ng2 = L(g1) hold on ∂Ω (cf. [28]). Then

‖Lg2‖L2(∂Ω) = ‖∂ng1‖L2(∂Ω), ‖∂ng2‖L2(∂Ω) = ‖Lg1‖L2(∂Ω).

If g is regular, with trace of class L2(∂Ω), but not necessarily smooth up to the
boundary, by taking its restriction to the boundary of Ωε ⊂ Ω and passing to the
limit as ε goes to zero, we get the same norm equalities. Using rotations as in the
proof of Theorem 5, we get

‖Lpf2‖L2(∂Ω) = ‖∂p,nf1‖L2(∂Ω), ‖∂p,nf2‖L2(∂Ω) = ‖Lpf1‖L2(∂Ω),

and then also

‖LpHp,q(f1)‖L2(∂Ω) = ‖∂p,nf1‖L2(∂Ω), ‖∂p,nHp,q(f1)‖L2(∂Ω) = ‖Lpf1‖L2(∂Ω).

Putting all together, we obtain

‖Hp,q(f1)‖W
1
p,n

≤ Cp(‖f1‖2
L2 + ‖∂p,nf1‖2

L2)1/2 + ‖Lpf1‖L2

≤ max{1, Cp}‖f1‖W 1
∂p

and finally the desired estimate

‖Hp,q(f1)‖2
W 1

∂p

≤ C2
p(‖f1‖2

L2 + ‖∂p,nf1‖2
L2) + ‖Lpf1‖2

L2 + ‖∂p,nf1‖2
L2

≤ (C2
p + 1)‖f1‖2

W 1
∂p

.

5. The case of the unit ball

On the unit ball B, an estimate sharper than the one given in Theorem 5 can be
proved.

Theorem 7. Given f1 ∈ W
1

p,n(S), for every q ∈ S2 orthogonal to p, there exists
f2 ∈ L2(S, Cp), unique up to a CRp-function, such that f = f1 + f2q is the trace
of a regular function on B. It satisfies the estimate

inf
f0∈CRp(S)

‖f2 + f0‖L2(S) ≤ ‖∂p,nf1‖L2(S).

If f1 ∈ W 1
∂p
(S), for every q ∈ S2 orthogonal to p, there exists Hp,q(f1) ∈ W 1

∂p
(S)

such that f = f1 + Hp,q(f1)q is the trace of a regular function on B. Moreover,
Hp,q(f1) satisfies the estimate

‖Hp,q(f1)‖W 1
∂p

≤
(
2‖∂p,nf1‖2

L2(S) + ‖Lpf1‖2
L2(S)

)1/2

.
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Proof. As in the proof of Theorem 5, it is sufficient to prove the thesis in the case
of the standard complex structure. We use the same notation of Section §4.2. The
space W 1

n(S)/A is a Hilbert space also w.r.t. the product

(π(f), π(g))W 1
n/A = (∂nf, ∂ng).

This follows from the estimate ‖g⊥‖L2(S) ≤ ‖∂ng‖L2(S), which holds for every
g ∈ W 1

n(S): if g =
∑

p≥0,q≥0 gp,q is the orthogonal decomposition of g in L2(S),
then

‖∂ng‖2 =
∑

p>0,q≥0

‖pgp,q‖2

≥
∑

p>0,q≥0

‖gp,q‖2 = ‖g⊥‖2.

Then

‖π(g)‖2
W 1

n/A = ‖g⊥‖2
L2 + ‖∂ng‖2

L2

≤ 2‖∂ng‖2
L2

and therefore ‖π(g)‖W 1
n/A and ‖∂ng‖L2 are equivalent norms on W 1

n(S)/A. Now we
can repeat the arguments of the proof of Section §4.2 and get the first estimate. The
second estimate can be obtained in the same way as in the proof of Theorem 6. �

Remark 6. The last estimate in the statement of the previous Theorem is optimal:
for example, if f1 = z̄1, then ∂nf1 = z̄1, Lf1 = −z1, Hi,j(f1) = z̄2 and

‖Hi,j(f1)‖2
W 1

∂

=
3
2
= 2‖∂nf1‖2

L2(S) + ‖Lf1‖2
L2(S),

since in the normalized measure (V ol(S) = 1) we have ‖z1‖ = ‖z2‖ = 2−1/2.

Remark 7. The requirement that ∂p,nf1 ∈ L2(S) cannot be relaxed. On the unit
ball B, the estimate which is obtained from estimate (**) in §4.2 by taking the
L2(S)-norm also in the left-hand side is no longer valid (take for example φ ∈
Hk−1,1(S)). The necessity part of the existence principle gives that there exists
f1 ∈ L2(S) for which does not exist any L2(S) function f2 such that f1+f2j is the
trace of a regular function on B. This means that the operation of quaternionic
regular conjugation is not bounded in the harmonic Hardy space h2(B).

As it was shown in [29], a function f1 ∈ L2(S) with the required properties
is f1 = z2(1− z̄1)−1.

This phenomenon is different from what happens for pluriharmonic conju-
gation (cf. [36]) and in particular from the one-variable situation, which can be
obtained by intersecting the domains with the complex plane Cj spanned by 1
and j. In this case f1 and f2 are real valued and f = f1 + f2j is the trace of a
holomorphic function on Ω ∩ Cj with respect to the variable ζ = x0 + x2j.
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6. Application to pluriholomorphic functions

In [29], Theorem 5 was applied in the case of the standard complex structure, to
obtain a characterization of the boundary values of pluriholomorphic functions.
These functions are solutions of the PDE system

∂2g

∂z̄i∂z̄j
= 0 on Ω (1 ≤ i, j ≤ 2).

We refer to the works of Detraz[13], Dzhuraev[14, 15] and Begehr[2, 3] for proper-
ties of pluriholomorphic functions of two or more variables. The key point is that
if f = f1 + f2j is regular, then f1 is pluriholomorphic (and harmonic) if and only
if f2 is pluriharmonic., i.e., ∂∂f2 = 0 on Ω.

We recall a characterization of the boundary values of pluriharmonic func-
tions, proposed by Fichera in the 1980’s and proved in Refs. [11] and [26]. Let

Harm1
0(Ω) = {φ ∈ C1(Ω) | φ is harmonic on Ω, ∂nφ is real on ∂Ω}.

This space can be characterized by means of the Bochner-Martinelli operator of
the domain Ω. Cialdea[11] proved the following result for boundary values of class
L2 (and more generally of class Lp).
Let g ∈ L2(∂Ω) be complex valued. Then g is the trace of a pluriharmonic function
on Ω if and only if the following orthogonality condition is satisfied:∫

∂Ω

g ∗ ∂φ = 0 ∀φ ∈ Harm1
0(Ω).

If f = f1 + f2j : ∂Ω→ H is a function of class L2(∂Ω) and it is the trace of
a regular function on Ω, then it satisfies the integral condition∫

∂Ω

f1 ∂φ ∧ dζ = −2
∫

∂Ω

f2 ∗∂φ ∀φ ∈ Harm1(Ω).

If ∂Ω is connected, it can be proved that also the converse is true (cf. §4.2).
We can use this relation and the preceding result on pluriharmonic traces to

obtain the following characterization of the traces of pluriholomorphic functions
(cf. [29]). It generalizes some results obtained by Detraz [13] and Dzhuraev [14] on
the unit ball (cf. also Refs. [2, 3, 4, 5, 15]).

Theorem 8. Assume that Ω has connected boundary and satisfies the L2(∂Ω)-
estimate (2). Let h ∈ W

1

n(∂Ω). Then h is the trace of a harmonic pluriholomorphic
function on Ω if and only if the following orthogonality condition is satisfied:∫

∂Ω

h ∂φ ∧ dζ = 0 ∀φ ∈ Harm1
0(Ω).
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7. Directional Hilbert operators

In the complex one-variable case, there is a close connection between harmonic
conjugates and the Hilbert transform (see for example the monograph [6, §21]).
There are several extensions of this relation to higher-dimensional spaces (cf., e.g.,
[7, 8, 9, 12, 21, 32]), mainly in the framework of Clifford analysis, which can
be considered as a generalization of quaternionic (and complex) analysis. In this
section we apply the results obtained in §3 in order to introduce quaternionic
Hilbert operators which depend on the complex structure Jp.

Let L2(∂Ω, C⊥p ) be the space of functions fq, f ∈ L2(∂Ω, Cp), where q ∈ S2

is any unit orthogonal to p and let

W 1
∂p
(∂Ω, C⊥p ) = {f ∈ L2(∂Ω, C⊥p ) | ∂pf ∈ L2(∂Ω, C⊥p )}.

Then W 1
∂p
(∂Ω, C⊥p ) = {fq | f ∈ W 1

∂p
(∂Ω)} for any q ∈ S2 orthogonal to p. On

these spaces we consider the products w.r.t. which the right multiplication by q is
an isometry:

(f, g)L2(∂Ω,C⊥
p ) = (fq, gq)L2(∂Ω,Cp),

(f, g)W 1
∂p

(∂Ω,C⊥
p ) = (fq, gq)W 1

∂p
(∂Ω).

Proposition 9. The above products are independent of q⊥p.

Proof. Let q′ = aq + bpq ∈ C⊥p be another element of S2 orthogonal to p, with
a, b ∈ R, a2 + b2 = 1. If fq = f0 + f1p, then fq′ = (af0 + bf1) + (af1 − bf0)p.
Similarly, gq′ = (ag0 + bg1) + (ag1 − bg0)p, from which we get

(fq′, gq′)L2(∂Ω,Cp) = (af0 + bf1, ag0 + bg1)L2 + (af1 − bf0, ag1 − bg0)L2

= (a2 + b2)(f0, g0)L2 + (a2 + b2)(f1, g1)L2 = (fq, gq)L2(∂Ω,Cp).

The independence of the second product follows from that of the first. �

We will consider also the space of H-valued functions

W 1
∂p
(∂Ω, H) = {f ∈ L2(∂Ω, H) | ∂pf ∈ L2(∂Ω, H)}

with norm

‖f‖W 1
∂p

(∂Ω,H) =
(
‖f1‖2

W 1
∂p

(∂Ω,Cp) + ‖f2‖2
W 1

∂p
(∂Ω,Cp)

)1/2

,

where f = f1+f2q ∈ W 1
∂p
(∂Ω, Cp)⊕W 1

∂p
(∂Ω, C⊥p ), fi ∈ W 1

∂p
(∂Ω, Cp) and q is any

imaginary unit orthogonal to p. It follows from Proposition 9 that this norm does
not depends on q.

Now we come to our main result. We show how it is possible, for every fixed
direction p, to choose a quaternionic regular harmonic conjugate of a Cp-valued
harmonic function in a way independent of the orthogonal direction q. Taking
restrictions to the boundary ∂Ω this construction permits to define a directional,
p-dependent, Hilbert operator for regular functions.
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Theorem 10. Assume that ∂Ω is connected and that Ω satisfies estimate (1). For
every Cp-valued function f1 ∈ W 1

∂p
(∂Ω), there exists Hp(f1) ∈ W 1

∂p
(∂Ω, C⊥p ) such

that f = f1 + Hp(f1) is the trace of a regular function on Ω. Moreover, Hp(f1)
satisfies the estimate

‖Hp(f1)‖W 1
∂p

(∂Ω,C⊥
p ) ≤

√
C2

p + 1 ‖f1‖W 1
∂p

(∂Ω)

where Cp is the same constant as in estimate (1). The operator Hp : W 1
∂p
(∂Ω)→

W 1
∂p
(∂Ω, C⊥p ) is a right Cp-linear bounded operator, with kernel CRp(∂Ω).

Proof. Let q, q′ ∈ S2 be two vectors orthogonal to p. We prove that

Hp,q(f1)q = Hp,q′(f1)q′.

Let g = Hp,q(f1)q − Hp,q′(f1)q′ ∈ W 1
∂p
(∂Ω, C⊥p ). Then gq ∈ W 1

∂p
(∂Ω) is the re-

striction of a Cp-valued, regular function on Ω. But this implies that gq is a CRp-
function on ∂Ω. On the other hand, gq belongs also to the space CRp(∂Ω)⊥, since
Hp,q(f1) = S⊥p (f2) and Hp,q′(f1)q′q = S⊥p (f ′2)q

′q, with q′q ∈ Cp, where f2 and
f ′2 are functions given by Theorem 5. This implies that gq = 0 and then also g
vanishes. Therefore we can put

Hp(f1) = Hp,q(f1)q for any q⊥p.

The estimate is a direct consequence of what stated in Theorem 6. �

From Theorem 7, we immediately get the optimal estimate on the unit sphere:

‖Hp(f1)‖W 1
∂p

(S,C⊥
p ) ≤

(
2‖∂p,nf1‖2

L2(S) + ‖Lpf1‖2
L2(S)

)1/2

.

The operator Hp can be extended by right H-linearity to the space W 1
∂p
(∂Ω, H).

If f ∈ W 1
∂p
(∂Ω, H) and q is any imaginary unit orthogonal to p, let f = f1+ f2q ∈

W 1
∂p
(∂Ω, Cp)⊕W 1

∂p
(∂Ω, C⊥p ), fi ∈ W 1

∂p
(∂Ω, Cp). We set

Hp(f) = Hp(f1) +Hp(f2)q.

This definition is independent of q, because if f = f1 + f ′2q
′, then (f2q − f ′2q

′)q
is a CRp-function and therefore 0 = Hp(−f2 − f ′2q′q) = −Hp(f2) − Hp(f ′2)q′q ⇒
Hp(f2)q = Hp(f ′2)q

′. The operator Hp will be called a directional Hilbert operator
on ∂Ω.

Corollary 11. The Hilbert operator Hp : W 1
∂p
(∂Ω, H) → W 1

∂p
(∂Ω, H) is right Cp-

linear and H-linear, its kernel is the space of H-valued CRp-functions and satisfies
the estimate

‖Hp(f)‖W 1
∂p

(∂Ω,H) ≤
√

C2
p + 1 ‖f‖W 1

∂p
(∂Ω,H).

For every f ∈ W 1
∂p
(∂Ω, H), the function Rp(f) := f + Hp(f) is the trace of a

regular function on Ω.
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The “regular signal” Rp(f) := f + Hp(f) associated with f has a property
similar to the one satisfied by analytic signals (cf. [31, Theorem 1.1]).

Corollary 12. Let f ∈ W 1
∂p
(∂Ω, H). Then f is the trace of a regular function on Ω

if and only if Rp(f) = 2f (modulo CRp-functions). Moreover, f is a CRp-function
if and only if Rp(f) = f .

Proof. Let q be any imaginary unit orthogonal to p and let f = f1 + f2q, f1, f2 ∈
W 1

∂p
(∂Ω, Cp). Then

Rp(f) = 2f (mod CRp)⇔
{

f1 +Hp(f2)q = 2f1

f2q +Hp(f1) = 2f2q
(mod CRp)

⇔
{

f1 = Hp(f2)q
f2 = −Hp(f1)q

(mod CRp).

Therefore Rp(f) = 2f (mod CRp) ⇔ f = f1 + f2q = f1 + Hp(f1) = (f2 +
Hp(f2))q (mod CRp), i.e., f is (the trace of) a regular function.

If f1, f2 ∈ CRp, then Hp(f1) = Hp(f2) = 0 and therefore Rp(f) = f . Con-
versely, if Rp(f) = f , then from the first part we get f = 2f(mod CRp) and so f
is CRp. �

We now study the relation between the Hilbert operator and the Szegö projec-
tion. When f1 ∈ W 1

∂p
(∂Ω), then Hp(f1) ∈ W 1

∂p
(∂Ω, C⊥p ) and therefore Hp(Hp(f1))

is again in W 1
∂p
(∂Ω).

Theorem 13. Let Sp : W 1
∂p
(∂Ω) → CRp(∂Ω) ⊂ W 1

∂p
(∂Ω) be the Szegö projection.

Then H2
p = id − Sp. The same relation holds on the space W 1

∂p
(∂Ω, H) if Sp is

extended to W 1
∂p
(∂Ω, H) in the same way as Hp. As a consequence, R2

p(f) = 2Rp(f)

(modulo CRp-functions) for every f ∈ W 1
∂p
(∂Ω, H).

Proof. For every f1 ∈ W 1
∂p
(∂Ω), the harmonic extension of f = f1 +Hp,q(f1)q is

regular. Then also f ′ = (Hp,q(f1)+H2
p,q(f1)q)q has regular extension and therefore

the Cp-valued function f − f ′ = f1 + H2
p,q(f1) is a CRp-function. We have the

decomposition

f1 = (f1 +H2
p,q(f1))−H2

p,q(f1) ∈ CRp(∂Ω)⊕ CRp(∂Ω)⊥,

that gives f1 +H2
p,q(f1) = Sp(f1). But Hp,q = −Hpq and then

H2
p,q(f1) = −Hp,q(Hp(f1)q) = Hp(Hp(f1)q)q.

By definition, H2
p (f1) = Hp(Hp(f1)) = Hp(−Hp(f1)q)q. Then f1 − H2

p (f1) =
f1 +H2

p,q(f1) = Sp(f1). �
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Remark 8. The Hilbert operator Hp can be expressed in terms of Hi using the
rotations introduced in §4.2. It can be shown that Hp,q(f1)a = Hi,j(fa

1 ), from
which it follows that

Hp(f1)a = Hi(fa
1 ).

Theorem 10 says that even if the rotation vector a depends on p and q, the function
Hp(f1) = Hi(fa

1 )
1/a only depends on p.

7.1. Examples

Let Ω = B, f = |z1|2 − |z2|2.
1. p = i. We get

Hi(f) = z̄1z̄2j and Ri(f) = |z1|2 − |z2|2 + z̄1z̄2j

is a regular polynomial. We can check that

R2
i (f) = 2(|z1|2 − |z2|2 + z̄1z̄2j) = 2Ri(f).

2. p = j. We have

Hj(f) = (z̄1z̄2 − z1z2)j and Rj(f) = |z1|2 − |z2|2 + (z̄1z̄2 − z1z2)j.

Now

R2
j (f) =

3
2
(
|z1|2 − |z2|2

)
+
1
2
(3z̄1z̄2 − 5z1z2) j

= 2Rj(f) +
1
2
(
|z2|2 − |z1|2

)
− 1
2
(z1z2 + z̄1z̄2) j

= 2Rj(f) + CRj-function

In fact, the Hilbert operator Hj vanishes on 1
2

(
|z2|2−|z1|2

)
− 1

2 (z1z2+ z̄1z̄2)j.
3. p = k. In this case

Hk(f) = (z̄1z̄2 + z1z2)j, Rk(f) = |z1|2 − |z2|2 + (z̄1z̄2 + z1z2)j and

R2
k(f) =

3
2
(
|z1|2 − |z2|2

)
+
1
2
(3z̄1z̄2 + 5z1z2) j

= 2Rk(f) +
1
2
(
|z2|2 − |z1|2

)
+
1
2
(z1z2 − z̄1z̄2) j

= 2Rk(f) + CRk-function

Another example: let g = z2
1 ∈ Holi(H).

1. p = i. Since g is holomorphic, we get Hi(g) = 0, Ri(g) = g.
2. p = j. We have

Hj(g) = Hj(x2
0 − x2

1) +Hj(2x0x1)i

=
1
8
(
3z2

1 − z2
2 − 3z̄2

1 + z̄2
2

)
+
1
4
(z1z̄2 − z̄1z2)j

+
1
8
(
3z2

1 + z2
2 + 3z̄2

1 + z̄2
2

)
− 1
4
(z1z̄2 + z̄1z2)j

=
3
4
z2
1 +

1
4
z̄2
2 −

1
2
z̄1z2j.
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Verlag, Basel, 1995.

[23] M. Naser, Hyperholomorphe Funktionen, Sib. Mat. Zh. 12, 1327–1340 (Russian).
English transl. in Sib. Math. J. 12, (1971) 959–968.
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Hilbert Transforms on the Sphere
and Lipschitz Surfaces

Tao Qian

Abstract. Through a double-layer potential argument we define harmonic
conjugates of the Cauchy type and prove their existence and uniqueness in
Lipschitz domains. We further define inner and outer Hilbert transformations
on Lipschitz surfaces and prove their boundedness in Lp, where the range for
the index p depends on the Lipschitz constant of the boundary surface. The
inner and outer Poisson kernels, the Cauchy type conjugate inner and outer
Poisson kernels, and the kernels of the inner and outer Hilbert transforma-
tions on the sphere are obtained. We also obtain Abel sum expansions of the
kernels. The study serves as a justification of the methods in a series of papers
of Brackx et al. based on their method for computation of a certain type of
harmonic conjugates.
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Keywords. Poisson kernel, Conjugate Poisson kernel, Schwarz kernel, Hilbert
transformation, Cauchy integral, double-layer potential, Clifford algebra.

1. Introduction

In the literature the usage of the terminology Hilbert transformation is not uni-
form. A series papers of Brackx et al., including [8], [5], [6], [7] and [4] define the
terminology based on the harmonic conjugates obtained through their methods.
Our definition below is based on the Cauchy singular integral that is consistent
with [3] and [1].

A Hilbert transformation is a mapping from a function space to a function
space on a co-dimension-1 surface with respect to the entire space. On the line
with respect to the complex plane the expressions for the singular Cauchy trans-
formation and the Hilbert transformation coincide. Consider Rm, m > 1, as a

This work was supported by the Research Grants of University of Macau RG071/06-07S/
08R/QT/FST and RG059/05-06S/08T/QT/FST.
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co-dimension-1 surface of the Euclidean space Rm
1 . In the Clifford algebra setting

(see §1), the singular Cauchy transformation on Rm coincides with the Hilbert
transformation on Rm, the latter being the linear combination

∑m
k=1 Riei, where

Ri’s are the Riesz transformations, and ei’s are the basis elements of the Clifford
algebra (see Example 2.1). Likewise, on the curves and surfaces with zero cur-
vature the two objects, viz. the singular Cauchy transformation and the Hilbert
transformations, all coincide. In any but fixed higher-dimensional Euclidean space
the kernels for the Cauchy integrals on co-dimension-1 surfaces are all the same. In
contrast, for Hilbert transformations, as principal-valued singular integrals, their
singular kernels vary from surface to surface. The simplest example is the unit
circle in the complex plane. The inner and outer Hilbert transformations (see Ex-
ample 2.2 in §2) on the unit circle coincide with the so-called spherical Hilbert
transform (see [12]), given by

H̃f(eiθ) = p.v.
i

2π

∫ 2π

0

cot
(

θ − t

2

)
f(eit)dt.

Note that the kernel of the operator is not the singular Cauchy kernel in the
complex plane (see next section).

The difference between our formulation of Hilbert transformations with that
of Brackx et al. is that the latter defines this concept based on their methods
of finding harmonic conjugates. Since harmonic conjugates are not unique, the
certainty would need to be addressed. We, on the other hand, stick on the Cauchy
integral and so to avoid ambiguity that may arise.

In §1 we will give a short introduction to the basic notation and terminology of
Clifford algebra. Readers who are familiar with Clifford analysis may skip over this
section. In §2 we define the terminology inner and outer Hilbert transformations
through a double-layer potential argument. We present some examples. Based
on the results in relation to existence of the solutions of the Dirichlet problems,
we prove the existence and the Lp-boundedness of the inner and outer Hilbert
transformations for 1 < p < ∞ and 2 − ε < p < ∞, respectively for smooth and
Lipschitz domains. In the latter case ε depends on the Lipschitz constant of the
domain. In §3 we introduce the concept the Cauchy type harmonic conjugates, and
prove their existence and uniqueness. The associated inner and outer conjugate
Poisson kernels for Lipschitz domains are discussed. In §4 we deduce the inner and
outer Poisson kernels and their Cauchy type conjugates on the unit sphere. The
latter induce the kernels of the Hilbert transformations in the context. In §5 we
deduce the Abel sum expansions of the kernels.

2. Preliminary

Let e1, . . . , em be basic elements satisfying eiej + ejei = −2δij , where δij = 1 if
i = j and δij = 0 otherwise, i, j = 1, 2, . . . , m. Let

Rm = {x : x = x1e1 + · · ·+ xmem : xj ∈ R, j = 1, 2, . . . , m}
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be identical with the usual m-dimensional Euclidean space. We similarly define

Cm = {x : x = x1e1 + · · ·+ xmem : xj ∈ C, j = 1, 2, . . . , m}.
An element in Rm (or in Cm) is called a vector. The real (complex) Clifford
algebra generated by e1, . . . , em, denoted byR(m) (orC(m)), is the Clifford algebra
generated by e1, . . . , em, over the real (or complex) field R (or C). A general
element in R(m) (or C(m)), therefore, is of the form x =

∑
T xT eT , where xT ∈

R (or C), and eT = ei1ei2 · · ·eil
, being called reduced products, where T runs over

all the ordered subsets of {1, . . . , m}, namely
T = {1 ≤ i1 · · · < il ≤ m}, 1 ≤ l ≤ m.

When T = ∅, we set eT = e0 = 1. We denote by |T | the number of the basis
elements in T. A general Clifford number x may be decomposed into

x =
m∑

l=0

x(l), x(l) =
∑
|T |=l

xT .

A Clifford number of the form x(l) is called a Clifford number of l-form. A Clifford
number of 2-form is also called a bi-vector.

Set

Rm
1 (or Cm

1 ) = {x = x0 + x : x0 ∈ R(or C), x ∈ Rm(or Cm)}.
Elements in Rm

1 or Cm
1 are called para-vectors. We define the Clifford conjugation

for the para-vectors x = x0 + x in Rm
1 or Cm

1 by x = x0 − x. So the Clifford
conjugate of a vector x is x = −x. Note that Clifford conjugation does not change
complex numbers. The conjugation and reversion of eT = ei1 · · ·eil

are defined,
respectively, by eT = eil

· · · ei1 , ej = −ej and ẽT = eil
· · · ei1 . The conjugation

and inversion are extended to the Clifford algebra R(m) and C(m) by linearity in
R and C, respectively. A sum of a 0-form and a 2-form is called a para-bivectors.
The conjugation rule for para-vectors also applies to para-bivectors: If c is a scalar
and x a bi-vector, then c+ x = c − x. We adopt the convention that any Clifford
number x ∈ C(m) has the decomposition x = Sc[x]+NSc[x], where Sc[x] = x0 ∈ C,
the scalar part of x, and NSc[x] the non-scalar part. If x, y are vectors,then

xy = −〈x, y〉+ x ∧ y, (2.1)

where
Sc[xy] = −〈x, y〉, NSc[xy] = x ∧ y =

∑
i<j

(xiyj − xjyi)eiej.

It is easy to verify that 0 �= x ∈ Rm or 0 �= x ∈ Cm implies

x−1 =
x

|x|2 .

The open ball with center 0 and radius 1 in Rm is denoted by Bm and the unit
sphere in Rm is denoted by Sm−1 whose surface area, denoted by σm−1, is of the
value 2π

m
2 /Γ(m

2 ).



262 T. Qian

The natural inner product between x and y in C(m), denoted by 〈x, y〉, is the
complex number

∑
T xT yT , where x =

∑
T xTeT and y =

∑
T yTeT , and yT is the

complex conjugation. The norm associated with this inner product is

|x| = 〈x, x〉 1
2 = (

∑
T

|xT |2)
1
2 .

In below we will study functions defined in subsets of Rm taking values
in C(m). So, they are of the form f(x) =

∑
T fT (x)eT , where fT are complex-

valued functions. We will use the homogeneous Dirac operator D, where D =
∂

∂x1
e1+ · · ·+ ∂

∂xm
em. We define the “left” and “right” roles of the operators D by

Df =
m∑

i=1

∑
T

∂fT

∂xi
eieT and fD =

m∑
i=1

∑
T

∂fT

∂xi
eTei.

If f has all continuous first-order partial derivatives and Df = 0 in a domain (open
and connected) Ω, then we say that f is left-monogenic in Ω; and, if fD = 0 in
Ω, we say that f is right-monogenic in Ω. The function theories for left-monogenic
functions and for right-monogenic functions are parallel. In the sequel we will
briefly write “left-monogenic” as “monogenic”.

We call
E(x) =

x

|x|m
the Cauchy kernel in Rm. It is easy to verify that E(x) is a monogenic function
in Rm \ {0}.

There is a slightly different function theory for the inhomogeneous Dirac
operator D = ∂

∂x0
+D, or Cauchy-Riemann operator, inRm

1 . The standard complex
analysis for Cauchy-Riemann equations is of this setting (see Example 2.2 below).
The two settings can often be converted to each other but not always.

As holomorphic functions in function theory for one complex variable, mono-
genic function theory is central in Clifford analysis. In the framework of the latter
the Cauchy theorem, Cauchy integral formula, Taylor and Laurent expansions of
monogenic functions, etc. are all well established. For details we refer to [5], [13]
and [10].

3. Hilbert transformations on Lipschitz domains

Singular integral theory on Lipschitz curves and surfaces has been well established
([9], [13], [16], [19]) that provides the foundation of this study. In particular, the
Cauchy singular integral operator on Lipschitz curves and surfaces were proved to
be Lp-bounded for 1 < p < ∞ ([9]). This theme is closely related to the Hardy
space theory ([13]). Let Ω be a bounded and connected Lipschitz domain in Rm

with Lipschitz constant less than or equal to M. By this it means that Ω is a
bounded and connected open set whose boundary ∂Ω, denoted also by Σ in the
sequel, may be covered by a finite number of balls in each of which the piece of
the boundary of the domain under a suitable rotation and translation can become
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locally a piece of Lipschitz graph with a Lipschitz constant less than or equal
to M ([15]). We further assume that the complement set (Ω)c is unbounded and
connected. Alternatively, we may assume that Ω is the open and connected domain
above a Lipschitz graph Σ. In both cases Σ divides the whole space Rm into two
parts, Ω+ = Ω and Ω− = Rm \ (Σ ∪ Ω).

Define, for a scalar-valued (i.e., complex-valued) function f in Lp(Σ), 1 < p <
∞, the Cauchy integrals

C±Σ f(x) = C±f(x) =
1

σm−1

∫
Σ

E(y − x)n±(y)f(y)dσ(y), x ∈ Ω±, (3.1)

where dσ(y) is the surface area measure and n±(y) are the outward- and inward-
pointing normals of the surface Σ with respect to Ω± at the point y ∈ Σ, σm−1 is
the surface area of the m − 1-dimensional unit sphere. By using (2.1) the above
reduces to

C±f(x) =
1

σm−1

∫
Σ

〈E(x − y), n±(y)〉f(y)dσ(y)

+
1

σm−1

∫
Σ

E(y − x) ∧ n±(y)f(y)dσ(y), x ∈ Ω±. (3.2)

The Plemelj formula (see [9] or [16]) ensures that the non-tangential boundary
values of C±f(x), denoted by C±f(x), respectively, exist and are equal to

C±f(x) =
1
2
[f(x)± Cf(x)], a.e. x ∈ Σ, (3.3)

where the operator denoted by C is the principal value Cauchy singular integral
operator given by

Cf(x) =
2

σm−1
lim

ε→0+

∫
|y−x|>ε,y∈Σ

E(y − x)n+(y)f(y)dσ(y), a.e. x ∈ Σ. (3.4)

Using the conventional notation “p.v.” instead of limε→0+ in the last integral, by
separating the integral into the scalar part and the 2-form part, we have

Cf(x) =
2

σm−1
p.v.
∫

Σ

E(y − x)n+(y)f(y)dσ(y)

=
2

σm−1
p.v.
∫

Σ

〈E(x − y), n+(y)〉f(y)dσ(y) (3.5)

+
2

σm−1
p.v.
∫

Σ

(E(y − x) ∧ n+(y))f(y)dσ(y), a.e. x ∈ Σ.

Known as Coifman-McIntosh-Meyer’s Theorem ([9]), the operatorC is Lp-bounded
for 1 < p < ∞, thus the operators C± are Lp-bounded, too. It is easy to show that
the operators C± are projections with the characteristic properties C±2 = C±, and,
as consequence, C itself is a reflection operator, i.e., C2 = I, where I is the identity
operator. Note that since the boundary data f is assumed to be scalar-valued, the
Cauchy integrals C±f, as well as the boundary values C±f, are all para-bivector-
valued. In the complex plane and the Rn

1 spaces the above-mentioned operators
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are para-vector-valued. (In the complex plane case the boundary data are assumed
to be real-valued.)

There is a second reflection operator, N, representing the Clifford conjuga-
tion, namely,

Nf(x) = f(x).

The operator N will be applied to the boundary values of the Cauchy integrals
that are para-bivector-valued. The associated projections are the mappings N+ :
f → Sc[f ] and N− : f → NSc[f ].

With the four pairs of the combinations (C, C±) and (N, N±) of the reflec-
tions and projections we can formulate the corresponding transmission problems
(see [1]). The operator theory for C− is similar to that of C+ with minor modifi-
cations dealing with the infinity. Below, we will mainly deal with C+.

We write

C+f =
1
2
(I + C)f = u+ v,

where the para-bivector-valued C+f has u as its scalar part, u = Sc[C+f ] and v
as its 2-form part, v = NSc[C+f ]. The above relation gives

u =
1
2
(
I +N+C

)
f and v =

1
2
N−Cf.

Therefore, at least formally,

f = 2(I +N+C)−1u.

Defining the mapping from u to v to be the inner Hilbert transformation, denoted
by H+, we have

v = H+u

=
1
2
N−Cf

= N−C(I +N+C)−1u.

In the above formulation it is crucial to require the topological isomorphism
property from u to f in the Lp space of the boundary that, as consequence, induces
the existence and the Lp-boundedness of the Hilbert transformation from u to v.
In other words, the double layer potential part N+C should be comparatively
smaller than the identity operator I. This requirement is met for 1 < p < ∞ if
the curve or surface is smooth. For Lipschtz curves or surfaces Σ, in general, this
is met, however, only for p0 < p < ∞, where the index p0 ∈ [1,∞) depends on
the Lipschitz constant of Σ. Whereas, for 1 < p ≤ p0, the closure in Lp(Σ) of the
images u forms a proper subspace of Lp(Σ) ([15] and its references).
Similarly, v = 1

2N−Cf = N−C(I − N+C)−1u is defined to be the outer Hilbert
transform H−u. To give the proper meaning of the above definition, as well as
the operator formulas for H+ and H−, we are now to declare the existence of the
inverse operator (I ± N+C)−1 under certain conditions. Before we deal with the
general theory it would be interesting to check some examples.
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Example 2.1 Consider Σ = Rm, where Ω is the upper-half-space Rm
1,+ = {x =

x0 + x : x0 > 0, x ∈ Rm}. In the case in (3.1), n±(y) = ∓e0 = ∓1 and E(y −
x) =

y−x

|y−x|m+1 has zero scalar part, while f and dσ(y) both are scalar-valued,

thus N+Cf = 0. As consequence, f = 2u and v = Cu. The situation for the
outer Hilbert transform is the same. Hence, both the inner and outer Hilbert
transformations coincide with the singular Cauchy integral transformation.

Example 2.2 Let Ω = D, the unit disc in the complex plane C. We have

N+Cf(eiξ) = p.v. Re
[
1
πi

∫ 2π

0

f(eit)
eit − eiξ

d(eit)
]

= p.v.
1
π

∫ 2π

0

Re
[

eit

eit − eiξ

]
f(eit)dt.

Through a direct computation we have

Re[
eit

eit − eiξ
] =

1
2
.

Therefore,
N+Cf(eiξ) = f0 = I0f,

where f0 denotes the average of f(eit) over [0, 2π] and I0 the operator that maps
f to f0. We note that the operator norm

‖I0‖ = 1.

Simple computation gives

(I + I0)−1u = −u0

2
+ u,

where u0 = I0u.
Set

H̃f(eiθ) = N−Cf(eiθ).

We have

H̃f = p.v.
i

2π

∫ 2π

0

cot
(

θ − t

2

)
f(eit)dt

that annihilates constants. Therefore,

H+u = N−C(I + I0)−1u

= H̃(−u0

2
+ u)

= H̃u.

Similarly, (I − I0)−1 is defined on the closed subspace{
u ∈ L2 :

∫ 2π

0

u(eit)dt = 0
}
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in which case there holds (I − I0)−1u = u, and

H−u = N−C(I − I0)−1u

= H̃u.

Note that in this example the inverse operator (I − N+C)−1 does not exist in
the Lp spaces, but it does exist in the proper and closed subspace Lp

0 of the Lp,
defined by

Lp
0(∂D) = {f ∈ Lp(∂D) |

∫ 2π

0

f (eit)dt = 0}.

Example 2.3 Consider Ω = Bm, Σ = Sm−1, m > 2. For the higher-dimensional
spheres, the double-layer potential N+C is replaced by a non-trivial operator and
the inner and the outer Hilbert transformations are distinguished (see, e.g., [5], [6]
and [4]). On the sphere direct computation shows that the double layer potential
reduces to

〈E(x − y), n+(y)〉 = 1
2

1
|x − y|m−2

. (3.6)

Therefore, by (3.5),

N+Cf(x) =
1

σm−1

∫
Sm−1

f(y)
|x − y|m−2

dσ(y).

Proposition 3.1. The double-layer potential operator N+C on the sphere is Lp-
bounded, 1 ≤ p ≤ ∞, with the operator norm being equal to 1.

For a proof we refer to [2].
It turns out, however, what is crucial is not the bounds of the operator but the

order of the singularity of the double-layer potential. On the sphere the existence
and boundedness of the inverse operators in the Lp spaces, in fact, are guaranteed
by the Fredholm theory. More generally, it may be shown that if Σ is C∞, then

|〈E(x − y), n+(y)〉| ≤ C

|x − y|m−2
.

This estimate is consistent with (3.6). If Σ is C1,α, 0 < α < 1, then

|〈E(x − y), n+(y)〉| ≤ C

|y − x|m−1−α
. (3.7)

In both cases the operator N+C is compact and Fredholm theory may be used to
show that (I ± N+C)−1 exists and is a Lp-bounded operator for 1 < p < ∞ (see
[21], [15]). There, however, exists essential difficulty to use the Fredholm theory
to C1 and Lipschitz domains. As a matter of fact, the expected estimate of the
kernel of the double-layer potential in the cases is only

|〈E(x − y), n+(y)〉| ≤ C

|x − y|m−1
,
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that is of the same singularity as the Cauchy singular integral kernel on the sur-
faces. Fabes, Jodeit and Riviére ([11]) were able to show thatN+C was compact for
C1 domains. For Lipschitz domains the operator N+C is not necessarily compact
in Lp(Σ). New methods to prove the invertibility of I +N+C had to be invented,
and, it was done for the p = 2 case by Verchota ([21]), and for the optimal range
of p’s by Dahlberg and Kenig ([15]). For the details of the results see [15] and
[13]. As a consequence of the mentioned results on existence and boundedness of
(I ±N+C)−1 we cite (see [2]).

Theorem 3.2. The inner and outer Hilbert transformations H± for the Lipschitz
domain Ω ⊂ Rm, m > 2, both exist and are bounded from the Lp(Σ) to Lp(Σ),
where 2 − ε < p < ∞, ε ∈ (0, 1] depends on the Lipschitz constant of Ω (for C1

domain one may take ε = 1). Moreover, for u ∈ Lp(Σ),

H±u(x) =
2

σm−1
p.v.

∫
Σ

[E(y − x) ∧ n±(y)](I ±N+C)−1u(y)dσ(y). (3.8)

4. Poisson and conjugate Poisson kernels of the
Cauchy type on Lipschitz surfaces

It is in question whether there exist explicit formulas for the kernels of the Hilbert
transformations. This is related to whether explicit formulas exist for Poisson
kernels and the harmonic conjugates of the Poisson kernels in the context. The
answer is that in the general cases we can not expect to have explicit formulas.
The explicit formulas and related issues for the sphere case are studied in [5], [6],
[4], and then in [19].

Let U be a scalar-valued harmonic function in Ω. A harmonic function V is
called a harmonic conjugate of U, if there hold (i) Sc[V ] = 0; and (ii)D(U+V ) = 0.
By this definition, if m > 2, then the harmonic conjugate of a given harmonic
function is not unique even modulo Clifford constants. Indeed, there exist non-
constant harmonic functions V satisfying (i) but D(V ) = 0. For the determination
we introduce

Definition 4.1. If V is a harmonic conjugate of U and there exists a scalar-valued
boundary data f, allowing distributions, such that

U + V = C+
Σ f,

then V is called a Cauchy type harmonic conjugate, or a canonical harmonic
conjugate of U in Ω.

It is easy to see that if taking f to be the Dirac delta function at y on the
boundary, then we conclude that

1
σm−1

E(y − x) ∧ n±(y)
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is the Cauchy type harmonic conjugate of
1

σm−1
〈E(x − y), n±(y)〉.

Note that a scalar-valued harmonic function may have more than one har-
monic conjugate that differ by non-constant functions. On the other hand, there is
only one harmonic conjugate of the Cauchy type. We have the following (see [2])

Theorem 4.2. With the same assumptions on the Lipschitz domain Ω and on the
range of the indices p’s as in Theorem 3.2, let U be a scalar-valued harmonic
function whose non-tangential maximal function

u∗(x) = sup
y∈Γα(x)

|U(y)|

is in the Lp(Σ), where Γα(x) is the truncated cone of opening α whose axis is
perpendicular to the tangent plane of Σ at x ∈ Σ, then the Cauchy type harmonic
conjugate of U exists and is unique.

Now we include a discussion on the Schwarz kernel and the associated Pois-
son and conjugate Poisson kernel of the Cauchy type. We seek for the integral
representation of the operators S+ such that S+u = C+f, where u = Sc[C+f ].
That is to seek for the kernel S+(x, y) such that

C+f(x) =
1

σm−1

∫
Σ

E(y − x)n+(y)f(y)dσ(y)

=
∫

Σ

S+(x, y)u(y)dσ(y) = S+u(x), x ∈ Ω. (4.1)

If the kernel S+(x, y) exists, then it is called the inner Schwarz kernel. The func-
tions P+(x, y) and Q+(x, y) are called the inner Poisson kernel and the conjugate
inner Poisson kernel, respectively, where

P+ = Sc[S+], Q+ = NSc[S+].

The roles of P+ and Q+ are to give

U+(x) =
∫

Σ

P+(x, y)u(y)dσ(y) (4.2)

=
−2

σm−1

∫
Σ

〈E(y − x), n+(y)〉(I +N+C)−1u(y)dσ(y)

and

V +(x) =
∫

Σ

Q+(x, y)u(y)dσ(y) (4.3)

=
2

σm−1

∫
Σ

E(y − x) ∧ n+(y)(I +N+C)−1u(y)dσ(y), x ∈ Ω,

as the unique solutions of the Dirichlet problem inside Ω with the boundary data
u and H+u, respectively. V +(x) is, in fact, the Cauchy type harmonic conjugate
of U+(x). The functions P+ and Q+ are the unique harmonic representations,
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respectively, of the Dirac δΣ function on the surface and of its Hilbert transform
H+δΣ in the distribution sense with the representation as the principal value
singular kernel of the inner Hilbert transformation H+. For Lipschitz domains the
existence of the Poisson kernel is based on the Green function theory. For Lipschitz
curves and surfaces it is a consequence of Plemelj’s formula that the non-tangential
boundary limit of the harmonic function V +(x′) is H+f(x). That is, for a.e. x ∈ Σ,

lim
x′→x

V +(x′) = H+u(x) = p.v.
∫

Σ

Q+(x, y)u(y)dσ(y) (4.4)

=
2

σm−1
p.v.

∫
Σ

[E(y − x) ∧ n+(y)](I +N+C)−1u(y)dσ(y).

Since

V +(x′) =
∫

Σ

P+(x′, y)H+f(y)dy,

we have
Q+(x′, y) = H+

Σ′P
+(x′, y), x ∈ Σ′ ⊂ Ω, y ∈ Σ,

where the Hilbert transformation is with respect to an admissible Lipschitz sur-
face Σ′.

The outer Cauchy integral C− will correspond to the outer Poisson and con-
jugate outer Poisson kernels, and therefore the outer Schwarz kernel. The theory
for them are similar.

5. Poisson and conjugate Poisson kernels on the unit sphere

The explicit inner Poisson kernel on the sphere is well known. There exist several
methods to deduce the kernel. The harmonic conjugate of the inner Poisson kernel
was first studied by Brackx et al. who gave the explicit formula of the kernel in
the integral form. They further obtained a finite form of the formulas inductively
in the the space dimension ([7]). Their methods, as a matter, yield the Cauchy
type harmonic conjugates. Below we offer a different approach based on a double
layer potential argument. We first formulate the result.

Theorem 5.1. On the unit sphere the inner Poisson kernel and its Cauchy type
harmonic conjugate are, respectively,

P (x, ω) =
1

σm−1

1− |x|2
|x − ω|m , (5.1)

and

Q(x, ω) =
1

σm−1

(
2

|x − ω|m − m− 2
rm−1

∫ r

0

ρm−2

|ρξ − ω|m dρ

)
x ∧ ω, 0 < r < 1. (5.2)

Outline of the proof. From (3.3) and (3.5) we have

C±f =
1
2
(f ± Sc[Cf ])± 1

2
NSc[Cf ]. (5.3)



270 T. Qian

For the inner Poisson kernel case and its conjugate we are working with the case
“+” in the above formula. Comparing the corresponding formula in the case with
the formula (3.2) and in view of harmonic extensions of the scalar and non-scalar
part of the boundary values to inside part of the unit ball, we have

1
σm−1

〈ω − x, ω〉
|ω − x|m =

1
2
P (x, ω) +

1
2
S(x, ω) (5.4)

and
1

σm−1

(x − ω) ∧ ω

|x − ω|m =
1
2
Q(x, ω) +

1
2
S̃(x, ω), |x| < 1, |ω| < 1,

where S(x, ω) is the single layer potential, given by

S(x, ω) =
1

σm−1

1
|x − ω|m−2

,

and S̃(x, ω) is the Cauchy type harmonic conjugate of S(x, ω).
We then immediately obtain the formula for P (x, ω). To obtain Q(x, ω) we

need to compute S̃(x, ω), that is given by the following lemma for r < 1.

Lemma 5.2. For r = |x| < 1,
∞∑

k=0

rk m − 2
m+ k − 2

P (k)(ω−1ξ) =
m− 2
rm−2

∫ r

0

ρm−3E(ω − ρξ)ωdρ (5.5)

=
1

|x − ω|m−2
+

m− 2
rm−1

(∫ r

0

ρm−2

|ρξ − ω|m dρ

)
x ∧ ω;

and, for r = |x| > 1,
∞∑

k=1

m− 2
k

1
rm−2+k

P (−k)(ω−1ξ) =
m − 2
rm−2

∫ ∞
r

ρm−3E(ω − ρξ)ωdρ

=
1

|x − ω|m−2
− 1

rm−2
− m− 2

rm−1

(∫ ∞
r

ρm−2

|ρξ − ω|m dρ

)
x ∧ ω. (5.6)

The proof of the lemma for the case r < 1 is contained the work of Brackx
et al., that for the case r > 1 is given in [20].

Similarly, we have (see [20])

Theorem 5.3. On the unit sphere the outer Poisson kernel and its Cauchy type
harmonic conjugate are, respectively,

P−(x, ω) =
1

σm−1

|x|2 − 1
|x − ω|m , (5.7)

and

Q−(x, ω) =
1

σm−1

(
− 2
|x − ω|m +

m− 2
rm−1

∫ r

0

ρm−2

|ρξ − ω|m dρ

)
x ∧ ω, r > 1, ξ �= ω.

(5.8)
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6. Abel sum formulas of the kernels

For f ∈ L2(Sm−1), x = rξ, 0 ≤ r < 1, y = ω ∈ Sm−1, we have (see [5])

C+f(x) =
∞∑

k=0

|x|k
σm−1

∫
Sm−1

C+
m,k(ξ, ω)f(ω)dσ(ω), (6.1)

where

C+
m,k(ξ, ω) =

m+ k − 2
m − 2

C
(m−2)/2
k (< ξ, ω >) + C

m/2
k−1 (〈ξ, ω〉)ξ ∧ ω, (6.2)

with C
m/2
−1 (〈ξ, ω〉) = 0. The right-hand side of (6.2), in fact, is a function of ω−1x

([19]), and thus we may write

P (k)(ω−1x) = rkC+
m,k(ξ, ω), k = 0, 1, 2, . . . ,

and, consequently,

C+f(x) =
∞∑

k=0

1
σm−1

∫
Sm−1

P (k)(ω−1x)f(ω)dσ(ω). (6.3)

Similarly to (6.4), we have

C−f(x) =
−∞∑

k=−1

|x|−m+2−k

σm−1

∫
Sm−1

C−m,|k|−1(ξ, ω)f(ω)dσ(ω)

=
−∞∑

k=−1

1
σm−1

∫
Sm−1

P (k)(ω−1x)f(ω)dσ(ω), (6.4)

where

C−m,|k|−1(ξ, ω) =
|k|

m − 2
C

(m−2)/2
|k| (〈ξ, ω〉)− C

m/2
|k|−1(〈ξ, ω〉)ξ ∧ ω. (6.5)

Set
P (k)(ω−1x) = r−m+2−kC−m,|k|−1(ξ, ω), k = −1,−2, . . . .

For the Fourier-Laplace expansion in the L2 sense there holds

f(ξ) =
∞∑

k=−∞

1
σm−1

∫
Sm−1

P (k)(ω−1ξ)f(ω)dσ(ω). (6.6)

This suggests that the series

Sc

[ ∞∑
k=−∞

1
σm−1

P (k)(ω−1ξ)

]
plays the role of the Dirac-δ function.
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Theorem 6.1. The Abel sum expansions of the inner Poisson kernel and its Cauchy
type harmonic conjugate are, respectively,

P+(x, ω) =
1

σm−1

∞∑
−∞

r|k|P (k)(ω−1ξ), x = rξ, r < 1, (6.7)

and

Q+(rξ, ω) =
1

σm−1

[ ∞∑
k=1

k

m+ k − 2
rkP (k)(ω−1ξ)−

−1∑
k=−∞

r|k|P (k)(ω−1ξ)

]
, r < 1.

(6.8)

Proof. We set

A+(r) =
1

σm−1

[ ∞∑
k=0

rkP (k)(ω−1ξ)

]
. (6.9)

From the analysis given above, we have

A+(r) =
1
2
P+(rξ, ω) +

1
2
S+(rξ, ω) +

1
2
S̃+(rξ, ω) +

1
2
Q+(rξ, ω), r < 1, (6.10)

where the last three entries are the harmonic representation of a half of the Cauchy
singular integral of f, viz. (1/2)Cf. Similarly,

A−(r) =
1

σm−1

[ −1∑
−∞

P (k)(ω−1x)

]
(6.11)

=
1
2
P−(rξ, ω)− 1

2
S−(rξ, ω)− 1

2
S̃−(rξ, ω)− 1

2
Q−(rξ, ω), r > 1.

It is easy to observe that the Kelvin inversion of A−, denoted by K(A−), satisfies
the relation

K(A−)(r) =
1
2
P+(rξ, ω)− 1

2
S+(rξ, ω)− 1

2
S̃+(rξ, ω)− 1

2
Q+(rξ, ω), r < 1.

We thus arrive

P+(x, ω) = A+(r) +K(A−)(r).

Applying Kelvin inversion term by term to the series expansion of A− in (6.11)
(the first equality), and using (6.9), we obtain the Abel sum (6.7) expansion for
the Poisson kernel.

Next we deduce the Abel sum formula of the conjugate Poisson kernel
Q+(x, ω). In fact, by (5.5) in Lemma 1, in (6.10) all the entries but except
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(1/2)Q+(rξ, ω) are already of the Abel sum form, therefore,

1
2
Q+(rξ, ω) = A+(r)− 1

2
P+(rξ, ω)− 1

2
1

σm−1

[ ∞∑
k=0

rk m − 2
m+ k − 2

P (k)(ω−1ξ)

]

=
1

σm−1

[ ∞∑
k=0

rkP (k)(ω−1ξ)− 1
2

∞∑
−∞

r|k|P (k)(ω−1ξ)

−1
2

∞∑
k=0

rk m− 2
m+ k − 2

P (k)(ω−1ξ)

]

=
1

σm−1

[
1
2

∞∑
k=1

k

m+ k − 2
rkP (k)(ω−1ξ)− 1

2

−1∑
k=−∞

r|k|P (k)(ω−1ξ)

]
.

We thus arrive (6.8). The proof is complete.

Theorem 6.2. The Abel sum expansions of the outer Poisson kernel and its canon-
ical harmonic conjugate are, respectively,

P−(rξ, ω) =
1

σm−1

∞∑
−∞

r−|k|−m+2P (k)(ω−1ξ), r > 1, (6.12)

and

Q−(rξ, ω) =
1

σm−1

[ ∞∑
k=1

1
rm+k−2

P (k)(ω−1ξ) (6.13)

−
−1∑

k=−∞

m+ |k| − 2
|k|

1
rm+|k|−2

P (k)(ω−1ξ)

]
− Ñ(rξ, ω),

where Ñ is the canonical harmonic conjugate outside the unit ball of the double
layer potential N, where

N(rξ) =
1

σm−1

1
rm−2

and

Ñ(rξ, ω) =
1

σm−1

m − 2
rm−2

∫ ∞
0

ρm−2

|ρξ − ω|m dρ ξ ∧ ω, a.e. r > 1. (6.14)
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1. Introduction

Let D be the open unit disk in the complex plane C and T its boundary. Let A be
the space of analytic functions f : D → C. The well-known Bloch space is defined
as follows

B = { f ∈ A : sup
z∈D

(1− |z|2)|f ′(z)| < ∞ } .

According to R. Remmert (see [22], p. 229), the auxiliary function |f ′(z)|(1−|z|2)
was first introduced in 1929 by Landau (see [19], p. 83). Since then, the Bloch space
has been intensively studied (see, e.g., [3],[12], [16], [23]). In this paper we give a
generalization of the Bloch space for real-valued subharmonic functions defined in
the open unit ball of Rn. Let φa : C → C be the Möbius transformation,

φa(z) =
a− z

1− az
, |a| < 1, (1.1)

with pole at z = 1/a. Observe that φ−1
a = φa and

1− |φa(z)|2 =
(1− |a|2)(1 − |z|2)

|1− az|2 = (1 − |z|2)|φ′a(z)|

For z, a ∈ D, consider a Green’s function of D, with logarithmic singularity at a,
defined by

g(z, a) = ln
|1− az|
|z − a| = ln

1
|φa(z)|

. (1.2)

This work was completed with a partial support from CONACYT, COFAA-IPN and UAM-
2230302.
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So, g(z, a) is given by the composition of the Möbius transformation φa and the
fundamental solution of the two-dimensional real Laplacian. There are several
spaces related with the Bloch space, for instance the Dirichlet space (see, e.g., [1],
[26])

D =
{

f ∈ A :
∫∫

D

|f ′(z)|2 dx dy < ∞
}

.

We say that f ∈ A belongs to the space BMOA(T ) (Bounded Mean Oscil-
lation Analytic functions) if

sup
|I|

1
|I|

∫
I

|f(eiθ)− fI | dθ < ∞

where

fI =
1
|I|

∫
I

f(eiθ) dθ

and I is a subarc of T . After F. John and L. Nirenberg [20], A. Baernstein [8] gave
the following characterization.

Theorem 1.1. Let f ∈ A. Then f ∈ BMOA if and only if

sup
a∈D

∫∫
D

|f ′(z)|2g(z, a) dx dy .

R. Aulaskari and P. Lapan introduced in their seminal paper [2], the Qp

spaces for 1 ≤ p < ∞, as the set of functions f ∈ A such that

sup
a∈D

∫∫
D

|f ′(z)|2gp(z, a) dx dy < ∞ .

In this paper the Bloch space appears in a very natural way. More precisely

Theorem 1.2 (Proposition 1, [2]). If f ∈ A and 0 < p < ∞, then

(1− |a|2)2|f ′(a)|2 ≤ 1
π

(
2e
p

)p ∫∫
D

|f ′(z)|2gp(z, a) dx dy (1.3)

for all a ∈ D.

They estimated the integral in (1.3) by the left hand and obtained the ex-
pression defining the Bloch space. Thus Qp ⊂ B. Moreover, they proved B = Qp

for 1 < p < ∞. By Baernstein [8], Q1 = BMOA(T ) ∩H1, where H1 is the Hardy
space on D. Then the Qp spaces for 0 ≤ p < 1 were introduced by R. Aulaskari, J.
Xiao and R. Zhao in [6], where the main fact of this work was that these spaces fill
the gap between the Dirichet space and the Bloch space. Further generalizations
were given also by R. Zhao in [27], where he defines for 0 < p < ∞, −2 < q < ∞,
0 ≤ s < ∞, the F (p, q, s) weighted spaces as the set of analytic functions f ∈ A
such that

sup
a∈D

∫∫
D

|f ′(z)|p(1− |z|2)qgs(z, a) dx dy < ∞ .
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2. The Bloch space in the quaternionic case

In 1999, K. Gürlebeck et al. [17] generalized the Qp spaces for hyperholomorphic
functions defined in the unit ball of R3. More precisely, consider the set of real
quaternions H, this means elements of the form

a =
3∑

k=0

akek, where ak ∈ R, k = 0, 1, 2, 3,

e0 is the unit and e1, e2, e3 are called imaginary units satisfying, e2
k = −e0,

e1e2 = −e2e1 = e3, e2e3 = −e3e2 = e1 and e3e1 = −e1e3 = e2.
The natural operations for addition and multiplication make H a skew-field.The
quaternion conjugation in H, is defined for the basic elements as

e0 := e0, ek := −ek, k = 1, 2, 3

and it extends onto H by linearity. Note that we have the property

aa = aa = |a|2H = a2
0 + a2

1 + a2
2 + a2

3 = |a|R4 .

Therefore, for a ∈ H − {0} the quaternion

a−1 :=
1
|a|2 a

is an inverse to a. Observe that ab = ba for a, b ∈ H. Let Ω ⊂ R3 be a domain.
We shall consider H-valued functions defined in Ω, depending on x = (x0, x1, x2):

f : Ω �→ H .

On C1(Ω, H) it is considered a generalized Cauchy-Riemann operator

D(f) = e0
∂f

∂x0
+ e1

∂f

∂x1
+ e2

∂f

∂x2
.

Here, D is a right-linear operator with respect the scalars in H. The operator D

D(f) = e0
∂f

∂x0
− e1

∂f

∂x1
− e2

∂f

∂x2

is the adjoint Cauchy-Riemann operator. The solutions of D(f)(x) = 0, x ∈ Ω
are called (left) hyperholomorphic (or monogenic) functions and generalize the
class of analytic functions in the one-dimensional complex function theory. Let Δ
the three-dimensional Laplace operator Δ =

∑2
k=0

∂2

∂x2
k
. Then on C2(Ω, H) – in

analogy to the complex case – we have the factorization Δ = DD = DD.
Using the adjoint generalized Cauchy-Riemann operator D instead of the deriva-
tive f ′(z), the quaternionic Möbius transformation φa = (a−x)(1−ax)−1, and the

modified fundamental solution g(x) =
1
4π
(
1
|x| − 1) of the real Laplacian, quater-

nionic Qp-spaces are defined by

Qp(H) =
{

f ∈ kerD : Qp(f) := sup
a∈B

∫
B

|Df(x)|2gp(φa(x)) dBx < ∞
}

. (2.1)
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The generalizations of the Green function and the higher-dimensional Möbius
transformation seem to be natural, where − 1

2D plays the role of a derivative, as
it is shown in [21] [25] for dimension four, and for arbitrary dimension in [18].
The introduction of the Bloch space in the quaternionic case is motivated by the
analogous of Proposition 1 of Aulaskari and Lappan [2].

To be more precise, Gürlebeck et al. proved:

Proposition 2.1 (Proposition 4.1, [17]). Let f be hyperholomorphic and 0 < p < 3,
then we have

(1− |a|2)3|Df(a)|2 ≤ C1

∫
B

|Df(x)|2
(

1
|φa(x)|

− 1
)p

dBx ,

where the constant C1 does not depend on a and f .

From the previous proposition is natural to define the quaternionic Bloch
space as the set of monogenic functions f : B → H such that

sup
a∈B

(1− |a|2) 3
2 |Df(a)| < ∞ .

In the same paper they also proved:

Proposition 2.2 (Theorem 4.1, Theorem 5.1 [17] ). Let f be hyperholomorphic in
the unit ball. Then the following conditions are equivalent:
1. f ∈ B.
2. Qp(f) < ∞ for all 2 < p < 3.
3. Qp(f) < ∞ for some 2 < p < 3.
4. For all 2 < p < 3.

sup
a∈B

∫
B

|Df(x)|2(1− |φ(x)|2)p dBx < ∞ .

5. For some 2 < p < 3.

sup
a∈B

∫
B

|Df(x)|2(1− |φ(x)|2)p dBx < ∞ .

3. Bloch spaces in Rn

Several generalizations of Bloch spaces have been done for higher dimensions and
for different classes of functions. For the unit ball in Rn, J. Cnops et al. in [14],
generalizeQp and Bloch spaces by using Clifford Analysis and recently S. Bernstein
in [11] with harmonic functions. In this section we present a generalization of Bloch
and Qp spaces for subharmonic functions in the unit ball of Rn, where we follow
the approach presented by A.F. Beardon in [9], for Möbius transformations in Rn.
In a forthcoming paper we will continue the development of this approach, by
considering the general case n ≥ 4 for (1−|φa(x)|2)p and for n ≥ 3 with the Green
function obtained as the composition of φa with the fundamental solution of the
n-dimensional real Laplacian.



n-Dimensional Bloch Classes 281

The motivation to do it in that way is, that maintaining the usual notation of Rn,
the proof of several properties result simple and it is possible to obtain several
important results.

The ball B(a, r) in Rn is defined by

B(a, r) = { x ∈ Rn : |x− a| < r}
and its boundary, the sphere S(a, r) in Rn is given by

S(a, r) = { x ∈ Rn : |x − a| = r}
where a ∈ Rn and r > 0. We will denote by B = B(0, 1) and Sn−1 = S(0, 1).
Denote by R̂n := Rn ∪{∞}. The reflection (or inversion) in S(a, r) is given by the
function φa,r : R̂n → R̂n defined for x �= a as

φa,r(x) = a+
r2

|x − a|2 (x − a) (3.1)

and φa,r(a) =∞. It is clear that φ−1
a,r = φa,r. Let P (a, t) be the plane in Rn given

by
P (a, t) = { x ∈ Rn : (x, a) = t }

where a ∈ Rn, a �= 0 and (x, a) is the usual scalar product and t ∈ R.
A Möbius transformation in R̂n is defined as a finite composition of reflections (in
spheres or planes).

Clearly, each Möbius transformation is a homeomorphism of Rn ∪ {∞} onto
itself. Composition and inverse of Möbius transformations are again Möbius trans-
formations and the identity map in R̂n is a Möbius transformation too. Therefore
the set of Möbius transformations form a group, which is called the General Möbius
group GM(R̂n).

Define for 0 �= a ∈ Rn the Kelvin inverse (see [7], p. 59)

a∗ =
1
|a|2 a . (3.2)

We have the following characterization of Möbius transformations.

Theorem 3.1 (Theorem 3.5.1 [9]). Let φ be a Möbius transformation. If φ(B) = B
then

φ(x) = (σx)A
where σ is a reflection in some sphere orthogonal to Sn−1 and A is an orthogonal
matrix.

Theorem 3.2 (Theorem 3.5.1 [9]). Let φa,r be a reflection in S(a, r). Then the
following conditions are equivalent:
1. S(a, r) and Sn−1 are orthogonal;
2. 1 + r2 = |a|2 (see (3.2.2), [9]);
3. φa,r(a∗) = 0 (equivalently, φa,r(0) = a∗);
4. φa,r(B) = B.
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If the conditions of the previous theorem are satisfied, for instance, 1 + r2 =
|a|2, we write for the reflection φa,r = φa. Of course, by (3.2) we have

φa(x) = φa∗(x) =
1

|a∗|2 a∗ +
1− |a∗|2

||a∗|2x − a∗|2 (|a
∗|2x − a∗)

and a∗ ∈ B. By (3.2) we present our results using a and a∗. Also, for |a| > 1, it is
well known the next formula ([9] 3.4.2)

1− |φa(x)|2
|a|2 − 1

=
1− |x|2
|x − a|2 . (3.3)

Theorem 3.3. Let 0 < R < 1 and a ∈ Rn be with |a| > 1. Let φa : R̂n → R̂n

be the reflection in S(a,
√
|a|2 − 1). Then the pseudo-hyperbolic ball U(a, R) =

φ(B(0, R)) is a Euclidean ball with center and radius

c =
1−R2

|a|2 −R2
a , R̃ =

(|a|2 − 1)R
|a|2 −R2

respectively.

Proof. Observe first that,

φa(
R

|a|a) = a+
|a|2 − 1

(R − |a|)|a|a .

Since the reflection acts radially, the diameter of the pseudo-hyperbolic ball is∣∣∣∣φa(
R

|a|a)− φa(−
R

|a|a)
∣∣∣∣ =

∣∣∣∣ |a|2 − 1
(R − |a|)|a|a −

|a|2 − 1
(−R − |a|)|a|a

∣∣∣∣
=

2R(|a|2 − 1)
R2 − |a|2 .

The center is given by

1
2

(
φa(

R

|a|a) + φa(−
R

|a|a)
)
=
1
2

(
a+

|a|2 − 1
(R − |a|)|a|a+ a+

|a|2 − 1
(−R − |a|)|a|a

)
=
1
2

(
2a+

|a|2 − 1
(R − |a|)|a|a−

|a|2 − 1
(R+ |a|)|a|a

)
= a+

|a|2 − 1
R2 − |a|2 a =

1−R2

|a|2 −R2
a . �

Remark 3.4. If a ∈ Rn verifies |a| > 1, then a∗ =
a

|a|2 ∈ B and the pseudo-

hyperbolic ball U(a, R) has as center

c =
1−R2

|a|2 −R2
a =

1−R2(
1− R2

|a|2
) a

|a|2 =
1−R2

1− |a∗|2R2
a∗
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and radius

r =
(|a|2 − 1)R
|a|2 −R2

=

(
1− 1

|a|2
)

(
1− R2

|a|2
)R =

(1 − |a∗|2)R
1− |a∗|2R2

.

Observe that the form of these formulae is similar to the correspondent ones in
the complex case (see [24]).

As a result of a straightforward calculation we obtain:

Proposition 3.5. Let 0 < R < 1 and a ∈ Rn be with |a| > 1. Let φa : R̂n → R̂n be
the reflection in S(a,

√
|a|2 − 1). Then

a∗ =
a

|a|2 ∈
[
1−R2

|a|2 −R2
a, φa(−

R

|a|a)
]
=
[
1−R2

|a|2 −R2
a,

1 +R|a|
|a|2 +R|a|a

]
and ∣∣∣∣φa(−

R

|a|a)− a∗
∣∣∣∣ = (1−R)(|a|2 − 1)

|a|(|a|+R)
= R∗ .

As a consequence of the previous result we get

Corollary 3.6. For 0 < R < 1 and a ∈ Rn with |a| > 1, let φa : R̂n → R̂n be the
reflection in S(a,

√
|a|2 − 1). Then

B(a∗, R∗) ⊂ B(c, r) .

We say that u : B → R belongs to the class SH(B) if u is a subharmonic
function, that is, for each b ∈ B and 0 < r < 1− |b|

u(b) ≤
∫

S

u(b+ rζ) dσ(ζ)

where dσ(ζ) is the normalized surface area measure on S (see [7], p. 224, [15],
p. 264).

Proposition 3.7. Let u ∈ SH(B) and 1 ≤ p < ∞. Then |u|, up and |u|p ∈ SH(B).
Proof. It follows from an easy estimation that |u| ∈ SH(B). Now, as the function
x �→ xp is a convex function, by Jensen’s inequality we get the result. �

Corollary 3.8. Let ui : B → R be harmonic functions. Then
∑n

i=1 ciu
2
i (x), with

0 ≤ ci < ∞ is a subharmonic function.

Recall that for a Borel measurable integrable function f on Rn

1
nV (B)

∫
Rn

f dV =
∫ ∞

0

rn−1

∫
S

f(rζ) dσ(ζ) dr .

We say that the function u belongs to the Dirichlet subharmonic class Dsh
p,φ, if

u ∈ SH(B) and ∫
B

u2(x)
(
1− |x|2

)p
dB(x) < ∞ .
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We say that the function u belongs to the subharmonic class Qsh
p , if u ∈ SH(B)

and

sup
φ

∫
B

u2(x)
(
1− |φ(x)|2

)p
dB(x) < ∞ ,

where φ is a Möbius transformation of B. By Theorem 3.1 and the definition of
Qsh

p , we can omit the orthogonal transformation and consider only reflections on
S(a,

√
|a|2 − 1) or the identity, that is, a subharmonic function u belongs to the

subharmonic class Qsh
p,φ if and only if

sup
|a|>1

∫
B

u2(x)
(
1− |φa(x)|2

)p
dB(x) < ∞ .

If we consider the Möbius transformation φ(x) = x, we obtain immediately
Qsh

p,φ ⊂ Dsh
p .

Theorem 3.9. Let 0 < R < 1 and a ∈ Rn, with |a| > 1 Let 0 < p < ∞ and
u ∈ Qsh

p . Then

u2(a∗)
(1 −R)n(|a|2 − 1)n

|a|n(|a|+R)n
≤ 1

V (B) (1−R2)p

∫
B

u2(x)
(
1− |φa(x)|2

)p
dBx .

Proof. Let 0 < R < 1 and U(a, R) be the pseudohyperbolic ball with radius R.
Then by Corollary 3.6∫

B

u2(x)
(
1− |φa(x)|2

)p
dBx

≥
∫

U(a,R)

u2(x)
(
1− |φa(x)|2

)p
dBx

≥
(
1−R2

)p ∫
B(a∗,R∗)

u2(x) dBx

=
(
1−R2

)p
nV (B)

∫ R∗

0

rn−1

∫
S

u2(a∗ + rζ) dσ(ζ) dr

=
(
1−R2

)p
nV (B)

⌊
rn

n

⌋R∗

0

u2(a∗)

=
(
1−R2

)p
V (B)

(
(1−R)(|a|2 − 1)

|a|(|a|+R)

)n

u2(a∗) . �

Observe how simple is the previous proof (see Proposition 4.1 in [17] and
Lemma 3.2 in [13]).

Theorem 3.10. Let u : Bn → R be a subharmonic function and 0 < R < 1. Then
the following conditions are equivalent:

a) sup
|a|>1

(1−R)
n
2 (|a|2 − 1)

n
2

|a|n
2 (|a|+R)

n
2

|u(a∗)| < ∞.
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b) sup
|a|>1

(|a|2 − 1)
n
2

|a|n |u(a∗)| < ∞.

c) sup
|b|<1

(1 − |b|2)n
2 |u(b)| < ∞.

Proof. If |a| > 1 and 0 < R < 1, then that a) holds if and only if b) does, it follows
from |a| < |a|+R < 2|a|. Taking a∗ =

a

|a|2 , we get b) if and only if c) holds. �

From the previous theorem is natural to define the respective Bloch class as the
set of functions u ∈ SH(B) such that

B(u) = sup
|b|<1

(1 − |b|2)n
2 |u(b)| < ∞ .

We denote this class as Bsh.

Remark 3.11. If u ∈ SH(B), then −u is superharmonic, so we do not have a space.
If we restrict to the family of harmonic functions, then we get a space.

As a consequence of the previous definition and Theorems 3.9 and 3.10 we
have the next inclusion

Corollary 3.12. For all 0 ≤ p < ∞, Qsh
p,φ ⊂ Bsh.

4. Applications

As an immediate application, we consider the case n = 3. Let a ∈ R3 with |a| > 1
and a∗ ∈ B ⊂ R3. It is a straightforward calculation to prove the following equality:

|a∗|2(1− |a∗|2)
||a∗|2x − a∗|2 =

|a|2 − 1
|x − a|2 . (4.1)

Proposition 4.1. Let B ⊂ R3. If u : B → R is a subharmonic function in Bsh and
2 < p < ∞, then for all |a| > 1∫

B

u2(x)(1 − |φa(x)|2)p dBx ≤ 2πB2(f)β
(

p− 2,
1
2

)
,

where β denotes the beta function.

Proof. Since u ∈ Bsh, u(x) ≤ B(u)
(1− |x|2)3/2

, the following estimation follows from

the change of variable formula∫
B

u2(x)(1−|φa(x)|2)pdBx≤B2(u)
∫

B

1
(1−|x|2)3 (1−|φa(x)|2)pdBx

=B2(u)
∫

B

1
(1−|x|2)3 (1−|φa(x)|2)pdBx

=B2(u)
∫

B

1
(1−|φa(x)|2)3

(1−|x|2)p (|a|
2−1)3

|x−a|6 dBx .
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Here we used the fact that the Jacobian determinant of φa is given by

(1− |φa(x)|2)3
(1− |x|2)3 =

(|a|2 − 1)3

|x − a|6 .

(See [17] and (4.1).) Now after (3.3) we get∫
B

u2(x)(1 − |φa(x)|2)p dBx ≤ B2(u)
∫

B

(1− |x|2)p−3 dBx

= B2(u)3V (B)
∫ 1

0

(1− r2)p−3r2

∫
S

dσ dr

= 2πB2(u)β(p − 2,
1
2
) . �

Theorem 4.2. Let B ⊂ R3. If u : B → R is a subharmonic function then the
following conditions are equivalent.

1. u ∈ Bsh.
2. u ∈ Qsh

p,φ, for all 2 < p < ∞.
3. u ∈ Qsh

p,φ, for some 2 < p < ∞.

Proof. The implication (1 ⇒ 2) follows from Proposition 4.1. It is obvious that
(2⇒ 3). From Corollary 3.12 we have that (3⇒ 1). �

The previous theorem means that for the dimension 3, all the Qsh
p,φ classes for

2 < p < ∞ coincide and are identical to the Bloch class. Compare the previous
result with Proposition 2.2. So we are obtaining some kind of generalization.

5. Examples

Now we present some particular examples where we apply Corollary 3.8.

Example. Let H(B, R) the space of real valued n-dimensional harmonic functions.
Then we can define the space Qp(H(R)) as

sup
|a|>1

∫
B

|∇f(x)|2
(
1− |φa(x)|2

)p
dBx < ∞ ,

with its corresponding Bloch space

sup
x∈B

(1− |x|2)n
2 |∇f(x)| < ∞ .

Remark 5.1. Note that in [7] (see p. 43, Ex. 10, 11) the Bloch space is defined as

sup
x∈B

(1− |x|2)|∇f(x)| < ∞ ,
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that is, a simple generalization of the complex case (n=2). In [10] the corresponding
Dirichlet Dp, −1 < p < ∞ spaces were studied and defined by∫

B

|∇f(x)|2(1 − |x|2)p dBx .

Therefore Qp(H(R)) ⊂ Dp.

Example. Let H(B, C) be the space of complex-valued n-dimensional harmonic
functions. Then f(x) = Re f(x) + i Im f(x) and each component is a harmonic
function. Then we can define the space Qp(H(C)) as

sup
|a|>1

∫
B

|f(x)|2
(
1− |φa(x)|2

)p
dBx < ∞ ,

with its corresponding Bloch space

sup
x∈B

(1 − |x|2)n
2 |f(x)| < ∞ .

Note that this a Bergman-type space.

Example. For notation of this example, the main references are [10], [13] [14].
For −1 < p, consider the fractional Dirichlet space Dp(M, Cl0,n, B) (see [10]) of
left monogenic functions, defined by

Dp(M, Cl0,n, B) =
{

f ∈M(Cl0,n) :
∫

B

|Df(x)|20
(
1− |x|2

)p
dBx < ∞

}
,

where B ⊂ Rm, m ≤ n, is the unit ball and Cl0,n the 2n-dimensional universal
Clifford algebra over R. The corresponding Qp spaces (see [14]) are

Qp(M, Cl0,n, B) =
{

f ∈M(Cl0,n) :
∫

B

|Df(x)|20
(
1− |φa(x)|2

)p
dBx < ∞

}
.

Of course for 0 < p < ∞, Qp(M, Cl0,n, B) ⊂ Dp(M, Cl0,n, B). It is well known
that DDf = Δf = 0, then each fA : B → R is a harmonic function.
The associated Bloch space is

sup
x∈B

(1− |x|2)m
2 |Df(x)|0 < ∞ .
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[5] R. Aulaskari, L.F. Reséndis O. and L.M. Tovar S., Qp spaces and Harmonic Majo-
rants, Complex Variables 49 (2004), 241–256.

[6] R. Aulaskari, J. Xiao and R. Zhao On Subspaces and Subsets of BMOA and UBC,
Analysis, 15, (1995), 101–121.

[7] S. Axler, P. Bourdon and W. Ramey Harmonic Function Theory, Graduate Texts
in Mathematics 137, (Second Edition), 2001.

[8] A. Baernstein Analytic functions of Bounded Mean Oscillation, Aspects of Contem-
porary Complex Analysis, Academic Press, 1980, 2–26.

[9] A.F. Beardon The Geometry of Discrete Groups, Graduate Texts in Mathematics
91, 1983.
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