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Preface

This volume is an outgrowth of a special summer term on “Harmonic analysis,
representation theory, and integral geometry”, hosted by the Max Plank Institute
for Mathematics (MPIM) and the then newly founded Hausdorff Research Institute
for Mathematics (HIM) in Bonn in 2007. It was organized and led by S. Gindikin
and B. Krötz with the help of O. Offen and E. Sayag. The purpose of this book is
to make an essential part of the activity from the summer term available to a wider
audience.
The book contains research contributions on the following themes: connecting

periods of Eisenstein series on orthogonal groups and double Dirichlet series
(Gautam Chinta and Omer Offen); vanishing at infinity of smooth functions on
symmetric spaces (Bernhard Krötz and Henrik Schlichtkrull); a formula involving
all the Rankin–Selberg convolutions of holomorphic and non-holomorphic cusp
forms (Jay Jorgenson and Jürg Kramer); a scheme of a new proof for the so-
called Helgason conjecture on a Riemannian symmetric space X DG=K of the
non-compact type (Simon Gindikin); an algorithm for the computation of special
unipotent representations attached to certain regular K-orbits on a flag variety of the
dual group (Dan Ciubotaru, Kyo Nishiyama, and Peter E. Trapa); applications of
symplectic geometry, particularly moment maps, to the study of arithmetic issues
in invariant theory (Marcus J. Slupinski and Robert J. Stanton); and restrictions of
representations of SL2.C/ to SL2.R/ treated in a geometric way, thus providing a
useful introduction to this research area (Birgit Speh and T. N. Venkataramana).
In addition, the volume contains three papers of an expository nature that should

be considered a bonus. The first, by Joseph Bernstein, is a course for beginners
on the representation theory of Lie algebras; experts can also benefit from this.
Although Feigin and Zelevinski published an expanded version of these notes, the
original from 1976, which is much more suitable for beginners, had never been
published. The second contribution, by Jacques Faraut, introduces the work of
Okounkov and Olshanski on the asymptotics of spherical functions on symmetric
spaces of a large rank. The third, by Yuri A. Neretin, is an introduction to the Stein–
Sahi complementary series.
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On Function Spaces on Symmetric Spaces

Bernhard Krötz and Henrik Schlichtkrull

Abstract Let Y D G=H be a semisimple symmetric space. It is shown that the
smooth vectors for the regular representation of G on Lp.Y / vanish at infinity.

Keywords Smooth vectors • Decay of matrix coefficients • RiemannLebesgue
lemma • Symmetric spaces

Mathematics Subject Classification (2010): 43A85, 43A90, 46E35

1 Vanishing at Infinity

LetG be a connected unimodular Lie group, equipped with a Haar measure dg, and
let 1 � p <1. We consider the left regular representation L of G on the function
space Ep D Lp.G/.
Recall that f 2 Ep is called a smooth vector for L if and only if the map

G ! Ep; g 7! L.g/f

is a smooth Ep-valued map.
Write g for the Lie algebra of G and U.g/ for its enveloping algebra. The

following result is well known, see [3].
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2 B. Krötz and H. Schlichtkrull

Theorem 1. The space of smooth vectors for L is

E1p D ff 2 C1.G/ j Luf 2 Lp.G/ for all u 2 U.g/g:

Furthermore, E1p � C10 .G/, the space of smooth functions on G which vanish at
infinity.

Our concern is with the corresponding result for a homogeneous space Y of G.
By that we mean a connected manifold Y with a transitive action of G. In other
words,

Y D G=H

with H � G a closed subgroup. We shall require that Y carries a G-invariant
positive measure dy. Such a measure is unique up to scale and commonly referred
to as Haar measure. With respect to dy, we form the Banach spaces Ep WD
Lp.Y /. The group G acts continuously by isometries on Ep via the left regular
representation:

ŒL.g/f �.y/ D f .g�1y/ .g 2 G; y 2 Y; f 2 Ep/:

We are concerned with the space E1p of smooth vectors for this representation. The
first part of Theorem 1 is generalized as follows, see [3], Theorem 5.1.

Theorem 2. The space of smooth vectors for L is

E1p D ff 2 C1.Y / j Luf 2 Lp.Y / for all u 2 U.g/g:

We write C10 .Y / for the space of smooth functions vanishing at infinity. Our
goal is to investigate an assumption under which the second part of Theorem 1
generalizes, that is,

E1p � C10 .Y /: (1)

Notice that if H is compact, then we can regard Lp.G=H/ as a closed
G-invariant subspace of Lp.G/, and (1) follows immediately from Theorem 1.
Likewise, if Y D G regarded as a homogeneous space for G � G with the

left�right action, then again (1) follows from Theorem 1, since a left�right smooth
vector is obviously also left smooth.
However, (1) is false in general as the following class of examples shows.

Assume that Y has finite volume but is not compact, e.g. Y D Sl.2;R/=Sl.2;Z/.
Then the constant function 1Y is a smooth vector for Ep , but it does not vanish at
infinity.
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2 Proof by Convolution

We give a short proof of (1) for the case Y D G, based on the theorem of Dixmier
and Malliavin (see [2]). According to this theorem, every smooth vector in a Fréchet
representation .�;E/ belongs to the Gårding space, that is, it is spanned by vectors
of the form �.f /v, where f 2 C1c .G/ and v 2 E . Let such a vectorL.f /g, where
g 2 Ep D Lp.G/ be given. Then by unimodularity

ŒL.f /g�.y/ D
Z

G

f .x/g.x�1y/ dx D
Z

G

f .yx�1/g.x/ dx: (2)

For simplicity, we assume p D 1. The general case is similar. Let � � G be
compact such that jgj integrates to < � over the complement. Then for y outside of
the compact set suppf ��, we have

yx�1 2 suppf ) x … �;

and hence

jL.f /g.y/j � sup jf j
Z

x…�
jg.x/j dx � sup jf j �:

It follows that L.f /g 2 C0.G/.
Notice that the assumption Y D G is crucial in this proof, since the convolution

identity (2) makes no sense in the general case.

3 Semisimple Symmetric Spaces

Let Y D G=H be a semisimple symmetric space. By this, we mean:

• G is a connected semisimple Lie group with finite center.
• There exists an involutive automorphism � ofG such thatH is an open subgroup
of the group G� D fg 2 G j �.g/ D gg of �-fixed points.

We will verify (1) for this case. In fact, our proof is valid also under the more general
assumption that G=H is a reductive symmetric space of Harish–Chandra’s class,
see [1].

Theorem 3. Let Y D G=H be a semisimple symmetric space, and letEp D Lp.Y /
where 1 � p <1. Then

E1p � C10 .Y /:
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Proof. A little bit of standard terminology is useful. As customary we use the
same symbol for an automorphism of G and its derived automorphism of the Lie
algebra g. Let us write g D hC q for the decomposition in �-eigenspaces according
to eigenvaluesC1 and �1.
Denote by K a maximal compact subgroup of G. We may and shall assume

that K is stable under � . Write � for the Cartan-involution on G with fixed
point group K , and write g D k C p for the eigenspace decomposition for the
corresponding derived involution. We fix a maximal abelian subspace a � p \ q.
The simultaneous eigenspace decomposition of g under ad a leads to a (possibly

reduced) root system † � a�nf0g. Write areg for a with the root hyperplanes
removed, i.e.:

areg D fX 2 a j .8˛ 2 †/ ˛.X/ ¤ 0g:

LetM D ZH\K.a/ andWH D NH\K.a/=M .
Recall the polar decomposition of Y . With y0 D H 2 Y the base point of Y it

asserts that the mapping

� W K=M � a! Y; .kM;X/ 7! k exp.X/ � y0

is differentiable, onto and proper. Furthermore, the element X in the decomposition
is unique up to conjugation byWH , and the induced map

K=M �WH areg ! Y

is a diffeomorphism onto an open and dense subset of Y .
Let us return now to our subject proper, the vanishing at infinity of functions

in E1p . Let us denote functions on Y by lowercase roman letters, and by the
corresponding uppercase letters their pull backs toK=M�a, for exampleF D f ı�.
Then f vanishes at infinity on Y translates into

lim
X!1
X2a

sup
k2K
jF.kM;X/j D 0: (3)

We recall the formula for the pull back by � of the invariant measure dy on Y .
For each ˛ 2 † we denote by g˛ � g the corresponding root space. We note
that g˛ is stable under the involution �� . Define p˛ , resp. q˛, as the dimension
of the ��-eigenspace in g˛ according to eigenvalues C1;�1. Define a function
J on a by

J.X/ D
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

Y

˛2†C
Œcosh ˛.X/�q˛ � Œsinh˛.X/�p˛

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

:
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With d.kM/ the Haar-measure on K=M and dX the Lebesgue-measure on a
one then gets, up to normalization:

��.dy/ D J.X/ d.k;X/ WD J.X/ d.kM/ dX:

We shall use this formula to relate certain Sobolev norms on Y and onK=M �a.
Fix a basis X1; : : : ; Xn for g. For an n-tupel m D .m1; : : : ; mn/ 2 Nn0 , we define
elements Xm 2 U.g/ by

Xm WD Xm1
1 � : : : �Xmn

n :

These elements form a basis for U.g/. We introduce the Lp-Sobolev norms on Y ,

Sm;�.f / WD
X

jmj�m

�

Z

�

jL.Xm/f .y/jp dy
�1=p

where � � Y , and where jmj WD m1 C : : : C mn. Then a function f 2 C1.Y /
belongs to E1p if and only if Sm;Y .f / <1 for all m.
Likewise, for V � a we denote

S�m;V .F / WD
X

jmj�m

�

Z

K�V
jL.Zm/F.kM; X/jp J.X/ d.k;X/

�1=p

:

Here Z refers to members of some fixed bases for k and a, acting from the left on
the two variables, and againm is a multiindex.
Observe that for Z 2 a we have for the action on a,

ŒL.Z/F �.kM;X/ D ŒL.Zk/f �.k exp.X/ � y0/;

whereZk WD Ad.k/.Z/ can be written as a linear combination of the basis elements
in g, with coefficients which are continuous on K . It follows that for every m there
exists a constant Cm > 0 such that for all F D f ı �,

S�m;V .F / � CmSm;�.f /; (4)

where� D �.K=M;V / D K exp.V / � y0.
Let � > 0 and set

a� WD fX 2 a j .8˛ 2 †/ j˛.X/j � �g:

Observe that there exists a constant C� > 0 such that

.8X 2 a�/ J.X/ � C�: (5)
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We come to the main part of the proof. Let f 2 E1p . We shall first establish that

lim
X!1
X2a�

F .eM; X/ D 0: (6)

It follows from the Sobolev lemma, applied in local coordinates, that the
following holds for a sufficiently large integer m (depending only on p and the
dimensions of K=M and a). For each compact symmetric neighborhood V of 0 in
a, there exists a constant C > 0 such that

jF.eM; 0/j

� C
X

jmj�m

�

Z

K=M�V
jŒL.Zm/F �.kM; X/jp d.k;X/

�1=p

(7)

for all F 2 C1.K=M � a/. We choose V such that a� C V � a�=2.
Let ı > 0. Since f 2 Ep, it follows from (4) and the properness of � that there

exists a compact set B � a with complement Bc � a, such that

S�m;Bc .F / � CmSm;�.f / < ı; (8)

where� D K exp.Bc/ � y0.
Let X1 2 a� \ .B C V /c . Then X1CX 2 a�=2 \Bc for X 2 V . Applying (7) to

the function
F1.kM;X/ D F.kM;X1 CX/;

and employing (5) for the set a�=2, we derive

jF.eM;X1/j

� C
X

jmj�m

�

Z

K=M�V
jŒL.Zm/F1�.kM;X/jp d.k;X/

�1=p

� C 0
X

jmj�m

�

Z

K=M�Bc
jŒL.Zm/F �.kM;X/jp J.X/ d.k;X/

�1=p

D C 0S�m;Bc .F / � C 0ı;

from which (6) follows.
In order to conclude the theorem, we need a version of (6) which is uniform for

all functionsL.q/f , for q in a fixed compact subsetQ of G.
Let ı > 0 be given, and as before let B � a be such that (8) holds. By the

properness of �, there exists a compact set B 0 � a such that

QK exp.B/ � y0 � K exp.B 0/ � y0:
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We may assume that B 0 is WH -invariant. Then for each k 2 K , X … B 0 and
q 2 Q we have that

q�1k exp.X/ � y0 … K exp.B/ � y0; (9)

since otherwise we would have

k exp.X/ � y0 2 qK exp.B/ � y0 � K exp.B 0/ � y0
and hence X 2 B 0.
We proceed as before, with B replaced by B 0, and with f , F replaced by fq D

Lqf , Fq D fq ı �. We thus obtain for X1 2 a� \ .B 0 C V /c ,

jFq.eM; X1/j � CS�m;.B0/c .Fq/ � C CmSm;�0.fq/

where�0 D K exp..B 0/c/ � y0.
Observe that for each X in g the derivative L.X/fq can be written as a linear

combination of derivatives of f by basis elements from g, with coefficients which
are uniformly bounded onQ. We conclude that Sm;�0.fq/ is bounded by a constant
times Sm;Q�1�0.f /, with a uniform constant for q 2 Q. By (9) and (8), we conclude
that the latter Sobolev norm is bounded from the above by ı.
We derive the desired uniformity of the limit (6) for q 2 Q,

lim
X!1
X2a�

sup
q2Q
jFq.eM;X/j D 0: (10)

Finally, we choose an appropriate compact set Q. Let C1; : : : ; CN � a be the
closed chambers relative to †. For each chamber Cj , we choose Xj 2 Cj such that
Xj C Cj � a� . It follows that

a D
N
[

jD1
.�Xj C a�/: (11)

Set aj D exp.Xj / 2 A and define

Q WD
N
[

jD1
ajK:

Note that for q D aj k we have

Fq.eM; X/ D F.k�1M;X �Xj /:
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Let ı > 0 be given. It follows from (10) that there exists R > 0 such that
jFq.eM; Y /j < ı for all q 2 Q and all Y 2 a� with jY j � R. For every X 2 a with
jX j � R C maxj jXj j, we have X 2 �Xj C a� for some j and jX C Xj j � R.
Hence for all k 2 K ,

jF.kM;X/j D jFq.eM; X CXj /j < ı;

where q D aj k�1. Thus,
lim
X!1F.kM;X/ D 0;

uniformly over k 2 K , as was to be shown. �

Remark. Let f 2 L2.Y / be aK-finite function which is also finite for the center of
U.g/. Then it follows from [4] that f vanishes at infinity. The present result is more
general, since such a function necessarily belongs to E12 .
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L-Functions of Cusp Forms and Maass Forms

Jay Jorgenson and Jürg Kramer

Abstract In previous articles, an identity relating the canonical metric to the
hyperbolic metric associated with any compact Riemann surface of genus at least
two has been derived and studied. In this article, this identity is extended to any
hyperbolic Riemann surface of finite volume. The method of proof is to study
the identity given in the compact case through degeneration and to understand
the limiting behavior of all quantities involved. In the second part of the paper,
the Rankin–Selberg transform of the noncompact identity is studied, meaning that
both sides of the relation after multiplication by a nonholomorphic, parabolic
Eisenstein series are being integrated over the Riemann surface in question. The
resulting formula yields an asymptotic relation involving the Rankin–Selberg
L-functions of weight two holomorphic cusp forms, of weight zero Maass forms,
and of nonholomorphic weight zero parabolic Eisenstein series.
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10 J. Jorgenson and J. Kramer

1 Introduction

1.1 Background

Beginning with the article [13], we derived and studied a basic identity, stated in
(1) below, coming from the spectral theory of the Laplacian associated with any
compact hyperbolic Riemann surface. In the subsequent papers, this identity was
employed to address a number of problems, including the following: Establishing
precise relations between analytic invariants arising in the Arakelov theory of
algebraic curves and hyperbolic geometry (see [13]), proving the noncompleteness
of a newly defined metric on the moduli space of algebraic curves of a fixed
genus (see [14]), deriving bounds for canonical and hyperbolic Green’s functions
(see [15]), and obtaining bounds for Faltings’s delta function with applications
associated with Arakelov theory (see [16]). In this article, we expand our application
of the results from [13] to analytic number theory. In brief, we first generalize
the identity (1) to general noncompact, finite volume hyperbolic Riemann surfaces
without elliptic fixed points; this relation is stated in equation (2) below. We then
compute the Rankin–Selberg convolution with respect to (2), and show that the
result yields a new relation involving Rankin–SelbergL-functions of cusp forms of
weight two and Maass forms, as well as the scattering matrix of the nonholomorphic
Eisenstein series of weight zero.

1.2 The Basic Identity

Let X denote a compact hyperbolic Riemann surface, necessarily of genus g � 2.
Let ffj g be a basis of the g-dimensional space of cusp forms of weight two, which
we assume to be orthonormal with respect to the Petersson inner product. Then
we set

	can.z/ D 1

g
� i
2

g
X

jD1
jfj .z/j2dz ^ dz

for any point z 2 X . Let
hyp denote the hyperbolic Laplacian acting on the space of
smooth functions on X , and K.t I z;w/ the corresponding heat kernel; set K.t I z/ D
K.t I z; z/. We use 	shyp to denote the .1; 1/-form of the constant negative curvature
metric on X such that X has volume one, and 	hyp to denote the .1; 1/-form of the
metric on X with constant negative curvature equal to �1. With this notation, the
key identity of [13] states

	can.z/ D 	shyp.z/C 1

2g

Z 1

0


hypK.t I z/ dt	hyp.z/ .z 2 X/: (1)
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The first result in this paper is to generalize (1) to general noncompact, finite volume
hyperbolic Riemann surfaces without elliptic fixed points. Specifically, if X is such
a noncompact, finite volume hyperbolic Riemann surface of genus g with p cusps
and no elliptic fixed points, then

	can.z/ D
�

1C p

2g

�

	shyp.z/C 1

2g

Z 1

0


hypK.t I z/ dt 	hyp.z/ .z 2 X/:
(2)

The proof of (2) we present here is to study (1) for a degenerating family of
hyperbolic Riemann surfaces and to use known results for the asymptotic behavior
of the canonical metric form 	can (see [12]), the hyperbolic heat kernel (see [18]),
and small eigenvalues and eigenfunctions of the Laplacian (see [21]).
In [2], the author extends the identity (2) to general finite volume quotients of

the hyperbolic upper half-plane, allowing for the presence of elliptic elements. The
proof does not employ degeneration techniques, as in this paper, but rather follows
the original method of proof given in [13] and [15]. The article [2] is part of the
Ph.D. dissertation completed under the direction of the second named author of the
present article.

1.3 The Rankin–Selberg Convolution

For the remainder of this article, we assume p > 0. Let P denote a cusp of X and
EP;s.z/ the associated nonholomorphic Eisenstein series of weight zero. In essence,
the purpose of this article is to evaluate the Rankin–Selberg convolutionwith respect
to (2), by which we mean to multiply both sides of (2) by EP;s.z/ and to integrate
over all z 2 X .
By means of the uniformization theorem, there is a Fuchsian group of the first

kind � 	 PSL2.R/ such thatX is isometric to �nH. Furthermore, we can choose �
so that the point i1 in the boundary of H projects to the cusp P , which we assume
to have width b. Writing z D x C iy, well-known elementary considerations then
show that the expression

Z

X

EP;s.z/	can.z/

D
Z

X

EP;s.z/

��

1C p

2g

�

	shyp.z/C 1

2g

Z 1

0


hypK.t I z/ dt 	hyp.z/
�

is equivalent to

Z 1

yD0

Z b

xD0
ys	can.z/

D
Z 1

yD0

Z b

xD0
ys
��

1C p

2g

�

	shyp.z/C 1

2g

Z 1

0


hypK.t I z/ dt 	hyp.z/
�

: (3)
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The majority of the computations carried out in this article are related to the
evaluation of (3). To be precise, for technical reasons we consider the integrals in
(3) multiplied by the factor 2gb�1��s�.s/�.2s/, where �.s/ is the �-function and
�.s/ is the Riemann �-function.

1.4 The Main Result

Having posed the problem under consideration, we can now state the main result of
this article after establishing some additional notation.
The cusp forms fj , being invariant under the map z 7! z C b, allow a Fourier

expansion of the form

fj .z/ D
1
X

nD1
aj;ne2�inz=b:

Following notations and conventions in [4], we let

eL.s; fj ˝ f j / D G1.s/ � L.s; fj ˝ f j /; (4)

where

G1.s/ D .2�/�2s�1�.s/�.s C 1/�.2s/;

L.s; fj ˝ f j / D
1
X

nD1

jaj;nj2
.n=b/sC1

:

As shown in [4], the Rankin–SelbergL-functioneL.s; fj ˝ f j / is holomorphic for
s 2 C with Re.s/ > 1, admits a meromorphic continuation to all s 2 C, and is
symmetric under s 7! 1 � s.
Let 'j be a nonholomorphic weight zero form which is an eigenfunction of
hyp

with eigenvalue 
j D sj .1 � sj /, hence sj D 1=2C irj . From [11], we recall the
expansion

'j .z/ D ˛j;0.y/C
X

n¤0
˛j;nWsj .nz=b/;

where

˛j;0.y/ D ˛j;0y1�sj ;

Wsj .w/ D 2
q

cosh.�rj /
p

jIm.w/jKirj .2�jIm.w/j/e2�iRe.w/ .w 2 C/;
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and K�.�/ denotes the classical K-Bessel function. Again, following notations and
conventions in [4], we let

eL.s; 'j ˝ 'j / D Grj .s/ � L.s; 'j ˝ 'j /;

where

Grj .s/ D s.1 � s/��2s�2
� s

2

�

�
� s

2
C irj

�

�
� s

2
� irj

�

�.2s/;

L.s; 'j ˝ 'j / D
X

n¤0

j˛j;nj2
.n=b/s�1

:

As shown in [4], the Rankin–Selberg L-function eL.s; 'j ˝ 'j / is holomorphic for
s 2 C with Re.s/ > 1, admits a meromorphic continuation to all s 2 C, and is
symmetric under s 7! 1 � s. Observe that our completed L-function eL.s; 'j ˝
'j / differs from the L-function defined in [4] because of the appearance of the
multiplicative factor s.1 � s/ in the definition of Grj .s/.
Similarly, one can define completed Rankin–SelbergL-functions associated with

the nonholomorphic Eisenstein series EP;s.z/ for any cusp P onX having a Fourier
expansion of the form

EP;s.z/ D ıP;1ys C �P;1.s/y1�s C
X

n¤0
˛P;s;nWs.nz=b/

with �P;1.s/ denoting the .P;1/-th entry of the scattering matrix.
With all this, the main result of this article is the following theorem. For any

" > 0 and s 2 C with Re.s/ > 1, define the ‚-function

‚".s/ D
X


j >0

cosh.�rj /e�
j "

2
j
eL.s; 'j ˝ 'j /

C 1

8�

X

P cusp

Z 1

�1
cosh.�r/e�.r2C1=4/"

r2 C 1=4
eL.s;EP;1=2Cir ˝ EP;1=2Cir/ dr

and the universal function

F".s/ D �.s/bs�1

2�2

Z 1

0

r sinh.�r/e�.r2C1=4/"

r2 C 1=4 Gr.s/ dr:
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Then the L-function relation involving Rankin–Selberg L-functions of cusp forms
and Maass forms

lim
"!0

�

‚".s/ � F".s/
	

D
g
X

jD1
eL.s; fj ˝ f j / � 4��.s/bs�1G1.s/� ��s

2s

s C 1�.s/�.2s/�1;1
�

s C 1
2

�

(5)

holds true. By taking " > 0 in (5), one has an error term which is o.1/ as "
approaches zero. This error term is explicit and given in terms of integrals involving
the hyperbolic heat kernel.
A natural question to ask is to what extent the relation of L-functions (5) implies

relations between the Fourier coefficients of the holomorphic weight two forms
and the Fourier coefficients of the Maass forms under consideration. In general,
extracting such information from a limiting relationship such as (5) could be very
difficult. However, as stated, our analysis yields an explicit expression for the error
term by rewriting (5) for a fixed " > 0, which allows for additional considerations.
The problem of using (5) to study possible relations among the Fourier coefficients
is currently under investigation.

1.5 General Comments

If X is the Riemann surface associated with a congruence subgroup, then the
series �1;1.s/ can be expressed in terms of Dirichlet L-functions associated with
even characters with conductors dividing the level (see [8] or [10]). With these
computations, one can rewrite (5) further so that one obtains an expression involving
Rankin–Selberg L-functions associated with cusp forms of weight two, Maass
forms, nonholomorphic Eisenstein series, and classical zeta functions. However,
the relation stated in (5) holds for any finite volume hyperbolic Riemann surface
without elliptic fixed points. In order to eliminate the restriction that X has no
elliptic fixed points, one needs to revisit the proof of (2), and possibly (1), in order
to allow for elliptic fixed points. As stated above, this project currently is under
investigation in [2]; however, we choose to focus in this paper on deriving (5) with
the simplifying assumption that X has no elliptic fixed points in order to draw
attention to the presence of an L-function relation coming from the basic identity
(2). We will leave for future work the generalization of (2) to arbitrary finite volume
hyperbolic Riemann surfaces, which may have elliptic fixed points, and derive the
relation analogous to (5).
From Riemannian geometry, theta functions naturally appear as the trace of a

heat kernel, and the small time expansion of the heat kernel has a first-order term
which is somewhat universal and a second-order term which involves integrals of
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a curvature of the Riemannian metric. In this regard, (5) suggests that the sum of
Rankin–SelbergL-functions

g
X

jD1
eL.s; fj ˝ f j /

represents some type of curvature integral relative to the theta function ‚".s/.
Further investigation of this heuristic observation is warranted.

1.6 Outline of the Paper

In Sect. 2, we recall necessary background material and establish additional nota-
tion. In Sect. 3, we prove (2) and further develop the identity (2) using the spectral
expansion of the heat kernel K.t I z;w/. In Sect. 4, we evaluate the integrals in
(3) using the revised analytic expressions of (2), and in Sect. 5, we gather the
computations from Sect. 4 and prove (5).

2 Notations and Preliminaries

2.1 Hyperbolic and Canonical Metrics

Let � be a Fuchsian subgroup of the first kind of PSL2.R/ acting by fractional linear
transformations on the upper half-plane H D fz 2 C j z D x C iy; y > 0g. We let
X be the quotient space �nH and denote by g the genus of X . We assume that �
has no elliptic elements and that X has p � 1 cusps. We identify X locally with its
universal coverH.
In the sequel 	 denotes a (smooth) metric on X , i.e., 	 is a positive .1; 1/-form

on X . In particular, we let 	 D 	hyp denote the hyperbolic metric on X , which is
compatible with the complex structure of X , and has constant negative curvature
equal to �1. Locally, we have

	hyp.z/ D i

2
� dz ^ dz

y2
:

We write volhyp.X/ for the hyperbolic volume of X ; recall that volhyp.X/ is given
by 2�.2g � 2C p/. The scaled hyperbolic metric 	 D 	shyp is simply the rescaled
hyperbolic metric 	hyp=volhyp.X/, which measures the volume of X to be one.
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Let Sk.�/ denote the C-vector space of cusp forms of weight k with respect to
� equipped with the Petersson inner product

hf; gi D i

2

Z

X

f .z/ g.z/ yk
dz ^ dz

y2

�

f; g 2 Sk.�/
	

:

By choosing an orthonormal basis ff1; :::; fgg of S2.�/with respect to the Petersson
inner product, the canonical metric 	 D 	can of X is given by

	can.z/ D 1

g
� i
2

g
X

jD1
jfj .z/j2 dz ^ dz:

We denote the hyperbolic Laplacian on X by 
hyp; locally, we have


hyp D �y2
�

@2

@x2
C @2

@y2

�

: (6)

The discrete spectrum of 
hyp is given by the increasing sequence of eigenvalues

0 D 
0 < 
1 � 
2 � : : :

2.2 Modular Forms, Maass Forms, and Eisenstein Series

Throughout we assume, as before, that the cusp width of the cusp i1 equals b.
In Sect. 1.4, we established the notation for holomorphic cusp forms of weight two
and Maass forms with respect to � , as well as the corresponding Rankin–Selberg
L-functions, so we do not repeat the discussion here.
The eigenfunctions for the continuous spectrum of 
hyp are provided by the

Eisenstein series EP;s0 (associated with each cusp P of X ) with eigenvalue 
 D
s0.1 � s0/, hence s0 D 1=2C ir (r 2 R). They have Fourier expansions of the form

EP;s0.z/ D ˛P;s0 ;0.y/C
X

n¤0
˛P;s0 ;nWs0.nz=b/;

where

˛P;s0 ;0.y/ D ıP;1ys0 C �P;1.s0/y1�s0 ;
Ws0.w/ D 2

p

cosh.�r/
p

jIm.w/jKir.2�jIm.w/j/e2�iRe.w/ .w 2 C/I

here ıP;1 is the Kronecker delta and �P;1.s0/ is the .P;1/-th entry of the
scattering matrix (see [11]). For example, the function �1;1.s0/ is given by a
Dirichlet series of the form
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�1;1.s0/ D
p
�
�.s0 � 1=2/
�.s0/

1
X

nD1

an

	2s
0

n

; (7)

where the quantities an and 	n are explicitly given in [11], p. 60.
For s 2 C, Re.s/ > 1, we define the completed Rankin–Selberg L-function

attached to EP;s0 by

eL.s;EP;s0 ˝EP;s0 / D Gr.s/ � L.s;EP;s0 ˝ EP;s0/; (8)

where

Gr.s/ D s.1 � s/��2s�2
� s

2

�

�
� s

2
C ir

�

�
� s

2
� ir

�

�.2s/;

L.s; EP;s0 ˝ EP;s0 / D
X

n¤0

j˛P;s0 ;nj2
.n=b/s�1

:

2.3 Hyperbolic Heat Kernel and Variants

The hyperbolic heat kernel KH.t I z;w/ (t 2 R>0; z;w 2 H) on H is given by the
formula

KH.t I z;w/ D KH.t I �/ D
p
2e�t=4

.4�t/3=2

Z 1

�

re�r2=.4t/
p

cosh.r/� cosh.�/ dr;

where � D dhyp.z;w/ denotes the hyperbolic distance from z to w. The hyperbolic
heat kernel K.t I z;w/ (t 2 R>0; z;w 2 X ) on X is obtained by averaging over the
elements of � , namely

K.t I z;w/ D
X

�2�
KH

�

t I z; �.w/	:

The heat kernel on X satisfies the equations

�

@

@t
C
hyp;z

�

K.t I z;w/ D 0 .w 2 X/;

lim
t!0

Z

X

K.t I z;w/ f .w/ 	hyp.w/ D f .z/ .z 2 X/

for all C1-functions f on X . As a shorthand, we write K.t I z/ D K.t I z; z/.
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With the notations from Sect. 2.2, we introduce the modified heat kernel function

Kcusp.t I z/ D K.t I z/ �
X

0�
j <1=4
j˛j;0j2y2�2sj e�
j t

� 1

4�

X

P cusp

Z 1

�1
jıP;1y1=2Cir C �P;1.s/y1=2�irj2e�.r2C1=4/tdr: (9)

Denoting by �1 the stabilizer of the cusp 1, we can define the following partial
heat kernel functions

K0.t I z/ D
X

�2�n�1
KH

�

t I z; �.z/	; (10)

K1.t I z/ D
X

�2�1
KH

�

t I z; �.z/	 (11)

giving rise to the decomposition

K.t I z/ D K0.t I z/CK1.t I z/:

3 The Fundamental Identity

In this section, we derive the identity (2) by studying the relation (1) for a
degenerating family of compact hyperbolic Riemann surfaces. The corresponding
statement is proven in Lemma 3.1. In the remainder of the section, we manipulate
the terms in (2) assuming p > 0 in order to obtain an equivalent formulation of the
relation which then will be suited for our computations in the subsequent sections.
Specifically, we first express the heat kernel on the underlying Riemann surface in
terms of its spectral expansion, which involves Maass forms and nonholomorphic
Eisenstein series, and we remove the terms associated with the constant terms in
the Fourier expansions of the Maass forms and the nonholomorphic Eisenstein
series (see Proposition 3.3). We then express the heat kernel as a periodization
over the uniformizing group and remove the contribution from the parabolic
subgroup associated with a single cusp (see Lemma 3.8 as well as the preliminary
computations and remarks). The main result of this section is Theorem 3.9.

Lemma 3.1. With the above notations, we have

	can.z/ D
�

1C p

2g

�

	shyp.z/C 1

2g

Z 1

0


hypK.t I z/ dt 	hyp.z/: (12)
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Proof. The proof of identity (12) in case X is compact, i.e. p D 0, for any
g � 2 is given in [13] as well as the appendix to [16]. We will now prove
(12) by induction on p by considering degenerating sequences of finite volume
hyperbolic Riemann surfaces. More specifically, we assume that (12) holds for
any hyperbolic Riemann surface of genus g withp cusps, and then prove the relation
for hyperbolic Riemann surfaces of any genus with pC1 cusps. Whereas the method
of proof can be viewed as standard perturbation theory, we choose to include all
details in order to determine all constants, specifically the multiplicative factor of
	hyp in (2).
If X has genus g and p C 1 cusps, then, following the methodology of

[12] and [18], one can construct a degenerating family fX`g with the following
properties:

– For ` > 0, each surface X` has genus g C 1 and p cusps,
– the degenerating family has precisely one pinching geodesic of length `

approaching zero,
– the limiting surface X0, which necessarily has two components, is such that X is
isometric to one of the two components.

LetX andX 0 be the two components ofX0 with hyperbolic volumes v D volhyp.X/
and v0 D volhyp.X 0/, respectively; by construction,X 0 has genus one and one cusp.
The hyperbolic volume of X` equals v C v0, and the induction hypothesis for X`
reads (using an obvious change in notation)

2.gC 1/	can;X`.z/ D
�

2.gC 1/C p		shyp;X`.z/

C
Z 1

0


hyp;X`KX`.t I z/ dt 	hyp;X` .z/: (13)

We now determine the limiting value of (13) through degeneration. Throughout, we
will let z 2 X` be any point which limits to a point z 2 X .
From [12], we have that

lim
`!0

�

2.gC 1/	can;X` .z/
	 D 2g	can;X .z/: (14)

From [1], we recall that

lim
`!0

�

	hyp;X`.z/
	 D 	hyp;X .z/;

which leads to

lim
`!0

�

.2.gC 1/C p/	shyp;X` .z/
	 D 2.gC 1/C p

vC v0
	hyp;X .z/: (15)
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Let now 
1;X` denote the smallest nonzero eigenvalue of the hyperbolic Laplacian

hyp;X` on X`, with corresponding eigenfunction '1;X` . From [18], we have that

lim
`!0

�

KX`.t I z/ �
1

vC v0
� '21;X`.z/e�
1;X` t

�

D KX.t I z/ � 1
v

with uniformity of the convergence for all t > 0 (see [18], Lemma 3.2). The proof
given in [18] extends (see Remark 3.2) to show that

lim
`!0


hyp;X`

�

KX`.t I z/ �
1

vC v0
� '21;X`.z/e�
1;X` t

�

D 
hyp;X
�

KX.t I z/ � 1
v

�

;

(16)

with a corresponding uniformity result, which allows us to arrive at the conclusion
that

lim
`!0

 

Z 1

0


hyp;X`KX`.t I z/ dt �

hyp;X`'

2
1;X`

.z/


1;X`

!

D
Z 1

0


hyp;XKX.t I z/ dt:
(17)

By substituting the limit computations (14), (15), and (17) into (13), we are led to

2g	can;X .z/ D
Z 1

0


hyp;XKX.t I z/ dt 	hyp;X .z/

C
 

2.gC 1/C p
vC v0

C lim
`!0

 


hyp;X`'
2
1;X`

.z/


1;X`

!!

	hyp;X .z/;

so we are left to prove that

2.gC 1/C p
vC v0

C lim
`!0

 


hyp;X`'
2
1;X`

.z/


1;X`

!

D 2gC .p C 1/
v

: (18)

The construction of the degenerating family fX`g from [18] begins by con-
structing a degenerating family of compact Riemann surfaces with distinguished
points, after which one obtains a degenerating family of finite volume hyperbolic
Riemann surfaces by employing the uniformization theorem. As a result, there is
an underlying real parameter u, which describes the degenerating family fX`g. An
asymptotic relation between u and ` is established in [21]; for our purposes, it
suffices to use that ` ! 0 as u ! 0, and conversely. With all this, it is proven
in [21] that one has the asymptotic expansion


1;X` D ˛1uCO.u2/ as u! 0 (19)
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for some constant ˛1. In addition, one has from [21] the asymptotic expansions

'1;X`.z/ D c0;X .z/C c1;X .z/uCO.u2/ as u! 0 .z 2 X/; (20)

and

'1;X`.z/ D c0;X 0.z/C c1;X 0.z/uCO.u2/ as u! 0 .z 2 X 0/: (21)

In [18], it is proven that small eigenvalues and small eigenfunctions converge
through degeneration; hence, the functions c0;X and c0;X 0 are constants. More
precisely, since '1;X` is orthogonal to the constant functions onX` and hasL

2-norm
one, we have the relations

c0;XvC c0;X 0v0 D 0 and c20;XvC c20;X 0v0 D 1;

from which we immediately derive

c0;X D ˙
�

v0

v.vC v0/

�1=2

and c0;X 0 D 

�

v

v0.vC v0/

�1=2

: (22)

The uniformity of the convergence of heat kernels through degeneration from [18]
and the convergence of hyperbolicmetrics through degeneration from [1], allow one
to conclude that, since '1;X` is an eigenfunction of 
hyp;X` with eigenvalue 
1;X` ,
the asymptotic expansions (19) and (20) yield the relation (keeping in mind that the
function c0;X is constant)


hyp;X c1;X .z/ D ˛1c0;X : (23)

In the same way, we derive from (20) the asymptotic expansion


hyp;X`'
2
1;X`

.z/ D 
hyp;X c20;X .z/C
hyp;X
�

2c0;X .z/c1;X .z/
	

uCO.u2/
D 2c0;X
hyp;X c1;X .z/uCO.u2/ as u! 0: (24)

Using (19), (22), (23), and (24), we arrive at

lim
`!0

 


hyp;X`'
2
1;X`

.z/


1;X`

!

D lim
u!0

�

2c0;X
hyp;X c1;X .z/uCO.u2/
˛1uCO.u2/

�

D 2c2X;0 D
2v0

v.vC v0/
:

Recalling the formulae

v D 2��2g � 2C .p C 1/	 and v0 D 2�;
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we finally compute

2.gC 1/C p
vC v0

C 2v0

v.vC v0/
D v.v=.2�/C 3/

v.vC v0/
C 2v0

v.vC v0/

D 1

2�

v2 C 3vv0 C 2v02

v.vC v0/
D 1

2�

vC 2v0

v
D 2g C .p C 1/

v
;

which completes the proof of claim (18) and hence the proof of the lemma. ut
Remark 3.2. We describe here how one can extend the arguments from [18] and
references therein to prove formula (16); we continue to use the notation from the
proof of Lemma 3.1. The pointwise convergence

lim
`!0


hyp;X`KX`.t I z/ D 
hyp;XKX.t I z/ (25)

follows immediately from [17], Theorem 1.3 (iii). Using the inverse Laplace
transform, one concludes from (25) the convergence of small eigenvalues and
small eigenfunctions (see, for example, [9] for complete details) to conclude that
(16) holds pointwise for all t > 0. Theorem 1.3 in [17] states further conditions
under which the convergence in (25) is uniform, which immediately implies that
the convergence in (16) holds for fixed z and t lying in any bounded, compact
subset of t > 0, so it remains to prove uniform convergence for t near zero and
near infinity. The uniformity of the convergence near zero is established as part
of the proof of Theorem 1.3 in [17] since the identity term does not contribute to
the realization of the heat kernel through group periodization. What remains is to
prove uniformity of the convergence in (16) as t approaches infinity. For this, the
method of proof of Lemma 3.2 in [18] applies. More specifically, one writes the
function


hyp;X`

�

KX`.t I z/ �
1

vC v0
� '21;X`.z/e�
1;X` t

�

as the Laplace transform of a measure as in [18], p. 649. In this case, the measure
is not bounded, but standard bounds for the sup-norm of L2-eigenfunctions of the
Laplacian imply that the measure is bounded by a positive measure, which suffices
to apply the method of proof of Lemma 3.2 in [18]. With all this, one concludes the
pointwise convergence asserted in (16) and integrable, uniform bounds for all t > 0,
from which (17) follows.

Proposition 3.3. With the above notations, in particular using the form (7) for the
function �1;1.s0/, we have
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	can.z/ D 1

4�g
	hyp.z/C 1

2g

Z 1

0


hypK
cusp.t I z/ dt 	hyp.z/

C 1

g

X

	n<1=y

2an	ny
3

p

1 � .	ny/2
	hyp.z/: (26)

We point out that the sum in (26) vanishes if y � 0.

Proof. The proof is based on formula (12) from Lemma 3.1 and consists in
substituting the integrandK.t I z/ by Kcusp.t I z/. We compute


hypK.t I z/ D 
hypKcusp.t I z/�
X

0�
j <1=4
j˛j;0j2.2� 2sj /.1 � 2sj /y2�2sj e�
j t

� 1

4�

X

P cusp

Z 1

�1
y2

@2

@y2

�

ıP;1y C j�P;1.1=2C ir/j2y

CıP;1�P;1.1=2C ir/y1�2ir C ıP;1�P;1.1=2C ir/y1C2ir
�

e�.r2C1=4/tdr

D 
hypKcusp.t I z/�
X

0�
j <1=4
j˛j;0j2.2� 2sj /.1 � 2sj /y2�2sj e�
j t

� 1

4�i

Z

Re.s/D1=2

�

�1;1.s/.2� 2s/.1 � 2s/y2�2s

C�1;1.1� s/2s.2s � 1/y2s
�

e�s.1�s/tds:

Next, we integrate against t to get

Z 1

0

hypK.t I z/ dt D

Z 1

0

hypK

cusp.t I z/dt

�
X

0�
j<1=4
j˛j;0j2 .2 � 2sj /.1� 2sj /


j
y2�2sj

� 1

4�i

Z

Re.s/D1=2

�

�1;1.s/.2� 2s/.1 � 2s/y2�2s

C �1;1.1 � s/2s.2s � 1/y2s
� ds

s.1� s/

D
Z 1

0

hypK

cusp.t I z/ dt �
X

0�
j <1=4
j˛j;0j2 .2 � 2sj /.1 � 2sj /


j
y2�2sj

� 4

4�i

Z

Re.s/D1=2
�1;1.s/

1� 2s
s

y2�2sds:
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Now we use the residue theorem to evaluate the last integral (be aware of the
orientation).

� 4

4�i

Z

Re.s/D1=2
�1;1.s/

1 � 2s
s

y2�2sds

D �
X

residues sj

.�2/RessDsj .�1;1.s//
1 � 2sj
sj

y2�2sj

C 2
�

� 1

2�i

�

Z

Re.s/Da
�1;1.s/

1 � 2s
s

y2�2sdsI

here a > 1. It is known that the residues of �1;1 occur at s D 1 with residue
1=volhyp.X/ and at s D sj such that 0 < 
j D sj .1 � sj / < 1=4 with residue
j˛j;0j2 (see [20], p. 652). Therefore, we get

� 4

4�i

Z

Re.s/D1=2
�1;1.s/

1 � 2s
s

y2�2sds

D � 2

volhyp.X/
C

X

0<
j <1=4

j˛j;0j2 .2 � 2sj /.1 � 2sj /

j

y2�2sj

C 2

2�i

Z

Re.s/Da
�1;1.s/

2s � 1
s

y2�2sds:

We are left to determine the latter integral. By substituting formula (7) for �1;1
and using the functional equation for the �-function, we first compute

1

2�i

Z

Re.s/Da
�1;1.s/

2s � 1
s

y2�2sds

D
1
X

nD1
2
p
�any

2 � 1

2�i

Z

Re.s/Da
�.s C 1=2/
�.s C 1/

�

1

.	ny/2

�s

ds

D
1
X

nD1
2any

2 � 1

2�i

Z

Re.s/Da
p
�
�.s C 1=2/
�.s C 1/ e

stnds;

where tn D � log
�

.	ny/
2
	

. Recalling formula (10.5) of [19], p. 307, namely

1

2�i

Z

Re.s/Da
p
�
�.s C 1=2/
�.s C 1/ e

stds D

8

ˆ

<

ˆ

:

1p
et � 1; t > 0;

0; t < 0;
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we obtain

1

2�i

Z

Re.s/Da
�1;1.s/

2s � 1
s

y2�2sds D
X

tn>0

2any
2

p
etn � 1 D

X

	n<1=y

2an	ny
3

p

1 � .	ny/2
:

Summing up, we get

Z 1

0


hypK.t I z/ dt D
Z 1

0


hypK
cusp.t I z/ dt � 2

volhyp.X/
C

X

	n<1=y

4an	ny
3

p

1 � .	ny/2
:

The claim now follows by observing that

�

1C p

2g

�

	shyp.z/ � 1

2g
� 2

volhyp.X/
	hyp.z/ D 1

4�g
	hyp.z/:

This completes the proof of the proposition. ut
Remark 3.4. By our definition, the partial heat kernelK1.t I z/ is given by

K1.t I z/ D
1
X

nD�1
KH.t I z; zC nb/:

Recalling the formula for the hyperbolic distance dhyp.z;w/, namely (see [3], p. 130)

cosh
�

dhyp.z;w/
	 D 1C jz � wj2

2Im.z/Im.w/
;

which specializes to

cosh
�

dhyp.z; zC nb/
	 D 1C .nb/2

2y2
;

shows that the function KH.t I z; z C nb/ is independent of x, and hence can be
represented in the form

KH.t I z; zC nb/ D ft
�

bp
2y
n

�

(27)

with ft .w/ D KH.t I cosh�1.1C w2//. Therefore, we can write

K1.t I z/ D
1
X

nD�1
ft

�

bp
2y
n

�

: (28)
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By the general Poisson formula, we then have

1
X

nD�1
ft

�

bp
2y
n

�

D
p
2y

b

1
X

nD�1
bf t

 

2�
p
2y

b
n

!

;

where bf t .v/ denotes the Fourier transform of ft .w/ given by

bf t .v/ D
Z 1

�1
ft .w/e

�iwvdw:

Summarizing we arrive at

K1.t I z/ D
p
2y

b
bf t .0/C 2

p
2y

b

1
X

nD1
bf t

 

2�
p
2y

b
n

!

: (29)

Definition 3.5. With the above notations, we set

Kcusp1 .t I z/ D K1.t I z/ �
p
2y

b
bf t .0/;

K
cusp
0 .t I z/ D Kcusp.t I z/ �Kcusp1 .t I z/:

Lemma 3.6. For the Fourier transform bf t of ft , we have the formula

bf t .v/ D
p
2

�2

Z 1

0

r sinh.�r/e�.r2C1=4/tK2
ir.v=
p
2/ dr:

Proof. Using the explicit formula for the heat kernel on the upper half-plane (see
[5], p. 246), we have

KH.t I z;w/ D 1

2�

Z 1

0

r tanh.�r/e�.r2C1=4/tP�1=2Cir
�

cosh.dhyp.z;w//
	

dr;

from which we get

ft .w/ D 1

2�

Z 1

0

r tanh.�r/e�.r2C1=4/tP�1=2Cir.1C w2/ dr: (30)

Taking into account that ft .w/ is an even function, the Fourier transform bf t of ft
can be written in the form

bf t .v/ D
Z 1

�1
ft .w/e�iwvdw D 2

Z 1

0

ft .w/ cos.wv/ dw:
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By means of formula 7.162 (5) of [7], p. 807, the proof of the lemma can now be
easily completed. ut
Lemma 3.7. The functionKcusp1 .t I z/ decays exponentially as y tends to infinity.

Proof. From Lemma 3.6, we note that the function bf t.v/ decays exponentially
as v tends to infinity. From this, we immediately conclude that Kcusp1 .t I z/ decays
exponentially as y tends to infinity. ut
Lemma 3.8. With the above notations, we have

Z 1

0


hypK1.t I z/ dt D 1

2�

�

2�y=b

sinh.2�y=b/

�2

� 1

2�
: (31)

Proof. First, we recall for z;w 2 H, z ¤ w, the relation

Z 1

0

KH.t I z;w/ dt D � 1

4�
log

 

ˇ

ˇ

ˇ

ˇ

z � w

z � w

ˇ

ˇ

ˇ

ˇ

2
!

:

Substituting w D �.z/, summing over � 2 �1, � ¤ id, and applying 
hyp, then
yields the formula

Z 1

0


hypK1.t I z/ dt D � 1

4�

1
X

nD�1
n¤0


hyp log

 

ˇ

ˇ

ˇ

ˇ

z � .zC nb/
z � .zC nb/

ˇ

ˇ

ˇ

ˇ

2
!

D �2y
2

�

1
X

nD�1
n¤0

.nb/2 � 4y2
..nb/2 C 4y2/2 D �

2y2

�b2

1
X

nD�1
n¤0

n2 � .2y=b/2
.n2 C .2y=b/2/2 :

Applying now formula 1.421 (5) of [7], p. 36, namely

1
X

nD�1

n2 � w2

.n2 C w2/2
D �

�

�

sinh.�w/

�2

;

with w D 2y=b, immediately completes the proof of the lemma. ut
Theorem 3.9. We set

ˆ.y/ D
�

2�y=b

sinh.2�y=b/

�2

:
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With the above notations, we then have the fundamental identity

	can.z/ D 1

2g

Z 1

0


hypK
cusp
0 .t I z/ dt 	hyp.z/C 1

4�g
ˆ.y/	hyp.z/

C 1

g

X

	n<1=y

2an	ny
3

p

1 � .	ny/2
	hyp.z/: (32)

Proof. The proof consists in combining Proposition 3.3 with Lemma 3.8 together
with the observation that


hypK
cusp.t I z/ D 
hyp

�

K
cusp
0 .t I z/CKcusp1 .t I z/	

D 
hyp
�

K
cusp
0 .t I z/CK1.t I z/

	

;

since 
hyp
�

ybf t .0/
	 D 0. ut

4 Preliminary Computations

We will multiply the fundamental identity (32) of Theorem 3.9 with the function

h.s; y/ D 2g

b
��s�.s/�.2s/ys (33)

and integrate the resulting form along x and y. In this section, we first calculate
the integrals involving the form 	can, the function ˆ, and the sum over the 	n’s,
respectively. In the second part of the section, we treat the term involving Kcusp

0

partly; this computation will be completed in the next section.

Lemma 4.1. With the above notations, we have

Z 1

0

Z b

0

h.s; y/	can.z/ D
g
X

jD1
eL
�

s; fj ˝ f j

�

: (34)

Proof. The proof is elementary, so we omit further details. ut
Lemma 4.2. With the above notations, we have

1

4�g

Z 1

0

Z b

0

h.s; y/ˆ.y/	hyp.z/ D 4��.s/bs�1G1.s/: (35)
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Proof. We start with the following observation. By differentiating the relation

1

1� e�2w
D

1
X

nD0
e�2nw

we get

e�2w

.1 � e�2w/2
D

1
X

nD1
ne�2nw;

which gives

1

sinh2.w/
D 4

.ew � e�w/2
D 4e�2w

.1 � e�2w/2
D 4

1
X

nD1
ne�2nw:

We now turn to the proof of the lemma. We compute

1

4�g

Z 1

0

Z b

0

h.s; y/ˆ.y/	hyp.z/ D ��s�.s/�.2s/
2�

Z 1

0

ysˆ.y/
dy

y2

D ��s�.s/�.2s/
2�

� .2�/
2

b2

Z 1

0

ys

sinh2.2�y=b/
dy

D ��s�.s/�.2s/
2�

� .2�/
2

b2

Z 1

0

4ysC1
1
X

nD1
ne�4�ny=b

dy

y

D 23��sC1�.s/�.2s/b�2
1
X

nD1
n

Z 1

0

ysC1e�4�ny=b
dy

y

D 23��sC1�.s/�.2s/b�2�.s C 1/
1
X

nD1

n

.4�n=b/sC1

D 2�2sC1��2s�.s/�.s C 1/�.s/�.2s/bs�1:

The claim now follows using the definition of the function G1.s/. ut
Lemma 4.3. With the above notations, we have

1

g

Z 1

0

Z b

0

h.s; y/
X

	n<1=y

an	ny
p

1 � .	ny/2
dxdy

D ��s s

s C 1�.s/�.2s/�1;1
�

s C 1
2

�

: (36)
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Proof. Using the B-function, we compute

1

g

Z 1

0

Z b

0

h.s; y/
X

	n<1=y

an	ny
p

1� .	ny/2
dxdy

D 2��s�.s/�.2s/
Z 1

0

X

y<1=	n

an	ny
sC1

p

1 � .	ny/2
dy

D 2��s�.s/�.2s/
1
X

nD1

an

	sC1n

Z 1

0

wsC1p
1 � w2

dw

D ��s�.s/�.2s/B
�

s

2
C 1; 1

2

� 1
X

nD1

an

	sC1n

D ��s�.s/�.2s/�.s=2C 1/�.1=2/
�
�

.s C 3/=2	
1
X

nD1

an

	
2 sC12
n

D ��s�.s/�.2s/ s=2 �
�

.s C 1/=2� 1=2	p�
.s C 1/=2 ��.s C 1/=2	

1
X

nD1

an

	
2 sC12
n

D ��s s

s C 1�.s/�.2s/�1;1
�

s C 1
2

�

: ut

Remark 4.4. For " > 0, we can write

1

2g

Z 1

0

Z b

0

Z 1

0

h.s; y/
hypK
cusp
0 .t I z/ dtdx dy

y2

D 1

2g

Z 1

"

Z 1

0

Z b

0

h.s; y/
hypK
cusp
0 .t I z/dx dy

y2
dt C o.1/

as "! 0. Using now the specific form of the hyperbolic Laplacian, we integrate by
parts in each real variable x and y. Since the integrand is invariant under x 7! xCb,
the terms involving derivatives with respect to x will vanish. What remains to be
done is the integration by parts with respect to y. Substituting

K
cusp
0 .t I z/ D Kcusp.t I z/ �Kcusp1 .t I z/;
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we arrive in this way at the formula

1

2g

Z 1

0

Z b

0

Z 1

0

h.s; y/
hypK
cusp
0 .t I z/ dtdx dy

y2

D s.1 � s/
2g

lim
"!0

"

Z 1

"

Z 1

0

Z b

0

h.s; y/Kcusp.t I z/ dx dy
y2
dt

�
Z 1

"

Z 1

0

Z b

0

h.s; y/Kcusp1 .t I z/ dx dy
y2
dt

#

: (37)

We point out that for the right-hand side of formula (37) the individual triple
integrals over h.s; y/Kcusp.t I z/ and h.s; y/Kcusp1 .t I z/ do not exist for " D 0, which
justifies the need to introduce the parameter ". For further discussion of this point,
see also Proposition 5.5 below.

Lemma 4.5. With the above notations, we have

1

2g

Z 1

0

Z b

0

h.s; y/
�j'j .z/j2 � j˛j;0.y/j2

	

dx
dy

y2
D cosh.�rj /

2s.1 � s/
eL
�

s; 'j ˝ 'j
	

:

(38)

Proof. We compute

1

2g

Z 1

0

Z b

0

h.s; y/
�j'j .z/j2 � j˛j;0.y/j2

	

dx
dy

y2

D ��s

b
�.s/�.2s/

Z 1

0

Z b

0

ys�2
�j'j .z/j2 � j˛j;0.y/j2

	

dx dy

D ��s

b
�.s/�.2s/

Z 1

0

Z b

0

ys�2
2

4

X

n;m¤0
˛j;n˛j;mWsj

�nz

b

�

W sj

�mz

b

�

C ˛j;0.y/
X

n¤0
˛j;nWsj

�nz

b

�

C ˛j;0.y/
X

m¤0
˛j;mW sj

�mz

b

�

3

5 dx dy

D ��s�.s/�.2s/
Z 1

0

ys�2
X

n¤0
j˛j;nj2

ˇ

ˇ

ˇ

Wsj

�nz

b

�

ˇ

ˇ

ˇ

2

dy

D ��s�.s/�.2s/ cosh.�rj /
Z 1

0

ys�2
X

n¤0
j˛j;nj2

�

4jnjy
b

�

K2
irj

�

2�jnjy
b

�

dy
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D 4��s�.s/�.2s/ cosh.�rj /
X

n¤0
j˛j;nj2

� jnj
b

�

Z 1

0

ysKirj

�

2�jnjy
b

�

�Kirj

�

2�jnjy
b

�

dy

y
:

With the change of variables

u D 2�jnjy
b

;

we then obtain (see [11], p. 205)

1

2g

Z 1

0

Z b

0

h.s; y/
�j'j .z/j2 � j˛j;0.y/j2

	

dx
dy

y2

D 4��s�.s/�.2s/ cosh.�rj /
X

n¤0
j˛j;nj2

� jnj
b

�

Z 1

0

usKirj .u/

�Kirj .u/

�

2�jnj
b

��s du

u

D 4��s.2�/�s�.s/�.2s/ cosh.�rj /
X

n¤0
j˛j;nj2

� jnj
b

�� jnj
b

��s

�
Z 1

0

usKirj .u/Kirj .u/
du

u

D 4��s.2�/�s�.s/�.2s/ cosh.�rj /
X

n¤0
j˛j;nj2

� jnj
b

�� jnj
b

��s

� 2
s�3

�.s/
�
� s

2

�

�
� s

2

�

�
� s

2
C irj

�

�
� s

2
� irj

�

D 22�sCs�3Grj .s/ cosh.�rj /
s.1 � s/

X

n¤0

j˛j;nj2
.jnj=b/s�1 D

cosh.�rj /

2s.1 � s/
eL.s; 'j ˝ 'j /: ut

Lemma 4.6. With the above notations, we have

1

2g

Z 1

0

Z b

0

h.s; y/
�jEP;1=2Cir.z/j2 � j˛P;1=2Cir;0.y/j2

	

dx
dy

y2

D cosh.�r/

2s.1 � s/
eL.s;EP;1=2Cir ˝ EP;1=2Cir/:

Proof. The proof runs along the same lines as the proof of Lemma 4.5. ut
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Proposition 4.7. With the above notations, we have for any " > 0

s.1 � s/
2g

Z 1

"

Z 1

0

Z b

0

h.s; y/Kcusp.t I z/ dx dy
y2
dt

D
X


j >0

cosh.�rj /e�
j "

2
j
eL.s; 'j ˝ 'j /

C 1

8�

X

P cusp

Z 1

�1
cosh.�r/e�.r2C1=4/"

r2 C 1=4
eL.s;EP;1=2Cir ˝ EP;1=2Cir/ dr: (39)

Proof. Recall that

Kcusp.t I z/ D K.t I z/ �
X

0�
j <1=4
j˛j;0.y/j2e�
j t

� 1

4�

X

P cusp

Z 1

�1
j˛P;1=2Cir;0.y/j2e�.r2C1=4/tdr

D
X


j >0

�j'j .z/j2 � j˛j;0.y/j2
	

e�
j t

C 1

4�

X

P cusp

Z 1

�1
�jEP;1=2Cir.z/j2 � j˛P;1=2Cir;0.y/j2

	

e�.r2C1=4/tdr:

(40)

By multiplying (38) by e�
j t , adding over all positive eigenvalues 
j , and integrat-
ing along t from " to1, we get

1

2g

X


j >0

Z 1

"

Z 1

0

Z b

0

h.s; y/
�j'j .z/j2 � j˛j;0.y/j2

	

e�
j tdx
dy

y2
dt

D
X


j >0

Z 1

"

cosh.�rj /

2s.1 � s/
eL.s; 'j ˝ 'j /e�
j tdt

D 1

s.1 � s/
X


j >0

cosh.�rj /e�
j "

2
j
eL.s; 'j ˝ 'j /: (41)
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Using Lemma 4.6, we analogously find

1

4�

1

2g

X

P cusp

Z 1

�1

Z 1

"

Z 1

0

Z b

0

h.s; y/
�jEP;1=2Cir.z/j2 � j˛P;1=2Cir;0.y/j2

	

� e�.r2C1=4/tdx dy
y2
dtdr

D 1

4�

X

P cusp

Z 1

�1

Z 1

"

cosh.�r/

2s.1 � s/
eL.s;EP;1=2Cir ˝EP;1=2Cir/e�.r

2C1=4/tdtdr

D 1

8�

1

s.1 � s/
X

P cusp

Z 1

�1
cosh.�r/e�.r2C1=4/"

r2 C 1=4
eL.s;EP;1=2Cir ˝ EP;1=2Cir/ dr:

(42)

By combining (41) and (42) with (40), and multiplying by s.1 � s/, we complete
the proof of the proposition. ut

5 The L-Function Relation

As stated before, our computations amount to computing the integral of the identity
in Theorem 3.9 when multiplied by h.s; y/. As stated in Remark 4.4, we write

K
cusp
0 .t I z/ D Kcusp.t I z/ �Kcusp1 .t I z/:

The computations in the previous section allow us to compute the integral involving
the term Kcusp.t I z/. In this section, we begin by computing the integral involving
K
cusp1 .t I z/, after which we complete the proof of our main theorem, which we state

in Theorem 5.4. To conclude this section, we show the necessity of introducing the
parameter " > 0, as stated in Remark 4.4, by computing the asymptotic behavior of
the integral arising from the Kcusp1 .t I z/-term from Theorem 3.9. This computation
is given in Proposition 5.5.

Lemma 5.1. With the above notations, we have

1

2g

Z 1

0

Z b

0

h.s; y/Kcusp1 .t I z/ dx dy
y2

D 23=2.�sC1/��2s�.s/�.s/�.2s/bs�1M.bf t /.s/; (43)
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where M.bf t / is the Mellin transform of the functionbf t defined in Remark 3.4 given
by

M.bf t /.s/ D
Z 1

0

vsbft .v/
dv

v
: (44)

Proof. By Remark 3.4 and Definition 3.5, we have

1

2g

Z 1

0

Z b

0

h.s; y/Kcusp1 .t I z/ dx dy
y2

D 1

2g

Z 1

0

Z b

0

h.s; y/
2
p
2y

b

1
X

nD1
bft

 

2�
p
2y

b
n

!

dx
dy

y2

D 2p2��s�.s/�.2s/b�1
Z 1

0

ys
1
X

nD1
bft

 

2�
p
2y

b
n

!

dy

y

D 2p2��s�.s/�.2s/b�1
1
X

nD1

Z 1

0

ysbft

 

2�
p
2y

b
n

!

dy

y
:

By the change of variables

v D 2�
p
2y

b
n;

we find

1

2g

Z 1

0

Z b

0

h.s; y/Kcusp1 .t I z/ dx dy
y2

D 2p2��s�.s/�.2s/b�1
1
X

nD1

bs

.2�
p
2n/s

Z 1

0

vsbft .v/
dv

v

D 23=2.�sC1/��2s�.s/�.s/�.2s/bs�1M.bf t /.s/;

which completes the proof. ut
Lemma 5.2. The Mellin transform M.bf t/ of the function bf t is given by

M.bf t /.s/

D 23s=2�5=2

�2
�2.s=2/

�.s/

Z 1

0

r sinh.�r/e�.r2C1=4/t�.s=2C ir/�.s=2� ir/ dr:
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Proof. By Lemma 3.6, we have

bf t .v/ D
p
2

�2

Z 1

0

r sinh.�r/e�.r2C1=4/tK2
ir.v=
p
2/ dr:

This gives

M.bf t /.s/ D
Z 1

0

vsbft .v/
dv

v

D
Z 1

0

vs
 p

2

�2

Z 1

0

r sinh.�r/e�.r2C1=4/tK2
ir.v=
p
2/ dr

!

dv

v

D
p
2

�2

Z 1

0

r sinh.�r/e�.r2C1=4/t
�

Z 1

0

vsK2
ir.v=
p
2/
dv

v

�

dr:

From [11], p. 205, we find

Z 1

0

vsK2
ir.v=
p
2/
dv

v
D 23s=2�3�2.s=2/�.s=2C ir/�.s=2� ir/

�.s/
:

Summing up, we get

M.bf t /.s/ D 2
3s=2�5=2

�2
�2.s=2/

�.s/

Z 1

0

r sinh.�r/e�.r
2C1=4/t�.s=2C ir/�.s=2 � ir/ dr;

which is the claimed formula. ut
Proposition 5.3. With the above notations, we have for any " > 0

s.1 � s/
2g

Z 1

"

Z 1

0

Z b

0

h.s; y/Kcusp1 .t I z/ dx dy
y2
dt

D �.s/bs�1

2�2

Z 1

0

r sinh.�r/e�.r2C1=4/"

r2 C 1=4 Gr.s/ dr:

Proof. Using Lemma 5.1, we compute for the inner double integral

1

2g

Z 1

0

Z b

0

h.s; y/Kcusp1 .t I z/ dx dy
y2

D 23=2.�sC1/��2s�.s/�.s/�.2s/bs�1M.bf t /.s/

D 2�1��2��2s�2.s=2/�.s/�.2s/bs�1

�
Z 1

0

r sinh.�r/e�.r2C1=4/t�.s=2C ir/�.s=2� ir/ dr:
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The claim now follows using the definition of the function Gr.s/ and integrating
along t from " to1. ut
Theorem 5.4. With the above notations, we define for any " > 0 and s 2 C with
Re.s/ > 1, the ‚-function

‚".s/ D
X


j>0

cosh.�rj /e�
j "

2
j
eL.s; 'j ˝ 'j /

C 1

8�

X

P cusp

Z 1

�1
cosh.�r/e�.r2C1=4/"

r2 C 1=4
eL.s;EP;1=2Cir ˝ EP;1=2Cir/ dr

and the universal function

F".s/ D �.s/bs�1

2�2

Z 1

0

r sinh.�r/e�.r2C1=4/"

r2 C 1=4 Gr.s/ dr: (45)

Then we have the relation

lim
"!0

�

‚".s/� F".s/
	

D
g
X

jD1
eL.s; fj ˝ f j / � 4��.s/bs�1G1.s/� ��s

2s

s C 1�.s/�.2s/�1;1
�

s C 1
2

�

:

Proof. The proof follows immediately from Lemma 4.1, Lemma 4.2, and
Lemma 4.3, as well as Proposition 4.7 and Proposition 5.3 in conjunction with
Remark 4.4. ut
Proposition 5.5. With the above notations, we have the following asymptotics for
the universal function (45) for s 2 R, s > 1,

lim
"!0

�

"
s�1
2 F".s/

�

D �.s/bs�1

4�

Gi=2.s/

�.s=2C 1=2/:

Proof. Substituting v D p"r , we get

F".s/ D �.s/bs�1

2�2
e�"=4

Z 1

0

v sinh.�v=
p
"/e�v2

v2 C "=4 Gv=
p
".s/ dv:

Now, recall the formula

lim
"!0

�

e
� �vp

" sinh

�

�vp
"

��

D 1

2
; (46)



38 J. Jorgenson and J. Kramer

and, using Stirling’s formula, the asymptotics

lim
jyj!1

�

j�.x C iy/je �jyj2 jyj 12�x
�

D p2� (47)

for fixed x 2 R (see formula (6) of [6], p. 47). Writing

sinh

�

�vp
"

�

ˇ

ˇ

ˇ

ˇ

�

�

s

2
C i vp

"

�

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

�

�

s

2
� i vp

"

�

ˇ

ˇ

ˇ

ˇ

�

vp
"

�1�s

D e� �vp
" sinh

�

�vp
"

�

ˇ

ˇ

ˇ

ˇ

�

�

s

2
C i vp

"

�

ˇ

ˇ

ˇ

ˇ

e
�v
2
p
"

�

vp
"

�

1�s
2
ˇ

ˇ

ˇ

ˇ

�

�

s

2
� i vp

"

�

ˇ

ˇ

ˇ

ˇ

� e �v
2
p
"

�

vp
"

�

1�s
2

;

we obtain, using (46) and (47),

lim
"!0

�

"
s�1
2 sinh

�

�vp
"

�

ˇ

ˇ

ˇ

ˇ

�

�

s

2
C i vp

"

�

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

�

�

s

2
� i vp

"

�

ˇ

ˇ

ˇ

ˇ

�

D �vs�1: (48)

We have

Gv=
p
".s/ D H.s/�

�

s

2
C i vp

"

�

�

�

s

2
� i vp

"

�

D H.s/
ˇ

ˇ

ˇ

ˇ

�

�

s

2
C i vp

"

�

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

�

�

s

2
� i vp

"

�

ˇ

ˇ

ˇ

ˇ

with

H.s/ D s.1 � s/��2s�2
� s

2

�

�.2s/:

From (48), we then find

lim
"!0

�

"
s�1
2 sinh

�

�vp
"

�

Gv=
p
".s/

�

D �vs�1H.s/;

from which we derive

lim
"!0

�

"
s�1
2 F".s/

�

D �.s/bs�1

2�2
lim
"!0

 

"
s�1
2 e�"=4

Z 1

0

v sinh.�v=
p
"/e�v2

v2 C "=4 Gv=
p
".s/dv

!

D �.s/bs�1

2�2

Z 1

0

lim
"!0

�

"
s�1
2 sinh

�

�vp
"

�

Gv=
p
".s/

�

e�v2 dv

v

D H.s/�.s/bs�1

2�

Z 1

0

e�v2vs�1
dv

v
:



A Relation Involving Rankin–Selberg L-Functions of Cusp Forms and Maass Forms 39

Using the substitution w D v2, the remaining integral simplifies to

Z 1

0

e�v2vs�1
dv

v
D 1

2

Z 1

0

e�ww
s�1
2
dw

w
D 1

2
�

�

s

2
� 1
2

�

:

Summing up, we get

lim
"!0

�

"
s�1
2 F".s/

�

D �.s/bs�1

4�

Gi=2.s/

�.s=2C 1=2/;

which is the claimed formula. ut
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Orthogonal Period of a GL3.Z/ Eisenstein Series

Gautam Chinta and Omer Offen

Abstract We provide an explicit formula for the period integral of the unramified
Eisenstein series on GL3.AQ/ over the orthogonal subgroup associated with the
identity matrix. The formula expresses the period integral as a finite sum of products
of double Dirichlet series that are Fourier coefficients of Eisenstein series on the
metaplectic double cover of GL3.

Keywords Eisenstein series • Metaplectic group • Multiple Dirichlet series

Mathematics Subject Classification (2010): 11F30, 11F37,11M36

1 Introduction

Let F be a number field, G a connected reductive group defined over F; and H a
reductive F -subgroup of G: The period integral PH .�/ of a cuspidal automorphic
form on G.AF / is defined by the absolutely convergent integral (cf. [AGR93,
Proposition 1])

PH .�/ D
Z

.H.F /n.H.AF /\G.AF /1/
�.h/ dh;
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where G.AF /1 is the intersection of ker j�.�/jAF for all rational characters � of G:
For more general automorphic forms, the period integral PH.�/ fails to converge
but in many cases it is known how to regularize it [LR03]. Case study indicates that
the value PH.�/; when not zero, carries interesting arithmetic information.
Roughly speaking, in cases of local multiplicity one, i.e. when at every place v of

F the space ofHv-invariant linear forms of an irreducible representation ofGv is one
dimensional, the period integral PH on an irreducible automorphic representation
� D ˝v�v factorizes as a tensor product PH D ˝vPv of Hv-invariant linear forms
on �v: This indicates a relation between PH.�/ and automorphic L-functions. For
example, the setting were H D GLn over F; E=F is a quadratic extension and
G is the restriction of scalars from E to F of GLn over E; is an example where
local multiplicity one holds. In this case, the nonvanishing of the period PH .�/

of a cusp form depicts the existence of a pole at s D 1 of the associated Asai L-
function (cf. [Fli88, Sect. 1, Theorem]) and the (regularized) periodPH.E.'; 
// of
an Eisenstein series is related to special values of the Asai L-function (cf. [JLR99,
Theorems 23 and 36]).
Remarkably, the period integral PH is sometimes factorizable even though local

multiplicity one fails. Consider now the case where G is defined as in the previous
example, but H is the quasi split unitary group with respect to E=F: For cuspidal
representations, nonvanishing of PH characterizes the image of quadratic base
change from G0 D GLn over F to G (cf. [Jac05] and [Jac10]). Furthermore,
although for “most” irreducible representations of Gv; the space of Hv-invariant
linear forms has dimension 2n�1; on a cuspidal representation the period PH is
factorizable (cf. [Jac01]). This factorization is best understood through the relative
trace formula (RTF) of Jacquet. Roughly speaking, the RTF is a distribution on
G.AF / with a spectral expansion ranging over the H -distinguished spectrum, i.e.
the part of the automorphic spectrum of G.AF /, where PH is nonvanishing. In the
case at hand the RTF for .G;H/ is compared with the Kuznetsov trace formula for
G0 D GLn over F: If � is a cuspidal representation of G.AF / and it is the base
change of � 0; a cuspidal representation of G0.AF /; then the contribution of � to
the RTF is compared with the contribution of � 0 to the Kuznetsov trace formula.
The multiplicity one of Whittaker functionals for G0 allows the factorization of
the contribution of � 0; hence that of the contribution of � and finally of PH

on � . The value PH.�/ (or rather its absolute value squared) for a cusp form is
related to special values of Rankin–Selberg L-functions (cf. [LO07]). Essential to
the factorization of PH in this case is the fact that (up to a quadratic twist) � 0
base-changing to � is unique. In some sense, the local factors � 0v of � 0 pick a one-
dimensional subspace of Hv-invariant linear forms on �v and with the appropriate
normalization, these give the local factors of PH : For � an Eisenstein automorphic
representation in the image of base change � 0 is no longer unique (but the base-
change fiber is finite). This is the reason that the (regularized) period PH.E.'; 
//

of an Eisenstein series can be expressed as a finite sum of factorizable linear forms.
In effect, this was carried out using a stabilization process (stabilizing the open
double cosets inPnG=H over the algebraic closure of F where the Eisenstein series
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is induced from the parabolic subgroup P ) for Eisenstein series induced from the
Borel subgroup (cf. [LR00] for n D 3 and [Off07] for general n) and is work in
progress for more general Eisenstein series.
Consider now the case where G D GLn over F and H is an orthogonal

subgroup. Using his RTF formalism and evidence from the n D 2 case, Jacquet
suggests that in this setting the role of G0 is played by the metaplectic double cover
of G [Jac91]. For this G0 local multiplicity one of Whittaker functionals fails. This
leads us to expect that the period integral PH .�/ of a cusp form is not factorizable.
In the last paragraph of [Jac91], Jacquet remarks that it is natural to conjecture that
the period is related to Whittaker–Fourier coefficients of a form on G0 related to �
under the metaplectic correspondence [FK86]. Nevertheless, to date, the arithmetic
interpretation of the period at hand is a mystery. Even precise conjectures are yet to
be made.
This brings us, finally, to the subject matter of this note. Often, studying the

period integral of an Eisenstein series is more approachable than that of a cusp form
and yet may help to predict expectations for the cuspidal case (this was the case for
G D GL2 andH an anisotropic torus, where the classical formula of Maass for the
period of an Eisenstein series in terms of the zeta function of an imaginary quadratic
field significantly predates the analogous formula of Waldspurger for the absolute
value squared of the period of a cusp form, cf. [Wal80,Wal81]). In this work, we
provide a very explicit formula for the period integral PH .E.'; 
// in the special
case that n D 3; H is the orthogonal group associated with the identity matrix
and E.'; 
/ is the unramified Eisenstein series induced from the Borel subgroup.
The formula we obtain expresses the period integral as a finite sum of products of
certain double Dirichlet series. This formula, given in Theorem 6.1, is our main
result. The double Dirichlet series that appear are related to the Fourier coefficients
of Eisenstein series on G0.AF / (cf. [BBFH07]). This fits perfectly into Jacquet’s
formalism and it is our hope that the formula in this very special case can shed a light
on the arithmetic information carried by orthogonal periods in the general context.
We conclude this introduction with a description of the computation of Maass

alluded to above. Let E.z; s/ be the real analytic Eisenstein series on SL2.Z/:
A classical result of Maass relates a weighted sum of E.z; s/ over CM points of
discriminant d < 0 with the � function of the imaginary extension Q.

p
d/: This

can be reinterpreted as relating an orthogonal period of the Eisenstein series with
a Fourier coefficient of a half-intgeral weight automorphic form. Indeed, the �
function of Q.

p
d/ shows up in the Fourier expansion of a half-integral weight

Eisenstein series.
Let z D x C iy with x; y 2 R; y > 0 be an element of the complex upper

halfplane. Let �1 be the subgroup of SL2.Z/ consisting of matrices of the form
�˙1 �
0 ˙1

	

: The weight zero real analytic Eisenstein series for SL2.Z/ is defined by
the absolutely convergent series

E.z; s/ D
X

�D.� �c d /2�1nSL2.Z/
Im.�z/s (1.1)
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for s 2 C with Re.s/ > 1 and by analytic continuation for s 2 C; s ¤ 1: Similarly,
the Eisenstein series of weight 1

2
for �0.4/ is defined by

QE.z; s/ D
X

�D.� �c d /2.�1\�0.4//n�0.4/
��1d

� c

d

� Im.�z/sp
czC d ; (1.2)

where

�d D



1 if d � 1 .mod 4/
i if d � 3 .mod 4/:

The Fourier expansion of the half integral weight Eisenstein series was first
computed by Maass [Maa38]. To describe the expansion, first define

Km.s; y/ D
Z 1

�1
e2� imx

.x2 C y2/s.x C iy/1=2 dx:

Then

QE.z; s/ D ys C c0.s/ys �.4s � 1/
�.4s/

C
X

m¤0
bm.s/Km.s; y/e2� imx; (1.3)

where, for m squarefree,

bm.s/ D cm.s/L.2s; �m/
�.4sC 1/ : (1.4)

In the above equations, cm.s/ is a quotient of Dirichlet polynomials in 2�s and
�m is the real primitive character corresponding to the extension Q.

p
m/=Q. See

Propositions 1.3 and 1.4 of Goldfeld–Hoffstein [GH85] for precise formulas.
On the other hand, quadratic Dirichlet L-functions also arise as sums of the

nonmetaplectic Eisenstein series over CM points. Let z D x C iy in the upper half
plane be an element of an imaginary quadratic fieldK of discriminant dK: Let A be
the ideal class in the ring of integers of K corresponding to ZC zZ: Let q.m; n/ be
the binary quadratic form

q.m; n/ D
pjdK j
2 Im.z/

N.mzC n/ D
pjdK j
2 Imz

jmzC nj2

and �q the Epstein zeta function

�q.s/ D
X

m;n2Z
.m;n/¤.0;0/

1

q.m; n/s
: (1.5)
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Then

�K.s; A
�1/ D 1

wK
�q.s/; (1.6)

where wK is the number of roots of unity in K: These zeta functions can be
expressed in terms of the nonmetaplectic Eisenstein series:

�K.s; A
�1/ D 1

wK
�q.s/ D 21Cs

wK jdK js=2 �.2s/E.z; s/ (1.7)

By virtue of the bijective correspondences between ideal classes in the ring of
integers of K , binary quadratic forms and CM points in the upper halfplane, we
arrive at the identity

�K.s/ D 1

wK

X

q

�q.s/ D 21Cs

wK jdK js=2 �.2s/
X

z

E.z; s/; (1.8)

where the sum in the middle is over equivalence classes of integral binary quadratic
forms of discriminant dK and the rightmost sum is over SL2.Z/ inequivalent CM
points of discriminant dK . Writing the zeta function ofK as �K.s/ D �.s/L.s; �dK /
gives the relation between the Fourier coefficients bdK .s/ of metaplectic Eisenstein
series (see (1.4)) and sums of nonmetaplectic Eisenstein series over CM points.
The sum over CM points is actually a finite sum of orthogonal periods. In this
setting, an orthogonal period of an SL2.Z/ invariant function on the upper halfplane
is a sum over a subset of CM points corresponding to a fixed genus class of
binary quadratic forms. Therefore, the precise relation between an orthogonal
period of the nonmetaplectic Eisenstein series and Fourier coefficients of the
metaplectic Eisenstein series is slightly more complicated. See Sect. 4 (in particular
Proposition 4.1) for an expression for the orthogonal period in terms of a finite sum
of quadratic Dirichlet L-functions.

2 Adelic Versus Classical Periods

Let G D GLn over Q and let X D fg 2 G W t g D gg be the algebraic subset of
symmetric matrices. LetK D QvKv be the standard maximal compact subgroup of
G.AQ/, where the product is over all places v of Q; Kp D G.Zp/ for every prime
number p and K1 D O.n/ D fg 2 G.R/ W g tg D Ing:

2.1 The Genus Class

For x; y 2 X.Q/, we say that x and y are in the same class and write x 
 y if
there exists g 2 G.Z/ such that y D g x tg and we say that x and y are in the same
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genus class and write x � y if for every place v of Q there exists g 2 Kv such that
y D g x tg: Of course classes refine genus classes. If x 2 X.Q/ is positive definite,
it is well known that there are finitely many classes in the genus class of x:

2.2 An Anisotropic Orthogonal Period as a Sum Over
the Genus

Fix once and for all x 2 X.Q/ positive definite and let

H D fg 2 G W g x tg D xg

be the orthogonal group associated with x: Thus, H is anisotropic and the
orthogonal period integral

PH .�/ D
Z

H.Q/nH.AQ/

�.h/ dh

is well defined and absolutely convergent for any say continuous function � on
H.Q/nH.AQ/:

Note that the imbedding of G.R/ in G.AQ/ in the “real coordinate” defines
a bijection G.Z/nG.R/=K1 ' G.Q/nG.AQ/=K: Furthermore, the map g 7!
g tg defines a bijection from G.R/=K1 to the space XC.R/ of positive definite
symmetric matrices in X.R/: The resulting bijection

G.Q/nG.AQ/=K ' G.Z/nXC.R/ (2.1)

allows us to view any function �.g/ onG.Q/nG.AQ/=K as a function (still denoted
by) �.x/ on G.Z/nXC.R/:
By [Bor63, Proposition 2.3], there is a natural bijection between the double coset

space H.Q/nH.AQ/=.H.AQ/ \ K/ and the set fy 2 XQ W y � xg= 
 of classes
in the genus class of x: Let g1 2 G.R/ be such that x D g1 t g1 and let g0 2
G.AQ/ have g1 in the infinite place and the identity matrix at all finite places. As in
[CO07, Lemma 2.1], it can be deduced that for any function � on G.Q/nG.AQ/=K

we have

Z

H.Q/nH.AQ/

�.h g0/ dh

D vol.H.AQ/ \ g0Kg�10 /
X

fy2XQWy�xg=	

�.y/

#fg 2 G.Z/ W g y tg D yg (2.2)
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where � on the left- and right-hand sides correspond via (2.1). In short, the
anisotropic orthogonal period associated with x of an automorphic form � equals a
finite weighted sum of point evaluations of � over classes in the genus class of x.

2.3 The Unramified Adelic Eisenstein Series as a Classical One

Let B D AU be the Borel subgroup of upper triangular matrices in G; where A
is the subgroup of diagonal matrices and U is the subgroup of upper triangular
unipotent matrices. For 
 D .
1; : : : ; 
n/ 2 Cn, let

'
.diag.a1; : : : ; an/ u k/ D
n
Y

iD1
jai j
iC

nC1
2 �i

for diag.a1; : : : ; an/ 2 A.AQ/; u 2 U.AQ/ and k 2 K: The unramified Eisenstein
series E.g; 
/ induced from B is defined by the meromorphic continuation of the
series

E.g; 
/ D
X

�2B.Q/nG.Q/
'
.� g/:

Note that E.g; 
/ is a function on G.Q/nG.AQ/=K: With the identification (2.1),
for x 2 XC.R/ we have

E.x; 
/ D detx 1
2 .
1C n�1

2 /
X

�2B.Z/nG.Z/

n�1
Y

iD1
dn�i .ı x t ı/

1
2 .
iC1�
i�1/; (2.3)

where di .x/ denotes the determinant of the lower right i � i block of x:
Assume now that n D 3: Arguing along the same lines as in [CO07, Sect. 4.2]

we may write (2.3) as

E.x; 
1; 
2; 
3/ D 1

4
�.
2 � 
3 C 1/�1 �.
1 � 
2 C 1/�1 .det x/


2
2

�
X

0¤v;w2Z3
v?w

Qx;1.v/
1
2 .
3�
2�1/ Qx;2.w/

1
2 .
2�
1�1/; (2.4)

whereQx;1 (resp.Qx;2) is the quadratic form on V D R3 defined on the row vector
v 2 V by v 7! vxvt (resp. v 7! vx�1vt ). The genus class of the identity matrix
x D I3 consists of a unique class. Let Q D QI3;1 D QI3;2: Combining (2.2) and
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(2.4) we see that when x D I3 there exists a normalization of the Haar measure on
H.AQ/ such that as a meromorphic function in 
 D .
1; 
2; 
3/ 2 C3 we have

Z

H.Q/nH.AQ/

E.h; 
/ dh D 4 E.I3; 
/

D �.
2 � 
3 C 1/�1 �.
1 � 
2 C 1/�1
X

0¤v;w2Z3
v?w

Q.v/
1
2 .
3�
2�1/ Q.w/

1
2 .
2�
1�1/:

(2.5)

Introduce the new variables s2 D .
2 � 
3 C 1/=2; s1 D .
1 � 
2 C 1/=2 and
write the right hand side of (2.5) as

E.I3I s1; s2/ WD �.2s1/�1�.2s2/�1
X

0¤v;w2Z3
v?w

Q.v/�s2Q.w/�s1 : (2.6)

The rest of this work is devoted to the explicit computation of (2.6), which is given
in Theorem 6.1.

3 The Double Dirichlet Series

We define the double Dirichlet series which arise in our evaluation of the GL3.Z/
Eisenstein series at the identity. Let  1; 2 be two quadratic characters unramified
away from 2. Then the double Dirichlet series Z.s1; s2I 1; 2/ is roughly of
the form

X

d

L.s1; �d /

d s2
: (3.1)

More precisely,

Z.s1; s2I 1; 2/ D
X

d1;d2>0
odd

�d 02 .
Od1/

d
s1
1 d

s2
2

a.d1; d2/ 1.d1/ 2.d2/; (3.2)

where

• d 02 D .�1/.d2�1/=2d2 and �d 02 is the Kronecker symbol associated with the
squarefree part of d 02.

• Od1 is the part of d1 relatively prime to the squarefree part of d2.
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• The coefficients a.d1; d2/ are multiplicative in both entries and are defined on
prime powers by

a.pk; pl / D
(

min.pk=2; pl=2/ if min.k; l/ is even,

0 otherwise.
(3.3)

It can be shown that the functions Z.s1; s2I 1; 2/ appear in the Whittaker
expansion of the metaplectic Eisenstein series on the double cover of GL3.R/; see
e.g [BBFH07]. As such these functions have an analytic continuation to s1; s2 2 C

and satisfy a group of 6 functional equations.
We conclude this section by relating the heuristic definition (3.1) to the precise

definition (3.2).

Theorem 3.1. Let  1; 2 be quadratic characters ramified only at 2. Then

Z.s;wI 1; 2/ D �2.2w/�2.2s C 2w � 1/
X

d2>0; odd
sqfree

L2.s; �d 02 1/

L2.s C 2w; �d 02 1/

 2.d2/

dw
2

;

where L2.s; �/ denotes the Dirichlet L-function with the Euler factor at 2
removed.

Proof. See [CFH05]. ut

4 Genus Theory for Binary Quadratic Forms

Our description of the genus characters follows the presentation in Sect. 3 of Bosma
and Stevenhagen, [BS96]. Let D be a negative discriminant. Write D D df 2

where d is a fundamental discriminant. We will assume f is odd. Let Cl.D/ be the
group of SL2.Z/ equivalence classes of primitive integral binary quadratic forms of
discriminantD. We will denote the quadratic form q.x; y/ D ax2 C bxyC cy2 by
Œa; b; c�:We call e a prime discriminant if e D �4; 8;�8 or p0 D .�1/.p�1/=2p for
an odd prime. Note that e is a fundamental discriminant. Write D D D1D2 where
D1 is an even fundamental discriminant and D2 is an odd discriminant. Let D0 be
D1 times the product of the prime discriminants dividingD2.
For each odd prime p dividingD we define a character �.p/ on Cl.D/ by

�.p/.Œa; b; c�/ D
8

<

:

�p0 .a/ if .p; a/ D 1
�p0 .c/ if .p; c/ D 1.

(4.1)

The primitivity of Œa; b; c� ensures that at least one of these two conditions will be
satisfied. These characters generate a group X .D/, called the group of genus class
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characters of Cl.D/: The order of X .D/ is 2!.D/�1, where !.D/ is the number of
distinct prime divisors of D: For each squarefree odd number e1 dividing D we
define the genus class character

�e01;e
0
2
D
Y

pje1
�.p/;

where e01e02 D D0: Then as e1 ranges over the squarefree positive odd divisors ofD,
�e01;e02 will range over all the genus character exactly once (i D is even) or twice (if
D is odd).
Two forms q1 and q2 are in the same genus if and only if �.q1/ D �.q2/ for all

� 2 X .D/: As in Sect. 2, we denote this by q1 � q2:
Using the identification between primitive integral binary quadratic forms of

discriminantD and invertible ideal classes in the orderOD D ZŒ.DCpD/=2�;we
may define the genus characters on the groupP ic.OD/: This allows us to associate
with a genus class character � the L-function

LOD.s; �/ D
X

a

�.a/

N.a/s
;

where the sum is over all invertible ideals of OD: In terms of the Epstein zeta
function, we have

LOD.s; �/ D
1

#O�D
X

q2Cl.D/
�.q/�q.s/: (4.2)

Using the group of charactersX .D/, we may isolate individual genus classes on the
right-hand side of (4.2).

Proposition 4.1. Let q0 be a fixed form in Cl.D/: Then

X

q�q0
�q.s/ D #O�D

2!.D/�1
X

�2X .D/
�.q0/LOD.s; �/:

Finally, the following proposition shows how to write an L-function associated
with a genus class character in terms of ordinary Dirichlet L-functions.

Proposition 4.2. Let e1; e2 be fundamental discriminants and let D D e1e2f
2:

Then

LOD .s; �e1;e2 / D L.s; �e1 /L.s; �e2 /
Y

pk jjf
Pk.p�s; �e1 .p/; �e2 .p//;
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where Pk.p�s ; �e1 .p/; �e2 .p// is a Dirichlet polynomial defined by the generating
series

F.u; X I˛; ˇ/ D
X

k
0
Pk.u; ˛; ˇ/Xk D .1 � ˛uX/.1 � ˇuX/

.1 � X/.1 � pu2X/
: (4.3)

Proof. See Remark 3 of Kaneko, [Kan05]. Actually, Kaneko considers only zeta
functions of orders, not genus character L-functions as in the proposition, but the
ideas are similar. ut

5 The Gauss Map

Let V D Q3 equipped with the quadratic form Q, Q.x; y; z/ D x2 C y2 C z2:
We also let Q denote the associated bilinear form on V � V: Let L D Z3 and let
LŒn� be the set of vectors in L such that Q.v/ D n: Let L0 be the set of primitive
integral vectors and let L0Œn� D L0 \ LŒn�: Let

D D
8

<

:

�4n if n � 1 or 2 .mod 4/
�n if n � 3 .mod 4/:

(5.1)

(The case n � 0 .mod 4/ will not occur in our computations below.)
We have a map from L0Œn� to equivalence classes of primitive binary quadratic

forms of discriminantD defined as follows. Let v 2 L0Œn�: LetW be the orthogonal
complement of v (with respect toQ) and letM be a maximalQ-integral sublattice
in W: Explicitly, we take M D L \ W if n � 0; 1 mod 4 and M D 1

2
L \ W

if n � 3 mod 4: Let u;w be an integral basis for M: The restriction of Q to the
two-dimensional subspace W is a binary quadratic form, which we’ll denote by q:
With respect to an integral basis u;w ofM , the Gram matrix of this restriction is

 

Q.u; u/ Q.u; v/

Q.u; v/ Q.v; v/

!

: (5.2)

We call the map G W L0Œn� ! Cl.D/ defined by G.v/ D Qjv? the Gauss map.
We now describe the image of this map more explicitly for fixed n:
We begin with three observations.

1. By the Hasse–Minkowski principle, if q 2 Cl.D/ is in the image of G, then every
form in the genus of q is also in the image.

2. If q1 � q2 are two forms in the image of G, then by Siegel’s mass formula, the
fiber over both forms has the same cardinality.

3. If q1 and q2 are two forms in the image, then q1 and q2 are in the same genus.
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These three facts follow because the ternary quadratic form Q is the only form in
its genus. We refer the reader to Theorems 1 and 2 of the survey paper of Shimura
[Shi06] for further details. More explicitly, we have the following theorem.

Theorem 5.1. Let n be a positive integer which is not divisible by 4, D as in (5.1)
above and let q 2 Cl.D/ be a form in the image of G: For any genus character �e1;e2
of Cl.D/ with e1 odd, we have

�e1;e2 .q/ D
8

<

:

��8.je1j/ if n � 3 .mod 4/
��4.je1j/ if n � 1; 2 .mod 4/:

Moreover,

#G�1.fqg/ D 24 � 2!.n/
#O�D

D
8

<

:

48=#O�D � 2!.D/�1 if n � 3 .mod 4/
24=#O�D � 2!.D/�1 if n � 1; 2 .mod 4/:

This theorem was first proven by Gauss [Gau86]. We again refer the reader to
[Shi06] for a more modern presentation.

6 Proof of the Main Theorem

We will evaluate the minimal parabolic GL3.Z/ Eisenstein series at the identity
matrix. We recall

�.2s1/�.2s2/E.I; s1; s2/ D
X

0¤v2L
0¤w2L\v?

Q.v/�s2Q.w/�s1 : (6.1)

Our goal is the following theorem.

Theorem 6.1. The Eisenstein series E.I; s1; s2/ can be expressed as a linear com-
bination of products of the double Dirichlet series Z. 1;  2/ WD Z.s1; s2I 1; 2/,
where  1; 2 range over the characters ramified only at 2. Explicitly,

�2.2s1/�2.2s2/�2.2s1 C 2s2 � 1/E.I3; s1; s2/=12
D Z.1; ��4/Z.��4; 1/CZ.1; 1/Z.��4; ��4/
C 2�s1Z.1; ��8/Z.��4; 1/C 2�s1Z.1; ��8/Z.��4; ��4/
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C 2�s2Z.1; ��4/Z.��8; 1/C 2�s2Z.1; ��4/Z.�8; 1/
C 2�s2Z.1; 1/Z.��8; ��4/� 2�s2Z.1; 1/Z.�8; ��4/
C 2�s1�s2Z.1; ��8/Z.��8; 1/C 2�s1�s2Z.1; ��8/Z.�8; 1/
C 2�s1�s2Z.1; �8/Z.��8; ��4/� 2�s1�s2Z.1; �8/Z.�8; ��4/
C 2�s2Z.1; 1/Z.1; ��8/ � 2�s2Z.1; ��4/Z.1; �8/: (6.2)

In particular, according to (2.5) and (2.6), this expresses the orthogonal period
PH.E.�; 
// in terms of the double Dirichlet series Z. 1;  2/:

Proof. Begin by breaking up the sum in (6.1) into congruence classes of Q.v/
mod 4. Because multiplication by 2 gives a bijection between L.n/ and L.4n/,
we have

X

0¤v2L
Q.v/�0mod 4
0¤w2L\v?

Q.v/�s2Q.w/�s1 D 4�s2�.2s1/�.2s2/E.I; s1; s2/: (6.3)

Therefore,

.1 � 4�s2 /�.2s1/�.2s2/E.I; s1; s2/ D
X

0¤v2L
Q.v/ 6�0mod 4

w2L\v?

Q.v/�s2Q.w/�s1

D �2.2s2/
X

v02L0
w2L\v?0

Q.v0/
�s2Q.w/�s1 :

The second line follows after writing v 2 L as cv0 with v0 2 L0 and c an odd
positive integer. Note that we have dropped the condition Q.v/ 6� 0mod 4 as it
becomes redundant for v0 2 L0: Thus,

�.2s1/E.I; s1; s2/

D

0

B

B

@

X

v2L0
Q.v/�1mod 4

C
X

v2L0
Q.v/�2mod 4

C
X

v2L0
Q.v/�3mod 4

1

C

C

A

Q.v/�s2Q.w/�s1 (6.4)



54 G. Chinta and O. Offen

is equal to S1 C S2 C S3; say. We treat each of these 3 sums separately. Begin
with S1:

S1 D
X

n>0
n�1mod 4

1

ns2

0

@

X

v2L0Œn�
�G.v/.s1/

1

A

D
X

n>0
n�1mod 4

1

ns2

0

@

24 � 2!.n/
#O��4n

X

q	q0;n
�q.s1/

1

A ;

where q0;n is a form in Cl.�4n/ satisfying �e01;e02 .q0;n/ D ��4.e1/ for all squarefree
odd divisors e1 of n: This follows from Theorem 5.1. Since !.n/ D !.�4n/ � 1;
Proposition 4.1 now implies that

S1 D 24
X

n>0
n�1mod 4

1

ns2

0

B

B

@

X

e1jn
sqfree

��4.e1/LO�4n.s1; �e01;e02 /:

1

C

C

A

(6.5)

As in Sect. 4, e02 is chosen to be the fundamental discriminant such that e01e02 is equal
to the product of the prime discriminants dividing �4n: Reintroduce the integers
n � 3 mod 4 in (6.5):

S1=12 D
X

n>0
n�1mod 4

1C ��4.n/
ns2

0

B

B

@

X

e1jn
sqfree

��4.e1/LO�4n.s1; �e01;e02 /

1

C

C

A

D
X

n>0
odd

1

ns2

0

B

B

@

X

e1jn
sqfree

��4.e1/LO�4n .s1; �e01;e02 /

1

C

C

A

C
X

n>0
odd

��4.n/
ns2

0

B

B

@

X

e1jn
sqfree

��4.e1/LO�4n .s1; �e01;e02 /

1

C

C

A

: (6.6)

Now write n D e1e2f
2 with e1; e2; f odd and reverse the order of summation in

both sums in (6.6). For  D 1 or ��4,
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X

n>0
odd

 .n/

ns2

0

B

B

@

X

e1jn
sqfree

��4.e1/LO�4n.s1; �e01;e02 /

1

C

C

A

D
X

e1;e2>0
odd;sqfree

 .e1e2/��4.e1/
.e1e2/s2

X

f >0;odd

 

LO�4e1e2f 2 .s1; �e01;�4e02 /
f 2s2

!

: (6.7)

By virtue of Proposition 4.2, the inner sum in (6.7) is an Euler product, which may
be explicitly evaluated as

X

f >0;odd

LO�4e1e2f 2 .s1; �e01;�4e02 /
f 2s2

D L.s1; �e01 /L.s1; ��4e02 /
Y

p¤2

1
X

kD0

Pk.p�s1 ; �e01 .p/; ��4e02 .p//
p�2kw

D L.s1; �e01 /L.s1; ��4e02 /
�2.2s2/�2.2s1 C 2s2 � 1/

L2.s1 C 2s2; �e01 /L2.s1 C 2s2; ��4e02 /
: (6.8)

Thus, (6.6) becomes

�2.2s2/�2.2s1 C 2s2 � 1/

�
X

 D1;��4

0

B

@

X

e1>0
odd

 ��4.e1/
e
s2
1

L.s1; �e01 /

L2.s1 C 2s2; �e01 /

1

C

A

0

B

@

X

e2>0
odd

 .e2/

e
s2
2

L.s1; ��4e02 /
L2.s1 C 2s2; ��4e02 /

1

C

A

:

(6.9)

Comparing with Theorem 3.1, the second term in parentheses above is just

Z.s1; s2I��4;  /
�2.2s2/�2.2s1 C 2s2 � 1/ : (6.10)

To write the first in terms of the double Dirichlet series of Sect. 3.1, we remove the
Euler factor at 2 from the L function, which appear in the numerator:

L.s1; �e01 / D L2.s1; �e01 /
�

1C �e01 .2/

2s1

��

1 � 1

4s1

��1
:
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Now �e01 .2/ D �8.e/, so the first term in parentheses in (6.9) is

.1 � 1
4s1
/�1

�2.2s2/�2.2s1 C 2s2 � 1/ ŒZ.s1; s2I 1;  ��4/C 2
�s1Z.s1; s2I 1;  ��8/� : (6.11)

Putting (6.10),(6.11) into (6.9) completes our evaluation of S1.
The evaluations of S2 and S3 are similar and will be omitted. We merely list the

results below.

Proposition 6.2. Abbreviate Z.s1; s2I 1; 2/ by Z. 1;  2/: Let

S�i D
Si

12
.1 � 4�s1 /�2.2s2/�2.2s1 C 2s2 � 1/

for i D 1; 2; 3:We have

S�1 D Z.1; ��4/Z.��4; 1/CZ.1; 1/Z.��4; ��4/
C 2�s1Z.1; ��8/Z.��4; 1/C 2�s1Z.1; ��8/Z.��4; ��4/

2s2S�2 D Z.1; ��4/Z.��8; 1/CZ.1; ��4/Z.�8; 1/
CZ.1; 1/Z.��8; ��4/ �Z.1; 1/Z.�8; ��4/
C 2�s1Z.1; ��8/Z.��8; 1/C 2�s1Z.1; ��8/Z.�8; 1/
C 2�s1Z.1; �8/Z.��8; ��4/� 2�s1Z.1; �8/Z.�8; ��4/

2s2S�3 D Z.1; 1/Z.1; ��8/ �Z.1; ��4/Z.1; �8/

Adding up S1 C S2 C S3 completes the proof of the theorem ut

7 Concluding Remarks

7.1 A Two-Variable Converse Theorem

Hamburger’s converse theorem states that a Dirichlet series satisfying the same
functional equation as the Riemann zeta function must be a constant multiple of
the Riemann zeta function, [Ham21]. It is natural to ask for a two-variable analogue
of this result. We formulate such an analogue here.

Conjecture 7.1. Let D.s;w/ D P

m;n
0
a.m;n/

msnw be a double Dirichlet series in two
complex variables, which is absolutely convergent for Re.s/;Re.w/ > 1: Define

D�.s;w/ D G.s;w/D.s;w/;
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where

G.s;w/ D �.2s/�.2w/�.2sC 2w� 1/�.s/�.w/�
�

s C w � 1
2

�

:

Suppose that:

1. D�.s;w/ has a meromorphic continuation to .s;w/ 2 C2:Moreover,

.s � 1/.w� 1/
�

s C w � 1
2

�

D�.s;w/

is entire, and for each fixed s, is bounded in each strip a < Re.w/ < b of fixed
width.

2. D�.s;w/ is invariant under .s;w/ 7! �

1 � s; s C w � 1
2

	

and .s;w/ 7!
�

s C w � 1
2
; 1 � w

	

3. D.s;w/ satisfies the limits

lim
s!1D.s;w/ D 24

�.s/

�.2s/
L.s; ��4/ and lim

w!1D.s;w/ D 24
�.w/

�.2w/
L.w; ��4/

ThenD.s;w/ D E.I3; s;w/:
This conjecture would provide an alternate proof of our main result Theorem 6.1,

since, with a little work, one can directly show that the double Dirichlet series on the
right-hand side of (6.2) satisfies the same conditions as theD.s;w/ of the conjecture
after multiplying by 12 and clearing the zeta factors. This would have the following
arithmetic consequence. Whereas we proved the main identity using Gauss’s result
(Theorem 5.1) on the image of G, a independent proof of the main identity will give
a result almost as strong as Theorem 5.1. In particular, the conjecture would give a
new proof of Gauss’s result on the number of representations of an integer as a sum
of 3 squares.

7.2 Siegel Modular Forms and Double Dirichlet Series

Let r.m; n/ be the number of pairs of vectors v;w 2 Z3 such that Q.v/ D n;

Q.w/ D m and v is orthogonal to w: Comparing with (6.1), we see that the double
Dirichlet series

D.s;w/ D
X

n;m
1

r.m; n/

msnw
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is equal to �.2s/�.2w/E.I; s;w/: From the theory of Eisenstein series, we know that
D.s;w/ has a meromorphic continuation to C2 and satisfies a group of 6 functional
equations. On the other hand, r.m; n/ are the diagonal Fourier coefficients of a
Siegel modular theta series � of genus 2. Thus, D.s;w/ can be obtained as an
integral transform of �: It is natural to ask if the analytic properties of D.s;w/
can be obtained from the automorphic properties of �: If so, then presumably one
can construct a double Dirichlet series with analytic continuation and functional
equations by taking the same integral transform of any genus 2 Siegel modular form.
We believe this warrants further investigation.
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In more detail, suppose G is a complex connected reductive algebraic group
and let � denote an involutive automorphism of G. Write K for the fixed points
of � , and P for a variety of parabolic subalgebras of a fixed type in g, the Lie
algebra of G. Then K acts with finitely many orbits on P , and these orbits may be
parameterized in a number of ways (e.g. [M,RS,BH]), each of which may be viewed
as a generalization of the classical Bruhat decomposition. (This latter decomposition
arises if G D G1 �G1, � interchanges the two factors, and P is taken to be the full
flag variety of (pairs of) Borel subalgebras.) We give our parameterization of KnP
in Corollary 2.14 and then turn to applications and examples in later sections.
As mentioned above, one of the applications we have in mind concerns the

connection with nilpotent coadjoint orbits for K . To each orbit Q D K � p of
parabolic subalgebras in P , we obtain such a coadjoint orbit as follows. Let k denote
the Lie algebra ofK , and consider

K � �.g=p/� \ .g=k/��D K � .g=.pC k//� � g�I (1.1)

here and elsewhere we implicitly invoke the inclusion of .g=p/� and .g=k/� into
g� and take the intersection there. Suppose for simplicity K is connected. Then the
space in (1.1) is irreducible. It also consists of nilpotent elements and isK invariant.
Since the number of nilpotent K orbits on .g=k/� is finite [KR], the space must
contain a unique dense K orbit, call it ˆP.Q/. (It is easy to adapt this argument to
yield the same conclusion if K is disconnected.) Thus, we obtain a natural map

ˆ D ˆP W KnP �! KnN �
P ; (1.2)

whereN �
P denotes the cone of nilpotent elements in

�

G � .g=p/�� \ .g=k/�: (1.3)

In fact, the map ˆP is the starting point of our parameterization of KnP in Sect. 2.
For orientation, in the setting of the Bruhat decomposition mentioned above, the
map may be interpretation as taking Weyl group elements to nilpotent coadjoint
orbits. (Concretely, it amounts to taking an element w to the dense orbit in the G1
saturation of the intersection of the nilradicals of two Borel subalgebras in relative
position w.)
Just as the Bruhat order on a Weyl group is easier to understand than the

classification and closure order on nilpotent orbits, the set ofK orbits on P in some
sense behaves more nicely than the set of K orbits on N �

P . The former (and the
closure order on it) can be described uniformly, for instance [RS]. This is not the
case for KnN �

P , where any (known) classification involves at least some case-by-
case analysis. So a natural question becomes: can one translate the uniform features
of K orbits on P to the setting of K orbits on N �

P using ˆP? This is the viewpoint
we adopt in Sect. 2. In particular, one may ask the following: given a K orbitOK in
N �

P , do these exist a canonical elementQ of KnP such that ˆP .Q/ D OK? If so,



Regular Orbits of Symmetric Subgroups on Partial Flag Varieties 63

we would be able to embed the set of K orbits on N �
P into (the more uniformly

behaved) set of K orbits on P . One might optimistically hope to understand a
parameterization of KnN �

P (and understand its closure order) in this way.
The simplest way to produce affirmative answer to this last question is whether

the fiber of ˆP over OK consists of a single element Q. So it is desirable to have
a formula for the cardinality of the fiber. Using ideas of Rossmann and Borho-
MacPherson, we give such a formula in Proposition 2.10 in terms of certain Springer
representations. The question of whether the fiber consists of a single element then
becomes a multiplicity one question about certain Weyl group representations. We
then turn to two natural questions:

(1) Can one find a natural class of orbitsOK for which the fiberˆ�1P .OK/ is indeed
a singleton?

(2) If so, can one give an effective algorithm to determine the fiber? (This is clearly
important if one really wants to use these ideas to try to classify K orbits on
N �

P uniformly.)

We give affirmative answers to these questions in Proposition 3.7 and Remark 3.10
respectively. The class ofK orbits we find are thoseOK such thatO D G �OK is an
even complex orbit; then ˆ�1P .OK/ consists of a single element if P is taken to be
the partial flag variety such that T �P is a resolution of singularities of the closure
of O. (The correspondingK orbits on P are the regular orbits of the title.) Perhaps
surprisingly the algorithm answering (2) relies on the Kazhdan–Lusztig–Vogan
algorithm [V1] for computing the intersection homology groups (with coefficients)
of K orbit closures on the full flag variety.
The setting of Sect. 3 may appear too restrictive to be of much practical value. But

in Sect. 4 we recall that it is exactly the geometric setting of the Adams–Barbasch–
Vogan definition of Arthur packets. More precisely, since the ground field is C,
� arises as the complexification of a Cartan involution for a real form GR of G.
We show that the algorithm of Remark 3.10 gives an effective means to compute
a distinguished constituent of each Arthur packet of integral special unipotent
representations for GR. According to the Arthur conjectures, these representations
should be unitary. This is a striking prediction (which is still open in general), since
the constructions leading to their definition have nothing to do with unitarity.
Section 4 is highly technical unfortunately, but we have included it in the hope

that it is perhaps more accessible than [ABV, Chap. 27] (upon which it is of course
based). We have also included it for another reason, which is easy to understand
from the current context. If it were possible to give affirmative answers to questions
(1) and (2) above to a wider class of orbits than we consider in Sect. 3, then the
ideas of Sect. 4 translate those answers into new conclusions about special unipotent
representations of real reductive groups. In recent joint work with Barbasch, one of
us (PT) has made progress in this direction. The precise formulation of these results
involves a rather different set of ideas, and the details [BT] appear elsewhere.
Finally, in Sect. 5, we consider a number of examples illustrating some subtleties

of the parameterization of Sect. 2.
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2 Parametrizing KnP

The main result of this section is Corollary 2.14, which gives a parameterization
of the K orbits on P . As Propositions 2.10 and 2.15 show, the parameterization is
closely related to Springer’s Weyl group representations.
We begin with a discussion of the set KnB of K orbits on B, the full flag variety

of Borel subalgebras in our fixed complex reductive Lie algebra g. Basic references
for this material are [M] or [RS]. The setKnB is partially ordered by the inclusion of
orbit closures. It is generated by closure relations in codimension one. We will need
to distinguish two kinds of such relations. To do so, we fix a base-point bı 2 B and
a Cartan hı in bı. We write bı D hı˚nı for the corresponding Levi decomposition,
and let
C D 
C.hı; nı/ denote the roots of hı in nı. For a simple root ˛2 
C, let
P˛ denote the set of parabolic subalgebras of type ˛, and write �˛ for the projection
B! P˛.
Fix K orbitsQ andQ0 on B. IfK is connected, thenQ is irreducible, and hence

so is ��1˛ .�˛.Q//. Thus, ��1˛ .�˛.Q// contains a unique denseK orbit. In general,
K need not be connected and Q need not be irreducible. But it is easy to see that
the similar reasoning applies to conclude ��1˛ .�˛.Q// always contains a dense K

orbit. We writeQ
˛! Q0 if

dim.Q0/ D dim.Q/C 1

and

Q0 is dense in ��1˛ .�˛.Q//:

This implies thatQ is codimension one in the closure ofQ0. The relationsQ < Q0

forQ
˛! Q0 do not generate the full closure order, however. Instead, we must also

consider a kind of saturation condition. More precisely, whenever a codimension
one subdiagram of the form

(2.1)

is encountered, we complete it to

(2.2)
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New edges added in this way are dashed in the diagrams below. Note that this
operation must be applied recursively, and thus some of the edges in the original
diagram (2.1) may be dashed as the recursion unfolds. Following the terminology
of [RS, 5.1], we call the partially ordered set determined by the solid edges the weak
closure order.
Now fix a variety of parabolic subalgebras P of an arbitrary fixed type and write

�P for the projection from B to P . For definiteness fix pı 2 P containing bı, and
write pı D lı˚uı for the Levi decomposition such that hı � lı. ThenKnP may be
parameterized from a knowledge of the weak closure onKnB as follows. Consider
the relationQ 
P Q0 if �P .Q/ D �P .Q0/; this is generated by the relationsQ 

Q0 if Q ˛! Q0 for ˛ simple in 
.hı; lı/. Equivalence classes in KnB clearly are
in bijection with KnP . (See also the parameterization of [BH, Sect. 1], especially
Proposition 4.) Fix an equivalence class C and fix a representative Q 2 C . The
same reasoning that shows that ��1˛ .�˛.Q// contains a unique dense K orbit also
shows that

��1P .�P.Q//

contains a unique dense K orbit QC 2 KnB. In other words, QC is the unique
largest dimensional orbit among the elements in C . In fact, QC is characterized
among the elements of C by the condition

dim��1˛ .�˛.QC// D dim.QC / (2.3)

for all ˛ simple in 
.hı; lı/. It follows that the full closure order on KnP is
simply the restriction of the full closure order onKnB to the subset of all maximal-
dimensional representatives of the form QC . By restricting only the weak closure
order, we may speak of the weak closure order on KnP .
We next place the map ˆP of (1.2) in a more natural context. Consider the

cotangent bundle T �P � P � g�. It consists of pairs .p; �/ with

� 2 T �p P ' .g=p/�: (2.4)

The moment map 	P from T �P to g� maps a point .p; �/ in T �P simply to �.
Consider now the conormal variety forK orbits on P ,

T �KP D
[

Q2KnP
T �QP ;

where T �QP denotes the conormal bundle to the K orbit Q. (In the special case
G D G1 � G1 and P D B mentioned in the introduction, the conormal variety is
the usual Steinberg variety of triples). In general, we may identify

T �QP D f.p; �/ j p 2 Q; � 2 .g=.kC p//�g; (2.5)
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and hence the image of T �KP under 	P is simplyN �
P . Moreover, the image of T

�
QP

under 	P is nothing but the space in (1.1). Hence, ˆP .Q/ is simply the unique
dense K orbit in the moment map image of T �QP .
Here, are some elementary properties of ˆP .

Proposition 2.6. 1. Fix Q 2 KnP and suppose Q0 2 KnB is dense in ��1P .Q/.
Then

ˆB.Q0/ D ˆP .Q/:

2. The map ˆP is order reversing from the weak closure order in KnP to the
closure order on KnN �

P ; that is, if Q < Q0 in the weak closure order on KnP ,
then

ˆP.Q/ � ˆP.Q0/:

Proof. Part (1) is clear from the definitions. Part (2) reduces to the assertion for

Q
˛! Q0. In that case, it amounts to a rank one calculation where it is obvious. ut

Example 2.7. Proposition 2.6(2) fails for the full closure order on KnP . The first
example which exhibits this failure is GR D Sp.4;R/ and P D B. Let ˛ denote
the short simple root in 
C and ˇ the long one. The closure order for KnB is as
in the diagram in (2.8). Orbits on the same row of the diagram below all have the
same dimension. (The bottom row consists of orbits of dimension one, the next row
consists of orbits of dimension two, and so on.) Dashed lines represent relations in
the full closure order, which are not in the weak order.

(2.8)

Adopt the parameterization of KnN � given in [CM, Theorem 9.3.5] in terms
of signed tableau. Let .i1/

j1
�1 .i2/

j2
�2 � � � denote the tableau with jk rows of length

ik beginning with sign �k for each k. Then the closure order on KnN � is
given by



Regular Orbits of Symmetric Subgroups on Partial Flag Varieties 67

(2.9)

Then ˆB mapsQ to 12C12�; R˙ to 21˙11C11�; S and S 0 to 21C21�; T˙ and T 0̇ to 22˙;
and U˙ to 41˙. Note that ˆB reverses all closure relations except the two dashed
edges indicating T˙ � S .
We are now in a position to determine the size of the fiber ˆ�1P .OK/ for OK 2

KnN �
P . For � 2 OK , let AK.�/ (resp. AG.�/) denote the component group of the

centralizer in K (resp. G) of �. Obviously, there is a natural map

AK.�/! AG.�/;

which we often invoke implicitly. Write Sp.�/ for the Springer representation of
W � AG.�/ on the top homology of the Springer fiber over � (normalized so that
� D 0 gives the sign representations ofW ). Let

Sp.�/AK D HomAK.�/ .Sp.�/; 11/ :

Proposition 2.10. Fix � 2 OK . Then

#ˆ�1P .OK/ D dimHomW.P/
�

sgn;Sp.�/AK
	

D dimHomW .indWW.P/.sgn/;Sp.�/AK /:

Proof. The second equality follows by Frobenius reciprocity. For the first, set

SP D fQ 2 KnB j Q is dense in ��1P .�P .Q//g:

According to the discussion around (2.3) and Proposition 2.6(1), �P implements a
bijection

SP \ˆ�1B .OK/! ˆ�1P .OK/:
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We will count the left-hand side if K is connected. If K is disconnected, there are a
few subtleties (none of which are very serious), which are best treated later.
Consider the top integral Borel–Moore homology of the conormal variety T �KP .

Since we have assumed K is connected, the closures of the individual conormal
bundles exhaust the irreducible components of T �KP , and their classes form a basis
of the homology,

H1top
�

T �KP ;Z
	 D

M

Q2KnP
ŒT �QP �:

If P D B, Rossmann [R] (extending earlier work of Kazhdan–Lusztig [KL])
described a construction giving an action of the Weyl group W on this homology
space. The action is graded in the following sense that ifQ 2 ˆ�1B .OK/, then

w � ŒT �QB�

is a linear combination of conormal bundles to orbits in fibersˆ�1B .O0K/ withO0K �
OK . Hence, if we set

ˆ�1B .OK;�/ D
[

O0K�OK

ˆ�1B .O0K/

and

ˆ�1B .OK;</ D
[

O0K¨OK

ˆ�1B .O0K/;

then

M.OK/ WD
M

Q2ˆ�1B .OK;�/
ŒT �QB�




M

Q2ˆ�1B .OK;</

ŒT �QB�

is a W module with basis indexed by ˆ�1B .OK/. Rossmann’s construction shows
that

M.OK/ ' Sp.�/AK ;

where � 2 OK as above. This proves the proposition for P D B. For the general
case, we must identify SP in terms of the Weyl group action. It follows from
Rossmann’s constructions that

s˛ � ŒT �QB� D �ŒT �QB�

if and only if

dim��1˛ .�˛.Q// D dim.Q/:
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Thus, (2.3) implies that SP \ ˆ�1B .OK/ indexes exactly the basis elements of
M.OK/ which transform by the sign representation of the Weyl group of type P .
The proposition thus follows in the case of K connected. (A complete proof in the
disconnected case is discussed after Proposition 2.15.) ut
The above proof is extrinsic in the sense that it is deduced from a statement about

the P D B case. We may argue more intrinsically (without reference to B) using
results of Borho–MacPherson [BM] as follows.
Fix � 2 N �

P and consider 	
�1
P .�/. In terms of the identification around (2.4),

	�1P .�/ D f.p; �/ j � 2 .g=p/�g:

(Borho–MacPherson write P0
� for 	

�1
P .�/ and call it a Spaltenstein variety.) Clearly

AG.�/, and hence AK.�/, act on the set of irreducible components Irr.	�1P .�//. Fix
C 2 Irr.	�1P .�//, and considerZ.C/ WD K � C � T �P . Since � 2 N �

P � N .g=k/�,
it follows from (2.5) that Z.C/ is in fact contained in the conormal variety

Z.C/ � T �KP ;

which is of course pure-dimensional of dimension dim.P/. Hence,

dim.Z.C // � dim.P/:

But clearly

dim.Z.C // D dim.K � �/C dim.C /;
and thus

dim.C / � dim.P/� dim.K � �/: (2.11)

Write Irrmax.	�1P .�// for those irreducible components whose dimensions actually
achieve the upper bound. (This set could be empty, for instance, as we shall see in
Example 3.3 below when P D Pˇ and � is a representative of a minimal nilpotent
orbit. Note, however, that it is a general theorem of Spaltenstein’s that if P D B, the
full flag variety, then Irrmax.	�1B .�// D Irr.	�1B .�//.)
Proposition 2.12. Fix � 2 N �

P , set OK D K � �, assume ˆ�1P .OK/ is nonempty,
and fix Q 2 ˆ�1P .OK/. Then

C.Q/ WD T �QP \ 	�1P .�/

is the union of elements in an AK.�/ orbit on Irrmax.	�1P .�//. The assignmentQ 7!
C.Q/ gives a bijection

ˆ�1P .OK/ �! AK.�/nIrrmax.	�1P .�//: (2.13)
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Proof. Fix C 2 Irrmax.	�1P .�//. Then dim.Z.C // D dim.P/ by definition. Notice
that Z.C/ is nearly irreducible (and it is if K is connected). In general, the
component group of K (which is finite by hypothesis) acts transitively on the
irreducible components of Z.C/. But from the definition of T �KP , the closure
of each conormal bundle T �QP consists of a subset of irreducible components of
T �KP on which the component group of K acts transitively. Since dim.Z.C // D
dim.T �KP/, it follows that there is someQ such that

Z.C/ D T �QP I

moreover,Q must be an element of ˆ�1P .OK/. Clearly Z.C/ D Z.C 0/ if and only
if C and C 0 are in the same AK.�/ orbit. The assignment C 7! Q gives a bijection
AK.�/nIrrmax.	�1P .�// ! ˆ�1P .OK/ which, by construction, is the inverse of the
map in (2.13). This completes the proof. ut
Corollary 2.14. Let �1; : : : ; �k be representatives of the K orbits on N �

P . Then the
map

Q �!
�

ˆP.Q/; T �QP \ 	�1P .�i /
�

for i the unique index such that K � �i dense in ˆP .Q/ implements a bijection

KnP �!
a

i

AK.�i /nIrrmax.	�1P .�i //:

Thus everything reduces to understanding the irreducible components of 	�1P .�/
of maximal possible dimension. For this we need some nontrivial results of Borho–
MacPherson. [BM, Theorem 3.3] shows that the fundamental classes of the elements
of Irrmax.	�1P .�// index a basis of HomW.P/.sgn;Sp.�//. Actually, to be precise,
their condition for C to belong to Irrmax.	�1P .�// is that

dim.C / D dim.P/� 1
2
dim.G � �/:

To square with (2.11), we need to invoke the result of Kostant–Rallis [KR] thatK ��
is Lagrangian in G � �. In any case, because AG.�/ acts on Sp.�/ and commutes
with the W action, AG.�/ also acts on HomW.P/.sgn;Sp.�//, and [BM, Theorem
3.3] shows that this action is compatible with the action of AG.�/ on Irr.	�1P .�//.
In particular, this implies the following result.

Proposition 2.15. Fix � 2 N �
P . Then the number ofAK.�/ orbits on Irrmax.	�1P .�//

equals the dimension of

HomW.P/
�

sgn;Sp.�/AK
	

:

Combining Propositions 2.12 and 2.15, we obtain an alternate proof of Proposition
2.10, which makes no assumption on the connectedness of K .
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Remark 2.16. The P D B case of Corollary 2.14 is due to Springer (unpublished).
In this case, W.B/ is trivial, and thus ˆ�1B .OK/ has order equal to the W -
representation Sp.�/AK .

It is of interest to compute the bijection of Corollary 2.14 as explicitly as possible.
For instance, if GR D GL.n;C/ and P D B consists of pairs of flags, the left-hand
side of the bijection in Corollary 2.14 consists of elements of the symmetric group
Sn. On the right-hand side, all A-groups are trivial, and the irreducible components
in question amount to pairs of irreducible components of the usual Springer fiber.
Such pairs are parameterized by same-shape pairs of standard Young tableaux.
Steinberg [St] showed that the bijection of the corollary amounts to the classical
Robinson–Schensted correspondence.
A few other classical cases have been worked out explicitly [vL,Mc1, T1, T3].

But general statements are lacking. For instance, givenQ andQ0, there is no known
effective algorithm to decide if ˆP.Q/ D ˆP.Q0/. The next section is devoted
to special cases of the parameterization, which lead to nice general statements. It
might appear that these special cases are too restrictive to be of much use. But it
turns out that they encode exactly the geometry needed for the Adams–Barbasch–
Vogan definition of Arthur packets. This is explained in Sect. 4.

3 P-Regular K Orbits

The main results of this section are Proposition 3.7(b) and Remark 3.10, which
together give an effective computation of a portion of the bijection of Proposition
2.12 under the assumption that 	P is birational.

Definition 3.1 (see [ABV, Definition 20.17]). A nilpotent orbitOK ofK onN �
P is

called P-regular (or simply regular, if P is clear from the context) ifG �OK is dense
in 	P.T �P/. SinceOK is Lagrangian inG �OK [KR], this condition is equivalent to

dim.OK/ D 1

2
dim	.T �P/ D dim.g=p/;

for any p 2 P . In other words, P-regular nilpotent K-orbits meet the complex
Richardson orbit induced from p. An orbit Q of K on P is called P-regular (or
simply regular) if ˆP .Q/ is a P-regular nilpotent orbit. Note that regular P-orbits
need not exist in general (for instance, if GR is compact and P is not trivial).
Since regular nilpotent K orbits are automatically maximal in the closure order

onN �
P , Proposition 2.6(2) shows that regularK orbits onP are minimal in the weak

closure order:

Proposition 3.2. Suppose Q is a regular K orbit on P . Then Q is minimal in the
weak closure order on KnP .
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The next example shows that regular K orbits on P need not be minimal in the
full closure order (i.e., they need not be closed).

Example 3.3. Retain the notation of Example 2.7. Let P˛ (resp. Pˇ) consist of
parabolic subalgebras of type ˛ (resp. ˇ) and write �˛ and �ˇ in place of �P˛ and
�Pˇ , and similarly for 	˛ and 	ˇ . Then the closure order on KnP˛ is obtained by
the appropriate restriction from (2.8). (Subscripts now indicate dimensions; dashed
edges are those covering relations present in the full closure order but not the weak
one.)

(3.4)

The closure order onKnPˇ is again obtained by restriction from (2.8). (Once again
subscripts indicate dimensions.)

(3.5)

In this case N �
˛ D N �

ˇ , and the closure order on KnN �
P is just the bottom three

rows of (2.9),

(3.6)
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From Proposition 5.2 below (for instance), both ˆ˛ D ˆP˛ and ˆˇ D ˆPˇ
are injective. There are enough edges in the weak closure order on KnP˛ so that
Proposition 2.6(1) allows one to conclude that ˆ˛ reverses the full closure order. In
fact, ˆ˛ is the obvious order reversing bijection of (3.4) onto (3.6). Hence, �˛.T 0̇ /
and �˛.S 0/ are P˛-regular.
By contrast,ˆˇ does not invert the dashed edges in (3.5):ˆˇ maps �ˇ.Q/ to the

zero orbit, and the three remaining orbits to the three orbits of maximal dimension in
N �

P . Hence, �ˇ.T
0̇ / and �ˇ.S/ are Pˇ-regular. In particular, �ˇ.S/ is a Pˇ-regular

orbit which is not closed.
Finally note that the fiber of ˆ˛ over 21˙11C11� consists of a single element,

while the corresponding fiber for ˆˇ is empty. This is consistent with Proposition
2.10 since Sp.�/ (for � a representative of these orbits) is a one-dimensional
representation on which the simple reflection s˛ (resp. sˇ) acts nontrivially (resp.
trivially). ut
An essential difference in the two cases considered in Example 3.3 is that 	˛ is

birational, but 	ˇ has degree two.

Proposition 3.7 ([ABV, Theorem 20.18]). Suppose 	P is birational onto its
image. Then:

(a) Any regularK orbit onP consists of �-stable parabolic subalgebras (and hence
is closed).

(b) ˆP is a bijection from the set of regular K orbits on P to the set of regular
nilpotentK orbits on N �

P .

Proof. Fix a P-regular nilpotent K orbit OK in N �
P , � 2 OK , and Q 2

ˆ�1P .OK/. Since 	P is birational, the set Irrmax.	�1P .�// is a single point, and so
Proposition 2.12 shows thatQ is the unique orbit in ˆ�1P .OK/. This gives (b).
Again since 	P is birational, there is a unique parabolic p 2 Q such that � 2

.g=p/�. Since �.�/ D ��, �.p/ is also such a parabolic. So �.p/ D p. Thus, Q D
K � p consists of �-stable parabolic subalgebras. This gives the first part of (a). The
same (well-known) proof of the fact thatK orbits of �-stable Borel subalgebras are
closed (for example, [Mi, Lemma 5.8]), also applies to show that orbits of �-stable
parabolics are closed. (It is no longer true that a closed K orbit on P consists of
�-stable parabolic subalgebras. But if a �-stable parabolic algebra in P exists, all
closed orbits do indeed consist of �-stable parabolic subalgebras.) ut
Because of the good properties in Proposition 3.7, we will mostly be interested

in P-regular orbits when 	P is birational. For orientation (and later use in Sect. 4),
it is worth recalling a sufficient condition for birationality from [He]; see also [CM,
Theorem 7.1.6] and [ABV, Lemma 27.8].

Proposition 3.8. Suppose O is an even complex nilpotent orbit. Let P denote the
variety of parabolic subalgebras in g corresponding to the subset of the simple roots
labeled 0 in the weighted Dynkin diagram for O (e.g. [CM, Sect. 3.5]). Then O is
dense in 	P.T �P/ and 	P is birational. ut
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Return to Proposition 3.7(a). Example 5.12 below shows that if 	P is birational,
then not every (necessarily closed) K orbit of �-stable parabolic subalgebras on P
need be regular. (A good example to keep in mind is the case whenK andG have the
same rank and P D B. Then the closed K orbits on B parameterize discrete series
representations with a fixed infinitesimal character. But the regular orbits are the
ones which parameterize large discrete series.) So the question becomes: can one
give an effective procedure to select the regular K orbits on P from among all
orbits of �-stable parabolics (when 	P is birational)? This is only a small part of
computing the parameterization of Corollary 2.14, so it is perhaps surprising that the
answer we give after Proposition 3.9 depends on the power of the Kazhdan–Lusztig–
Vogan algorithm for GR, the real form of G with complexified Cartan involution � .
We need a few definitions. Recall that the associated variety of a two-sided ideal

I in U.g/ is the subvariety of g� cut out by the associated graded ideal grI (with
respect to the standard filtration on U.g/) in grU.g/ D S.g/. (From [BB1], if I is
primitive, then AV.I / is the closure of a single nilpotent coadjoint orbit.) Finally if
p is a �-stable parabolic subalgebra of g, recall the irreducible .g; K/-module Ap

constructed in [VZ]. (It would be more customary to denote these modules Aq, but
we have already used the letterQ for another purpose.)

Proposition 3.9. Suppose	P is birational. Fix a closedK orbitQ on P consisting
of �-stable parabolic subalgebras. Fix p 2 Q. Then Q is P-regular in the sense of
Definition 3.1 if and only if

AV.Ann.Ap// D 	.T �P/;

the closure of the complex Richardson orbit induced from p.

Remark 3.10. We remark that the condition of the proposition is effectively com-
putable from a knowledge of the Kazhdan–Lusztig–Vogan polynomials for GR.
More precisely, the results of Sect. 2 allow us to enumerate the closed orbits of
K on P from the structure of K orbits on B. In turn, the description of KnB
has been implemented in the command kgb in the software package atlas
(available for download from www.liegroups.org). Moreover, it is not difficult to
determine which closed orbits consist of �-stable parabolic subalgebras; in fact,
if one of closed orbit does, then they all do. (Alternatively, one may implement
the algorithms of [BH, Sect. 3.3], at least if K is connected.) For a representative
p of each such orbit, one then uses the command wcells to enumerate the cell
of Harish–Chandra modules containing the Vogan–Zuckerman module Ap. (The
computation of cells relies on computing Kazhdan–Lusztig–Vogan polynomials.)
Finally AV.Ann.Ap// D 	.T �P/ if and only if the cell containing Ap affords
the Weyl group representation Sp.�/AG (with notation as in Sect. 2), where � is
an element of the Richardson orbit induced from p. Again, this is an effectively
computable condition and is easy to implement from the output of atlas. Hence if
	P is birational, there is an effective algorithm to enumerate the P-regular orbits
of K on P .
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Remark 3.11. SupposeO is an even complex nilpotent orbit, so that Proposition 3.8
applies. Then Proposition 3.7(b) shows that the algorithm of Remark 3.10 also enu-
merates the K orbits in O \ .g=k/�. Using the Kostant–Sekiguchi correspondence,
this amounts to the enumeration of the real forms of O, i.e. GR orbits on O \ g�R.
By contrast, if O is not even, the only known way to enumerate the real forms of O
involves case-by-case analysis.

Proposition 3.9 is known to experts, but we sketch a proof (of more refined
results) below; see also [ABV, Chap. 20]. We begin with some representation-
theoretic preliminaries. Let DP denote the sheaf of algebraic differential operators
on P , and let DP denote its global section. Since the enveloping algebra U.g/ acts
on P by differential operators, we obtain a map U.g/ ! DP . Let IP denote its
kernel, and RP its image. By choosing a base-point pı 2 P , it is easy to see
that IP is the annihilator of the irreducible generalized Verma module induced
from pı 2 P with trivial infinitesimal character. We will be interested in studying
Harish–Chandra modules whose annihilators contain IP , i.e. .RP ; K/-modules.
For orientation, note that if P D B, IB is a minimal primitive ideal, and thus any
Harish–Chandra module with trivial infinitesimal character contains it.
Unlike the case of P D B, U.g/ need not surject onto DP in general, and

so RP ' U.g/=IP is generally a proper subring of DP . Thus, the localization
functor

RP -mod �! DP -mod

X �! X WD DP ˝RP X:

need not be an equivalence of categories. But, nonetheless, we have that the
appropriate irreducible objects match. (Much more conceptual statements of which
the following proposition is a consequence have recently been established by
S. Kitchen.)

Proposition 3.12. Suppose X is an irreducible .DP ; K/-module. Then its restric-
tion to RP is irreducible.

Sketch. Irreducible .DP ; K/-modules are parameterized by irreducible K equiv-
ariant flat connections onP . We show that the irreducible .RP ; K/-modules are also
parameterized by the same set. The parameterizations have the property that support
of the localization of either type of module parameterized by such a connection L
is simply the closure of the support of L. This implies there are the same number of
such irreducible modules and hence implies the proposition.
Let X be an irreducible .RP ; K/-module. Hence, we may consider X as an

irreducible .g; K/-module, say X 0, whose annihilator contains IP . By localizing on
B, we may consider the corresponding irreducibleK equivariant flat connection on
B, say L0, parameterizing X 0. The condition that Ann.X 0/ � IP can be translated
into a geometric condition on L0 using [LV, Lemma 3.5], the conclusion of which
is that L0 fibers over an irreducible flat K-equivariant connection on P (with
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fiber equal to the trivial connection on Bl). This implies that irreducible .RP ; K/-
modules are also parameterized byK equivariant flat connections on P , as claimed,
and the proposition follows. ut
Remark 3.13. Proposition 3.12 need not hold when considering twisted sheaves of
differential operators corresponding to singular infinitesimal characters.

Next suppose X is an irreducible RP module. Let .X i / denote a good filtration
on its localizationX compatible with the degree filtration onDP . Let CV.X/ denote
the support of gr.X /. This is well-defined independent of the choice of filtration.
Moreover, there is a subset cv.X/ � KnP such that

CV.X/ D
[

Q2cv.X/
T �QP:

The set cv.X/ is difficult to understand, but there are two easy facts about it. First,
if X is irreducible, there is a dense K orbit, say suppı.X/ in the support of X ; then
suppı.X/ 2 cv.X/. Moreover ifQ 2 cv.X/, thenQ 2 suppı.X/. So, for example,
if suppı.X/ is closed, then cv.X/ D fsuppı.X/g.
Finally, we define

AV.X/ D 	.CV.X//:

(Alternatively one may define AV.X/ as in [V3] without localizing. The fact that
the two definitions agree follows from [BB3, Theorem 1.9(c)].) Clearly, AV.X/ is
the union of closures ofK orbits onN �

P . We let av.X/ denote the set of these orbits.
Here is how these invariants are tied together.

Theorem 3.14. Retain the setting above. Then

1. AV.IP/ D 	.T �P/:
2. If X is an irreducible .RP ; K/-module, then

G � AV.X/ D AV.Ann.X// � AV.IP/:

Proof. Part (1) is Theorem 4.6 in [BB1]. The equality in part (2) is proved in [V3,
Sect. 6]; the inclusion follows because X is an RP D U.g/=IP module. ut
Proposition 3.15. Suppose X is an irreducible .RP ; K/-module such that there
exists a P-regular K orbit Q 2 cv.X/. (For instance, suppose suppı.X/ is P-
regular.) Then ˆP .Q/ is a K orbit of maximal dimension in AV.X/; that is,
ˆP.Q/ 2 av.X/.
Proof. Since AV.X/ D 	.CV.X// and sinceQ 2 cv.X/,

ˆP .Q/ � AV.X/ (3.16)
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for any .RP ; K/-module. If Q is P-regular, then the G saturation of the left-hand
side of (3.16) is dense in 	.T �P/. But by Theorem 3.14 the right-hand side of
(3.16) is also contained in 	.T �P/. So the current proposition follows. ut
Corollary 3.17. Suppose X is an irreducible .RP ; K/-module. Then the following
are equivalent.

(a) There exists a P-regular orbit Q 2 cv.X/
(b) There exists a P-regular orbit OK 2 av.X/
(c) Ann.X/ D IP
(d) AV.Ann.X// D AV.IP/, i.e. AV.Ann.X// D 	.T �P/
Proof. The equivalence of (a) and (b) follows from the definitions above. Since
the annihilator of any RP module contains IP , the equivalence of (c) and (d)
follows from [BKr, 3.6]. Theorem 3.14 and the definitions gives the equivalence of
(b) and (d). ut
Proof of Proposition 3.9. If p 2 P is a �-stable parabolic, then the Vogan–
Zuckerman module Ap is the unique irreducible .RP ; K/-module whose localiza-
tion is supported on the closed orbit K � p and thus, as remarked above, cv.Ap/ D
fK � pg. So Proposition 3.9 is a special case of Corollary 3.17. ut

4 Applications to Special Unipotent Representations

The purpose of this section is to explain how the algorithm of Remark 3.10
produces special unipotent representations.Much of this section is implicit in [ABV,
Chap. 27].
Fix a nilpotent adjoint orbitO_ for g_, the Langlands dual of g. Fix a Jacobson–

Morozov triple fe_; h_; f _g for O_, and set

�.O_/ D .1=2/h_:

Then �.O_/ is an element of some Cartan subalgebra h_ of g_. There is a
Cartan subalgebra h of g such that h_ canonically identifies with h�. Hence we
may view

�.O_/ 2 h�:

There were many choices made in the definition of �.O_/. But, nonetheless, the
infinitesimal character corresponding to �.O_/ is well defined; i.e. �.O_/ is well-
defined up toG_ conjugacy and thus (via Harish–handra’s theorem) specifies a well-
defined maximal ideal Z.O_/ in the center of U.g/. We call �.O_/ the unipotent
infinitesimal character attached to O_.
By a result of Dixmier [Di], there exists a unique maximal primitive ideal in U.g/

containing Z.O_/. Denote it by I.O_/, and let d.O_/ denote the dense nilpotent
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coadjoint orbit in AV.I.O_//. The orbit d.O_/ is called the Spaltenstein dual ofO_
(after Spaltenstein who first defined it in a different way); see [BV, Appendix A].
Fix GR as above, and define

Unip.O_/ D fX an irreducible .g; K/ module j Ann.X/ D I.O_/g:

This is the set of special unipotent representations for GR attached to O_. Since the
annihilator of such a representation X is the maximal primitive ideal containing
Z.O_/, X is as small as the (generally singular) infinitesimal character �.O_/
allows. These algebraic conditions are conjectured to have implications about
unitarity.

Conjecture 4.1 (Arthur, Barbasch–Vogan [BV]). The set Unip.O_/ consists of
unitary representations.

We are going to produce certain special unipotent representations from the
regular orbits of Definition 3.1. In order to do so, we need to shift our perspective
and work on side of the Langlands dual g_. So let G0R be a real form of a connected
reductive algebraic groupwith Lie algebra g_ and letK 0 denote the complexification
of a maximal compact subgroup in G0R. Fix an even nilpotent coadjoint orbit
O_. (This is equivalent to requiring that �.O_/ is integral.) Define P_ as in
Proposition 3.8. Thus, the main results of Sect. 3 are available in this setting.
Let X 0 denote an irreducible .RP_ ; K 0/-module, and let X denote the Vogan

dual of X 0 in the sense of [V2]. Thus, X is an irreducible Harish–Chandra module
for a group GR arising as the real points of a connected reductive algebraic group
with Lie algebra g. Moreover,X has trivial infinitesimal character.
Recall that we are interested in representations with infinitesimal character

�.O_/. In order to pass to this infinitesimal character, we need to introduce certain
translation functors. There are technical complications which arise in this setting
for two reasons. First,GR need not be connected (although it is in Harish–Chandra’s
class by our hypothesis). Second, GR may not have enough finite-dimensional
representations to define all of the translations one would like. Both of these
complications disappear if we assume G is simply connected, and we shall do so
here in the interest of streamlining the exposition. (It is of course possible to relax
this assumption, as in [ABV, Chap. 27].)
Fix a representative � 2 h� representing the trivial infinitesimal character.

Choose a representative � 2 h� representing the (integral) infinitesimal character
�.O_/ so that � and � lie in the same closed Weyl chamber. Let � D � � �. Let
F � denote the finite-dimensional representation of GR with extremal weight �; this
exists since we have assumedG is simple connected. Using it, define the translation
functor  D  

�
� (as in [KnV, Sect. VII.13]) from the category of Harish–Chandra

modules with trivial infinitesimal character to the category of Harish–Chandra
modules with infinitesimal character �.O_/.
Theorem 4.2 (cf. [ABV, Chap. 27]). Retain the notation introduced after Conjec-
ture 4.1. In particular, fix an even nilpotent orbit O_, and let P_ denote the variety
of parabolic subalgebras corresponding to the nodes labeled 0 in the weighted
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Dynkin diagram for O_. Let X 0 be an irreducible .RP_ ; K 0/-module, assume G is
simply connected, and letZ D  .X/ denote the translation functor to infinitesimal
character �.O_/ applied to the Vogan dual X of X 0. Then the following are
equivalent:

(a) Z is a (nonzero) special unipotent representation attached to O_.
(b) There exists a P_-regular orbit Q_ 2 cv.X 0/.
Proof. From the properties of the duality explained in [V2, Sect. 14] (and the
translation principle), Z is nonzero with infinitesimal character �.O_/ if and only
if X 0 is annihilated by IP_ , i.e. if and only if X 0 descends to a .RP_ ; K/-module.
Moreover, Z is annihilated by a maximal primitive ideal if and only if the RP_-
module X 0 has minimal possible annihilator, namely IP_ . The conclusion is that
Z is special unipotent attached to O_ if and only if X 0 is a .RP_ ; K/-module
annihilated by IP_ . So the theorem follows from the equivalence of (a) and (c)
in Corollary 3.17. ut
Since the duality of [V2] is effectively computable, and since the same is true

of the translation functors  , the theorem shows Remark 3.10 translates into an
effective construction of special unipotent representations. More precisely, one
uses Remark 3.10 to enumerate the relevant P_-regular orbits, and for each
one constructs the representation X 0 D Ap of Proposition 3.9. As remarked in
the proof of Proposition 3.9, X 0 satisfies condition (b) of Theorem 4.2. Applying
the construction of the theorem gives special unipotent representations.
In fact, this construction may be understood further in light of the following

refinement. In the setting of Theorem 4.2, fix a P_-regular orbit Q_, and define
A.Q_/ be the set of special unipotent representations attached to O_ produced by
applying Theorem 4.2 to all modules X 0 with Q_ 2 cv.X 0/. Then the theorem
implies

Unip.O_/ D
[

A.Q_/;

where the (not necessarily disjoint) union is over all P_-regular orbits.
The sets A.Q_/ are the Arthur packets defined in [ABV, Chap. 27]. While there

are effective algorithms to enumerate Unip.O_/, there are no such algorithms for
individual packets A.Q_/ (except in favorable cases). In any event, the discussion
of the previous paragraph shows that Remark 3.10 leads to an effective algorithm
to enumerate one element of each Arthur packet of integral special unipotent
representations. These representatives are necessarily distinct.

5 Examples

Example 5.1 (Maximal parabolic subalgebras for classical groups). Suppose G is
classical andP consists of maximal parabolic subalgebra. Then it is well known that

indWW.P/.sgn/
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decomposes multiplicity freely as a W -module. Thus if Sp.�/AK is irreducible as a
W -module, then Proposition 2.10 implies ˆ�1P .OK/ is a single orbit. In particular,
if the orbits of AK.�/ and AG.�/ on irreducible components of the Springer fiber
	�1B .�/ coincide (for instance, if AK.�/ surjects onto AG.�/ for each �), then
Sp.�/AK D Sp.�/AG is irreducible and ˆP is injective.

Proposition 5.2. Suppose the real form GR of G corresponding to � is a classical
semisimple Lie group with no complex factors whose Lie algebra has no simple
factor isomorphic to so�.2n/ or sp.p; q/. If P consists of maximal parabolic
subalgebras, then ˆP is injective.

Proof. Unfortunately, this follows from a case-by-case analysis of the classical
groups. First note that the orbits of AK.�/ and AG.�/ on 	�1B .�/ are insensitive to
the isogeny class of GR. So, by the remarks preceding the proposition, it is enough
to examine when the two kinds of orbits coincide for a simply connected group
GR with simple Lie algebra. In type A, all A-groups are trivial (up to isogeny) so
there is nothing to check. It follows from direct computation that AK.�/ surjects on
AG.�/ for GR D Sp.2n;R/ and SO.p; q/, but that the image of AK.�/ in AG.�/ is
always trivial for Sp.p; q/ and SO�.2n/. This completes the case-by-case analysis
and hence the proof.

Remark 5.3. For the groups in Proposition 5.2, the map ˆB is computed explicitly
in [T1] and [T3]. Using Proposition 2.6(1), this gives one (rather roundabout)way to
computeˆP in these cases. For exceptional groups, the injectivity of the proposition
fails. See Example 5.12 below.

Example 5.4. Suppose now GR D Sp.2n;R/ and P consists of maximal parabolic
of type corresponding to the subset of simple roots obtained by deleting the long
one. (So if n D 2, P D P˛ in Example 3.3.) Then the analysis of the preceding
example extends to show that ˆP is an order-reversing bijection. The closure order
on KnN �

P (and hence KnP) is as follows.

(5.5)
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Here, as before, we are using the parameterization ofKnN �
P given in [CM, Theorem

9.3.5]. There are thus n C 1 orbits which are P-regular, all of which are closed
according to Proposition 3.7(a) (which applies since P is attached via Proposition
3.8 to the even complex orbit with partition 2n).
In this setting, we may now apply Theorem 4.2. (Notationally, the roles of the

group and dual group must unfortunately be inverted: for the application, we should
takeG_ D Sp.2n;C/ in the statement of the theorem.) Even though SO.n; nC1/ is
not simply connected, the complications involving the relevant translation functors
are absent, and the construction of the theorem, nonetheless, applies and produces
nC 1 special unipotent representations for SO.n; nC 1/.
Example 5.6. Suppose GR D U.n; n/ and P corresponds to the subset of simple
roots obtained by deleting the middle simple root in the Dynkin diagram of type
A2n�1. Then ˆP is an order reversing bijection, and the partially ordered sets in
question again look like that (5.5) using the parameterization of KnN �

P given in
[CM, Theorem 9.3.3]. Again, there are n C 1 orbits which are P-regular. The
construction of Theorem 4.2 produces n C 1 special unipotent representation for
GL.2n;R/, each of which turns out to be a constituent of maximal Gelfand–Kirillov
dimension in the degenerate principal series for GL.2n;R/ induced from a one-
dimensional representation of a Levi factor isomorphic to a product of n copies of
GL.2;R/.
In terms of representation theory of GR D U.n; n/, it is well known that

the enveloping algebra in this case does surject on the ring of global differential
operators on P (e.g., the discussion of [T2, Remark 3.3]) and localization is an
equivalence of categories. Because all Cartan subgroups in U.n; n/ are connected,
the only irreducible flat K-equivariant connections on P are the trivial ones
supported on single K orbits. The map Q 7! ˆP.Q/ coincides with the map
which sends the unique irreducible .RP ; K/-module supported on the closure ofQ
to the dense orbit in its (irreducible) associated variety, and is a bijection between
such irreducible modules and the K orbits on N �

P . It would be interesting to see if
this observation could be used to give a geometric explanation of the computation
of composition series of certain degenerate principal series for U.n; n/ first given
in [Sa] and later reproved in [Le]. (See, for instance, Sahi’s module diagrams
reproduced in [Le, Fig. 7], for example.)

Example 5.7. Suppose GR D Sp.1; 1/, a real form of G D Sp.4;C/. If O is the
subregular nilpotent orbit for g and � 2 O \ .g=k/�, then AK.�/ is trivial, but
AG.�/ ' Z=2. So the proof of Proposition 5.2 does not apply. Let ˛ denote the
short simple root and ˇ the long one. The closure order on KnB is given by

(5.8)
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The picture for KnP˛ is

(5.9)

and for KnPˇ

(5.10)

Here,N �
˛ D N �

ˇ D N �
B , and the closure order of K orbits is simply

(5.11)

in the notation of [CM, Theorem 9.3.5]. Thenˆ˛ is an order reversing bijection, but
ˆˇ is two-to-one over 21C21�. The reason is that

Sp.�/ D std˚ �;

where std is the two-dimensional standard representation of W and � is a character
on which the simple reflection s˛ acts trivially and on which sˇ acts nontrivially.
The orbit �˛.R/ is P˛-regular, and the orbits �ˇ.S˙/ are Pˇ-regular.
Example 5.12. As an example of what can happen in the exceptional cases, letG be
the (simply connected) connected complex group of type F4 and � correspond to the
split real formGR ofG. (SoK is a quotient of Sp.3;C/�SL.2;C/ byZ=2.) Then the
corresponding real form GR is split. Let P denote the variety of maximal parabolic
obtained by deleting the middle long root from the Dynkin diagram, and let O
denote the corresponding Richardson orbit. ThenO is 40 dimensional and is labeled
F4.A3/ in the Bala–Carter classification. Moreover, O is the unique orbit which is
fixed under Spaltenstein duality. (Here, we are of course identifying g and g_.) For
� 2 O, AG.�/ D S4, the symmetric group on four letters. The weighted Dynkin
diagram of O has the middle long root labeled 2 and all others nodes labeled 0. So
P corresponds to O as in Proposition 3.8.
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From results of Djoković (recalled in [CM, Sect. 9.6]), there are 19 orbits ofK on
N �

P . They are labeled 0–18; the orbit corresponding to label i will be denoted Oi
K ,

and �i will denote an element ofOi
K . OrbitsO16

K ;O17
K , andO18

K are the threeK orbits
on O \ .g=k/�. From the discussion leading to [Ki, Table 2], it follows that AK.�i /
surjects ontoAG.�i / for i D 0; : : : ; 15. In each of these cases, AG.�/ is either trivial
or Z=2. We also have AK.�16/ D AG.�

16/ D S4: But AK.�17/ D D4, the dihedral
group with eight elements, andAK.�17/! AG.�

17/ is the natural inclusion into S4.
Finally, AK.�18/ D Z=2 � Z=2 which injects into AG.�18/.
For i D 17 and 18, it is not immediately obvious how to read off Sp.�i /AK.�

i /

from, say, the tables of [Ca]. But for i D 0; : : : ; 16, the component group
calculations of the previous paragraph imply that Sp.�i /AK.�

i / D Sp.�i /AG.�i /, and
such representations are indeed tabulated in [Ca]. Applying Proposition 2.10, it is
then not difficult to show that

#ˆ�1.Oi
K/ D 1 if i 2 f0; 1; 2; 3g [ f9; 10; : : : ; 16g

and

#ˆ�1.Oi
K/ D 2 if i 2 f4; 5; 6; 7; 8g:

In more detail, the G-saturation of O4
K and O5

K is the complex orbit A1 �fA1 in
the Bala–Carter labeling, while O6

K , O7
K , and O8

K have G saturation labeled by A2.
The corresponding irreducible Weyl group representations in these two cases both
appear with multiplicity two in indWW.P/.sgn/. All other relevant multiplicities are
one.
We thus conclude that there are 22 orbits of K on P which map via ˆP to some

Oi
K for i D 0; : : : ; 15. Meanwhile, using the software program atlas, one can

compute the closure order ofK on B, and thus (as explained in Sect. 2), the closure
order on KnP . Fig. 4.1 gives the full closure order for KnP . Vertices are labeled
according to their dimensions. (The edges in Fig. 4.1 do not distinguish between the
weak and full closure order. Doing so would make the picture significantly more
complicated and difficult to draw.) There are thus 24 orbits of K on P . Since 22
have been shown to map to Oi

K for i D 0; : : : ; 15, one concludes that the the fiber
of ˆP overOi for i D 16 and 17 must consist of just one element in each case.
In particular, there are three P-regular K orbits on P which are bijectively

matched via Proposition 3.7(b) to O16
K , O17

K , and O18
K . But from the atlas

computation of the closure order on KnP , there are four closed orbits of K on
P . (These are in fact exactly the four orbits, which are minimal in the weak closure
order.) See Fig. 5.12. The atlas labels of the closed orbits are 3, 22, 31, and 47.
Their respective dimensions are 0, 1, 2, and 3. Applying the algorithm of Remark
3.10, one deduces that the three P-regular orbits are 3, 31, and 47. Theorem 4.2
thus produces three distinct special unipotent representations, one in each of the
three Arthur packets forO D d.O/.
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Fig. 1 The full closure
ordering of K-orbits on P for
GR D F4 and O D F4.A3/.
Vertices are labeled according
to their dimensions and boxed
vertices are P-regular. Note,
in particular, that not every
closed orbit is P-regular
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104 (1992).

[BT] D. Barbasch, P. Trapa, Stable combinations of special unipotent representations, Contemp.
Math, 557 (2011).

[BV] D. Barbasch, D. A. Vogan, Unipotent representations of complex semisimple groups,
Ann. of Math. (2), 121 (1985), no. 1, 41–110.



Regular Orbits of Symmetric Subgroups on Partial Flag Varieties 85

[BB1] W. Borho, J.-L. Brylinski, Differential operators on homogeneous spaces I. Irreducibility
of the associated variety for annihilators of induced modules, Invent. Math, 69 (1982),
no. 3, 437–476.

[BB3] W. Borho, J.-L. Brylinski, Differential operators on homogeneous spaces III. Characteristic
varieties of Harish-Chandra modules and of primitive ideals, Invent. Math, 80 (1985), no. 1,
1–68.
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The Helgason conjecture [He74] is one of the most fundamental facts of harmonic
analysis on Riemannian symmetric manifolds of noncompact type. Let X D G=K

be such a manifold; G be a connected real semisimple Lie group with a finite
center and K be its maximal compact subgroup. The conjecture states that joint
eigenfunctions of invariant differential operators onX can be reconstructed through
their hyperfunction’s boundary values and that for all eigenvalues, except an
explicitly described set, the operator of boundary values is surjective on the space of
hyperfunctions on the boundaryF (the real flag manifold). Helgason proved this for
manifolds of rank 1. In the general case, the conjecture was proven in [KKMOOT]
using a very deep technology of differential operators with singularities, and this
proof continues to be one of the most analytically challenging in the theory of
representations.
There were several approaches to understand this result in a broader context

of differential operators. For example, let us give mention to nontrivial results of
Penney on similar facts for nonsymmetric homogeneous manifolds. Nevertheless,
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from my point of view, it continues to be a rather isolated fact which to a large
extent depends on the structure of symmetric manifolds and semisimple groups.
I want to discuss here an idea that the intrinsic nature of this fact lies in integral
geometry and complex analysis rather than in differential operators.
In the beginning, I want to explain the ideology of integral geometry in the

context of theory of representations, as I understand it. Of course, this point
of view is subjective. The crucial moments in the theory of representations are
different kinds of equivalencies of representations of different nature. In Helgason’s
conjecture, it is the equivalency of representations in eigenspaces of invariant
differential operators on the symmetric manifoldX and hyperfunction’s sections of
some line bundles on the boundary F . The idea of integral geometry is to consider
an intertwining operator not for individual representations (eigenvalues in this
example) but a generating operator whose restrictions give individual equivalences
of representations. It turns out that often this universal intertwining operator has a
geometrical nature and is similar to Radon’s transform. The transition to individual
representations often is an elementary step since it is reduced to commutative
harmonic analysis (for a Cartanian subgroup). Of course, this situation is not
universal, but it is observed in many important cases, hopefully, in an appro-
priate interpretation, for all semisimple symmetric manifolds. Integral geometry
on Riemannian symmetric manifolds of noncompact type is one of the primary
examples where this structure was realized, but all considered functional spaces on
X did not include eigenfunctions of invariant differential operators. We will discuss
below how to make this, quite a substantial, adjustment, but we will explain in the
beginning how to construct the integral geometrical picture corresponding to finite
dimensional representations (this is a relatively new result [Gi06]).
Following the unitary trick of H.Weyl, finitely dimensional representations

for complex semisimple Lie groups GC and the maximal compact subgroups U
coincide. Of course, it does not mean that harmonic analyses on GC and U are
identical. Let us start from the complex picture. Let Z D GC=H be a complex
symmetric manifold,H be an involutive subgroup corresponding to a holomorphic
involution. Let us remind that Z is a Stein manifold. The group GC itself is
symmetric relative to the action ofGC�GC. LetA andN be Cartanian and maximal
unipotent subgroups transversal to H so that HAN is Zariski open in GC. Let M
be the centralizer of A at H . We call „ D GC=MN the horospherical manifold.
There is a geometrical duality between Z and „ through the double fibering:

Z  GC=M ! „

(z 2 Z and � 2 „ are incidental if they have a joint preimage at GC=M ). The
horosphere E.�/; � 2 „; is the set of points z 2 Z incidental to �. Horospheres
are orbits of all maximal unipotent subgroups. Correspondingly, there are defined
dual submanifolds – pseudospheres S.z/; z 2 Z; – of points on „ incidental to z.
Let us remark that Z and „ have the same dimension (let it be denoted as n) and
horospheres and pseudospheres have the dimension n� l , where l is the rank of the
symmetric space Z (the dimension of A).
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On „ there is a natural action of the Abelian group A, which commutates with
the action of GC. It corresponds to the fibering

„! F;

where the base is the flag manifold F D GC=AMN and the fibers are A-orbits. Let
us consider the space of holomorphic functionsO.„/ on„ ( in the algebraic setting
we could consider regular functions – “polynomials”). Let us decompose it relative
to the action of A (“Taylor series”):

O.„/ D
M

Om.„/:

The subspaces Om are the same in analytic and algebraic pictures. The Borel–
Weil theorem means that in Om there are realized irreducible representations of
the groupGC and the (simple) spectrum is described. Indeed, the spaces of sections
of different line bundles on F , which participate in the Borel–Weil theorem can
be identified with the spaces Om. On the other side, Helgason [He94] described
the (simple) spectrum of the GC-representation in Z. It turns out that these
spectrums coincide. It is connected with the fact that the action of GC on „ is a
contraction of the action on Z and Popov [Po87] gave a general conceptual proof
of the coincidence of spectrums in such situations. It is possible, using standard
technology, to construct isomorphisms of irreducible components, but the position
of integral geometry is that there must be a generating intertwining operator. Indeed,
it turns out that the spaces O.Z/ and O.„/ are isomorphic as GC-modules [Gi06].
In the algebraic case – for regular functions – it is equivalent to the spectral result,
but for holomorphic functions it is a stronger statement. What is important is not
so much the fact of the isomorphism but the explicit structure of the intertwining
operator.
Let us define the objects which participate in the formula for this operator. First,

we define the basic special functions onZ�„which participate in the formula. The
points of„ parameterize maximal unipotent subgroups. For � 2 „, we consider the
corresponding maximal unipotent subgroup N.�/ and its Iwasawa decomposition
HAN on the open part of GC. We lift characters of A on the open part of GC and
take only characters for which these functions holomorphically extend on the whole
GC and push them down on Z. Let ı1.a/; : : : ; ıl .a/ be generating characters of A
and 
j .zj�/; j � l; be corresponding functions on Z depending on � 2 „. They
are dominant highest weight functions.We call these functions Sylvester’s functions
since they are principal minors in the case of the manifold of nondegenerated
symmetric matrices. The horosphere E.�/ is an orbit of N.�/. In an appropriate
normalization, the horosphereE.�/ is defined by the equations


j .zj�/ D 1; j � l: (1)
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Let 	.z; dz/ be the holomorphic invariant differential form on Z of the maximal
degree (it is defined up to a constant factor). The pseudospheres S.z/ are homoge-
neous manifolds relative to the isotropy subgroup H.z/ D H . Let �.zj�; d�/ for
each z 2 Z be the form 	 on S.z/, which is holomorphic on z.
Let us define the horospherical Cauchy transform

Of .�/ D
Z

�

f .z/
Q

1�j�l .
j .zj�/� 1/	.z; dz/; f 2 O.Z/: (2)

Here, � is a n-dimensional cycle which does not intersect the singularities of
the kernel. It is possible to choose as such a cycle a compact real form of the
manifoldZ. This is an intertwining operator betweenO.Z/ and O.„/.
Let us construct its inversion. We consider on Abelian group A the differential

operators P.D/ with the polynomial symbols P.m/ in logarithmic coordinates.
Since A acts on the fibers of the fibering „ ! F , these operators will act also
on functions on„. Let

W.m/ D
Y

˛2†C

hmC �; ˛i
h�; ˛i

beWeyl’s polynomial for the dimensions of representations; � be the sum of positive
roots. Then

f .z/ D c
Z

�.z/
W.D/ Of .�/�.zj�; d�/: (3)

Here, �.z/ is a cycle (of the dimension n�l) in the pseudosphereS.z/. Let us remind
that S.z/ is a homogeneous Stein manifold (with the group H ) and we can take
as the cycle �.z/ a compact real form of S.z/ (a flag manifold). Again it reminds
very much of Radon’s inversion formula, but in a holomorphic environment. The
composition of these two integral operators gives an integral formula representing f
through the integration of a differential form onZ�„ along a cycle, which is fibered
on cycles �.z/ over the cycle � . This form-integrand is a closed meromorphic form
and we can integrate it along any cycle avoiding the singularities. It is natural to
interpret it as Cauchy integral formula onZ. It can be deduced for the special cycles
from the Plancherel formula for compact symmetric manifolds, but the conceptual
proof goes through a generalization of the Cauchy–Fantappie formula for cycles of
higher codimension [Gi060]. Let us pay attention to the fact that the application
of the operator W.D/ to the kernel in (2) gives a complicated combination of
the monomials of the factors in the denominator of the degree �.n � l/. The
remarkable property of Weyl’s operator is that this combination gives the closed
form – a quite nontrivial combinatorial fact.
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If the function Of lies in Om.„/, it is homogeneous relative to A-action: it is
multiplied on the character ım.a/ D ı

m1
1 .a/ � � � ıml .a/. Then the application of

Weyl’s differential operatorW.D/ just multiplies Of onW.m/:

f .z/ D cW.m/
Z

�.z/

Of .�/�.zj�; d�/; f 2 O.m/: (4)

In this case, f 2 Om.Z/ are eigenfunctions of invariant differential operators;
restrictions of the sections Of of the line bundle on F on S.z0/ for a fixed z0 can
be interpreted as boundary values of f . We can rewrite (4) as

f .z/ D cW.m/
Z

�.z0/
P.z; z0; �/ Of .�/�.zj�; d�/; f 2 O.m/; (40)

where the kernel P.z; z0; �/ for � 2 �.z0/ is the value of the character ı on such
a 2 A that a� 2 S.z/. Of course, we need to choose the cycle �.z0/ so that such
a would exist (fibers of „ ! F through points of the cycle must intersect S.z/).
The formula (40) can be interpreted as a holomorphic analog of the Poisson formula
for finite dimensional representations. It has a very interesting structure compared
to the real version. When we work with complex groups, we replace the averaging
along of orbits of compact groups by an integration of closed holomorphic forms
along cycles on orbits of complex groups.
The aim of the harmonic analysis on pseudo Riemannian symmetric manifolds

(real forms X of Z), from the points of view of integral geometry, is the search
for real forms of the horospherical Cauchy transform, in other words, to extend
this transform from O.Z/ to appropriate functional spaces on X . A choice of
such a space is not unique and it is a substantial, informal part of the problem.
It must be big enough to include considering functions, but not so big as to
obscure the specifics of the problem. The first interesting example is the compact
form X DU=K – the compact Riemannian symmetric space. The natural maximal
functional space is the space of hyperfunctions on X (functionals on the space of
functions holomorphic in a neighborhood of X ). Then a natural extension of the
horospherical Cauchy transform can be defined [Gi06] such that the image is the
space of holomorphic functions in the domain D � „ parameterizing horospheres
which do not intersect X . In such a way, we see that completely real objects
– compact symmetric manifolds (including the real sphere) have canonical dual
complex objects – the domains D (a real horospherical transform there can not be
defined). We will not go into details here.
Now let X D G=K be a Riemannian symmetric manifold of noncompact type;G

be a real form ofGC,K be its maximal compact subgroup (the compact form ofH ).
Here, the real horospherical transform is well known: it is defined on C10 or another
space of decreasing functions through the integration along of (real) horospheres
on X . As we mentioned, this transform does not satisfy us since we want to work
with eigenfunctions of invariant differential operators which are analytic.
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Let us remind that there is a canonical Stein neighborhoodofX inZ – Crown.X/
[AG90]. All eigenfunctions of invariant differential operators on X admit holomor-
phic extension in Crown.X/, and it is the maximal domain with this property. The
crown was defined in [AG90] explicitly, but for our aims an equivalent description
from [GK02] is more convenient. LetAR be the real form of the Cartanian subgroup
A � GC, corresponding to X , and a be its Lie algebra. We consider the convex
polyhedral

� D fa 2 aI j˛.a/j < �=2;8˛ 2 †g;

where † is the restricted system of roots and let t.�/ D AR exp.i�// be the
tube domain in A. We saw that the parallel horospheres on Z are parameterized
by elements of A (by a fiber in „). Let T .�/ be the union of parallel horospheres
E.�/ corresponding to elements of the tube t.�/. Then

Crown.X/ D
0

@

\

g2G
gT .�/

1

A

0

: (5)

We take here the connected component of the intersection, which contains X .
This explicit description is not so important for us as a geometrical corollary: the
domain Crown.X/ is horospherically convex [Gi08]. It means that the compliment
to Crown.X/ in Z is horospherically concave: it is the union of horospheres
E.�/; � 2 Y; which do not intersect Crown.X//. This set Y � „ admits an explicit
description. Let

FR D G=ARMRNR � F

be the real flag manifold. Then the projection of Y on F is FR and preimages of
points in FR are compliments at A to the tube t.�/. To be more exact, the manifold
„R D G=MRNR of real horospheres on X admits the canonical imbedding in „
and there is the fibering „R ! FR with fibers AR: real horospheres have complex
forms. On FR the group K acts transitively – FR D K=MR – and we can identify
FR with the manifold SR.x/ of real horospheres passing through a point x 2 X
(the real form of the pseudosphere S.x/). Then the orbit Y of the action of the tube
AR � t.�/ � A on FR in F is welldefined.
Let us remark that the domain „ n Y is concave relative to pseudospheres: it is

the union of S.z/; z 2 Crown.X/. We can interpret this domain as a dual object
for X . We will need one modification. The horospherical manifold „ is not a
Stein one. It admits the extension up to a Stein space (not a manifold) but for us
it is convenient to consider the holomorphically complete (but not holomorphically
separable) extension of „ which is smooth. An essential point is that the fibering
„! F has no global sections (as different from the real case): pseudospheres S.z/
are sections over the Zariski open orbits of the isotropy subgroupsH.z/ D H on F .
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We define homogeneous coordinates on the fibers .�; u/; � 2 „; u 2 Cl ; such
that

.�; u/ 
 .a�; ı.a/�1u/; a 2 A;

where ıj .a/; 1 � j � are characters of A corresponding to 
j . Let Q„ be the
factorization of „ � Cl relative to this equivalency relation. Let us extend the
equivalency relation on the manifold of triplets .z; �; u/ 2 Z �„ � Cl such that


j .zj�/ D uj ; 1 � j � l

and let L be the result of the factorization. It is a Stein manifold and its points are
incidental pairs .z; Q�/; z 2 Z; Q� 2 Q„: we have the double fibering

Z  L! Q„:

Left fibers E.�; u/ are defined by the equations


j .zj�/ D uj ; 1 � j � l

and they coincide with the horospheres if u 2 .C�/l .uj ¤ 0/. If some uj D 0,
then we have some unions of degenerated orbits (of nonmaximal dimension)
of the maximal unipotent subgroups, which sometimes are called degenerated
horospheres. These fibers can be singular, but it is possible to prove that they have
the dimension n � l as the horospheres (unpublished result with Vinberg). On Q„
we obtain the compactifications QS.z/ of hyperspheres S.z/ isomorphic to F . Let
OX be the extension in Q„ of the domain „ n Y � „ ; it is the union of compacts
QS.z/; z 2 Crown.X/.
Let QD Crown.X/ � OX � L. It is a Stein manifold. The manifold OX is

.n � l/-pseudoconcave and we consider cohomology H.n�l/. OX;O.ım// with the
coefficients in line bundles corresponding to characters ım.a/ of A using the
homogeneous coordinates .�; u/. The dimension of this space of cohomology is
infinite and we will use for the description of this cohomology the holomorphic
language developed in [Gi93, EGW95]. We consider the complex of holomorphic
differential forms !.z; �; u; d z/ on Q with differentials only on z; on .�; u/ they
are sections of the bundle O.ım/ (homogeneous relative to the action of A with
the character ım). The differential in the complex also acts only along z. The
corresponding cohomology is isomorphic to Dolbeault cohomology. Let us describe
this isomorphism.We consider the fiberingQ! OX with contractible fibersE.�; u/,
restrict a dz-closed form ! on a section � and take .0; n � l/-part of this form,
considered as a form on OX . The result is N@-closed form and we have a map from
holomorphic cohomology on Dolbeault cohomologyH.0;n�l/. OX;O.ım//.
We need two special holomorphic forms. The invariant holomorphic form

of maximal degree 
.z; �; u; dz/ has coefficients from O.ı�1/ on .�; u//, where
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ı�1.a/ D Q.ıj .a//�1. It is the residue of the form 	.z; dz/=
Q

.
j .�/� uj / on the
fibers. Also on Q„ there is an invariant holomorphic .n� l/-form �.�; u; d�; du/ with
coefficients in O.ı�2�/. Now we are ready to define the horospherical transform as
an operator from holomorphic functions f 2 O.Crown.X// to cohomology from
H.n�l/. OX;O.ı�1//:

Of D f .z/
.z; �; u; dz/: (6)

We obtain here the .n � l/-form onQ with differentials on Z (along fibers), which
is closed since it has the maximal degree on fibers. So it defines a cohomology
class (in the holomorphic language). It may look strange that in this form of
the horospherical transform there is no integration at all but it is typical for
representations of inverse Penrose transforms in the holomorphic language for
analytic cohomology (cf. [Gi93,Gi07]). The principal fact is the following theorem.

Theorem. The horospherical transform

f 2 O.Crown.X// 7! Of 2 H.n�l/. OX;O.ı�1//

is injective.
This fact follows from the next inversion formula

f .z/ D c
Z

QS.z/
W.D/ Of ^ �.�; u; d�; du/:

In this integral after the application of the Weyl’s differential operator to Of , we
obtain the coefficients in O.ı�2�/ instead of O.ı�1/. Then we push down this form
on OX as N@-closed .n � l/-form (using a section �) and after the multiplication on
� we obtain an .n � l; n � l/-form with coefficients in O. We integrate this form
along cycles QS.z/. Thus, the inverse operator is a Penrose-type transform. The fact
that this operator reproduces f is another version of the integral Cauchy formula
at Z. We need in the kernel of the integral Cauchy formula, which we discussed
above, to take the residue on the edge of the singular set of the denominator –
the horosphere E.�; u/. Such formulas in the case of codimension 1 Leray [Le00]
called 2nd Cauchy–Fantappie formulas. They were considered in [GH90,Gi07]. We
will consider details in another paper dedicated to the integral Cauchy formulas on
symmetric manifolds. Let us again emphasize that in this consideration the explicit
form of the initial domain O.Crown.X// was not important; it was essential only
that it was horospherically convex. Also let us remark that the spaceO.„/ admits a
canonical imbedding inH.n�l/. OX;O.ı�1// such that both horospherical transforms
are compatible. This fact is again a consequence of Cauchy formulas.
To return to the usual form of Helgason’s conjecture, we need to consider

the action of A on H.n�l/. OX;O.ı�1// and investigate homogeneous cohomology
classes relative to this action since just these classes correspond to eigenfunctions of
invariant differential operators. We will not discuss this in this paper. It is interesting
to investigate the image of the horospherical transform.
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Conjecture. The kernel ofWeyl’s differential operatorW.D/ onH.n�l/. OX;O.ı�1//
is complimentary to the image of the horospherical transform.
We can see that in this approach to Helgason’s conjecture, compared with the

usual considerations, there are no difficult analytic constructions. Instead, we use
integral Cauchy formulas on symmetric manifolds and holomorphic language for
analytic cohomology. We also avoid a reduction to functions on the Cartanian
subgroup, which decreases the number of variables, but brings singularities which
did not exist in the initial problem.
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The reader is supposed to be acquainted with the main notions of Linear Algebra
([Pr] will be just fine). The knowledge of the first facts and notions from the theory
of Lie algebra will not hurt but is not required.
The presentation is arranged as follows:
In Sect. 1, we discuss general facts regarding Lie algebras, their universal

enveloping algebras, and their representations.
In Sect. 2, we discuss in detail the case of the simplest simple Lie algebra g D

sl.2/. The results of this section provide essential tools for treating the general case.
In Sect. 3, we provide without proofs a list of results on the structure of

semisimple Lie algebras and their root systems.
In Sect. 4, we introduce some special category of g-modules, so-called cate-

gory O. We construct basic objects of this category – Verma modules M� – and
describe some of their properties.
In Sect. 5, we construct, for every semisimple Lie algebra g, a family of

irreducible finite dimensional representations A
.
In Sect. 6, we formulate one of the central results – Harish–Chandra’s description

of the algebra Z.g/ – center of the enveloping algebra of g. For the proof see Sect. 9.
In Sect. 7, we describe various properties of the categoryO that follow from the

Harish–Chandra theorem.
In Sect. 8, we prove Weyl’s character formula for irreducible g-modules A
 and

derive Kostant’s formula for the multiplicities of weights for these representations.
We also prove that every finite dimensional g-module is decomposable into a direct
sum of irreducible modules isomorphic to A
.
In Sect. 9, we present a proof of the Harish–Chandra theorem.

1 General Facts About Lie Algebras

All vector spaces considered in what follows are defined over a ground field K. We
assume that K is algebraically closed of characteristic 0. The reader can assume
K D C.

1.1 Lie Algebras

Definition. A Lie algebra is a K-vector space g equipped with a bilinear multipli-
cation Œ ; � W g˝ g! g (it is called bracket) that satisfies the following identities:

ŒX; Y �C ŒY;X� D 0 for any X; Y 2 g (S - S)

ŒX; ŒY;Z��C ŒY; ŒZ;X��C ŒZ; ŒX; Y �� D 0 for any X; Y;Z 2 g: (J.I.)
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The identity (S-S) signifies skew-symmetry of the bracket, (J.I.) is called the Jacobi
identity.

Example. Let A be an associative algebra. By means of the subscript L we will
denote the Lie algebra g D AL whose underlying vector space is a copy of A and
the bracket is given by the formula ŒX; Y � D XY� YX. Clearly, AL is a Lie algebra:
(S-S) and (J.I.) are subject to a direct verification.
If V is a vector space, we denote gl.V / its general linear Lie algebra that is

defined as gl.V / D .EndK.V //L.
We abbreviate gl.Kn/ to gl.n/. Note that this is just the algebraMat.n/ of n� n-

matrices with the operation ŒX; Y � D XY� YX.

1.2 Representations of Lie Algebra

A representation � of a Lie algebra g in a vector space V is a morphism of Lie
algebras � W g ! gl.V /. We will denote by the same symbol � the corresponding
morphism of vector spaces g˝ V ! V .
We will also use the following equivalent terms for representations: “� is an

action of Lie algebra g on V ”; “V is g-module”.
Morphisms of g-modules are defined as usual. The category of g-modules will

be denoted byM.g/.
An important example of a representation is the adjoint representation ad of a

Lie algebra g on the vector space V D g. It is defined by formula ad.X/.Y / WD
ŒX; Y �. The fact that this is a representation follows from Jacobi identity.

1.3 Tensor Product Representation

Given representations �; ı of a Lie algebra g in spaces V and E we construct the
tensor product representation � D � ˝ ı in the space V ˝ E via Leibnitz rule
�.X/ D �.X/˝ Id C Id ˝ ı.X/.
Lemma. Let � W g˝ V ! V be any representation of a Lie algebra g. Consider
on the space g˝V the structure of g-module given by representationAd ˝� . Then
� W g˝ V ! V is a morphism of g-modules.

The verification is left to the reader.

1.4 Some Examples of Lie Algebras

Example 1. Let n�, n�, and h be the subspaces of g D gl.n/ consisting of all
strictly upper triangular, strictly lower triangular and diagonalmatrices, respectively.
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Clearly, nC; n�, and h are Lie subalgebras of gl.n/. Important role in representa-
tion theory plays a triangular decomposition gl.n/ D n� ˚ h˚ nC (this is a direct
sum decomposition of vector spaces, but not of Lie algebras).

Example 2. The space of n�n matrices with trace zero is a Lie algebra; it is called
the special linear algebra and denoted by sl.n/.

Example 3. Let B be a bilinear form on a vector space V . Consider the space
Der.B/ of all operators X 2 gl.V / that preserve B , i.e., B.Xu; v/ C B.u;Xv/ D
0 for any u; v 2 V .
It is easy to see that this subspace is closed under the bracket and so is a Lie

subalgebra of gl.V /.
If B is nondegenerate, we distinguish two important subcases:

• B is symmetric, then Der.B/ is called the orthogonal Lie algebra and denoted
by o.V; B/.

• B is skew-symmetric, then Der.B/ is called the symplectic Lie algebra and
denoted by sp.V; B/.

It is well known that over C all nondegenerate symmetric forms on V are
equivalent to each other and the same applies to skew-symmetric forms. So Lie
algebras o.V; B/ and sp.V; B/ actually depend only on the dimension of V , and we
will sometimes denote them by o.n/ and sp.2m/.

The Lie algebras gl.n/, o.n/, and sp.2m/ are called classical Lie algebras.
For the proof of the statements of this section, see ([Bu], [Di], [OV], [Se]).

1.5 Universal Enveloping Algebra

Let g be a Lie algebra over K. To g we assign an associative K-algebra with unit,
U.g/, called the universal enveloping algebra of the Lie algebra g. Namely, consider
the tensor algebra T .g/ of the space g, i.e.,

T
.
.g/ D

n̊
0
T n.g/;

where T 0.g/ D K, T n.g/ D g ˝ � � � ˝ g (n factors). Consider also the two-sided
ideal I � T .g/ generated by the elementsX˝Y �Y˝X�ŒX; Y � for anyX; Y 2 g.
Set U.g/ D T .g/=I .
We will identify the elements of g with their images in U.g/. Under this

identification, any g-module may be considered as a (left, unital) U.g/-module
and, conversely, any U.g/-module may be considered as a g-module. We will not
distinguish the g-modules from the corresponding U.g/-modules.
The algebra U.g/ has a natural increasing filtration U.g/n D P

i�n T i .g/. We
denote by grU.g/ the associated graded algebra grU.g/ D ˚n
0 grnU.g/, where
grnU.g/ WD U.g/n=U.g/n�1. This algebra is clearly commutative and hence the
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natural morphism i W g ! gr1U.g/ extends to a morphism of graded commutative
algebras i W S .

.g/ ! grU.g/, where S .
.g/ is the symmetric algebra of the linear

space g. The following result will be used repeatedly in the lectures.

Theorem (Poincaré–Birkhoff–Witt). The morphism i W S .
.g/ �! grU.g/ is an

isomorphism of graded commutative algebras.

Corollary. (1) U.g/ is a Noetherian ring without zero divisors.
(2) Let symm0 W S .

.g/ �! T
.
.g/ be the map determined by the formula

X1 ˝ � � � ˝Xk 7! 1

kŠ

X

�2Sk

X�.1/ ˝ � � � ˝X�.k/:

Denote by symm: S .
.g/ �! T

.
.g/ �! U.g/ the composition of symm0 and the

projection onto U.g/. The map symm is an isomorphism of linear spaces (not
algebras).

(3) If X1, . . . , Xk is a basis of g, then the set of monomials Xn1
1 X

n2
2 : : : X

nk
k , where

the ni run over the set Z
0 of nonnegative integers, is a basis of U.g/.

Remark. The version of PBW as stated above is in [Di] 2.3.6. A direct proof can be
found in [BG]. For point one of the corollary, see 2.3.8 and 2.3.9 of loc. cit. For the
second point, see 2.4 in [Di] and for the last point see 2.1.8 in [Di].

1.6 Some Finiteness Results

In order to analyze finite dimensional representations of a Lie algebra, we will often
use infinite dimensional representations that satisfy some finiteness assumptions.

1.6.1 Locally Finite Representations

Definition. Let A be an associative algebra. An A-module V is called locally finite
if it is a union of finite dimensional A-submodules.
Notice that the subcategory M.A/lf � M.A/ of locally finite A-modules is

closed with respect to subquotients. It is easy to check that if algebra A is finitely
generated thenM.A/lf is also closed under extensions.
If V is an arbitraryA-module, then the sum of all locally finite submodules is the

maximal locally finite submodule of V . We denote it V A-finite.
We use the same definitions for a module V over a Lie algebra a. In particular,

we denote by V a-finite the maximal locally finite a-submodule of V .

Lemma. (i) Let a be a Lie algebra. Then the tensor product of locally finite
representations is locally finite.
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(ii) Let g be a finite-dimensional Lie algebra and a � g its Lie subalgebra. Given a
g-module V consider its maximal a-locally finite submoduleL D V a-finite. Then
L is a g-submodule of V .

Proof. The proof of (i) is straightforward. Then (i) implies that the morphism of
� W g˝ V ! V maps g˝ L into L, i.e., L is a g-submodule. ut
Exercise. Show that the same result is true under weaker assumptions. Namely, it
is enough to assume that the adjoint action of the Lie algebra a on the space g=a is
locally finite.

1.6.2 Locally Nilpotent Representations

Definition. Let a be a Lie algebra. An a-module V is called nilpotent if for some
natural number k we have ak.V / D 0. An a-module V is called locally nilpotent if
it is a sum of nilpotent submodules.
As before we denote by V a-nilp the maximal locally nilpotent submodule of V .

Lemma. (i) Tensor product of locally nilpotent representations is locally
nilpotent.

(ii) Let g be a Lie algebra and a � g its Lie subalgebra such that the adjoint
action of a on g is locally nilpotent. Given a g-module V consider its maximal
a-locally nilpotent submoduleL D V a�nilp. Then L is a g-submodule of V .

The proof is the same as in Lemma 1.6.1.

1.7 Representations of Abelian Lie Algebras

Let a be an abelian Lie algebra (i.e., the bracket on a is identically 0). Let V be a
locally finite a-module.
For every character � 2 a�, we denote by V.�/ the space of generalized

eigenvectors of a with eigencharacter �.

Proposition. V is a direct sum of the subspaces V.�/.

This is a standard result of linear algebra, see Proposition A.1 in the appendix.

Definition. A module V over an abelian Lie algebra a is called semisimple if it is
spanned by eigenvectors of a.
For any a-module V , we denote by V a-ss the maximal semisimple a-submodule

of V .

Lemma. (i) Tensor product of semisimple representations is semisimple.
(ii) Let g be a Lie algebra and a � g its abelian Lie subalgebra such that the

adjoint action of a on g is semisimple. Given a g-module V consider its maximal
a-semisimple submodule L D V a-ss. Then L is a g-submodule of V .

Again, the proof is the same as in Lemma 1.6.1.
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2 The Representations of sl.2/

In this section, we will describe representations of the simplest simple Lie algebra
g D sl.2/.

2.1 The Lie Algebra sl.2/

The Lie algebra sl.2/ consists of matrices x D
�

a b

c d

�

over field K such that

tr x D aC d D 0. In sl.2/, select the following basis

EC D
�

0 1

0 0

�

; H D
�

1 0

0 �1
�

; E� D
�

0 0

1 0

�

:

The commutation relations between the elements of the basis are:

ŒH;EC� D 2EC I ŒH;E�� D �2E� I ŒEC; E�� D H:

Remark. We will see that in any semisimple Lie algebra g we can find many triples
of elements .EC;H;E�/ of g that satisfy above relation. We call such a triple an
sl.2/-triple. In this way, the study of the representations of the Lie algebra sl.2/
provides us with lots of information on the representations of any semisimple Lie
algebra g.

The above relations between E�, H , and EC and a simple inductive argument
yield the following relations in U.sl.2//:

ŒH;EkC� D 2kEkC; ŒH;Ek�� D �2kEk�; ŒEC; Ek�� D kEk�1� .H � .k � 1//:

Besides, it is easy to verify that the element

C D 4E�EC CH2 C 2H

belongs to the center of U.sl.2//: The element C is called the Casimir operator.
Let V be an sl.2/-module. A vector v 2 V is called a weight vector if it is an

eigenvector of the operatorH , i.e.Hv D �v; the number � 2 K is called the weight
of v.
We denote by V ss.�/ the subspace of all such vectors. Similarly, we define V.�/

to be the space of generalized weight vectors forH (see appendix for definitions).

Lemma.

EC.V ss.�// � V ss.�C 2/; EC.V .�// � V.�C 2/
E�.V ss.�// � V ss.� � 2/; E�.V .�// � V.� � 2/:
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Proof. Let v 2 V ss.�/. Then .H � � � 2/ECv D EC.H � �/v D 0, i.e. ECv 2
V ss.�C 2/. Similarly if v 2 V.�/ then .H ��� 2/nECv D EC.H ��/nv D 0 for
large n, i.e. ECv 2 V.�C 2/.
The proof for E� is similar. ut
A nonzero vector v is called a highest weight vector if it is a weight vector with

some weight � and ECv D 0.

2.2 A Key Lemma

Lemma 1. Let V be a representation of sl.2/ and v 2 V a highest weight vector of
weight �. Consider the sequence of vectors vk D Ek�v, k D 0; 1:::: Ṫhen

1) Hvk D .� � 2k/vk , ECvkC1 D .k C 1/.�� k/vk
2) The subspace L � V spanned by vectors vk is an sl.2/-submodule and all

non-zero vectors vk are linearly independent.
3) Suppose that vk D 0 for large k. Then � D l 2 Z
0, vk ¤ 0 for 0 � k � l

and vk D 0 for k > l .

Proof. (1) is proved by induction in k.
(2) follows from 1) since vk are eigenvectors ofH with distinct eigenvalues.
(3) Let l be the first index such that vlC1 D 0. Then 0 D ECvlC1 D .lC1/.��l/vl

and hence � D l . ut

2.3 Construction of Representations Al

Let us now describe a family of irreducible finite dimensional representations of
sl.2/. For every l 2 Z
0, we construct a representationAl of dimension l C 1: This
representation is generated by a highest weight vector vl of weight l .
First we describe this representations geometrically. Consider the natural action

of the group G D SL.2;K/ on the plane K2 with coordinates .x; y/. It induces the
action of G on the space V of polynomial functions on K2.
The action of the group G on V induces a representation of its Lie algebra g D

sl.2/. It can be described via explicit formulas using differential operators

EC D x@y;H D x@x � y@y;E� D y@x:

The representation V is a direct sum of invariant subspaces Al ; l 2 Z
0, where
Al is the space of homogeneous polynomials of degree l .



Lectures on Lie Algebras 105

In particular, the representations Al extend to representations of the group G D
SL.2;K/.
Let us describe these representations explicitly. The space Al has a basis

consisting of monomials fa�l ; a�lC2; : : : ; al�2; alg, where ai D x.lCi /=2y.l�i /=2.
The action of the algebra sl.2/ is as follows:

Hai D iai ; E�ai D l C i
2

ai�2; ECai D l � i
2
aiC2:

Exercise. (i) Show that the module A` is irreducible.
(ii) Consider the sl.2/-moduleM generated by a vector m subject to the relations

H.m/ D `m (i.e. m has weight `), EC.m/ D 0 and E`C1� .m/ D 0. Prove that
M is isomorphic to the module A` described above.

2.4 Classification of Irreducible Finite Dimensional Modules
of the Lie Algebra sl.2/

Proposition. (1) In any finite dimensional nonzero sl.2/-module V , there is a
submodule isomorphic to one of Al .

(2) The Casimir operator C acts on Al as the scalar l.l C 2/.
(3) The modules Al are irreducible, distinct, and exhaust all (isomorphism classes

of) finite dimensional irreducible sl.2/-modules.

Proof. (1) Consider all eigenvalues of H in V and choose an eigenvalue � such
that � C 2 is not an eigenvalue. Let v0 be a corresponding eigenvector. Then
Hv0 D �v0, ECv0 D 0: Since V is finite dimensional, Key Lemma implies
that � D ` 2 Z
0, E`C1� v0 D 0 and the space spanned by Er�v0, where r D
0; 1; : : : ; `, forms an sl.2/-submodule L � V . The Exercise above implies that
L is isomorphic to A`.

(2) It is quite straightforward that Cal D l.l C 2/al . If a 2 Al , then a D Xal for
a certain X 2 U.sl.2//. Hence, Ca D CXal D XCal D l.l C 2/a.

(3) If Al contains a nontrivial submodule V , then it contains Ak , where k < l ,
contradicting the fact that C D l.l C 2/ on Al and C D k.k C 2/ on Ak .
Heading (1) implies that Al , where l 2 Z
0, exhaust all irreducible sl.2/-

modules. ut

2.5 Complete Reducibility of sl.2/-Modules

Proposition. Any finite dimensional sl.2/-module V is isomorphic to a direct sum
of modules of type Al : In other words, finite dimensional representations of sl.2/
are completely reducible.
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Proof. We will use the following general lemma that we prove below.

Lemma. Let C be an abelian category. Suppose that any object V 2 C of length
2 is completely reducible. Then any object V 2 C of finite length is completely
reducible.

This implies that it is enough to prove the proposition for a module V of length
two. Let S ' Ak be an irreducible submodule of V andQ D V=S ' Al a quotient
module.
If k ¤ l , then the Casimir operator has two distinct eigenvalues on V and hence

V splits as a direct sum of generalized eigenvectors of C and this decomposition is
sl.2/-invariant. Thus, we can assume that k D l .
Consider now the decomposition of V D ˚V.i/ with respect to generalized

eigenspaces of the operatorH . Since V is glued from two copies of representation
Al , it is clear that dimV.i/ D 2 if i D �l;�l C 2; :::; l and there are no other
summands. Also, it is clear that El� W V.l/! V.�l/ is an isomorphism.
Let us show that the action ofH on the space V.l/ is given by a scalar operator.

Indeed consider the identity ECElC1� �ElC1� EC D El�.H � l/. The left-hand side
is 0 on the space V.l/ so the right-hand side is 0. Since the operator El� does not
have kernel on V.l/, we conclude thatH D l on V.l/.
Now let us choose a vector v 2 V.l/ that does not lie in the submodule S . Then it

is a highest weight vector and by the Key Lemma it generates a submoduleQ0 � V
isomorphic toAl . It is clear that this submodule isomorphically maps to the quotient
moduleQ D V=S , i.e. V ' S ˚Q0: ut
Proof of lemma. We proceed by induction on the length of the object V . Find a
simple submodule S � V and consider the quotient module Q D V=S . By the
induction assumption, we can write the quotient module Q D V=S as a direct
sum of simple objects Q D ˚Wi . It is enough to show that the natural projection
p W V ! Q has a section � W Q ! V . We construct this section � separately
on every summand Wi . Namely, consider the module Vi D p�1.Wi /. This module
has length two and by assumption is completely reducible. Hence, the projection
pi W Vi ! Wi has a section �i W Wi ! Vi � V .
Corollary. Let V be a finite dimensional sl.2/-module. Then

(1) H is diagonalizable and each of the operators Ei� and EiC gives an isomor-
phism between V.i/ and V.�i/.

(2) The action of sl.2/ uniquely extends to the action � of the group SL.2;K/ on
V that satisfies the following condition: Let X equal EC or E�, t 2 K and
g D exp.tX/ 2 SL.2;K/: Then the operator �.g/ in V equals exp.tX/:

Remark. The same conclusion holds under the weaker assumption that the module
V is sl.2/-finite. This is left as an exercise to the reader.
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3 A Crash Course on Semi-Simple Lie Algebras

3.1 Killing Form

Any Lie algebra g admits a unique maximal solvable ideal called the radical
Rad.g/. The Lie algebra g is called semisimple iff its radical is zero.
For finite dimensional Lie algebras over a field K of characteristic 0, there is an

equivalent definition, often more convenient. It is given in terms of the Killing form,
which is the symmetric bilinear form on g defined by

.X; Y / D tr.ad X � ad Y /:

Theorem (Cartan–Killing). g is semisimple iff its Killing form is nondegenerate.

3.2 Cartan Subalgebra

There exists a maximal commutative subalgebra h � g such that the adjoint action
of h on g is semisimple.
Such subalgebra is called a Cartan subalgebra of g. In what follows we will fix a

Cartan subalgebra h. One can show that any two Cartan subalgebras are conjugate,
so we do not lose information fixing one of them. The number r D dim h is called
the rank of g.

3.3 Root System

Consider the adjoint action of the Cartan subalgebra h on g. We obtain a decompo-
sition g D ˚g�, where for � 2 h� we have

g� D fX 2 g W ŒH;X� D �.H/Xg:

This is called the weight decomposition of g: Since Killing form is h-invariant, we
see that .g�; g�/ D 0 unless �C � D 0. Since this form is nondegenerate, it gives
a nondegenerate pairing between g� and g��. In particular, the restriction of the
Killing form to g0 is nondegenerate.

Proposition. (1) g0 D h
(2) For � ¤ 0, we have dimK.g�/ � 1.

Let
R D f� 2 h� � f0g W g� ¤ f0gg
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Then R � h� is a finite subset of nonzero elements of the dual space h�.
Elements of R are called roots.
For every � 2 R, we fix a nonzero element E� 2 g. It is called a root vector.

We will see later that if � 2 R, then �� 2 R and 
� 62 R for 
 ¤ ˙1.

3.4 sl.2/-Triples

Proposition. We can choose root vectors E� for all roots � 2 R in such a way
that for every root � the triple of elements E� 2 g� , H� WD ŒE� ; E�� � 2 h and
E�� 2 g�� form an sl.2/-triple.

Essentially, this means that we can find an elementH� 2 Œg� ; g�� � � h such that
�.H�/ D 2.
The vectorH� 2 h is called a coroot corresponding to the root � 2 h�.

Corollary. Let �; ı be roots. If ı C � … R, then ŒE� ; Eı� D 0. If ı C � 2 R, then
ŒE� ; Eı� D CE�Cı, where C ¤ 0.

3.5 Integral Structure: Weight Lattice and Root Lattice

From properties of sl.2/-representations, we see that all eigenvalues of the operator
H� are integers. In particular for any root ı we have ı.H�/ 2 Z.
Let LQ denote the subgroup of h generated by all corootsH� (it is called a coroot

lattice).
For elementsH 2 LQ, we have .H;H/ DP ı.H/2 � 0, i.e. the Killing form is

positive on LQ. In fact, it is strictly positive since for any vector H in its kernel we
have ı.H/ D 0 for all ı 2 R and henceH acts trivially in the adjoint representation.
The same reason shows that LQ is a lattice in K-vector space h.
Let us denote by P the lattice in h� dual to the lattice LQ (it is usually called the

weight lattice; the elements of P are called integral weights). It contains a sublattice
Q generated by all roots (it is called root lattice).
Since the restriction of the Killing form to h is nondegenerate, it induces a

bilinear form h�; �i on h�.
One can describe the corootH� 2 h, with � 2 R by the property

�.H�/ D 2h�; �i
h�; �i for any � 2 h�:
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3.6 The Weyl Group of the Lie Algebra g

We will consider the R vector space a D R˝ LQ equipped with Euclidean structure
defined by positive definite Killing form on it. It is convenient to use convex
geometry of this space to state and prove many results about roots and weights.
For any root � 2 R, consider the linear transformation in the space h� defined

by the formula
�� .�/ D � � �.H�/�:

The transformation �� is the reflection in the hyperplane defined by the equation
h�; �i D 0. In particular �2� D Id and det.�� / D �1: The corresponding reflection
on the space h is given by the formula ��.H/ D H � �.H/H� .
The group of linear transformations of h� generated by operators �� , where � 2

R, is called theWeyl group of g and will be denoted byW .
The group W is a group of orthogonal transformations of the space h�.

It naturally acts on the space h. The action of W preserves the Killing form, the
set of roots R, the set of coroots, lattices P , Q, and LQ. Since the Killing form on
the lattice P is positive definite, the Weyl groupW is finite.
If �1; �2 2 h�, then we write �1 
 �2 whenever �1 and �2 belong to the same

orbit of the Weyl group, i.e., when �1 D w�2 for a certain w 2 W .
We also consider the induced actions of W on the Euclidean space a and on its

dual. In this realization, the Weyl group is a finite group generated by reflections
and we can use many geometric facts about actions of such groups.

3.7 Weyl Chamber

For every root � 2 R consider the hyperplane…� in the space a� orthogonal to � ,
i.e. the set of weights that vanish onH� . Consider in a� an open subset a�nS�2R…�

obtained by removing all root hyperplanes and fix a connected componentC of this
set. We denote by C the closure of C in a. The set C is called theWeyl chamber.
The choice of this set plays central role in the theory. We will see that all Weyl

chambers are conjugate under the action ofW .
We have the following

Proposition. C is a fundamental domain for the W -action on a. More precisely:

(1) If � 2 a, then w� 2 C for a certain w 2 W .
(2) If �;w� 2 C , then � D w�. If, moreover, � 2 C , then w D e.



110 J. Bernstein

3.8 Positive Roots and Simple Roots

In what follows we fix a Weyl chamber C . A root � is called positive if the coroot
H� is positive on C , i.e. if .�; �/ > 0 for all � 2 C .
We denote by RC the subset of positive roots. It is clear that R is a disjoint

union of sets RC and R� D �RC. Also RC is closed under addition, i.e. if �; ı are
positive roots and their sum is a root then this root is positive.
A positive root ˛ is called a simple root if it cannot be written as a sum of two

positive roots. We denote by B � RC the subset of simple roots .
Proposition. (1) B is a base of the root lattice Q. Every positive root � is a sum

of simple roots with nonnegative integer coefficients.
(2) Simple roots correspond to hyperplanes in a� that are walls of the Weyl

chamber NC .
(3) The Weyl groupW is generated by reflections �˛ corresponding to simple roots

(they are called simple reflections).
(4) Let ˛ be a simple root. Then for any positive root � different from ˛ the root

�˛.�/ is positive. In particular, if ˇ is a simple root different from ˛, then
.˛; ˇ/ � 0.

(5) Let � 2 h� be half of the sum of all positive roots. Then for any simple root ˛
we have �.H˛/ D 1 and �˛.�/ D � � ˛. In particular, � lies in the lattice P .

Let us denote byQC the subsemigroup of the root latticeQ generated by positive
roots. In other words,QC is a free semigroup generated by the set B .
Using this semigroup, we introduce a partial order � on the space h� by � �  

if  D �C q with q 2 QC.
Note that a weight � lies in P iff �.H˛/ 2 Z for every simple root ˛. A weight

� is called dominant if �.H˛/ 2 Z
0 for every simple root ˛. Equivalent condition:
�˛.�/ � �.
We denote the semigroup of dominant weights by PC. Note that the cone

generated by PC in a� is usually much smaller than the cone generated byQC.

3.9 The Triangular Decomposition of a Lie Algebra g

From this description of the root systemR, we derive the following decomposition :

g D n� ˚ h˚ nC;

where n� and nC are subspaces generated by E� for � 2 R� and � 2 RC,
respectively. This is a decomposition of linear spaces (not of Lie algebras). We have

Lemma. (i) nC (resp. n�) is the Lie subalgebra of g generated by E˛ (resp. by
E�˛), where ˛ 2 B .

(ii) Œh; nC� D nC and Œh; n�� D n�.
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(iii) The Lie algebras nC and n� are nilpotent. Moreover, if X 2 nC or n�, then
adX is a nilpotent operator on g.

(iv) U.g/ ' U.n�/˝ U.h/˝ U.nC/ ' U.n�/˝ U.nC/˝ U.h/.

4 Category O and Verma Modules M�

The aim of these lectures is the description of finite dimensional g-modules. In the
sixties, it was noted that it is more natural to describe the finite dimensional modules
in the framework of a wider class of g-modules. First, let us give several preparatory
definitions.

4.1 Weight Spaces

Let V be a g-module. For any � 2 h� denote by V ss.�/ the space of vectors
v 2 V such that Hv D �.H/v for any H 2 h and call it the weight space of
weight �. If V ss.�/ ¤ 0, then � is called a weight of the g-module V and any
v 2 V ss.�/ is called a weight vector. A module V is called h-diagonalizable if
V DP�2h� V ss.�/.
Similarly, we introduce a generalized weight space V.�/ as the space of vectors

v 2 V such that for any H 2 h one has .H � �.H//n D 0 for large n. If V is
h-finite, it has decomposition V D ˚V.�/ (see appendix A). We denote by P.V /
the set of weights � 2 h� such that V.�/ ¤ 0 (the weight support of V ).
Lemma. Let V be a g-module. For any � 2 R, � 2 h� we have E�V ss.�/ �
V ss.�C �/ and E�V.�/ � V.�C �/
The proof is the same as in sl.2/ case.

4.2 The Category O

Let us now introduce a class of g-modules that we will consider. The objects of
category O are g-modulesM satisfying the following conditions.

(1) M is a finitely generated U.g/-module.
(2) M is h-diagonalizable.
(3) M is nC-finite.

Clearly, if a g-moduleM belongs to O, then so does any submodule ofM and any
quotient module ofM , and ifM1;M2 2 O, thenM1 ˚M2 2 O.
Lemma. Let g be a semisimple Lie algebra. Then any finite dimensional g-module
V lies in O.
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Proof. It suffices to verify that V is h-diagonalizable. Since the operatorsH� , where
� 2 R, generate h and commute, it suffices to verify that V isH� -diagonalizable.
Now V is a finite dimensional s� -module, with s� � g generated by E� ,H� and

E�� . Since s� is isomorphic to sl.2/, the result follows from Corollary 2.5. ut

4.3 Highest Weight

A nonzero weight vectorm 2M is called a highest weight vector if nCm D 0:
Since nC is generated by E˛ for ˛ 2 B , we have

Lemma. A weight vector m is a highest weight vector if and only if E˛m D 0 for
every ˛ 2 B .

Proposition. Let M 2 O be nonzero. Then M contains a nonzero highest weight
vector.

Proof. The proof is the same as in the case of sl.2/:We choose an h-invariant finite
dimensional vector subspace V � M that generates M . Replacing it by U.nC/V
we can assume that it is also nC-invariant. Consider all weights � of h in V . Since
this is a finite set, there exists a weight � in V such that for every positive root � the
weight �C� is not a weight in V . Any nonzero vector v 2 V.�/ is a highest weight
vector. ut

4.4 Verma Modules

We now introduce a family of central objects in the categoryO. These are the Verma
modulesM�:

Lemma. Let � 2 h�. There exists a pair .M�;m�/ of a g-module and a highest
weight vectorm� 2 M�.�� �/ that satisfies the following universality condition.

For any g-module M and highest weight vector v 2 M of weight � � �, there
exists a unique morphism of g-modules iv WM� !M with i.m�/ D v:

Remark. By abstract nonsense, if such a module exists it is unique up to a canonical
isomorphism.

Proof. Let � 2 h�. In U.g/, consider the left ideal I� generated by E� , where
� 2 RC, and by H C �.H/ � �.H/, where H 2 h. Define the g-module M�

settingM� D U.g/=I�. Let m� stand for the natural generator ofM� (over g), i.e.,
the image of 1 2 U.g/ under the mapping U.g/ �! M�. The moduleM� and the
vectorm� clearly satisfy the universal property. ut
Since Verma module is generated by a highest weight vector, the results of

Sect. 1.6 imply that it lies in categoryO.



Lectures on Lie Algebras 113

Lemma. Let � 2 h�. ThenM� is a free U.n�/ – module with one generatorm�.

Proof. The statement follows from the decomposition U.g/ D U.n�/ ˝ U.h/ ˝
U.nC/. ut
Corollary. (1) The set of weightsP.M�/ of the moduleM� equals to .���/�QC,

i.e. weights of M� are of the form � � � � q for q 2 QC.
(2) Let M be an arbitrary g-module, m 2 M a highest weight vector of weight

� � � and im W M� �! M be the corresponding unique morphism. Then im is
an embedding if and only if Xm 6D 0 for any nonzero X 2 U.n�/:

4.5 The Irreducible Objects L�

The next lemma provides a precise parametrization of isomorphism classes of
irreducible objects in the categoryO in terms of characters of h.
Lemma. (1) Let � 2 h�. Then Verma module M� has a unique irreducible

quotient L� and Hom.M�;L�/ � K.
(2) Any irreducible module L 2 O is isomorphic to a module L� for a unique

weight � 2 h�.

In other words, up to isomorphism L� is the unique irreducible g-module that
has highest weight vector of weight � � �. Modules L� for different � are not
isomorphic and every irreducible objectL in categoryO is isomorphic to one of the
modules L�.

Proof. (1) Consider the weight decompositionM DM top˚M 0 whereM top is the
one-dimensional spaceM.���/ andM 0 D ˚M.	/ with sum over 	 – ���.
Any g-submodule N � M� splits with respect to this decomposition, i.e N D
N
T

M top ˚ N T

M 0. Since any non-zero vector of the spaceM top generates
the moduleM�, we see that any proper g-submodule ofM� is contained inM 0.
Thus, the sum of all proper submodules is contained in M 0. This shows that
M� has a unique maximal proper submodule and hence it has unique simple
quotient.

(2) Lemma 4.3. implies that every simple module L in O has a highest weight
vector. Using 4.4 we construct a non-zero morphismM� ! L and this implies
that L is isomorphic to the module L�.
Note that the set of weightsP.L�/C� has � as the unique maximal element.

This shows how to reconstruct the weight � from the simple module L. ut
Remark. An alternative argument that yields the uniqueness of an irreducible
module with highest weight � � � is as follows. Let M1;M2 be two irreducible
modules of highest weight � � � and m1;m2 be their highest weight vectors. Then
N D U.n /.m1 ˚ m2/ � M1 ˚M2 is a U.g/-submodule. Since both projections
N !M1 and N !M2 are non zero we see thatM1 � M2.
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4.6 Characters

In the study of modules from the categoryO we will use the notion of the character
of a g-moduleM:
More generally, let M be a g-module such that it is h-finite and in the weight

decomposition all the weight spaces M.�/ are finite-dimensional. In this case, we
define the character �M to be the function on h� defined by the equation

�M.�/ D dimM.�/:

On h�, define the Kostant functionK by the equality

K.�/ D the number of presentations of the weight � in the form

� D �
X

�2RC
n��; where n� 2 Z
0.

For any function u on h� set supp u D f� 2 h� j u.�/ ¤ 0g. Denote by E the space
of Z-valued functions u on h� such that supp u is contained in the union of a finite
number of sets of the form  �QC, where  2 h�. For example, suppK D �QC,
hence,K 2 E .
Lemma. (i) �M�. / D K. � �C �/.
(ii) If M 2 O, then �M is defined and �M 2 E .

Proof. (1) Let us enumerate the elements ofRC, e.g., �1; : : : ; �s . Then the elements
En1��1 : : : E

ns��sm�, where n1; : : : ; ns 2 Z
0, form a basis in M�. Hence,
�M�. / D K. � �C �/.

(2) Choose a finite-dimensional h-invariant subspace V � M that generates M:
Replacing V by U.nC/V we can assume that V is also nC-invariant. This
implies that M D U.n�/V . Thus we can write M D P

U.n�/.vi /, where
vi is a basis of V consisting of weight vectors.
As in heading (i) we have dimM. / � P

1�i�k
K. ��iC�/ implying lemma. ut

Exercise. Prove the converse statement: LetM is a finitely generated U.g/-module
such that it is h-diagonalizable, its character �M is defined and lies in E . Then
M 2 O.

5 The Weyl Modules A�, � 2 PC

In this section we construct for every 
 2 PC a finite dimensional g-module A

of highest weight 
. Later we will show that A
 Š L
C� and that these modules
exhaust all irreducible finite dimensional g-modules.
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5.1 Injections Between Verma Modules

We begin with the following key Proposition:

Proposition. Let M be a g-module and m 2 M a highest weight vector of weight
� � �. Suppose that k D �.H˛/ 2 Z
0: Then the vector m0 D Ek�˛m is either zero
or a highest weight vector of weight �˛.�/ � �:
Proof. Clearly, the weight of the vector m0 D Ek�˛m� is equal to � � � � k˛ D
�˛.�/ � �.
By Lemma 4.3. it suffices to show that Eˇm0 D 0 for ˇ 2 B . If ˇ ¤ ˛, then

Eˇm
0 D EˇEk�˛m� D Ek�˛Eˇm� D 0;

because ŒEˇ;E�˛� D 0. Further,

E˛m
0 D E˛Ek�˛m� D Ek�˛E˛m� C kEk�1�˛ .H˛ � .k � 1//m� D 0;

sinceH˛m� D .� � �/.H˛/m� D .k � 1/m�. ut
Remark. This last point is just a repetition of sl.2/ computation in 2.2.

Corollary. Suppose � 2 h� and ˛ 2 B are such that �˛.�/ < �.
Then there is a canonical embedding M�˛.�/ �! M� that maps m�˛.�/ to

Ek�˛m�, where k D �.H˛/

5.2 �M is �˛-Invariant

Lemma. Let ˛ 2 B be a simple root and let s˛ � g be the corresponding
sl.2/-subalgebra. Let M 2 O be a s˛-finite module. Then the character �M is
�˛ invariant.

Proof. Consider the decomposition M D ˚M.k/ with respect to the action of
H˛ 2 g˛: By sl.2/ theory, we have Ek�˛ WM.k/ �!M.�k/ is an isomorphism for
any k � 0. DecomposingM.k/ D ˚M.�/, where � 2 h� with �.H˛/ D k it is
clear that Ek�˛ induces an isomorphism betweenM.�/ andM.�˛.�//. ut

5.3 Construction of the Weyl Modules

For any 
 2 PC D P \C we have �˛.
C�/ – 
C� and hence by Corollary 5.1.
we have the containmentM�˛.
C�/ ¤ M
C�
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We now set

A
 D M
C�=
X

˛2B
M�˛.
C�/:

Theorem. (1) �A
.
/ D 1.
(2) P.A
/ � 
 �QC � P and �A
.w�/ D �A
.�/ for any w 2 W and � 2 P .
(3) If � is a weight of A
, then either � 
 
 or j�j < j
j, where j�j is the length of

the weight �.
(4) dimA
 <1.

Proof. (1) The modules M�˛.
C�/ do not contain vectors of weight 
; hence,
these modules are contained in

P

 2h�nf
gM
C�. /. Therefore, dimA
.
/ D
dimM
C�.
/ D 1.

(2) SinceW is generated by �˛ , where ˛ 2 B , it is enough to verify heading (2) for
these elements. Fix ˛ 2 B: Since A
 is generated by s˛-finite vector, Lemma
1.6.1. implies that A
 is s˛-finite. The result now follows from Sect. 5.2.

(3) It is clear that
supp �A
 � supp �M
C� D 
 �QC:

Let �A
.�/ ¤ 0. By replacing � with a W -equivalent element we can assume
that � 2 NC . Hence, 
 D � C q, where q 2 QC. Further on

j
j2 D j�j2 C jqj2 C 2.�; q/ � j�j2 C jqj2:

Hence, either j
j > j�j or q D 0 and then 
 D �.
(4) supp �A
 is contained in the intersection of the lattice P with the ball j�j � j
j,

and, therefore, is finite. Hence, dimA
 <1. ut
We can now deduce a few results concerning the modules L� that are finite

dimensional.

Corollary. An irreducible moduleL� is finite dimensional if and only if ���2PC.

What is missing is the irreducibility of the modules A
 as this identifies them
with L
C�. This will be proven in Sect. 8.

6 Statement of Harish–Chandra’s Theorem on Z.g/

The center of the associative algebra U.g/ plays an important role in the study of
representations of g. It is common to denote this commutative algebra by Z.g/.
In this section I formulate the Harish–Chandra theorem that describes the algebra
Z.g/. The description of the Harish–Chandra homomorphism is very simple when
we consider the action of Z.g/ on Verma modules. Indeed, it is easy to see that any
element z 2 Z.g/ acts by a scalar on each of the modules M�. Thus we obtain,
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for each z 2 Z.g/ a complex valued function on h�. We show below that this is
a polynomial function on h� that is invariant with respect to the Weyl group. The
complete proof of Harish–Chandra’s theorem is carried out in Sect. 9.

6.1 The Harish–Chandra Projection

In what follows we will identify the algebra U.h/ D S.h/ with the algebra Pol.h�/
of polynomial functions on the space h�.
For any element X 2 U.g/ we will construct a function j.X/ on the space h� as

follows. Given a weight � 2 h� consider the Verma moduleM�, its highest weight
vectorm D m� of weight ��� and a functional f D f� onM� such that f .m/ D 1
and f vanishes on the complementary subspaceM 0 D ˚ ¤���M�. /.
It is clear that such functional f exists and is uniquely defined. Now we define

j.X/.�/ WD f�.Xm�/.

Lemma. For any X 2 U.g/ the function j.X/ is a polynomial function in �.

Proof. Using triangular decomposition we can write X D X0 C XC C X , where
X0 2 U.h/, XC 2 U.g/nC and X 2 n U.g/. This implies that j.X/.�/ D
j.X0/.�/ D X0.�� �/ and this is a polynomial function in �. ut
This proof shows that up to a � shift the function j.X/ coincides with the

“central” part X0 of the element X 2 U.g/; this part is often called the Harish–
Chandra projection.

6.2 The Harish–Chandra’s Homomorphism

Lemma. (1) For any z 2 Z.g/ the operator z on the Verma moduleM� is a scalar
operator j.z/.�/ � IdM� .

(2) j W Z.g/ ! Pol.h�/ is a morphism of algebras (it is called Harish–Chandra
homomorphism).

(3) For any z 2 Z.g/ the function j.z/ 2 Pol.h�/ is W -invariant.

Proof. (1) Since z commutes with action of h we see that zm� 2 M�.� � �/ and
hence zm� D cm�. Since vector m� generatesM� we see that z D c � Id. It is
clear that c D j.z/.�/.

(2) immediately follows from 1.
(3) We would like to show that for any w 2 W we have j.z/.w�/ D j.z/.�/. It

suffices to consider the case when w D �˛ for ˛ 2 B .
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Since j.z/.�/ and j.z/.�˛.�// are polynomial functions in �, it suffices to prove
the equality for � 2 PC. But in this case M�˛.�/ � M�; and that implies that the
action of z on the Verma modulesM� andM�˛.�/ is given by the same scalar. ut

6.3 The Harish–Chandra Theorem

By the previous lemmas, the correspondence z 7! jz defines a ring homomorphism
j W Z.g/ �! Pol.h�/W . We can now state the following important result of Harish–
Chandra.

Theorem. The Harish–Chandra morphism j W Z.g/�!Pol.h�/W is an isomor-
phism of algebras.

Remark. In [Di], the map j is described as a composition of the so-called Harish–
Chandra projection with a shift. It is easy to trace both in our construction.

Remark. Our construction of the Harish–Chandra map appears to depend on a
choice of ordering on the root system.
A different choice of ordering yields the same map, although this statement

requires a proof.

7 Corollaries of the Harish–Chandra Theorem

7.1 Description of Infinitesimal Characters

Denote by ‚ D Spec.Z.g// the set of all homomorphisms � W Z.g/ ! K –
such morphisms are usually called infinitesimal characters. The Harish–Chandra
morphism j W Z.g/ ! Pol.h�/ defines a map of sets � W h� �! ‚. We usually
denote the image �.�/ by ��.
One of the important corollaries of the Harish–Chandra theorem is the following.

Proposition. The map � gives a bijection � W h�=W ' ‚.

We have seen that �.w�/ D �.�/ so � defines a map of sets � W h�=W ! ‚.
First let us show that this map is an imbedding.

Lemma. ��1 D ��2 only if �1 
 �2.
Proof. Let �1 6
 �2. Let us construct a polynomial T 2 Pol.h�/W such that
T .�1/ D 0, while T .�2/ ¤ 0. For this, take a polynomial T 0 2 Pol.h�/ such that
T 0.w�1/ D 0 and T 0.w�2/ D 1 for any w 2 W and set T .�/ DPw2W T 0.w�/.
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As follows from the Harish–Chandra theorem, there is an element z 2 Z.g/ such
that jz D T . But then

jz.�1/ D ��1.z/ ¤ ��2.z/ D jz.�2/: ut

The proof of the surjectivity of the map � W h�=W ! ‚ requires some
knowledge of commutative algebra. In fact we will not need this statement so we
leave it as an exercise for the reader.

Exercise. Show that any homomorphism of algebras � W Pol.h�/W �! K is of the
form �� for a certain � 2 h�.

Hint. First show that Pol.h�/ is finitely generated Pol.h�/W -module. Then using
Nakayama lemma prove the following general fact from commutative algebra:
Let A be a commutativeK-algebra and B � A is a K-subalgebra such that A is

finitely generated as B-module. Then any morphism of algebras � W B ! K can be
extended to a morphism of algebras A! K (see e.g. lemma 1.4.2 in [Ke]).

7.2 Decomposition of the Category O

Lemma. Let M 2 O: Then there exist an ideal J � Z.g/ of finite codimension
such that JM D 0:
Proof. We can find finite family of weights �1; :::; �r such that V D ˚M.�i /
generatesM: The space V is Z.g/-invariant. The ideal J D ker.Z.g/ ! End.V //
has the desired property. ut
Corollary. Any M 2 O is Z.g/-finite and hence has a direct sum decomposition
M D ˚�M.�/. Moreover, the set of characters � 2 ‚ such thatM.�/ ¤ 0 is finite.

This follows from the Lemma and Proposition A.2 of the Appendix.

Remark. In our case, the submoduleM.�/ �M can be described explicitly as

M.�/ D Ker.I n� /

for sufficiently large n; where I� D Ker.� W Z.g/! K/:

Exercise. Show that the category O admits the following decomposition O D
˚O� , where the sum runs over � 2 ‚ D Spec.Z.g//:
Deduce that if N is a subquotient ofM then ‚.N/ � ‚.M/.
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7.3 Finite Length

Proposition. Any moduleM 2 O has a finite length.

Proof. We will prove a more precise statement. Fix S � ‚ and consider the full
subcategory OS of O consisting of all objects M such that ‚.M/ � S: Consider
the set„ WD „.S/ � h� consisting of weights � 2 h� such that ��C� 2 S: Consider
the exact functorRes� W O! Vect , defined by

Res�.M/ D ˚�2�M.�/:

Lemma. Res„ is faithful on the subcategory OS

The lemma follows from the fact that for any irreducible object L in OS we have
Res�.L/ ¤ f0g:
The lemma implies that for anyM 2 OS we have that the length ofM is bounded

by dimRes�.M/. ut
Exercise. Show that if L�0 is a subquotient of M�, then �0 
 �: Furthermore, if
L�0 lies in the kernel ofM� ! L�, then �0 – �

7.4 The Grothedieck Group of the Category O

We will use the standard construction that assigns to every (small) abelain category
C an abelian groupK.C/ that is called Grothendieck group of C:
Namely, denote by A the free abelian group generated by symbols [M ], where

M runs through the isomorphism classes of objects of C. Let B be the subgroup of
A generated by expressions ŒM1�C ŒM2� � ŒM � for all exact sequences

0 �!M1 �!M �!M2 �! 0:

By definition, the Grothendieck group K.C/ of the category C is the quotient
A=B .

Exercise. Suppose we know that every object of an abelian category C is of finite
length. Show that

(i) The map ZŒIrrC� �! K.C/ is an epimorphism. In other words, the classes of
simple objects of C generateK.C/.

(ii) Prove that the map above is an isomorphism. In particular,K.C/ is a free abelian
group. Hint: Jordan-Hoelder.

In what follows we will use the fact that the collection fŒL��g�2h� forms a basis
forK.O/.
Proposition. The collection fŒM��g�2h� forms a basis of K.O/.
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Proof. We can writeK.O/D ˚K.O� /:We will show that for a given infinitesimal
character � the collection fŒM�� W �2 h� is such that �� D �g forms a basis for
K.O� /. We note that the collection fŒL�� W �2 h� is such that �� D �g forms a
basis K.O� /. Recall that for any  2 h�

ŒM � D ŒL �C
X

'– ; '	 
n'ŒL'�;

where n' 2 Z. Inverting this unipotent matrix yields the result. ut

7.5 Realization of the Grothendieck group K.O/

It will be convenient to have a realization of the group K.O/ by embedding it into
the group E , the group of Z-valued functions on h� (see Sect. 4.6). Namely, we
introduce the convolution product on E by setting

.u � v/.�/ D
X

'
h�
u.'/v.�� '/ for u; v 2 E :

Note that only a finite number of the summands are non-zero. Since u � v 2 E , the
convolution endows E with a commutative algebra structure.
For any � 2 h� define ı� 2 E by setting ı�.'/ D 0 for ' ¤ � and ı�.�/ D 1.
Clearly, ı0 is the unit of E .
Set

L D
Y

�2RC
.ı�=2 � ı��=2/ D ı�

Y

�2RC
.ı0 � ı�� /

Here… is the convolution product in E :
We can now define a homomorphism � W K.O/ �! E by the formula

�.ŒM �/ D L � �M ;

whereM 2 O;
Theorem. (1) �.M�/ D ı�:
(2) The mapping � W K.O/ �! E gives an isomorphism ofK.O/ with the subgroup

Ec � E consisting of functions with compact support.

Proof. The second point is an immidiate consequence of the first in lieu of the fact
that the family fŒM��g generates K.O/. The proof of the first point is based on
Lemma 4.6 and the following Lemma.

Lemma. Let K be the Kostant function, see Sect. 4.6. Then

K � ı�� � L D ı0:
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Proof. For any � 2 RC set a� D ı0 C ı�� C :::C ı�n� C :::: The definition of K
implies that

K D
Y

�2RC
a� :

Further, .ı0� ı�� /a� D ı0. Since L can be represented as …
�2RC

.ı0� ı�� /ı�, we are
done. ut
Remark. The theorem implies that finding the exact transition matrix between the
basis fŒM��g and the basis fŒL��g is equivalent to the determination of �.L�/. This
is the subject of the Kazhdan–Lusztig conjecture.

8 Description of Finite Dimensional Representations

8.1 Complete Reducibility of Finite Dimensional Modules

In this section, we will describe all finite dimensional representations of a semisim-
ple Lie algebra g. As was shown in Sect. 4.2, all such representations belong
to O. Recall that in Sect. 5 we constructed a collection of finite dimensional g-
modules A
 parameterized by weights 
 2 PC. We will now show that any finite
dimensional module is isomorphic to a direct sum of such modules, and that these
are irreducible. This yields complete reducibility.

Theorem. (1) Let M be a finite dimensional g-module. Then M is isomorphic to
a direct sum of modules of the form A
 for 
 2 PC.

(2) All the modules A
, where 
 2 PC, are irreducible.

Proof. (1) We may assume thatM D M.�/, where � 2 ‚. Let m be any highest
weight vector ofM and 
 its weight. Then � D �
C�. Besides, for any simple
root ˛ we haveEk�˛m D 0 for large k, and hence by Lemma 2.2 
.H˛/ 2 Z
0:
Therefore, 
 2 PC.
Since 
 2 PC the element 
 C � lies inside the interior of the Weyl

chamber and thus is uniquely recovered from the infinitesimal character of the
module A
.
Let m1; : : : ; ml be a basis of M.
/. Let us construct the morphism p W
˚

1�i�l
M.
C�/ �!M so that each generator .m
C�/i for i D 1; 2; : : : ; l goes

tomi . As follows from Lemma 2.2, for any simple root ˛ we haveEk˛�˛mi D 0,
where k˛ D .
C �/.H˛/

Hence p may be considered as the morphism p W ˚1�i�l .A
/i �!M .
LetL1 andL2 be the kernel and cokernel of the morphismp. Then‚.Li / D

f�g and Li .
/ D 0, where i D 1; 2. As was shown above, L1 D L2 D 0, i.e.,
M Š ˚

1�i�l
.A
/i .
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(2) LetM be a nontrivial submodule of A
. Then ‚.M/ D �
C�, hence,M.
/ ¤
0, i.e.,M contains a vector of weight 
. But thenM D A
. Thus, the module
A
 is irreducible and the proof of the Theorem is complete. ut

Corollary. A
 Š L
C�, where 
 2 PC.

Remark. The module A
 is an irreducible module of highest weight 
. The strange
shift in its numbering as an irreducible module corresponds to the Harish–Chandra
shift.

8.2 Characters of Highest Weight Modules A�

Consider the natural action of the group W on the space of functions on h�
defined by

.wu/.�/ D u.w�1�/ for w 2 W;� 2 h�:

Lemma. wL D detw � L for any w 2 W .

Proof. It suffices to verify that �˛L D �L for ˛ 2 B . Since �˛ permutes the
elements of the set RC n f˛g and transforms ˛ into �˛, then

�˛L D .ı�˛=2�ı˛=2/
Y

�2RCnf˛g
.ı�=2�ı��=2/ D �L: ut

The next theorem provides a formula for the formal character of the finite
dimensional irreducible moduleL
. This will give us Kostant multiplicity formulas,
Weyl character formula and Weyl dimension formula.

Theorem. Suppose L
 is finite dimensional. Then

L � �L
 D
X

w2W
detw � ıw.
/:

Proof. We have
ŒL
� D

X

		

a	ŒM	�

with a
 D 1.
Applying � to this equation, we obtain

�.ŒL
�/ D
X

		

a	ı	:

Since �L
 is W -invariant and L is W -skew invariant, we see that �.ŒL
�/ D
L � �L
 is W -skew-invariant as well.
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Thus,

L � �L
 D
X

w2W
detw � ıw.
/ (*)

Theorem 8.2 is proved. ut
Corollary. (1) for any 
 2 PC we have ŒA
� D P

w2W
detw � ŒMw.
C�/�

(2) the Kostant formula for the multiplicity of the weight �A
. / D
P

w2W
detw �

K. C � � w.
C �// for any  2 h�:

Proof. Since � is an isomorphism, to verify the first item, we may apply � to both
sides. The second item is a reformulation of the first in view of the Lemma 4.6. ut

8.3 Weyl Character Formula

Denote by F.h/ the ring of formal power series in h, i.e. the completion of the
algebra of polynomial functions Pol.h/ at the point zero. For any � 2 h� set e� D
P

i
0
�i

i Š
.

Clearly, e� 2 F.h/ and e�C D e�e for �; 2 h�. Let M be a finite
dimensional g-module. Define the character chM 2 F.h/ ofM by the formula

chM D
X

�2P
�M .�/e

�:

Theorem. Set

L0 D
X

w2W
.detw/ew�:

Then for A
, where 
 2 PC, we have

L0chA
 D
X

w2W
.detw/ew.
C�/:

Proof. The mapping j W Ec �! F.h/ defined by the formula j.u/D P

�2h�
u.�/e� is a ring homomorphism. Inserting 
 D � in formula (�) of 8.2, we obtain

X

w2W
detw � ıw� D L � �A0 D L � ı0 D L:

Hence, j.L/ D L0. The result now follows by applying j to formula (�) of 8.2 with
A
 D L
C�. ut
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Remark. (1) When K D C, all the power series involved in Theorem 8.3 converge
and define analytic functions on h. Theorem 8.3 claims the equality of two such
functions.

(2) Let G be a complex semisimple Lie group with Lie algebra g and H � G
the Cartan subgroup corresponding to the Lie subalgebra h. Consider the finite
dimensional representation T of G corresponding to the g-module A
. Let h 2
H. Then h D exp.H/, whereH 2 h. It is easy to derive from Theorem 8.3 that

Tr T .h/ D
P

w2W
detw � e.w.
C�//.H/

P

w2W
detw � e.w�/.H/ :

This is the well-known H. Weyl’s formula for characters of irreducible repre-
sentations of complex semisimple Lie groups.

8.4 Weyl’s Dimension Formula

Theorem. Let 
 2 PC. Then

dimA
 D
Y

�2RC

h
C �; �i
h�; �i :

Proof. Set

F� D
X

w2W
detw � ew� for any � 2 h�.

Clearly, F� D L0 D Q

�2RC.e�=2 � e��=2/. For any � 2 h� and H 2 h, we may
consider F�.tH/ as a formal power series in one variable t .
Let �0 and 
0 be elements of h corresponding to � and 
, respectively, after the

identification of h with h� by means of the Killing form. Then

dimA
 D chA
.0/ D F
C�.t�0/
F�.t�0/

jtD0:

Observe that

F
C�.t�0/ D
X

w2W
detw � eth
C�;w�1�i D F�.t.
0 C �0//:
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Hence by the product formula we have

dimA
 D F�.t.

0 C �0//

F�.t�
0
/

jtD0 D
Y

�2RC

 

et=2.�.

0C�0// � e�t=2.�.
0C�0//

et=2.�.�0// � e�t=2.�.�0// jtD0
!

The quantity on the right hand side is evaluated easily to be

Y

�2RC

h�; 
C �i
h�; �i :

ut

8.5 Summary of Results

We collect here the results we have proven for finite dimensional representations
of g:

1. For any weight 
 2 PC we have constructed a finite dimensional irreducible
g-module A
. All such modules are nonisomorphic. Any finite dimensional
irreducible g-module is isomorphic to one of A
, where 
 2 PC.

2. Complete reducibility
Any finite dimensional g-moduleM is isomorphic to a direct sum of A
.

3. The module A
 is h-diagonalizable and has the unique (up to a factor) highest
weight vector a
. The weight of a
 is equal to 
. The module A
 is called a
highest weight module of highest weight 
.

4. Harish–Chandra theorem on ideal.
ThemoduleA
 is generated by the vector a
 asU.n�/-module (in particular,

all the weights of A
 are less than or equal to 
). The ideal of relations I D
fX 2 U.n�/ j Xa
 D 0g is generated by the elements Em˛C1�˛ , where ˛ 2 B
and m˛ D 
.H˛/:

5. The function �A
 is W -invariant.
6. If  is a weight of A
, then either 
 
  or j  j<j 
 j.
7. A
 has infinitesimal character �
C�. Explicitly, for any a 2 A
 and z 2 Z.g/
we have za D �
C�.z/a.
If 
1; 
2 2 PC and 
1 ¤ 
2, then homomorphisms �
1C� and �
2C� are

distinct.
8. Weyl character formula

L � chA
 D
X

w2W
.detw/ew.
C�/; where L D

X

w2W
.detw/ew.�/
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9. Kostant multiplicity formula.

�A
.	/ D
X

w2W
.detw/K.	C � � w.
C �//:

10. Weyl dimension formula

dimA
 D
Y

�2RC

h�; 
C �i
h�; �i :

11. For any finite dimensional g-module V , the module V is h-diagonalizable and
its character �V is W -invariant.

9 Proof of the Harish–Chandra Theorem

The proof we describe here will be obtained by first reducing Harish–Chandra’s
theorem to Chevalley’s restriction theorem. The proof of Chevalley’s theorem is
obtained using characters of finite dimensional representations A
 of g.
The proof we present uses implicitly a group action without defining the group

that acts. The existence of the action should not be surprising in view of Corollary
2.5 that finite representations of the Lie algebra sl.2/ admits an action of the group
SL.2/. A similar idea applies in general. Instead of providing a formal statement let
us briefly explain how to obtain such a group.
Let G be the adjoint group of automorphisms of g. This is the group generated

by groups SL.2/� corresponding to all the roots � . This group acts on g; on U.g/;
S.g/ and preserves natural structures on all these spaces. On each of these spaces V
the actions of g and G are related as follows.
(*) Let X 2 g˛ and g D exp ad.X/ 2 G. Then for any vector v 2 V we have

gv D exp .X/v WD
X

k

1

kŠ
Xkv:

This expression makes sense since Xkv D 0 for large k.
In particular the invariants with respect toG and g in each of these spaces are the

same.

9.1 Reduction to Chevalley’s Theorem

We constructed a morphism j W Z.g/ ! Pol.h�/W D U.h/W and would like to
show that it is an isomorphism. By construction, j is the restriction to Z.g/ of a
linear map j W U.g/! U.h/ defined by Harish–Chandra projection (see 6.1).
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Morphism j is compatible with natural filtrations on Z.g/ and U.h/W obtained
by restrictions of standard filtrations on U.g/ and U.h/. So in order to show that
j is an isomorphism it is enough to check that the associated graded morphism
˛ WD grj W grZ.g/ ! grU.h/W is an isomorphism. Let us identify these two
spaces.
First of all notice that Z.g/ D U.g/g where we consider the adjoint action of g on

U.g/, ad.X/.u/ D ŒX; u�: Let us also consider the adjoint action of g on the algebra
S.g/ such that ad.X/ is the derivation of the algebra S.g/ satisfying ad.X/.Y / D
ŒX; Y � for Y 2 g � S.g/. Using the morphism symm discussed in Corollary 1.5.
We see that the space gr Z.g/ coincides with the space S.g/g (this follows from the
fact that symm is a morphism of g-modules). Similarly, gr..U.h/W // coincides with
the space S.h/W .
Consider the morphism ˇ W S.g/ D S.n�/ ˝ S.h/ ˝ S.n�/ ! S.h/ obtained

by mapping n� and nC to 0. Analyzing the explicit description of the morphism
˛ described above it is easy to see that it coincides with the restriction of ˇ to g-
invariant elements.
Using Killing form we will identify g with g� and h with h�. In this way we

interpret S.g/ as the algebra Pol.g/ of polynomial functions on g and S.h/ as the
algebra Pol.h/ of polynomial functions on h. Morphism ˇ after this identification
is just the restriction of polynomial functions on g to h.
This shows that Harish–Chandra theorem follow from the following result

Theorem (The Chevalley’s restriction theorem). Let Pol.g/ and Pol.h/ be alge-
bras of polynomial functions on g and h, respectively, and � W Pol.g/ �! Pol.h/
the restriction homomorphism. Then Pol.g/g �! Pol.h/W is an isomorphism.

9.2 Proof of Injectivity in Chevalley’s Theorem

Let us choose an ordering �1; :::; �r of roots of the algebra g and consider the
algebraic variety Y D Q

g�i � h; in fact this is just an affine space isomorphic
to g. Let us define a morphism of algebraic varieties a W Y ! g by

a.X1; :::; Xr ;H/ D exp ad.X1/ exp ad.X2/::: exp ad.Xr/.H/:

Clearly, any function f 2 Pol.g/g in the kernel of the morphism � will also lie in
the kernel of morphism of algebras a� W Pol.g/ ! Pol.Y / corresponding to the
morphism a.
However, if we choose a regular element H 2 h (i.e., an element such that

�.H/ ¤ 0 for every root � ) and consider the point y D .0; :::; 0;H/ 2 Y , then
easy computation shows that the differential da at this point is an isomorphism of
linear spaces. This implies that the kernel of the homomorphism a� is 0.
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9.3 Proof of Surjectivity in Chevalley’s Theorem

Fix a non-negative integer k. To every finite dimensional representation .�; V / of
the Lie algebra g, we assign a polynomial function Pk;V on the Lie algebra g as
follows Pk;V .X/ D tr.�.X/k/. Clearly, this is a g-invariant polynomial function
on g. The surjectivity of the morphism � follows from

Proposition. The collection of functions Pk;V on h spans Pol.h/W .

Proof. Let us denote by F.h/ the completion of the algebra Pol.h/ at maximal
ideal m corresponding to the point 0 2 h. In other words, if .yi / is a coordinate
system on the linear space h, then F.h/ D KŒŒy1; :::; yr ��. Since polynomials Pk;V
are homogeneous in order to prove the proposition, it is enough to prove that the
K-linear span of the collection of polynomials Pk;V is dense in the algebra F.h/W .
To see this we will consider a different model for the algebra F.h/. Namely

consider the categoryR.h/ of finite dimensional h-modules. We say that an object
V ofR.h/ is integrable if the action of h is completely reducible and all corootsH�

have integral spectrum. We denote by R the full subcategory of R.h/ of integrable
objects. The Grothendieck group K.R/ of this category is naturally isomorphic to
the group algebra Z.P / of the lattice P: Namely, a weight 
 2 P corresponds to a
one-dimensional representation T
 of the Lie algebra h of weight 
.
Consider a homomorphism of algebras � W K.R/! F.h/ defined by

�..�; V //.x/ D t rV .exp.�.x// D
X

k

1

kŠ
t rV .�.x/

k/

In particular, �.T
/ D exp.
/.
It is easy to see that the K-span of the image of morphism � is dense in F.h/ (in

fact F.h/ can be realized as the completion of the algebraK.P / WD Z.P /˝Z K at
the maximal ideal corresponding to the homomorphismK.P / D K.R/˝ K ! K

given by V 7! dim.V /.
Now consider the category R.g/ of finite dimensional g-modules and the

restriction functor r W R.g/! R.h/. Based on the sl.2/ theory we may view r as a
functor r W R.g/! R: Denote by � the corresponding morphism of Grothendieck
groups � W K.R.g//! K.R/.
For every V 2 R.g/ the element �.V / considered as a function on P is just the

character �V of V , which was defined in Sect. 4.6.
Now, the image �.�.V // 2 F.h/ equalsPk Pk;V =kŠ. Thus, in order to show that

polynomialsPk;V span a dense subset of F.h/W , it is enough to prove the following.

Lemma. The image of morphism � W K.R.g// ! K.R/ equals to the subgroup
K.R/W � K.R/ of W -invariant elements.
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The lemma easily follows from Theorem 5.3. Namely, if an element u 2 K.R/ '
Z.P / isW -invariant, then induction on the maximal length of weights in the support
of u implies that u can be written as a Z -linear combination of �.A
/, where

 2 PC. ut

A. Appendix: Eigenspaces Decomposition

In this section, we present the standard Eigen-space decomposition of linear algebra
with few variations that are needed in the text.

A.1 Standard Eigenspace Decomposition

Let K be an algebraically closed field. Let T be an operator on a finite dimensional
K-vector space V .
We denote by Spec.T; V / the set of 
 2 K such that the operator T � 
1 is

not invertible. Since V is finite dimensional, the operator T satisfies some equation
P.T / D 0 for some monic polynomialP that could be written asQ.T �
i1/ D 0.
This shows that if V ¤ f0g then the set Spec.T; V / is not empty.
For any 
 2 K, we denote by V.
/ the space of vectors v 2 V annihilated by

some power of the operatorT�
1:Vectors of the these spaces are called generalized
eigenvectors. It is clear that V.
/ ¤ 0 iff 
 2 Spec.T; V /.
Denote by V ss.
/ D Ker.T � 
1/ � V.
/. Vectors of these spaces are called

eigenvectors. We say that T is semisimple if V is spanned by eigenvectors of T .
Note that if S is an operator commuting with T then S preserves all the spaces

V ss.
/; V .
/.

Proposition. V D ˚V.
/ where the sum is taken over all 
 2 K.

Proof. (a) We first prove linear independence. Otherwise, take the shortest depen-
dence of the form v1 C :::C vk D 0, where each vi is a generalized eigenvector
with eigenvalues 
i , and all eigenvalues are distinct. Clearly, k � 2. Applying
T � 
11 several times to the above identity, we get a shorter dependency.

(b) For every 
 2 K consider the quotient space Q
 D V=V.
/. We claim that
Spec.T;Q
/ does not contain 
. Indeed, let V 0.
/ � V be the preimage of the
space Q
.
/. Then some power of the operator T � 
1 maps V 0.
/ to V.
/
and hence some larger power maps it to 0. This implies that V 0.
/ D V.
/ and
henceQ
.
/ D 0.
Consider now the space Q D V=

P


 V .
/. Since this space is a quotient of all
the spacesQ
, the set Spec.T;Q/ � \
Spec.T;Q
/ is empty and henceQ D 0. ut
Corollary. If T is semisimple then V D ˚V ss.
/.
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A.2 Eigenspace Decomposition for Commuting Families

Let now A be a commutative K-algebra acting on a K-vector space V . For each
character � W A ! K we denote by m� D ker.�/ the corresponding maximal
ideal of A. We denote by V.�/ the subspace of vectors in V that are annihilated by
some power of m. They are called generalized eigenvectors corresponding to the
character �. We denote by V ss.�/ the space of vectors annihilated by m. They are
called eigenvectors.
We say that the action is locally finite if V is a union of finite dimensional A-

submodules.

Proposition. Let A be a commutative algebra and V be a locally finite A-module.
We have:

(1) V D ˚V.�/ where the sum is taken over all characters � of A.
(2) If each a 2 A acts semisimply on V , then V D ˚V ss.�/.

Proof. We first consider the case dim.V / <1.
For (1) note that the linear independence of the spaces V.�/ follows from the

previous proposition. To show that V is a direct sum we argue by induction on
dimension of V . If each a 2 A has only one eigenvalue ˛.a/, then ˛ is a character
and we are done. Otherwise, we can split V , using the previous proposition, as a sum
of generalized eigenspaces for some a 2 A. Since each of these spaces is invariant
with respect to the algebra A, we can apply induction. The same proof gives the
decomposition in the semi-simple case.
Now the locally finite case is an obvious formal consequence of the finite

dimensional case. ut
Corollary. Let A be a finite dimensional commutative algebra over K with
unit. Then

(1) In A, there is a finite number of maximal ideals mi , where i D 1; : : : ; k.
(2) There are elements ei 2 A, where i D 1; : : : ; k, such that

eiej D 0 for i ¤ j and e2i D ei I
e1 C e2 C : : :C ek D 1I
ei 2 mj for i ¤ j I
eim

n
i D 0 for n > dimA:

Proof. Let A act on itself by multiplication. By the previous proposition, we have a
projection P� W A! A.�/ for each character � of A. Write the identity operator as
a sum 1 DPPi where all Pi D P�i are non zero.
If P is one of these projectors, then it is given by multiplication by an element

e D P.1/ 2 A (Indeed, P.b/ D P..b � 1// D b � P.1/ D b � e).
These elements ei D Pi.1/ and the maximal ideals mi D ker.�i / satisfy the

statement of the corollary. ut
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Stein–Sahi Complementary Series and Their
Degenerations

Yuri A. Neretin

Abstract The paper is an introduction to the Stein–Sahi complementary series and
to unipotent representations. We also discuss some open problems related to these
objects. For the sake of simplicity, we consider only the groups U.n; n/.

Keywords Unitary representations • Complementary series • Symmetric spaces
• Non-commutative harmonic analysis • Classical groups • Unitary group •
Highest weight representations • Unipotent representations

Mathematics Subject Classification (2010): 42B35, 22D10

1 Introduction

This paper1 is an attempt to present an introduction to the Stein–Sahi complemen-
tary series available for non-experts and beginners.

1.1 History of the Subject

The theory of infinite-dimensional representations of semi-simple groups was
initiated in the pioneer works of I. M. Gelfand and M. A. Naimark (1946–1950),
V. Bargmann [2] (1947), and K. O. Friedrichs [12] (1951–1953). The book by

1It is a strongly revised version of two sections of my preprint [30].
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I. M. Gelfand and M. A. Naimark [14] (1950) contains a well-developed theory
for the complex classical groups GL.n;C/, SO.n;C/, and Sp.2n;C/ (the parabolic
induction, complementary series, spherical functions, characters, Plancherel theo-
rems). However, this classic book2 contains various statements and asseverations
that were not actually proved. In the modern terminology, some of the chapters were
“mathematical physics”. Most of these statements were really proved by 1958–1962
in works of different authors (Harish-Chandra, F. A. Berezin, etc.).
In particular, I. M. Gelfand and M. A. Naimark (1950) claimed that they classi-

fied all unitary representations of GL.n;C/, SO.n;C/, and Sp.2n;C/. E. Stein [46]
compared Gelfand–Naimark constructions for the groups SL.4;C/ ' SO.6;C/ and
observed that they are not equivalent. In 1967, E. Stein constructed “new” unitary
representations of SL.2n;C/.
D. Vogan [48] in 1986 obtained the classification of unitary representations of

groups GL.2n/ over real numbers R and quaternions H. In particular, this work
contains an extension of Stein’s construction to these groups. In the 1990s, the
Stein-type representations were a topic of interest of S. Sahi (see [40–42]), S. Sahi–
E. Stein [44], and A. Dvorsky–S. Sahi [8, 9]. In particular, Sahi extended the
construction to other series of classic groups, specifically to the groups SO.2n; 2n/,
U.n; n/, Sp.n; n/, Sp.2n;R/, SO�.4n/, Sp.4n;C/, and SO.2n;C/.

1.2 Stein–Sahi Representations for U.n; n/

Denote by U.n/ the group of unitary n � n matrices. Consider the pseudo-unitary

group U.n; n/. We realize it as the group of .nCn/� .nCn/-matrices g D
�

a b

c d

�

satisfying the condition

�

a b

c d

��

1 0

0 �1
��

a b

c d

��
D
�

1 0

0 �1
�

:

Lemma 1.1. The formula

z 7! zŒg� WD .aC zc/�1.b C zd/ (1.1)

determines an action of the group U.n; n/ on the space U.n/.

The unitary group is equipped by the Haar measure d	.z/; hence, we can
determine the Jacobian of a transformation (1.1) by

J.g; z/ D d	.zŒg�/

d	.z/
:

2Unfortunately, the book has been published only in Russian and German.
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Lemma 1.2. The Jacobian of the transformation z 7! zŒg� on U.n/ is given by

J.g; z/ D j det.aC zc/j�2n:

Fix � , � 2 C. For g 2 U.n; n/, we define the following linear operator in the
space C1.U.n//:

�� j� .g/f .z/ D f .zŒg�/ det.aC zc/�n�� det .aC zc/
�n��

: (1.2)

The formula includes powers of complex numbers, the precise definition of
which is given below. In fact, g 7! �� j� .g/ is a well-defined operator-valued
function on the universal covering group U.n; n/	 of U.n; n/.
The chain rule for Jacobians,

J.g1g2; z/ D J.g1; z/J.g2; zŒg1�/; (1.3)

implies
�� j� .g1/�� j� .g2/ D �� j� .g1g2/:

In other words, �� j� is a linear representation of the group U.n; n/	.

Observation 1.3. If Re � CRe � D �n, Im � D Im � , then a representation �� j� is
unitary in L2.U.n//.

This easily follows from the formula for the Jacobian.
Next, let � , � be real. We define the Hermitian form on C1.U.n// by the

formula

hf1; f2i� j� WD
Z

U.n/

Z

U.n/
det.1 � zu�/� .1 � z�u/�f1.z/ f2.u/ d	.z/ d	.u/: (1.4)

Proposition 1.4. The operators �� j� .g/ preserve the Hermitian form h�; �i� j� .
Theorem 1.5. For � , � 62 Z, the Hermitian form h�; �i� j� is positive iff integer parts
of numbers �� � n and � are equal.

In fact, the domain of positivity is the square �1 < � < 0, �n < � < �nC 1
and its shifts by vectors .�j; j /, j 2 Z ; see Fig. 5.
In particular, under this condition, a representation �� j� is unitary.
For some values of .�; �/ the form h�; �i� j� is positive semi-definite. The two most

important such cases are:

1. For � D 0, we get the highest weight representations (or holomorphic rep-
resentations). Thus, the Stein–Sahi representations are the nearest relatives of
holomorphic representations.

2. For � D 0, � D 0, �1, �2,. . . , �n, we obtain some exotic “small”
representations of U.n; n/.
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1.3 The Structure of the Paper

We discuss only groups3 U.n; n/.
In Sect. 2 we consider the case n D 1 and present the Pukanszky classification

[37] of unitary representations of the universal covering group of SL.2;R/ '
SU.1; 1/.
In Sect. 3 we discuss Stein–Sahi representations of arbitrary U.n; n/. In Sect. 4

we explain the relationships of Stein–Sahi representations and holomorphic rep-
resentations. In Sect. 5 we give explicit constructions of the Sahi “unipotent”
representations.
In Sect. 6 we discuss some open problems of harmonic analysis.

1.4 Notation

Let a, u, v 2 C. Denote

afujvg WD auav: (1.5)

If u � v 2 Z, then this expression is well defined for all a ¤ 0. However, the
expression is well defined in many other situations, for instance, if j1 � aj < 1 and
u, v are arbitrary (and even for j1 � aj D 1, a ¤ 1).
The norm kzk of an n � n-matrix z is the usual norm of a linear operator in the

standard Euclidean space Cn.
We denote the Haar measure on the unitary group U.n/ by 	; assume that the

complete measure of the group is 1.

3A comment for experts: Stein–Sahi representations of a semisimple Lie group G are com-
plementary series induced from a maximal parabolic subgroup with an Abelian nilpotent
radical.

The cases G D U.n; n/, Sp.2n;R/, and G D SO�.4n/ (related to tube-type Hermitian
symmetric spaces) are parallel. The only difficulty is Theorem 3.11 (the expansion of the integral
kernel in characters); we choose G D U.n; n/ because this can be done by elementary tools. In
the general Hermitian case, one can refer to the version of the Kadell integral [20] from [29] (the
integrand is a product of a Jack polynomial and a Selberg-type factor).

For other series of groups, Stein–Sahi representations depend on one parameter, and picture
is clear (in particular, inner products for degenerate [“unipotent”] representations can be written
immediately). A BC analog of the Kadell integral is unknown (certainly, it must exist, and
some special cases were evaluated in the literature; see, e.g., [30]). On the other hand, Stein–
Sahi representations have multiplicity-free K-spectra. In such situation, there are a lot of ways to
examine the of positivity of inner products; see, e.g., [5, 41, 42].

New elements of this paper are a “blow-up construction” for unipotent representations
and (apparently) tame models for representations of universal coverings. The representations
themselves were constructed in works of Sahi.
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The Pochhammer symbol is given by

.a/n WD �.aC n/
�.a/

D
(

a.aC 1/ : : : .aC n � 1/; if n > 0
1

.a�1/:::.a�n/ ; if n < 0:
(1.6)

2 Unitary Representations of SU.1; 1/

Denote by SU.1; 1/	 the universal covering group of SU.1; 1/.
In this section, we present constructions of all irreducible unitary representations

of SU.1; 1/	. According to the Bargmann–Pukanszky theorem, there are four types
of such representations:

(1.) Unitary principal series
(2.) Complementary series
(3.) Highest-weight and lowest-weight representations
(4.) The one-dimensional representation

Models of these representations are given below.
The general Stein–Sahi representations are a strange “higher copy” of the

SU.1; 1/ picture.

References. The classification of unitary representations of SL.2;R/ ' SU.1; 1/
was obtained by V. Bargmann [2]; it was extended to SU.1; 1/	 by L. Pukanszky
[37]; see also P. Sally [45]. ut

2.1 Preliminaries

2.1.1 Fourier Series and Distributions

By S1 we denote the unit circle jzj D 1 in the complex plane C. We parameterize
S1 by z D ei' .
By C1.S1/ we denote the space of smooth functions on S1. Recall, that

f .'/ D
1
X

nD�1
ane

in' 2 C1.S1/ iff janj D o.jnj�L/ for all L.

Recall that a distribution h.'/ on the circle admits an expansion into a Fourier
series:

h.'/ D
1
X

nD0
bne

in'; where jbnj D O.jnjL/ for some L.
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For s 2 R, we define the Sobolev space W s.S1/ as the space of distributions

h.'/ D
1
X

nD0
bnein' such that

X

jbnj2.1C jnj/2s <1.

By definition, W 0.S1/ D L2.S1/. For a positive integer s D k, this condition is
equivalent to @k

@'k
h 2 L2.S1/. Evidently, s < s0 implies W s � W s0 .

2.1.2 The Group SU.1; 1/

The group SU.1; 1/ ' SL.2;R/ consists of all complex 2 � 2-matrices having the
form

g D
�

a b

b a

�

; where jaj2 � jbj2 D 1.

This group acts on the disk jzj < 1 and on the circle jzj D 1 by the Möbius
transformations

z 7! .aC bz/�1.b C az/:

2.1.3 A Model of the Universal Covering Group SU.1; 1/�

Recall that the fundamental group of SU.1; 1/ is Z. A loop generating the
fundamental group is

R.'/ D
�

ei' 0

0 e�i'
�

; R.2�/ D R.0/ D 1: (2.1)

Some examples of multi-valued continuous function on SU.1; 1/ are

�

a b

b a

�

7! ln a;

�

a b

b a

�

7! a
 WD a
 ln a:

We can realize SU.1; 1/	 as a subset in SU.1; 1/� C consisting of pairs

��

a b

b a

�

; �

�

; where e� D a.

Thus, for a given matrix

�

a b

b a

�

the parameter � ranges if the countable set
� D ln aC 2�ki .
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Define a multiplication in SU.1; 1/ � C by

.g1; �1/ ı .g2; �2/ D .g1g2; �1 C �2 C c.g1; g2//;

where c.g1; g2/ is the Berezin–Guichardet cocycle,

c.g1; g2/ D ln a3

a1a2
:

Here a3 is the matrix element of g3 D g1g2.
Theorem 2.1. (a)

ˇ

ˇ

ˇ

a3
a1a2
� 1

ˇ

ˇ

ˇ

< 1, and therefore the logarithm is well defined.

(b) The operation ı determines the structure of a group on SU.1; 1/� C.
(c) SU.1; 1/	 is a subgroup in the latter group.

The proof is a simple and nice exercise.
Now we can define the single-valued function lna on SU.1; 1/ by setting

ln a WD � .

2.2 Non-Unitary and Unitary Principal Series

2.2.1 Principal Series of Representations of SU.1; 1/

Fix p, q 2 C. For g 2 SU.1; 1/, define the operator Tpjq.g/ in the space C1.S1/
by the formula

Tpjq
�

a b

b a

�

f .z/ D f
�

b C az

aC bz

�

.aC bz/f�pj�qg: (2.2)

We use the notation (1.5) for complex powers here.

Observation 2.2. (a) Tpjq is a well-defined operator-valued function on SU.1; 1/	.
(b) It satisfies

Tpjq.g1/Tpjq.g2/ D Tpjq.g1g2/:
Proof. (a) First,

.aC bz/�p.aC bz/
�q D a�p � a �q.1C a�1bz/�p.1C a�1bz/

�q
:

Since jzj D 1 and jaj > jbj, the last two factors are well defined. Next,

a�p a �q WD exp
n

�p ln aC q ln a
o

and ln a is a well-defined function on SU.1; 1/	.
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Proof of (b). One can verify this identity for g1, g2 near the unit and refer to the
analytic continuation. ut
The representations Tpjq.g/ are called representations of the principal (non-

unitary) series.

Remark. (a) A representation Tpjq is a single-valued representation of SU.1; 1/ iff
p � q is integer.

2.2.2 The Action of the Lie Algebra

The Lie algebra su.1; 1/ of SU.1; 1/ consists of matrices

�

i˛ ˇ

ˇ �i˛
�

; where ˛ 2 R, ˇ 2 C.

It is convenient to take the following basis in the complexification su.1; 1/C D
sl.2;C/:

L0 WD 1

2

��1 0

0 1

�

; L� WD
�

0 1

0 0

�

; LC WD
�

0 0

�1 0

�

(2.3)

These generators act in C1.S1/ by the following operators:

L0 D z
d

dz
C 1

2
.p � q/; L� D d

dz
� qz�1; LC D z2

d

dz
C pz: (2.4)

Equivalently,

L0z
n D

�

nC 1

2
.p � q/

�

zn; L�zn D .n�q/zn�1; LCzn D .nCp/znC1:
(2.5)

2.2.3 Subrepresentations

Proposition 2.3. A representation Tpjq is irreducible iff p, q … Z.

Proof. Let p, q … Z. Consider an L0-eigenvector zn. Then all vectors .LC/kzn,
.L�/lzn are nonzero. They span the whole space C1.S1/. ut
Observation 2.4. (a) If q 2 Z, then zq , zqC1, . . . span a subrepresentation in Tpjq .
(b) If p 2 Z, then z�p , z�p�1, z�p�2, . . . span a subrepresentation in Tpjq .

Proof of (a). Clearly, our subspace is L0-invariant and LC-invariant. On the other
hand, L�zq D 0, and we cannot leave our subspace. ut
All possible positions of subrepresentations of Tpjq are listed in Fig. 1.
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q

submodulequotient-module

a) q is integer;

-p

quotient�modulesubmodule

b) p is integer;

-p q

finite-dimensional

submodulesubmodule

c) p, q are integer, q + p 1;

q -p

finite-dimensional
submodule

d) p, q are integer, q + p 1.

Fig. 1 Subrepresentations of the principal series. Black circles indicate vectors zn. A representa-
tion Tpjq is reducible iff p 2 Z or q 2 Z

2.2.4 Shifts of Parameters

Observation 2.5. If k is an integer, then TpCkjq�k ' Tpjq . The intertwining
operator is

Af .z/ D zkf .z/:

A verification is trivial. ut

2.2.5 Duality

Consider the bilinear map

… W C1.S1/ � C1.S1/! C
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given by

.f1; f2/ 7! 1

2�

Z 2�

0

f1.ei'/f2.ei'/ d' D 1

2�

Z 2�

0

f1.z/f2.z/
dz

z
: (2.6)

Observation 2.6. Representations Tpjq and T1�pj1�q are dual with respect to
…; i.e.,

…
�

Tpjq.g/f1; T1�pj1�q.g/f2
	 D ….f1; f2/: (2.7)

Proof. After simple cancellations, we get the following expression on the left-hand
side of (2.7):

1

2�i

Z

jzjD1
f1

�

b C az

aC bz

�

f2

�

b C az

aC bz

�

� .aC bz/�1.aC bz/
�1 dz

z
:

Keeping in mind z D z�1, we transform

.aCbz/�1.aC bz/
�1 dz

z
D .aCbz/�1.bCaz/�1 dz D

�

b C az

aC bz

��1
d

�

b C az

aC bz

�

:

Now the integral comes into the desired form:

1

2�i

Z

jujD1
f1.u/ f2.u/

du

u
: ut

We also define a sesquilinear map

…� W C1.S1/ � C1.S1/! C

by

…�.f1; f2/ WD ….f1; f 2/ D
Z 2�

0

f1.z/f2.z/
dz

z
: (2.8)

Observation 2.7. Representations Tpjq and T1�qj1�p are dual with respect to …�.

The proof is the same. ut

2.2.6 Intertwining Operators

Consider the integral operator

Ipjq W C1.S1/! C1.S1/
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given by

Ipjqf .u/ D 1

2�i �.p C q � 1/
Z

jzjD1
.1 � zu/fp�1jq�1gf .z/

dz

z
; (2.9)

where the function .1 � zu/fp�1jq�1g is defined by

.1 � zu/fp�1jq�1g WD lim
t!1�

.1 � tzu/fp�1jq�1g (2.10)

The integral converges if Re.p C q/ > �1.
Theorem 2.8. The map .pjq/ 7! Ipjq admits the analytic continuation to a
holomorphic operator-valued function on C2.

Theorem 2.9. The operator Ipjq intertwines Tpjq and T1�qj1�p; i.e.,

T1�pj1�q.g/ Ipjq D Ipjq Tpjq.g/:

Corollary 2.10. If p … Z, q … Z, then the representations Tpjq and T1�qj1�p are
equivalent.

2.2.7 Proof of Theorems 2.8 and 2.9

Lemma 2.11. The expansion of the distribution (2.10) into the Fourier series is
given by

.1 � zu/p�1.1 � zu/q�1 D �.p C q � 1/
�.p/�.q/

1
X

nD�1

.1 � q/n
.p/n

� z

u

�n

(2.11)

D �.p C q � 1/
1
X

nD�1

.�1/n
�.p C n/�.q � n/

� z

u

�n

: (2.12)

Proof. Let Rep, Re q be sufficiently large. Then we write

.1� zu/p�1.1 � zu/q�1 D
2

4

X

j>0

.1 � p/j
j Š

� z

u

�j

3

5 �
"

X

l>0

.1 � q/l
lŠ

�

u

z

�l
#

(2.13)

and open brackets in (2.13). For instance, the coefficient at .z=u/0 is

X

k>0

.1 � p/k.1 � q/k
kŠ kŠ

D 2F1.1 � p; 1� qI 1I 1/;
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where 2F1 is the Gauss hypergeometric function. We evaluate the sum with the
Gauss summation formula for 2F1.1/; see [18], (2.1.14). ut
Proof of Theorem 2.8. Denote by

cn WD .�1/n
�.p C n/�.q � n/

the Fourier coefficients in (2.12). Evidently, cn admits a holomorphic continuation
to the whole plane4 C2.
By [18], (1.18.4),

�.nC a/
�.nC b/ 
 jnj

a�b as n!˙1:

Keeping (2.11) in mind, we get

cn 
 const � jnj1�p�q as n!˙1: (2.14)

Then

Ipjq W zn 7! c�nzn

and

Ipjq W
X

anzn 7!
X

anc�nzn:

Obviously, this map sends smooth functions to smooth functions. ut
Proof of Corollary 2.10. In this case, all cn ¤ 0. ut
Proof of Theorem 2.9. The calculation is straightforward:

T1�qj1�p.g/Ipjqf .u/

D 1

2�i
.aC bu/fq�1jp�1g

Z

jujD1

�

1 �
�

b C au

aC bu

�

z

�fq�1jp�1g
f .z/

dz

z
:

Next, we observe

.aC bu/

�

1 �
�

b C au

aC bu

�

z

�

D .a � bz/

 

1 � u

 

�b C az

a � bz

!!

4The Gamma function �.z/ has simple poles at z D 0, �1, �2, . . . and does not have zeros.
Therefore, 1=.�.p C n/�.q � n// has zeros at p D �n, �n� 1, . . . and at q D n, n� 1, . . . .
In particular, if both p, q are integers and q < p, when Ipjq D 0.
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s

h

Fig. 2 The unitary principal series in coordinates
h D .p � q C 1/=2, s D 1

i
.pC q � 1/=2.

Equivalently,
p D hC is, q D 1� hC is.
The shift h 7! h C 1 does not change a representation. Also, the symmetry s 7! �s sends
a representation to an equivalent one. Therefore, representations of the principal series are
enumerated by the a semi-strip 0 6 h < 1, s > 0. It is more reasonable to think that representations
of the unitary principal series are enumerated by points of a semicylinder .s; h/, where s > 0 and
h is defined modulo equivalence h 	 hC k, where h 2 Z

and come to

1

2�i

Z

jzjD1

 

1 � u

 

�b C az

a � bz

!!fq�1jp�1g
.a � bz/fq�1jp�1gf .z/

dz

z
:

Now we change a variable again,

z D b C aw

aC bw
; w D �b C a z

a � bz
;

and come to the desired expression:

1

2�i

Z

jwjD1
.1 � uw/fp�1jq�1gf

�

b C aw

aC bw

�

.aC bw/f�pj�qg
dw

w
:

2.2.8 The Unitary Principal Series

Observation 2.12. A representation Tpjq is unitary in L2.S1/ iff

Imp D Im q; Rep C Re q D 1: (2.15)

The proof is straightforward; also, this follows from Observation 2.7. ut
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2.3 The Complementary Series

2.3.1 The Complementary Series

Now let

0 < p < 1; 0 < q < 1: (2.16)

Consider the Hermitian form on C1.S1/ given by

hf1; f2ipjq D 1

.2�i/2 �.p C q � 1/
Z

jzjD1

Z

jujD1
.1 � zu/fp�1jq�1gf1.z/f2.u/

dz

z

du

u
:

(2.17)

By (2.12),

hzn; zmipjq D 1

�.p/�.q/

.1 � q/n
.p/n

� ım;n: (2.18)

Theorem 2.13. If 0 < p < 1, 0 < q < 1, then the inner product (2.17) is positive
definite.

Proof. Indeed, in this case all coefficients

.1 � q/n
.p/n

D .1 � p/�n
.q/�n

in (2.17) are positive. ut
Theorem 2.14. Let 0 < p < 1, 0 < q < 1. Then the representation Tpjq is unitary
with respect to the inner product h�; �ipjq; i.e.,

hTpjq.g/f1; Tpjq.g/f2ipjq D hf1; f2ipjq:

Proof. This follows from Theorem 2.9 and Observation 2.7. Indeed,

hf1; f2ipjq D …�.Ipjqf1; f2/

and

…�.IpjqTpjq.g/f1; Tpjq.g/f2/ D …�.T1�qj1�p.g/Ipjqf1; Tpjq.g/f2/

D …�.Ipjqf1; f2/ D hf1; f2ipjq:
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p

q

1

1

Fig. 3 The complementary
series. The diagonal is
contained in the principal
series (the segment of the axis
Oh in Fig. 2). The symmetry
with respect to the diagonal
sends a representation to an
equivalent representation

Keeping in mind our future purposes, we propose another (homotopic) proof
(Fig. 3). Substitute

z D b C az0

aC bz0
; u D b C au0

aC bu0

into the integral in (2.17). Applying the identity

1 �
�

b C az0

aC bz0

��

b C au0

aC bu0

�

D .aC bz0/�1.1 � z0u0/.aC bu0/
�1
;

we get

hTpjq.g/f1; Tpjq.g/f2ipjq: ut

2.3.2 Sobolev Spaces

Denote byHpjq the completion of C1.S1/ with respect to the inner product of the
complementary series.
First, we observe that the principal series and the complementary series have an

intersection [see (2.15), (2.16)], namely, the interval

p C q D 1; 0 < p < 1:

In this case the inner product (2.18) is the L2-inner product; i.e.,Hpj1�p ' L2.S1/.
Next consider arbitrary .p; q/, where 0 < p < 1, 0 < q < 1. By (2.14), the

spaceHpjq consists of Fourier series
P

anzn such that

1
X

nD�1
janj2n1�p�q <1:

Thus,Hp;q is the Sobolev spaceW .1�p�q/=2.S1/.
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2.4 Holomorphic and Anti-Holomorphic Representations

Denote byD the disk jzj < 1 in C.

2.4.1 Holomorphic (Highest-Weight) Representations

Set q D 0, and
Tpj0f .z/ D f

�

b C az

aC bz

�

.aC bz/�p:

Since jaj > jbj, the factor .a C bz/�p is holomorphic in the disk D. Therefore,
the space of holomorphic functions in D is SU.1; 1/	-invariant. Denote the
representation of SU.1; 1/	 in the space of holomorphic functions by TCp .

Theorem 2.15. (a) For p > 0, the representation TCp is unitary, and the invariant
inner product in the space of holomorphic functions is

*

X

n>0
anzn;

X

n>0
bnz

n

+

D
X

n>0

nŠ

.p/n
anbn: (2.19)

(b) For p > 1, the invariant inner product admits the following integral represen-
tation:

hf1; f2i D p � 1
�

“

jzj<1
f1.z/f2.z/ .1� jzj2/p�2d
.z/;

where d
.z/ is the Lebesgue measure in the disk.
(c) For p D 1, the invariant inner product is

hf1; f2i D 1

2�

Z 2�

0

f1.ei'/f2.ei'/ d' D 1

2�i

Z

jzjD1
f1.z/f2.z/

dz

z
: (2.20)

We denote this Hilbert space of holomorphic functions byHC
p .

Proof. The invariance of inner products in (b) and (c) can be easily verified by
straightforward calculations.
To prove (a), we note that weight vectors zn must be pairwise orthogonal.
Next, operators of the Lie algebra su.1; 1/ must be skew-self-adjoint. The

generators of the Lie algebra must satisfy

.LC/� D L�:

Therefore,
˝

LCzn; znC1
˛ D ˝zn; L�znC1

˛
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or

.nC p/ ˝znC1; znC1˛ D .nC 1/ hzn; zni :

This implies(a).
If p D 1, then hzn; zni D 1 for n > 0; i.e., we get the L2-inner product. ut
The theorem does not provide us with an explicit integral formula for the inner

product in HC
p if 0 < p < 1. There is another way to describe inner products in

spaces of holomorphic functions.

2.4.2 Reproducing Kernels

Theorem 2.16. For each p > 0, for any f 2 HC
p , and for each a 2 D,

hf .z/; .1 � za/�pi D f .a/ (the reproducing property): (2.21)

Proof. Indeed,

�

X

anzn;
X .p/n

nŠ
znun

�

D
X

an
.p/n

nŠ
unhzn; zni D

X

anun D f .u/: �

In fact, the identity (2.21) is an all-sufficient definition of the inner product. We
will not discuss this (see [10, 31]), and prefer another way.

2.4.3 Realizations of Holomorphic Representations in Quotient Spaces

Consider the representation T�1j�1�p of the principal series,

T�1j�1�qf .z/ D f
�

b C az

aC bz

�

.aC bz/�1.aC bz/
�1�p

:

The corresponding invariant Hermitian form in C1.S1/, is

hf1; f2i�1j�1�p D 1

.2�i/2

Z

jzjD1

Z

jujD1
.1 � zu/�pf1.z/ f2.u/

dz

z

du

u
: (2.22)

[we write another pre-integral factor in comparison with (2.17)]. The integral
diverges for p > 1. However, we can define the inner product by

hzn; zni D
(

.p/n
nŠ

if n > 0

0 if n < 0
I

the latter definition is valid for all p > 0.
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We denote by L � C1.S1/ the subspace consisting of the series
P

n<0 anzn.
This subspace is SU.1; 1/-invariant and our form is nondegenerate and positive
definite on the quotient space C1.S1/=L.
Next, we consider the intertwining operator

eI�1j�1�p W C1.S1/! C1.S1/

as above (but we change a normalization of the integral):

eI�1j�1�pf .u/ D 1

2�i

Z

jzjD1
.1 � zu/�pf .z/

dz

z

The kernel of the operator is L and the image consists of holomorphic functions.

Observation 2.17. (a) The operator I�1j�1�p is a unitary operator

C1.S1/=L! HC
p :

(b) The representation T�1j�1�p in C1.S1/=L is equivalent to the highest-weight
representation TCp .

2.4.4 Lowest-Weight Representations

Now set p D 0, q > 0. Then operators T0jq preserve the subspace consisting
of “antiholomorphic” functions

P

n60 anzn. Denote by T �q the corresponding
representation in the space of antiholomorphic functions. These representations are
unitary.
We omit further discussion because these representations are twins of highest-

weight representations (Fig. 4).

2.5 The Blow-Up Trick

Here we discuss a trick that produces “unipotent” representations of U.n; n/ for
n > 2; see Sect. 5.2.

2.5.1 The Exotic Case p D 1, q D 0

In this case,

T1j0 D TC1 ˚ T �1 :
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-1 0

submodulesubmodule
a

p

q

1

b

Fig. 4 (a) The structure of the representation T1j0.
(b) Ways to reach .p; q/ D .1; 0/ from different directions give origins to different invariant
Hermitian forms on T1j0. By our normalization, the inner product is positive definite in the gray
triangle and negative definite in the white triangle. Therefore, coming to .1; 0/ from the gray
triangle, we get a positive form

Let us discuss the behavior of the inner product of the complementary series near
the point .pjq/ D .1j0/:

hf1; f2ipjq D 1

.2�i/2

Z

jzjD1
.1 � zu/fp�1jq�1gf1.z/f2.z/

dz

z
: (2.23)

Consider the limit of this expression as p ! 1, q ! 0. The Fourier coefficients
of the kernel are the following meromorphic functions:

cn.p; q/ D .�1/n�.p C q � 1/
�.q � n/�.p C n/ :

Note that

1. cn.p; q/ has a pole at the line p C q D 1.
2. For n > 0, the function cn.p; q/ has a zero on the line q D 0.
3. For n < 0, the function cn.p; q/ has a zero at the line p D 0.
Thus, our point .p; q/ D .1; 0/ lies on the intersection of a pole and of a zero of

the function cn.p; q/. Let us substitute

p D 1C "s q D "t; where s C t ¤ 0;
to cn.p; q/ and pass to the limit as "! 0. Recall that

�.z/ D .�1/n
nŠ .zC n/ CO.1/; as z! �n, where n D 0, 1, 2,. . . : (2.24)
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Therefore, we get

lim
"!0

cn.1C "s; "t/ D
(

t
tCs if n > 0

� s
tCs if n < 0:

In particular, for s D 0 we get the TC1 -inner product, and for t D 0 we get the
T �1 -inner product. Generally,

lim
"!0

* 1
X

nD�1
anzn;

1
X

nD�1
bnz

n

+

1C"sj"t
D t

t C s
1
X

nD0
anbn � s

t C s
�1
X

nD�1
anbn:

Therefore, we get a one-parametric family of invariant inner products for T1j0.
However, all of them are linear combinations of two basis inner products mentioned
above (t D 0 and s D 0).

3 Stein–Sahi Representations

Here we extend constructions of the previous section to the groups G WD U.n; n/.
The analogy of the circle S1 is the space U.n/ of unitary matrices.

3.1 Construction of Representations

3.1.1 Distributions `� j�

Let z be an n�nmatrix with norm< 1. For � 2 C, we define the function det.1�z/�

by

det.1 � z/� WD det
h

1 � �zC �.� � 1/
2Š

z2 � �.� � 1/.� � 2/
3Š

z3 C : : :
i

:

Extend this function to matrices z satisfying kzk 6 1, det.1 � z/ ¤ 0 by

det.1 � z/� WD lim
u!z;kuk<1

det.1 � u/� :

The expression det.1 � z/� is continuous in the domain kzk 6 1 except for the
surface det.1 � z/ D 0.
Denote by det.1 � z/f� j�g the function

det.1 � z/f� j�g WD det.1 � z/� det.1 � z/� :
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We define the function `� j� .g/ on the unitary group U.n/ by

`� j� .z/ WD 2�.�C�/n det.1 � z/f� j�g: (3.1)

Obviously,

`� j� .h�1zh/ D `� j� .z/ for z, h 2 U.n/: (3.2)

Lemma 3.1. Let ei 1 , . . . , ei n , where 0 6  k < 2� , be the eigenvalues of
z 2 U.n/. Then

`� j� .z/ D exp
(

i

2
.� � �/

X

k

. k � �/
)

n
Y

kD1
sin�C�

 k

2
: (3.3)

Proof. It suffices to verify the statement for diagonal matrices; equivalently, we
must check the identity

.1 � ei /f� j�g D exp
n i

2
.� � �/. � �/

o

sin�C�
 

2
:

We have
1

2
.1 � ei / D exp

n i

2
. � �/

o

sin
 

2
:

Further, both the sides of the equality

2�� .1 � ei /� D exp
n i

2
�. � �/

o

sin�
 

2
;

are real-analytic on .0; 2�/ and the substitution  D � gives 1 on both sides. ut

3.1.2 Positivity

Let Re.� C �/ < 1. Consider the sesquilinear form on C1.U.n// given by

hf1; f2i� j� D
“

U.n/�U.n/
`� j� .zu�1/f1.z/f2.u/ d	.z/ d	.u/: (3.4)

For � , � 2 R this form is Hermitian; i.e.,

hf2; f1i� j� D hf1; f2i� j�
Observation 3.2. For fixed f1, f2 2 C1.U.n//, this expression admits a mero-
morphic continuation in � , � to the whole C2.
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σ

τ

1

1

Shift

Fig. 5 Unitarizability conditions for U.n; n/. The case n D 5

This follows from general facts about distributions; however, this fact is a
corollary of the expansion of the distributions `� j� in characters; see Theorem 3.11.
This expansion also implies the following theorem:

Theorem 3.3. For �; � 2 R n Z, the inner product (3.4) is positive definite (up to a
sign) iff integer parts of �� � n and � are equal.

The domain of positivity is the union of the dotted squares in Fig. 5.
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For � , � satisfying this theorem, denote by H� j� the completion of C1.U.n//
with respect to our inner product.

3.1.3 The Group U.n; n/

Consider the linear space Cn ˚Cn equipped with the indefinite Hermitian form

fv˚ w; v0 ˚ w0g D hv; v0iCn˚0 � hw;w0i0˚Cn ; (3.5)

where h�; �i is the standard inner product inCn. Denote by U.n; n/ the group of linear
operators in Cn ˚ Cn preserving the form f�; �g. We write elements of this group as
block .nC n/� .nC n/ matrices g WD

�

a b

c d

�

. By definition, such matrices satisfy
the condition

g

�

1 0

0 �1
�

g� D
�

1 0

0 �1
�

: (3.6)

Lemma 3.4. The following formula

z 7! zŒg� WD .aC zc/�1.b C zd/; z 2 U.n/; g D
�

a b

c d

�

2 U.n; n/; (3.7)

determines an action of the group U.n; n/ on the space U.n/.

The proof is given in Sect. 3.3.3.

3.1.4 Representations �� j� of U.n; n/

Denote by U.n; n/	 the universal covering of the group U.n; n/; for details, see
Sect. 3.3.1. Fix � , � 2 C. We define an action of U.n; n/	 in the space C1.U.n//
by the linear operators

�� j� .g/f .z/ D f .zŒg�/ detf�n�� j�n��g.aC zc/: (3.8)

We must explain the meaning of the complex power in this formula. First,

aC zc D .1C zca�1/a:

The defining (3.6) implies kca�1k < 1. Hence, for all matrices z satisfying kzk 6 1,
complex powers of 1C zca�1 are well defined. Next,

det.a/�n�� j�n�� WD exp
n

�.nC �/ ln det a � .nC �/ln deta
o
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m1m2m3mn

Fig. 6 A Maya diagram for signatures. We draw the integer “line” and fill the boxes m1, . . . ,mn

with black

It is a well-defined function on U.n; n/	. We set

det.aC zc/�n�� j�n�� WD det
h

.1C zca�1/�n�� j�n��
i

det.a/�n�� j�n��

3.1.5 The Stein–Sahi Representations

Proposition 3.5. The operators �� j� .g/ preserve the form h�; �i� j� .
The proof is given in Sect. 3.3.6.

Corollary 3.6. For � , � satisfying the positivity conditions of Theorem 3.3, the
representation �� j� is unitary in the Hilbert space H� j� .

3.1.6 The Degenerate Principal Series

Proposition 3.7. Let Re.�C �/ D �n, Im � D Im � . Then the representation �� j�
is unitary in L2.U.n//.

Proposition 3.8.

hf1; f2i� j�
Qn
jD1 �.� C � C j /

ˇ

ˇ

ˇ

ˇ

ˇ

�D�n��
D const �

Z

U.n/
f1.u/f2.u/ d	.u/:

3.1.7 Shifts of Parameters

Proposition 3.9. For integer k,

��Ckj��k ' .detg/k � �� j� :

The intertwining operator is multiplication by the determinant

F.z/ 7! F.z/ det.z/k:

This operator also defines an isometry of the corresponding Hermitian forms
(Fig. 6).
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3.2 Expansions of Distributions `� j� in Characters. Positivity

3.2.1 Characters of U.n/

See Weyl’s book [49]. The set of finite-dimensional representations of U.n/ is
parameterized by collections of integers (signatures)

m W m1 > m2 > � � � > mn:

The character �m of the representation5 �m (a Schur function) corresponding to a
signaturem is given by

�m.z/ D detk;jD1;2;:::;n
˚

eimj k
�

detk;jD1;2;:::;n
˚

ei.j�1/ k
� ; (3.9)

where ei k are the eigenvalues of z. Recall that the denominator admits the
decomposition

det
k;j

˚

ei.j�1/ k
� D

Y

l<k
.ei l � ei k /: (3.10)

The dimension of �m is

dim�m D �m.1/ D
Q

06˛<ˇ6n.m˛ �mˇ/
Qn
jD1 j Š

: (3.11)

3.2.2 Central Functions

A function F.z/ on U.n/ is called central if

F.h�1zh/ D F.z/ for all z, h 2 U.n/:

In particular, characters and `� j� are central functions.
For central functions F on U.n/, the followingWeyl integration formula holds:

Z

U.n/
F .z/ d	.z/ D 1

.2�/nnŠ

Z

0< 1<2�

: : :

Z

0< n<2�

F
�

diag.ei 1; : : : ; ei n/
	 �

�
ˇ

ˇ

ˇ

Y

m<k

.ei m � ei k /
ˇ

ˇ

ˇ

2
n
Y

kD1
d'k; (3.12)

where diag.�/ is a diagonal matrix with given entries.

5Explicit constructions of representations of U.n/ are not used below.
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Any central function F 2 L2.U.n// admits an expansion in characters,

F.z/ D
X

m
cm�m.z/;

where the summation is given over all signaturesm and the coefficients cm are L2-
inner products:

cm D
Z

U.n/
F .z/�m.z/ d	.z/:

Note that �m D �m� , where

m� WD .n � 1 �mn; : : : ; n � 1 �m2; n � 1 �m1/:

Applying formula (3.12), explicit expression (3.9) for characters, and formula
(3.10) for the denominator, we obtain

cm D 1

.2�/nnŠ

Z

0< 1<2�

: : :

Z

0< n<2�

F
�

diag
˚

ei 1; : : : ; ei n
�

�

�

� det
k;jD1;2;:::;n

˚

ei.j�1/ k
�

det
k;jD1;2;:::;n

˚

e�imj  k
�

n
Y

kD1
d'k: (3.13)

Let F.z/ be multiplicative with respect to eigenvalues,

F.z/ D
Y

k

f
�

ei'k
	

[for, instance F D `� j� ; see (3.3)]. Then we can apply the following simple lemma
(see, e.g., [28]).

Lemma 3.10. Let X be a set,

Z

Xn

n
Y

kD1
f .xk/ det

k;lD1;:::nful .xk/g det
k;lD1;:::nfvl .xk/g

n
Y

jD1
dxj D

D nŠ det
l;mD1;:::;n




Z

X

f .x/ul .x/vm.x/ dx

�

: (3.14)

3.2.3 Lobachevsky Beta-Integrals

We wish to apply Lemma 3.10 to functions `� j� . For this purpose, we need for the
following integral (see [15], 3.631,1, 3.631,8,)



Stein–Sahi Complementary Series and Their Degenerations 159

Z �

0

sin	�1.'/ eib' d' D 21�	��.	/eib�=2

�
�

.	C b C 1/=2	��.	 � b C 1/=2	 : (3.15)

It is equivalent to the identity (2.12).
In a certain sense, the integral (3.21) is a multivariate analog of the Lobachevsky

integral. On the other hand, (3.21) is a special case of the modified Kadell
integral [29].

3.2.4 Expansion of the Function `� j� in Character

Theorem 3.11. Let Re.� C �/ < 1. Then

`� j� .g/

D .�1/n.n�1/=2 sinn.��/2�.�C�/n
�n

n
Y

jD1
�.� C � C j /

�
X

m

(

Y

16˛<ˇ6n
.m˛ �mˇ/

n
Y

jD1

�.�� Cmj � nC 1/
�.� Cmj C 1/ �m.g/

)

(3.16)

D .�1/n.n�1/=22�.�C�/n
n
Y

jD1
�.� C � C j /

�
X

m

(

.�1/
P

mj
Q

16˛<ˇ6n.m˛ �mˇ/
Qn
jD1 �.� �mj C n/�.� Cmj C 1/�m.g/

)

: (3.17)

The proof is contained in Sect. 3.2.6. For the calculation, we need Lemma 3.13
proved in the next subsection.

3.2.5 A Determinant Identity

Recall that the Cauchy determinant (see, e.g., [22]) is given by

det
kl




1

xk C yl
�

D
Q

16k<l6n.xk � xl/ �
Q

16k<l6n.yk � yl /
Q

16k;l6n.xk C yl /
: (3.18)

The following version of the Cauchy determinant is also well known.
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Lemma 3.12.

det

0

B

B

B

B

B

B

B

B

B

B

B

@

1 1 1 : : : 1

1
x1Cb1

1
x2Cb1

1
x3Cb1 : : : 1

xnCb1
1

x1Cb2
1

x2Cb2
1

x3Cb2 : : : 1
xnCb2

:::
:::

:::
: : :

:::

1
x1Cbn�1

1
x2Cbn�1

1
x3Cbn�1 : : :

1
xnCbn�1

1

C

C

C

C

C

C

C

C

C

C

C

A

D
Q

16k<l6n.xk � xl /
Q

16˛<ˇ6n�1.b˛ � bˇ/
Q

16k6n
16˛6n�1

.xk C b˛/ : (3.19)

Proof. Let 
 be the Cauchy determinant (3.18). Then

y1
 D

0

B

B

B

B

B

B

B

@

y1
x1Cy1

y1
x2Cy1 : : :

y1
x1Cy1

1
x1Cy2

1
x2Cy2 : : :

1
xnCy2

:::
:::

: : :
:::

1
x1Cyn

1
x2Cyn : : :

1
xnCyn

1

C

C

C

C

C

C

C

A

:

We take limy1!1 y1
 and substitute y˛C1 D b˛ . ut
The following determinant is a rephrasing of [22], Lemma 3.

Lemma 3.13.

det

0

B

B

B

B

B

B

B

B

B

B

B

@

1 1 1 : : : 1

x1Cb1
x1Ca1

x2Ca1
x2Cb1

x3Ca1
x3Cb1 : : : xnCa1

xnCb1
.x1Ca1/.x1Ca2/
.x1Cb1/.x1Cb2/

.x2Ca1/.x2Ca2/

.x2Cb1/.x2Cb2/
.x3Ca1/.x3Ca2/
.x3Cb1/.x3Cb2/ : : :

.xnCa1/.xnCa2/

.xnCb1/.xnCb2/
:::

:::
:::

: : :
:::

Q

16m6n�1.x1Cam/
Q

16m6n�1.x1Cbm/
Q

16m6n�1.x2Cam/
Q

16m6n�1.x2Cbm/
Q

16m6n�1.x3Cam/
Q

16m6n�1.x3Cbm/ : : :
Q

mW 16m6n�1.xnCam/
Q

mW 16m6n�1.xnCbm/

1

C

C

C

C

C

C

C

C

C

C

C

A

D
Q

16k<l6n.xk � xl/
Q

16˛6ˇ6n�1.a˛ � bˇ/
Q

16k6n;16ˇ6n�1.xk C bˇ/
: (3.20)
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Proof. Decomposing a matrix element into a sum of partial fractions, we obtain

.xk C a1/ : : : .xk C a˛/

.xk C b1/ : : : .xk C b˛/ D 1 C
X

16ˇ6˛

Q

j6˛.aj � bˇ/
Q

j6˛;j¤ˇ.bj � bˇ/
� 1

xk C bˇ

Therefore, the .˛ C 1/-th row is a linear combination of the following rows:
�

1 1 : : : 1
�

;

�

1
x1Cb1

1
x2Cb1 : : :

1
xnCb1

�

;

: : : : : : : : : : : : : : : : : :
�

1
x1Cb˛

1
x2Cb˛ : : :

1
xnCb˛

�

:

Thus, our determinant equals

l�1
Y

˛D1

Q˛
jD1.aj � b˛/

Q˛�1
jD1.bj � b˛/

� det

0

B

B

B

B

B

B

@

1 1 : : : 1

1
x1Cb1

1
x2Cb1 : : :

1
xnCb1

:::
:::

: : :
:::

1
x1Cb˛

1
x2Cb˛ : : :

1
xnCb˛

1

C

C

C

C

C

C

A

;

and we refer to Lemma 3.12. ut

3.2.6 Proof of Theorem 3.11

We must evaluate the inner product

Z

U.n/
`� j� .g/ �m.g/ d	.g/:

Applying (3.13), we get

1

.2�/n nŠ

Z

0< k<2�

n
Y

jD1

h

sin�C�
�

 j =2
	 � exp

n i

2
.� � �/. j � �/

oi

� det
16k;l6n

fe�imk l g � det
16k;l6n

fei.k�1/ l g
n
Y

lD1
d l: (3.21)
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By Lemma 3.10, we reduce this integral to

1

.2�/n
det

16k;j6n
I.k; j /;

where

I.k; j / D e�i.���/�=2
Z 2�

0

sin��� . =2/ � exp˚i. .� C �/=2C k � 1 �mj /
�

d :

We apply the Lobachevsky integral (3.15) and get

I.k; j / D 21������.� C � C 1/ .�1/k�1�mj
�.� C k �mj /�.� � k Cmj C 2/

Applying standard formulas for the �-function, we come to

I.k; j / D 21�����.� C � C 1/ sin.���/ � �.�� Cmj � k C 1/
�.� Cmj � k C 2/

D 21�����.� C � C 1/ sin.���/ � �.�� Cmj � nC 1/
�.� Cmj � nC 2/

� .�� Cmj � nC 1/n�k
.� Cmj � nC 2/n�k

The factors outside the box do not depend on on k. Thus, we must evaluate the
determinant

det
16k;j6n

.�� Cmj � nC 1/n�k
.� Cmj � nC 2/n�k :

Up to a permutation of rows, it is a determinant of the form described in Lemma
3.13 with

xj D mj ; aj D �� � nC j; b D � � nC j C 1:

After a rearrangement of the factors, we obtain the required result. ut

3.2.7 Characters of Compact Groups. Preliminaries

First, recall some standard facts on characters of compact groups; for details, see,
e.g., [21], 9.2, 11.1.
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LetK be a compact Lie group equipped with the Haar measure 	, let 	.K/ D 1.
Let �1, �2, . . . be the complete collection of pairwise distinct irreducible represen-
tations of K . Let �1, �2, . . . be their characters. Recall the orthogonality relations,

h�k; �l iL2.K/ D
Z

K

�k.h/�l .h/ d	.h/ D ık;l (3.22)

and

�k � �l D
(

1
dim�k

�k if k D l ;
0 if k ¤ l ; (3.23)

where � denotes the convolution on the group,

u � v.g/ D
Z

K

u.gh�1/ v.h/ d	.h/:

Consider the action of the groupK �K in L2.K/ by the left and right shifts

.k1; k2/ W f .g/ 7! f .k�11 gk2/:

The representation of K � K in L2.K/ is a multiplicity-free direct sum of
irreducible representations having the form �k ˝ ��k , where ��k denotes the dual
representation

L2.K/ '
M

k

�k ˝ ��k : (3.24)

Denote by Vk � L2.K/ the space of representation �k ˝ ��k . Each distribution f
on K is a sum of “elementary harmonics”,

f D
X

k
f k; fk 2 Vk:

The projector to a subspace Vk is the convolution with the corresponding
character,

f k D 1

dim�k
f � �k (3.25)

(in particular, f k is smooth).
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Observation 3.14. Let f be a function onU.n/, f DPm amf
m, where f m 2 Vm:

(a) f 2 C1.U.n// iff

kf mkL2 D o
�

X

m2
j

��L
for all L:

(b) f is a distribution on U.n/ iff there exists L such that

kf mkL2 D o
�

X

m2
j

�L

:

Proof. Note that f 2 L2.U.n// iffP kf mk2
L2
< 1. Denote by 
 be the second-

order invariant Laplace operator on U.n/. Then 
f m D q.m/f m, where q.m/ D
P

m2
j C : : : is an explicit quadratic expression inm. For f 2 C1 we have
pf 2

C1; this implies the first statement. Since q.m/ has a finite number of zeros (one),
the second statement follows from (a) and the duality. ut

3.2.8 Hermitian Forms Defined by Kernels

Let „ be a central distribution on K satisfying „.g�1/ D „.g/. Consider the
following Hermitian form on C1.K/:

hf1; f2i D
“

K�K
„.gh�1/ f1.h/f2.g/ d	.h/ d	.g/: (3.26)

Consider the expansion of„ in characters

„ D
X

k

ck�k:

Lemma 3.15.

hf1; f2i D
X

k

ck

dim�k

Z

U.n/
f k
1 .h/f

k
2 .h/ d	.h/: (3.27)

Proof. The Hermitian form (3.26) is K � K-invariant. Therefore, the subspaces
Vk ' �k ˝ ��k must be pairwise orthogonal. Since �k ˝ ��k is an irreducible
representation ofK�K , it admits a unique up to a factorK�K-invariant Hermitian
form. Therefore, it is sufficient to find these factors.
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Set f1 D f2 D �k . We evaluate
“

K�K

 

X

k

ck�k.gh
�1/
!

�k.h/�k.g/ d	.g/ d	.h/ D ck

dim�k

using (3.22) and (3.23). ut

3.2.9 Positivity

Let Re.� C �/ < 1. Consider the sesquilinear form on C1.U.n// given by

hf1; f2i� j� D
“

U.n/�U.n/
`� j� .zu�1/f1.z/f2.u/ d	.z/ d	.u/; (3.28)

where the distribution `� j� is the same as above.

Observation 3.16. For fixed f1, f2 2 C1.U.n//, the expression hf1; f2i� j� admits
a meromorphic continuation in � , � to the whole C2.

Proof. Expanding f1, f2 in elementary harmonics

f1.z/ D
X

m

f m
2 .z/; f2.z/ D

X

m

f m
2 .z/;

we get (see Lemma 3.15)

hf1; f2i� j� D
X

m

cm

dim�m

Z

U.n/
f m
1 .z/f

m
2 .z/ d	.z/;

where the meromorphic expressions for cm were obtained in Theorem 3.11. The
coefficients cm have polynomial growth in m. On the other hand, kf m

j k rapidly
decreases; see Observation 3.14. Therefore, the series converges. ut
Proof of positivity. Corollary 3.6. We look at expression (3.16). It suffices to
examine the factor

�.�� � nCmj C 1/
�.� Cmj C 1/ ; (3.29)

because signs of all the remaining factors are independent on mj . Let n 2 Z and
˛ 2 .0; 1/. Then

sign�.nC ˛/ D
(

C1; if n >> 0,
.�1/n; if n < 0

:

Therefore, (3.29) is positive whenever integer parts of � and �� � n are equal. ut
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3.2.10 The L2-limit. Proof of Proposition 3.8

Thus, let � C � D �n. Then
0

@

n
Y

jD1
�.� C � C j /

1

A

�1

`� j� D const �
X

.dim�m/�m

Indeed, in this case �-factors in (3.16) cancel, and we use (3.11).
Keeping in mind (3.27), we get Proposition 3.8.

3.3 Other Proofs

Here we prove that the operators �� j� preserve the inner product determined by the
distribution `� j� .

3.3.1 The Universal Covering of the Group U.n; n/

The fundamental group of U.n; n/ is6

�1
�

U.n; n/
	 ' Z˚ Z:

The universal covering U.n; n/	 of U.n; n/ can be identified with the set U of
triples


 �

a b

c d

�

; s; t

�

2 U.n; n/ � C � C

satisfying the conditions

det.a/ D es; det.d/ D et :

The multiplication of triples is given by the formula

.g1; s1; t1/ ı .g2; s2; t2/ D
�

g1g2; s1 C s2 C cC.g1; g2/; t1 C t2 C c�.g1; g2/
	

;

where the Berezin cocycle c˙ is given by

cC.g1; g2/ D tr ln.a�11 a3a�12 /; c�.g1; g2/ D tr ln.d�11 d3d
�1
2 /I

6By a general theorem, a real reductive Lie group G admits a deformation retraction to its maximal
compact subgroup K . In our case, K D U.n/�U.n/ and �1.U.n// D Z.
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here g3 D g1g2, and gj D
�

aj bj
cj dj

�

. It can be shown that ka�11 a3a�12 � 1k < 1;

therefore, the logarithm is well defined. On the other hand,

es3 D es1Cs2CcC.g1;g2/ D det.a1/ det.a2/ det.a�11 a3a�12 / D det.a3/:

This shows that the U is closed with respect to multiplication.
For details, see [31].
In particular, det.a/ is a well-defined single-valued function on U.n; n/	. In our

notation, it is given by
.g; s; t/ 7! s:

3.3.2 Another Model of U.n; n/

We can realize U.n; n/ as the group of .n C n/ � .n C n/-matrices g D
�

˛ ˇ

� ı

�

satisfying the condition

g

�

0 i

�i 0

�

g� D
�

0 i

�i 0

�

(3.30)

3.3.3 Action of U.n; n/ on the Space U.n/. Proof of Lemma 3.4

We must show that for

z 2 U.n/ and g D
�

a b

c d

�

2 U.n; n/;

we have

zŒg� WD .aC zc/�1.b C zd/ 2 U.n; n/: (3.31)

For z 2 U.n/, consider its graph graph.z/ � Cn ˚ Cn. It is an n-dimensional
linear subspace, consisting of all vectors v˚ vz, where a vector-row v ranges in Cn.
Since z 2 U.n/, the subspace graph.z/ is isotropic7 with respect to the Hermitian
form

�

1 0

0 �1
�

. Conversely, any n-dimensional isotropic subspace in Cn ˚ Cn is a

graph of a unitary operator z 2 U.n/.
Thus, we get a one-to-one correspondence between the group U.n/ and the

Grassmannian of n-dimensional isotropic subspaces in Cn ˚ Cn.

7A subspace V in a linear space is isotropic with respect to Hermitian form Q ifQ equals 0 on V .
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The group U.n; n/ acts on the Grassmannian, and therefore U.n; n/ acts on the
space U.n/. Then (3.31) is the explicit expression for the latter action. Indeed,

�

v˚ vz
�

�

a b

c d

�

D v.aC zc/ ˚ v.b C zd/:

We denote � WD v.aC zc/ and get

� ˚ �.aC zc/�1.b C zd/;

and this completes the proof of Lemma 3.4. ut
Thus, U.n/ is a U.n; n/-homogeneous space. We describe without proof (it

is a simple exercise) the stabilizer of a point z D 1. It is a maximal parabolic
subgroup.
In the model (3.30) it can be realized as the subgroup of matrices having the

structure
�

˛ 0

ˇ ˛��1
�

It is a semidirect product of GL.n;C/ and the Abelian group Rn
2
.

In our basic model the stabilizer of z D 1 is the semi-direct product of two
subgroups

1

2

�

˛ C ˛��1 ˛ � ˛��1
˛ � ˛��1 ˛ C ˛��1;

�

where g 2 GL.n;C/; (3.32)

and
�

1C iT iT
�iT 1 � iT

�

; where T D T �: (3.33)

3.3.4 The Jacobian

Lemma 3.17. For the Haar measure 	.z/ on U.n/, we have

	
�

zŒg�
	 D j det�2n.aC zc/j � 	.z/: (3.34)

Proof. A verification of this formula is straightforward; we only outline the main
steps. First, J.g; z/ WD j det�2n.a C zc/j satisfies the chain rule (1.3). Next, the
formula (3.34) is valid for g 2 U.n; n/ having the form

�

a 0

0 d

�

, where u, v 2
U.n/. Indeed, the corresponding transformation of u 7! uŒh� is u 7! a�1ud and its
Jacobian is 1.
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Therefore, we can set z D 1, zŒg� D 1. Now we must evaluate the determinants
of the differentials of maps z 7! zŒg� at z D 1 for g given by (3.32) and (3.33). In
the second case the differential is the identity map; in the first case the differential
is d z 7! ˛�.d z/˛. We represent ˛ as p
q, where 
 is the diagonal with real
eigenvalues and p, q are unitary. Now the statement becomes obvious. ut

3.3.5 The Degenerate Principal Series. Proof of Proposition 3.7

Thus, let Re.� C �/ D �n, Im.�/ D Im.�/ D s. Then

det.aC uc/�n�� j�n�� D j det.aC uc/j�n�2isei.���/Arg det.aCuc/;

where Arg.�/ is the argument of a complex number. Therefore,

hT� j� .g/f1; T� j� .g/f2iL2.U.n//
D
Z

U.n/
f1.u

Œg�/f2.uŒg�/
ˇ

ˇ

ˇ

det.aC uc/�n�� j�n��
ˇ

ˇ

ˇ

2

d	.u/

D
Z

U.n/
f1.u

Œg�/f2.uŒg�/j det.aC uc/j�2n d	.u/;

and we change the variable z D uŒg�, keeping Lemma 3.17 in mind. ut

3.3.6 The Invariance of the Kernel. Proof of Proposition 3.5

Lemma 3.18. The distribution `� j� satisfies the identity

`� j� .uŒg�.vŒg�/�/ D `� j� .uv�/ det.aC uc/f�� j��g det.aC vc/f�� j��g: (3.35)

Proof. This follows from the identity

1� uŒg�.vŒg�/� D .aC uc/�1.1 � uv�/.aC vc/��1; where g 2 U.n; n/;

which can be easily verified by a straightforward calculation (see, e.g., [31]). ut
Proof of Proposition 3.5. First, let Re.� C �/ < 1. Substitute h1 D uŒg�1 , h2 D uŒg�2
in the integral

hf1; f2i� j� D
“

U.n/�U.n/
`� j� .h1h�2 / f1.h1/f2.h2/ d	.h1/ d	.h2/:
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By the lemma, we obtain

“

U.n/�U.n/
`� j� .u1u�2 / det.aC u1c/

f�� j��gj det.aC u2c/j�� j��g

�f1.u1/f2.u2/j det.aC u1c/j�2nj det.aC u2c/j�2n d	.u1/ d	.u2/
D h�� j� .g/f1; �� j� .g/f2i� j� :

Thus, our operators preserve the form h�; �i� j� .
For general � , � 2 C, we consider the analytic continuation. ut

3.3.7 Shift of parameters Proof of Proposition 3.9

First, we recall Cartan decomposition. For t1 > : : : > tn denote

CH.t/ WD

0

B

@

cosh.t1/ 0 : : :

0 cosh.t2/ : : :
:::

:::
: : :

1

C

A

; SH.t/ WD

0

B

@

sinh.t1/ 0 : : :

0 sinh.t2/ : : :
:::

:::
: : :

1

C

A

:

The following statement is well known.

Proposition 3.19. Each element g 2 U.n; n/ can be represented in the form

g D
�

u1 0

0 v1

�

 

CH.t/ SH.t/

SH.t/ CH.t/

!

�

u2 0

0 v2

�

(3.36)

for some (uniquely determined) t and some u1, u2, v1, v2 2 U.n/.
Now we must show that the operator f .z/ 7! det.z/f .z/ intertwines �� j� and

��C1j��1. A straightforward calculation reduces this to the identity

det.aC zc/

det .aC zc/
D det.zŒg�/

det.z/
;

which becomes obvious after the substitution (3.36).
Also,

`�C1j��1.z/ D �`� j� .z/ det z;
and this easily implies the second statement of Proposition 3.9.

4 Hilbert Spaces of Holomorphic Functions

Theorem 3.3 exhausts the cases when the form h�; �i� j� is positive definite on
C1.U.n//. However, there are cases of positive semi-definiteness. They are
discussed in the next two sections (Fig. 7).
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σ0n-1

Fig. 7 Conditions of positivity of holomorphic representations �� (the “Berezin–Wallach set”)

Set � D 0. In this case, our construction produces holomorphic representations8

of U.n; n/. Holomorphic representationswere discovered by Harish–Chandra (holo-
morphic discrete series, [17]) and Berezin (analytic continuations of holomorphic
discrete series, [3]). They are discussed in numerous texts (for partial expositions
and further references, see, e.g., [10, 31]); our aim is to show a link with our
considerations.

4.1 The case � D 0

Substituting � D 0, we get the action

�� j0.g/ f .z/ D f .zŒg�/ det.aC zc/�ndet.aC zc/
�n��

:

The Hermitian form is

hf1; f2i� j0 D
Z

U.n/

Z

U.n/
det.1 � z�u/�f1.z/ f2.u/ d	.z/ d	.u/:

Theorem 4.1. The form hf1; f2i� j0 is positive semi-definite iff � is contained in
the set

� D 0, �1, . . . , �.n � 1/, or � < �.n � 1/:
This means that all coefficients cm in the formula (3.27) are non-negative, but

some coefficients vanish. In fact, the proof (see below) is the examination of these
coefficients.
Under the conditions of the theorem we get a structure of a pre-Hilbert space in

C1.U.n//. Denote byH� the corresponding Hilbert space.
Next, consider the action of the subgroup U.n/ � U.n/ in H� . We must get an

orthogonal direct sum
M

m2��
�m ˚ ��m

Some of summands of (3.24) disappear, when we pass to the quotient space;
actually, the summation is taken over a proper subset �� of the set of all
representations. The next theorem is the description of the set�� .

8Or highest-weight representations.
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Theorem 4.2. (a) If � < �.n � 1/, then

�� WD
n

m W mn > 0
o

:

(b) If � D �nC ˛, where ˛ D 1, 2, . . . , n � 1, n, then

�� D
n

m W mn D 0; mn�1 D 1; : : : ; mn�˛C1 D ˛ � 1
o

:

Proof. 9 Substitute � D 0 in (3.17),

cm D .�1/n.n�1/=22��n
n
Y

jD1
�.� C j /

�
X

m

(

.�1/
P

mj
Q

16˛<ˇ6n.m˛ �mˇ/
Qn
jD1 �.� �mj C n/ �.mj C 1/

�m.g/

)

(4.1)

D .�1/n.n�1/=2 sinn.��/2�.�/n
�n

n
Y

jD1
�.� C j / (4.2)

�
X

m

(

Y

16˛<ˇ6n
.m˛ �mˇ/

n
Y

jD1

�.�� Cmj � nC 1/
�.mj C 1/

�m.g/

)

(4.3)

We have �.mj C 1/ D 1 for mj < 0. Therefore, the corresponding fractions
in (4.3) are zero, and the expansion of `� j0 has the form

`� j0 D
X

mWmn>0
cm�m: (4.4)

Let us list possible cases.

Case 1. If � < �n � 1, then all coefficients cm are positive, [see (4.3)]; in the line
(4.2), poles of the Gamma functions cancel with zeros of sines.

Case 2. If � > �n � 1 is non-integer, then all the coefficients cm are non-zero, but
they have different signs.

Case 3. Let � be integer, � > �nC 1. Consider a small perturbation of � ,

� D �nC ˛ C ":

9This is the original Berezin’s proof; he started from explicit expansions of reproducing
kernels (4.6).
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0 1

0 1 2 3 4

a

b

Fig. 8 “Maya diagrams” for signatures of harmonics in holomorphic representations.
(a) A general case, � < n� 1.
(b) Degenerate case. Here � D �.n� 1/C 5

In this case we get an uncertainty in the expression (4.1):

Qn
jD1 �.�nC ˛ C "C j /
Qn
jD1 �.˛ �mj C "/ ; "! 0:

The order of the pole of the numerator is n � ˛. However, order of a pole in the
denominator ranges between n� ˛ and n according tom. If the last order> n� ˛,
then the ratio is zero (Fig. 8). The only possibility to get the order of a poleD n�˛
is to set

mn D 0; mn�1 D 1; : : : ; mn�˛C1 D 0: (4.5)

Thus, the coefficients cm are nonzero only for signatures satisfying (4.5); they are
positive.
We omit a discussion of positive integer � (the invariant inner product is not

positive). ut

4.2 Intertwining Operators

Denote by Bn the space of complex n � n matrices with norm < 1.
Consider the integral operator

I�f .z/ D
Z

U.n/
det.1 � zh�/�f .h/ d	.h/; z 2 Bn:

It intertwines �� j0 with the representation ��nj�n�� . Denote the last representation
by �� :

�� .g/f .z/ D f .zŒg�/ det.aC zc/� :
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The I� -image Hı
� of the space H� consists of functions holomorphic in Bn. The

structure of a Hilbert space in the space of holomorphic functions is determined by
the reproducing kernel

K˛.z; u/ D det.1 � zu�/� : (4.6)

4.3 Concluding Remarks (Without Proofs)

(a) For � < �.2n � 1/, the inner product in Hı
� can be written as an integral

hf1; f2i D const
Z

Bn

f1.z/ f2.z/ det.1 � zz�/���2n d zd z:

(b) For � < n � 1, the spaceHı
� contains all polynomials.

(c) Let � D 0, �1, . . . ,�.n � 1/. Consider the matrix


 D

0

B

B

B

@

@
@z11

: : : @
@z1n

:::
: : :

:::

@
@zn1

: : : @
@znn

1

C

C

C

A

:

The space Hı�.n�1/ consists of functions f satisfying the partial differential
equation

.det
/f .z/ D 0:
The space Hı

� , where � D 0, �1, . . . , �.n � 1/, consists of functions that are
annihilated by all .�� C 1/� .�� C 1/ minors of the matrix
. Also,Hı

� contains
all polynomials satisfying this system of equations.
In particular, the spaceHı

0 is one-dimensional.

5 Unipotent Representations

Here we propose models for “unipotent representations” of Sahi [43] and Dvorsky–
Sahi [8, 9] (Fig. 9).

5.1 Quotients of �� j� at Integer Points

Set
� D 0; � D �nC ˛; where ˛ D 0, 1, . . . , n � 1. (5.1)
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0 1 a-1

Fig. 9 Maya diagram for signatures 2 Zj ; here j is the number of black boxes to the left of the
“obligatory part.”

m1

m2

m1

m2

m1

m2

m1

m2

a b

c d

Fig. 10 The case n D 2.
(a) ˛ D 0. The
decomposition of L2.U.2/
into a direct sum.
(b) ˛ D 1. White circles
correspond to the big
subrepresentation Wtail . The
quotient is a direct sum of
two subrepresentations.
(c) ˛ D 2. The quotient is
one-dimensional.
(d) 0 < � < 1, � D �n. The
invariant filtration. The
subquotients are unitary

For j D 0, 1, . . . , n � ˛, denote by Zj the set of all signatures m of the form
(Fig. 10).

m D .m1; : : : ; mn�˛�j ; ˛ � 1; ˛ � 2; : : : ; 0;mn�jC1; : : : mn/:

Denote by Vm the U.n/�U.n/ subrepresentation in C1.U.n// corresponding a
signaturem; see Sect. 3.2.7.

Theorem 5.1. (a) The subspace

Wtail WD
M

m…[Zj
Vm � C1.U.n//;

is U.n; n/-invariant.
(b) The quotient C1.U.n//=Wtail is a sum n � ˛ C 1 subrepresentations

Wj D ˚m2Zj Vm:

The representation of U.n; n/ in eachWj is unitary.
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We formulate the result for ˛ D 0 separately. In this case Wtail D 0.
Theorem 5.2. The representation ��nj0 is a direct sum of nC 1 unitary represen-
tations Wj , where 0 6 j 6 n. We have Vm � Wj if the number of negative labels
mk is j .

In particular, we get a canonical decomposition of L2.U.n// into a direct sum of
.nC 1/ subspaces.
The proof is given in the next subsection.

5.2 The Blow-Up Construction

10 The distribution `� j� depends meromorphically on two complex variables � , � .
Its poles and zeros are located at � 2 Z and in � 2 Z. For this reason, values of `� j�
at points .�; �/ 2 Z2 generally are not uniquely defined. Passing to such points from
different directions, we get different limits.11

Thus, set

� D �nC ˛ C s"; � D t " where .s; t/ ¤ .0; 0/: (5.2)

Substituting this in (3.17), we get

`�nC˛C"sj"t D .�1/n.n�1/=22�.�C�/n
n
Y

kD1
�
��nC ˛".s C t/C k	

�
X

m

(

.�1/
P

mj
Q

16a<b6n.ma �mb/
Qn
kD1 �.˛ C "s �mk/�."t Cmk C 1/�m.g/

)

: (5.3)

Theorem 5.3. (a) Let s ¤ �t . Then there exists a limit in the sense of
distributions:

`sWt .z/ WD lim
"!0

`�nC˛C"sj"t .z/: (5.4)

In other words, the function .� j�/ 7! `� j� has a removable singularity at " D 0
on the line

� D �nC ˛ C "s; � D "t; where " 2 C:

(b) Denote by cm.s W t/ the Fourier coefficients of `sWt . If m is in the “tail,” i.e.,
m … [Zj , then cm.s W t/ D 0.

10The case U.1; 1/ was considered above in Sect. 2.5.1.
11A remark for an expert in algebraic geometry: We consider blow-up of the plane C2 at the point
.�nC ˛; 0/.
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(c) Moreover, `sWt admits a decomposition

`sWt D
n�
X̨

jD0

tj sn�˛�j

.s C t/n�˛ Lj ; (5.5)

where Lj is of the form

Lj D
X

m2Zj
am�m; (5.6)

where the am do not depend on s, t .
(d) For each j , all coefficients ajm in (5.6) are either positive or negative.

Proof. For the numerator of (5.3), we have the asymptotic

n
Y

kD1
�
��nC ˛".s C t/C k	 D C "�nC˛.s C t/�nC˛ CO."�nC˛C1/; "! 0:

Next, examine factors of the denominator,

�.˛ C "s �mk/�."t Cmk C 1/ 


8

ˆ

ˆ

<

ˆ

ˆ

:

A1.mk/."t/
�1 if mk < 0

A2.mk/ if 0 6 mk < ˛

A3.mk/."s/
�1 if mk > ˛,

; "! 0

where A1, A2, A3 do not depend on s, t . Therefore, the order of the pole of
denominator

Q

k of (5.3) is

number ofmj outside the segment Œ0; ˛ � 1�:

The minimal possible order of a pole of the denominator is n � ˛. In this case, cm

has a finite nonzero limit, of the form

cm.s W t/ D A.m/ � s
number of mk > ˛ � tnumber of mk < 0.

.s C t/n�˛

If an order of pole in the denominator is > n � ˛, then cm.s W t/ D 0. This
corresponds to the tail.
We omit the need to watch the positivity of cm.s W t/.
Formally, it is necessary to watch the growth of cm.s W t/ as m ! 1 and the

growth of
@

@"
cm.�nC ˛ C "s; "t/

to be sure that (5.4) is a limit in the sense of distributions. This is a more or less
trivial exercise on the Gamma function. ut
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There are many ways to express Lj in the terms of `sWt . One of variants is given
in the following obvious proposition.

Proposition 5.4. The distribution Lj is given by the formula

Lj .z/ D 1

j Š

@j

@tj
.1C t/n�˛`1Wt .z/

ˇ

ˇ

ˇ

tD0 (5.7)

5.3 The Family of Invariant Hermitian Forms

Thus, for .�; �/ D .�n C ˛; 0/, we obtained the following families of ��nC˛j0-
invariant Hermitian forms:

RsWt .f1; f2/ WD
“

U.n/�U.n/
`sWt .zu�/f1.z/f2.u/ d	.z/ d	.u/ (5.8)

and

Qj .f1; f2/ WD
“

U.n/�U.n/
Lj .zu�/f1.z/f2.u/ d	.z/ d	.u/: (5.9)

They are related as

RsWt .f1; f2/ D
n�
X̨

jD0

tj sn�˛�j

.s C t/n�˛ Lj .f1; f2/:

A form Lj is zero on

Yj WD Wtail ˚ .˚i¤jWi/

and determines an inner product onWj ' C1.U.n//=Yj .

6 Some Problems of Harmonic Analysis

6.1 Tensor Products �� j� ˝ �� 0j�0

Nowadays the problem of decomposition of a tensor product of two arbitrary unitary
representations does not seem interesting. We propose several informal arguments
for the reasonableness of the problem in our case.
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(a) For n D 1, it is precisely the well-known problem of the decomposition of
tensor products of unitary representations of SL.2;R/	 ' SU.1; 1/	; see
[16, 23, 32, 36, 39].

(b) Decomposition of tensor products ��;0 ˝ �� 0 ;0 of holomorphic representations
is a well-known combinatorial problem; see [19].

(c) Tensor products ��;0 ˝ �0j� 0 are Berezin representations; see [4, 27, 47].
(d) All of the problems (a)–(c) have interesting links with the theory of special

functions.
(e) There is a canonical isomorphism: 12

��n=2j�n=2 ˝ ��n=2j�n=2 ' L2
�

U.n; n/=GL.n;C/
	

: (6.1)

Thus, we again come to a classical problem, i.e., the problem of decom-
position of L2 on a pseudo-Riemannian symmetric space G=H ; see [11, 35].13

General tensor products �� j� ˝ �� 0j� 0 can be regarded as deformations of the space
L2
�

U.n; n/=GL.n;C/
	

.

6.2 Restriction Problems

1. Consider the group G� WD U.n; n/ and its subgroup G WD O.n; n/. The group
G has an open dense orbit on the space U.n/, namely,

G=H WD O.n; n/=O.n;C/:

The restriction of the representation ��n=2j�n=2 to G is equivalent to the
representation of G in L2.G=H/. Restrictions of other �� j� can be regarded as
deformations of L2.G=H/.
The same argument produces deformations of L2 on some other pseudo-

Riemannian symmetric spaces. In particular, we have the following variants:
2. G� D U.2n; 2n/, G=H D Sp.n; n/=Sp.2n;C/.
3. G� D U.n; n/, G=H D SO�.2n/=O.n;C/.
4. G� D U.2n; 2n/, G=H D Sp.4n;R/=Sp.2n;C/.
5. G� D U.p C q; p C q/, G=H D U.p; q/ � U.p; q/=U.p; q/. In this case,
G=H ' U.p; q/.

6. G� D U.n; n/,G D GL.n;C/. In this case, we have .nC1/ open orbitsG=Hp D
GL.n;C/=U.p; n� p/.

7. G� D U.n; n/�U.n; n/,G D U.n; n/. This is the problem about tensor products
discussed above.

12Indeed, U.n/ ' U.n; n/=P , where P is a maximal parabolic subgroup in U.n; n/. The group
U.n; n/ has an open orbit on U.n; n/=P �U.n; n/=P , and the stabilizer of a point is' GL.n;C/.
13In a certain sense, the Plancherel formula for L2.G=H/ was obtained in [1, 6]. However, no
Plancherel measure, nor spectra are known. The corresponding problems remain open.
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6.3 The Gelfand–Gindikin Program

Recall the statement of the problem; see [13,34]. LetG=H be a pseudo-Riemannian
symmetric space. The natural representation of G in L2.G=H/ has several pieces
of spectrum. Therefore, L2.G=H/ admits a natural orthogonal decomposition into
direct summands having uniform spectra. The problem is: to describe explicitly the
corresponding subspaces or corresponding projectors.
In Sect. 5.1 we obtained a natural decomposition of L2.U.n// into .nC 1/ direct

summands. Therefore, in the cases listed in Sect. 6.2, we have a natural orthogonal
decompositions of L2.G=H/.
In any case, for the one-sheet hyperboloid U.1; 1/=C� we get the desired

construction (see Molchanov [24, 25]).

6.4 Matrix Sobolev Spaces?

Our inner product h�; �i� j� seems to be similar to Sobolev-type inner products
discussed in Sect. 2.3.2. However, it is not a Sobolev inner product, because the
kernel det.1 � zu�/f� j�g has a non-diagonal singularity.
Denote

s D �� � � C n:
Let F be a distribution on U.n/, and let F DP

Fm be its expansion in a series
of elementary harmonics. We have

F 2 H� j� ”
X

m

cm

dim�m
kFmk2L2 <1

”
X

m

8

<

:

kFmk2L2
n
Y

jD1
.1C jmj j/s

9

=

;

<1; (6.2)

where kFmkL2 denotes

kFmkL2 WD
�

Z

U.n/
jFm.h/j2 d	.h/

�1=2

Our Hermitian form defines a norm only in the case jsj < 1, but (6.2) makes sense
for arbitrary real s. Thus, we can define a Sobolev space Hs on U.n/ of arbitrary
order.
The author does not know specific applications of this remark, but it seems that

it can be useful in the following situation.
First, a reasonable harmonic analysis related to semisimple Lie groups is the

analysis of unitary representations. But around 1980, Molchanov observed that
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many identities with special function admit interpretations on a “physical level of
rigor” as formulas of non-unitary harmonic analysis. Until now, there have been
no reasonable interpretations of this phenomenon [but formulas exist; see, e.g., [7],
see also [27], Sect. 1.32, and formulas (2.6)–(2.15) ]. In particular, we do not know
reasonable functional spaces that can be the scene of action of such an analysis. It
seems that our spaces Hs can be possible candidates.
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The Special Symplectic Structure
of Binary Cubics

Marcus J. Slupinski and Robert J. Stanton

Abstract We present a thorough investigation of binary cubics over a field of
characteristic not 2 or 3 using equivariant symplectic methods. The primary
symplectic tools are the moment map and its norm, as well as the symplectic
gradient of the norm. Among the results obtained are a symplectic stratification
of the space of binary cubics, the identification of a group structure on generic
orbits, a symplectic derivation of the Cardano-Tartaglia formula, and a symplectic
formulation and proof of the Eisenstein syzygy.
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1 Introduction

Binary cubic polynomials have been studied since the nineteenth century, being the
natural setting for a possible extension of the rich theory of binary quadratic forms.
An historical summary of progress on this subject can be found in [5], especially
concerning results related to integral coefficients. While for a fixed binary cubic
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interesting questions remain open, e.g. its range in the integers, the number of
solutions, etc., it is the structure of the space of all binary cubics that is the topic
of this paper.
The space of binary cubics, we will take coefficients in a field, is an example of a

prehomogeneous vector space under Gl.2; k/, and from this point of view has been
thoroughly investigated. Beginning with the fundamental paper by Shintani [14],
recast adelically in [16], an analysis of this pv sufficient to obtain the properties
of the Sato–Shintani zeta function was done. Subsequently, several descriptions
of the orbit structure were obtained, in particular relating them to extensions of
the coefficient field. A feature of this space, and some other prehomogeneous
spaces, apparently never exploited is the existence of a symplectic structure which
is preserved by the natural action of Sl.2; k/.
The purpose of this paper is to expose the rich structure of the space of binary

cubics when viewed as a symplectic module using the standard tools of equivariant
symplectic geometry, viz. the moment map, its norm square, and its symplectic
gradient i.e. the natural Hamiltonian vector field. The advantages are several:
somewhat surprisingly, the techniques are universally applicable, with the only
hypothesis that the fields not be of characteristic 2 or 3; there are explicit symplectic
parameters for each orbit type (including the singular ones not studied previously)
that are easily computed for any specific field; the computations are natural; we
obtain new results for the space of binary cubics, e.g. a group structure on orbits;
we obtain ancient results for cubics, namely a symplectic derivation of the Cardano–
Tartaglia formula for a root.
This paper arose as a test case to see the extent that we might push a more

general project [15] on Heisenberg graded Lie algebras. A symplecticmodule can be
associated with every such graded Lie algebra and in the case of the split Lie algebra
G2, this symplectic module turns out to be isomorphic to the space of binary cubics
with the Sl.2; k/ action mentioned above. Although our approach to binary cubics
is inspired by the general situation, in order to give an accessible and elementary
presentation, we have made this paper essentially self-contained with only one or
two results quoted without proof from [15].
The symplectic technology consists of the following. The moment map, 	,

maps the space of binary cubics S3.k2
�
/ to the Lie algebra sl.2; k/ of Sl.2; k/.

By means of the Killing form on sl.2; k/, one obtains a scalar valued function
Q on S3.k2

�
/, the norm square of 	. Using the symplectic structure, one con-

structs � , the symplectic gradient of Q, as the remaining piece of symplectic
machinery. This symplectic module appears to be ”special” in several ways, e.g.
a consequence of our analysis is that all the Sl.2; k/ orbits in S3.k2

�
/ are co-

isotropic (see [15] for the general case). Let us recall that over the real numbers
it has been shown that there is also a very strong link between special symplec-
tic connections (see [3]) and Heisenberg graded Lie algebras (called 2-graded
in [3]).
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Here is a more detailed overview of the paper. We will analyze each of the
symplectic objects 	;Q;� and determine for each of them their image, their fiber,
the Sl.2; k/ orbits in each fiber, and explicit parameters and isotropy for each orbit
type. This is all done with symplectic methods, so that furthermore we identify
the symplectic geometric meaning of these fibers. For example, we show that the
null space, Z, of 	 is the set of multiples of cubes of linear forms. As Sl.2; k/
preserves the null space, we obtain a decomposition into a collection of isomorphic
Lagrangian orbits which we show are parameterized by k�=k�3. Binary cubics
whose moment lies in the nonzero nilpotent cone of sl.2; k/ turn out to be those
which contain a factor that is the square of a linear form. For these there is only
one orbit, whose image under 	 we characterize. The pullback by means of 	 of
the natural symplectic structure on the image and the restriction of the symplectic
form on S3.k2

�
/ essentially coincide. The generic case is when the image of the

moment map lies in the semisimple orbits of sl.2; k/. In this case, the Sl.2; k/ orbits
are different from the Gl.2; k/ orbits, in contrast to the earlier cases. Here, each of
the values of Q in k� determine a collection of Sl.2; k/ orbits for which we give
symplectic parameters using a ‘sum of cubes’ theorem. As a consequence, we show
that the orbits for a fixed nonzero value of Q form a group (over Z see [1]) which
we explicitly identify. Interestingly, a binary cubic is in the orbit corresponding to
the identity of this group if and only if it is reducible. The set of binary cubics
corresponding to a fixed nonzero value ofQ is not stable under Gl.2; k/. However,
the set of binary cubics for which the value ofQ belongs to a fixed nonzero square
class of k is stable under Gl.2; k/ and we obtain an explicit parametrization of all
Gl.2; k/ orbits on this set.
If the field of coefficients is specialized to sayC, then several of the results herein

are known. For example, that the zero set of Q is the tangent variety to Z, or that
the generic orbit is the secant variety of Z can be found in the complex algebraic
geometric literature. For some other fields, other results are in the literature.
However, the use of symplectic methods is new to all these cases and gives a
unifying approach that seems to make transparent many classic results. For example,
a careful analysis of 	 and � in the generic case leads to a proof of the Cardano–
Tartaglia formula for a root of a cubic. As another application we conclude the
paper with a symplectic generalization of the classical Eisenstein syzygy for the
covariants (compare to [12],[10]) of a binary cubic. This is interesting because
there is an analogue of this form of the Eisenstein syzygy for the symplectic module
associated with any Heisenberg graded Lie algebra ([15]). Finally, we remark that
the symplectic methodology used in this paper could be used to understand binary
cubics over the integers or more general rings.
We are very pleased to acknowledge the support of our respective institutions

that made possible extended visits. To the gracious faculty of the Université Louis
Pasteur goes a sincere merci beaucoup from RJS. In addition, RJS wants to
acknowledge the support of Max Planck Institut, Bonn, for an extended stay during
which some of this research was done.
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2 Binary Cubics as a Symplectic Space

Let k be a field such that char.k/ 6D 2; 3. The vector space k2
�
has a symplectic

structure

˝.axC by; a0x C b0y/ D ab0 � ba0:

Functorially, one obtains a symplectic structure on the set of binary cubics

S3.k2
�
/ D fax3 C 3bx2y C 3cxy2 C dy3 W a; b; c; d 2 kg:

Explicitly, if P D ax3 C 3bx2y C 3cxy2 C dy3 and P 0 D a0x3 C 3b0x2y C 3c0
xy2 C d0y3;

!.P; P 0/ D ad0 � da0 � 3bc0 C 3cb0: (1)

In particular, we have

!.P; .ex C fy/3/ D P.f;�e/: (2)

Hence for ex C fy 6D 0,

.exC fy/ j P ” !.P; .exC fy/3/ D 0: (3)

This indicates that one can use the symplectic form ! to study purely algebraic
properties of the space of binary cubics. More generally, the interplay of symplectic
methods and the algebra of binary cubics will be the primary theme of this paper.
The group

Sl.2; k/ D

�

˛ ˇ

� ı

�

W ˛ı � ˇ� D 1
�

acts on k2
�
via the transpose inverse:

�

˛ ˇ

� ı

�

� x D ıx � ˇy;
�

˛ ˇ

� ı

�

� y D ��x C ˛y; (4)

and this action identifies Sl.2; k/ with the group of transformations of k2� that
preserve the symplectic form˝ , i.e. Sp.k2�;˝/. It follows that the functorial action
of Sl.2; k/ on S3.k2�/ preserves the symplectic form !. There is no kernel of this
action thus Sl.2; k/ ,! Sp.S3.k2�/; !/.
The Lie algebra sl.2; k/ acts on k2� via the negative transpose:

�

˛ ˇ

� �˛
�

� x D �˛x � ˇy;
�

˛ ˇ

� �˛
�

� y D ��x C ˛y; (5)
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which in terms of differential operators acting on polynomial functions on k2

corresponds to the action

�

˛ ˇ

� �˛
�

� f D ˛.�x@xf C y@yf /� ˇy@xf � �x@yf: (6)

In particular, this gives the following action of sl.2; k/ on cubics:

x3 7! �3˛x3 � 3ˇx2y
x2y 7! ��x3 � ˛x2y � 2ˇxy2

xy2 7! �2�x2y C ˛xy2 � ˇy3

y3 7! �3�xy2 C 3˛y3:

2.1 Symplectic Covariants

Among the basic tools of equivariant symplectic geometry are the moment map (	),
its norm square (Q) and the symplectic gradient ofQ (� ). The symplectic structure
on S3.k2

�
/ is not generic as it is consistent with one inherited from an ambient

Heisenberg graded Lie algebra, hence the description “special”. In [15] in the setting
of Heisenberg graded Lie algebras, we derive the fundamental properties of the
basic symplectic objects as well as give explanations for normalizing constants,
and identify characteristic features of these special symplectic structures. For the
purposes of this paper, the explicit formulae will suffice.

Definition 2.1. (i) The moment map 	 W S3.k2�/! sl.2; k/ here is

	.x3 C 3bx2y C 3cxy2 C dy3/ D
 

ad� bc 2.bd� c2/
2.b2 � ac/ �.ad� bc/

!

: (7)

(ii) The cubic covariant � W S3.k2�/! S3.k2
�
/ is given by

�.P / D 	.P / � P D .�3a˛ � 3b�/x3 C .�3aˇ � 3b˛ � 6c�/x2y

C .�6bˇ C 3c˛ � 3d�/xy2 C .�3cˇ C 3d˛/y3; (8)

where P D ax3 C 3bx2y C 3cxy2 C dy3 and
�

˛ ˇ

� �˛
�

D
�

ad� bc 2.bd� c2/
2.b2 � ac/ �.ad � bc/

�

:
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(iii) The normalized quartic invariantQn W S3.k2�/! k is

Qn.P / D � det	.P / D .a2d2 � 3b2c2 � 6abcdC 4b3d C 4ac3/: (9)

Notice that Qn.P / is a multiple (–1) of the classic discriminant of the
polynomial P .

Remark 2.2. The symmetric role of the coordinates x and y is implemented by

J D
�

0 �1
1 0

�

;

which satisfies J � x D y, J � y D �x and

J � �ax3 C 3bx2y C 3cxy2 C dy3	 D �dx3 C 3cx2y � 3bxy2 C ay3:

From (7) it follows that 	.J � P/ is the cofactor matrix of 	.P /.
Remark 2.3. The set of symplectic covariants !;	;�;Q;Qn defined above is
not the only choice possible for the purposes of this article. One could just as
well use

!
 D 
!; 	
 D 
	; �
 D 
�; Q
 D 
2Q;

where 
 2 k�.
The moment map is characterized by the identity

T r.	.P /�/ D �1
3
!.� � P;P / 8P 2 S3.k2�/; 8� 2 sl.2; k/; (10)

which specialized to � D 	.P / gives a characterization of �

Q.P / D 8!.P;�.P //: (11)

From (10), one gets that 	 is Sl.2; k/-equivariant:

	.g � P/ D g	.P /g�1 8P 2 S3.k2�/; 8g 2 Sl.2; k/;

and sl.2; k/-equivariant:

d	P .� � P/ D Œ�; 	.P /� 8P 2 S3.k2�/; 8� 2 sl.2; k/:

Here, d	P .Q/ D 2B	.P;Q/ where B	 W S3.k2�/ � S3.k2�/ ! sl.2; k/ is the
unique symmetric bilinear map such that 	.P / D B	.P;P /.
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From the Sl.2; k/ and sl.2; k/ equivariance of 	 one obtains the Sl.2; k/ and
sl.2; k/ equivariance of �;Q and Qn. Several useful relations among 	;� and Q
are derived in [15]. The following involves a relation between vanishing sets of
symplectic covariants.

Proposition 2.4. Let P be a binary cubic. Then

	.P / D 0 ) �.P / D 0 ) Q.P/ D 0:

Proof. Since �.P / D 	.P / � P , it is obvious that 	.P / D 0 ) �.P / D 0.
Suppose that �.P / D 0: Then by equation (10)

T r.	.P /2/ D �1
3
!.�.P /; P / D 0:

But 	.P /2 C det	.P /Id D 0 by the Cayley–Hamilton theorem, so det	.P / D 0

and henceQ.P/ D 0. ut
From the invariant theory point of view, a covariant is an Sl.2; k/ invariant in

S�.S3.k2�//˝ S�.k2�/. Concerning completeness of the symplectic invariants one
has the classic syzygy of Eisenstein for k D C [8].

Proposition 2.5. (i) 	;� , Q and the identity generate the Sl.2; k/ invariants in
S3.k2�/˝ S�.k2�/.

(ii) The only relation among them viewed as functions on k2 is

�.P /.�/2 � 9Qn.P /P.�/2 D �9
2
˝k2.	.P /�; �/3;

here ˝ is extended by duality to k2 � k2.
Proof. We shall give a symplectic proof of the relation (ii) for k in �3. ut
Remark 2.6. There are two interesting results related by a simple scaling to the
Eisenstein syzygy. Fix P 2 S3.k2�/ with Qn.P / ¤ 0. One can associate with P
a type of Clifford algebra, CliffP , and in [9] it is shown that the center of CliffP is
the coordinate algebra of the genus one curve X2 � 27Qn.P / D Z3: The other
result arises from the observation that we could work over, say, Z instead of k. Then
in [11] Mordell showed that all integral solutions .X; Y;Z/ to X2 C kY 2 D Z3

with .X;Z/ D 1 are obtained from some P 2 S3.Q2�/ with Qn.P / D �4k and
evaluating (ii) at a lattice point in Q2. We will not use these results in this paper but
we will give a symplectic proof at another time.

Remark 2.7. The Proposition gives a complete description of binary cubics from the
point of view of Sl.2;C/ invariant theory. From the symplectic theory point of view,
in [15] we give characterizations of Sl.2; k/ as the subgroup of Sp.S3.k2�/; !/ that
preservesQ.�/ and as the subgroup of Sp.S3.k2�/; !/ that commutes with � .
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2.2 The Image of the Moment Map

As 	 W S3.k2�/ ! sl.2; k/ is equivariant, the image of 	 is a union of Sl.2; k/
invariant sets. Of course, the invariant functions on sl.2; k/ are generated by det .
The following description of the orbits of Sl.2; k/ acting on level sets of det uses
the symplectic structure on k2

�
. Lacking any reference for this probably known

result we include a proof. Subsequently, Paul Ponomarev brought to our attention
the material in [2] p.158–159 from which an alternate albeit non-symplectic proof
can be extracted.

Proposition 2.8. Let � 2 k and set

sl.2; k/� D fX 2 sl.2; k/ n f0g W detX D �g;
k�� D fx 2 k� W 9a; b 2 k such that x D a2 C b2�g:

Then the orbits of Sl.2; k/ acting on sl.2; k/� are in bijection with k�=k�� under the
map �� W sl.2; k/� ! k�=k�� defined by

��.X/ D Œ˝.v; X � v/�; (12)

where v is any element in k2
�
, which is not an eigenvector of X .

Proof. We make some preliminary remarks before proving the result. First we
observe that the definition of ��.X/ is independent of choice of v. Indeed, given
v which is not an eigenvector of X , then fv; X � vg is a basis of k2�. Given w any
other vector which is not an eigenvector then w D avC bX � v, and using Cayley–
Hamilton we obtain that Œ˝.v; X � v/� D Œ˝.w; X � w/�.
Next, note that if X 2 sl.2; k/ there exists g 2 Sl.2; k/ and ˇ; � 2 k such that

gXg�1 D
�

0 ˇ

� 0

�

:

So to prove the result, we need only consider matrices in sl.2; k/� of the form

X D
�

0 ˇ

� 0

�

with either ˇ or � nonzero. Since

�

0 1

�1 0

��

0 ˇ

� 0

��

0 1

�1 0

��1
D
�

0 ��
�ˇ 0

�

;

we can further suppose that � 6D 0. Then x is not an eigenvector of X and
�detX.X/ D Œ˝.x;X � x/� D Œ˝.x; �x/� D Œ��.
Suppose

�

0 ˇ

� 0

�

and

�

0 ˇ0
� 0 0

�

in sl.2; k/� have the same value of ��, i.e.,

ˇ� D �� D ˇ0� 0 and Œ�� D Œ� 0�.
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Then there exist p; q in k such that � 0 D .p2 C q2detX/� . Take as Ansatz

�

a b

c d

�

D
0

@

p �q �
� 0

�q p
�

� 0

1

A:

Then

det

 

a b

c d

!

D p2 �
� 0
C q2� �

� 0

D �

� 0
.p2 C q2�/

D 1:

A routine computation shows that

�

a b

c d

��

0 ˇ0
� 0 0

��

d �b
�c a

�

D
�

0 ˇ

� 0

�

;

and so �� separates orbits.
To show that given ˛ ¤ 0; there is anX with det X D � and ��.X/ D Œ˛�, take

X D
�

0 ��
˛

˛ 0

�

:

Then det X D � and ��.X/ D Œ˛�. Finally, Sl.2; k/ invariance of �� follows from
the definition of ��. ut
Remark 2.9. We make some elementary observations concerning the Sl.2; k/
adjoint orbits. If�� 2 k�2, then k�� D k� and there is only one orbit. If� D 0 then
k�� D k�2 and there is one nilpotent orbit for every element of k�=k�2. If�� 62 k�2
is nonzero, then k�� is the set of values in k� taken by the norm function associated
to the quadratic extension k.

p��/ or, equivalently, by the anisotropic quadratic
form x2 C�y2 on k2. It is well known that this is a proper subgroup of k�, at least
in characteristic 0 (with thanks to P. Ponomarev for a discussion on characteristic p)
and so in characteristic zero there are at least two orbits.

Remark 2.10. Since k�=k�� is a group, the Proposition puts a natural group
structure on the set of orbits of Sl.2; k/ acting on trace free matrices of fixed
determinant. Alternatively, sl.2; k/ can be Sl.2; k/-equivariantly identified with
S2.k2

�
/, the space of binary quadratic forms, by

X  ! qX.v/ D ˝.v; X � v/:
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By transport of structure, the Proposition then puts a natural group structure on the
set of orbits of Sl.2; k/ acting on binary quadratic forms of fixed discriminant. One
can check that this is Gauss composition. In Theorems 3.35 and 3.47, we will put a
natural group structure on orbits of binary cubics with fixed nonzero discriminant.

The image of the moment map can be characterized as follows.

Theorem 2.11. Let X 2 sl.2; k/ n f0g. Then

X 2 Im	 ” �detX.X/ D Œ2�:

Proof. As before, we can suppose without loss of generality that X D
�

0 ˇ

� 0

�

with
say ˇ nonzero.
.)/ W If X D 	.P / and P D ax3 C 3bx2y C 3cxy2 C dy3, we have

ad � bc D 0
2.bd� c2/ D ˇ
2.b2 � ac/ D �:

Hence, bˇ D d� and

�ˇ D 2
�

c2 � d2 �
ˇ

�

D 2
 

c2 C
�

d

ˇ

�2

.�ˇ�/
!

D 2
 

c2 C
�

d

ˇ

�2

detX

!

so that �detX.X/ D Œ�ˇ� D Œ2�.
.(/: Since �detX.X/ D Œ�ˇ� and by hypothesis �detX.X/ D Œ2�, there exist p; q
in k such that

�ˇ D 2.p2 C q2detX/ D 2.p2 � q2ˇ�/:
If we set

c D p; a D �

ˇ
p; d D ˇq; b D �q

and
P D ax3 C 3bx2y C 3cxy2 C dy3;

it is easily checked that

	.P / D
�

ad � bc 2.bd� c2/
2.b2 � ac/ �.ad � bc/

�

D
�

0 ˇ

� 0

�

D X: ut

Remark 2.12. This result is a weak form of the Eisenstein identity. Indeed, if one
cubes both sides of �detX.X/ D Œ2� and uses Gauss composition, one obtains the
Eisenstein identity evaluated at a particular vector.

Remark 2.13. Varying the symplectic structure to !
; 
 2 k� one can sweep out
the other orbits with a moment map.

Remark 2.14. The image of the linearized moment map, B	.�; �/, cannot be speci-
fied. Indeed, the convex hull of the image will contain all sl.2; k/.
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Corollary 2.15. Let P;P 0 be nonzero binary cubics such that Qn.P / D Qn.P
0/

and such that 	.P / and 	.P 0/ are nonzero. Then there exists g 2 Sl.2; k/ such that
g � 	.P / D 	.P 0/.
Proof. SinceQn.P / D Qn.P

0/, we have det 	.P / D det 	.P 0/. By the previous
theorem,

� det 	.P /.	.P // D � det 	.P 0/.	.P 0//

and the result follows from Proposition 2.8. ut

2.3 The Image and Fibers of �

Proposition 2.16. P 2 S3.k2�/ with Qn.P / ¤ 0 is in the image of � if and only
if 9Qn.P / is a cube in k�.

Proof. .)/ W Suppose that P D �.B/. The key to the argument is a result
from [15] that is special to Heisenberg graded Lie algebras, namely a formula
for �2. From this result, one obtains �2.B/ D �.9Qn.B//

2B . On the other hand,
we have �2.B/ D �.P /. Hence, B D �.9Qn.B//

�2�.P /. Applying � again
and using that � is cubic we obtain P D �.B/ D ��3.9Qn.P //

2P , where
� D �.9Qn.B//

�2. So .��/3 D .9Qn.P //
�2: Now .��.9Qn.B//

2/3 D 1 so
.9Qn.B//

6 D .��/�3 D .9Qn.P //
2. Thus, we obtain 9Qn.P / D .˙9Qn.B//

3.
.(/ W Suppose 9Qn.P / D 
3. Set B D � 1


2
�.P /. Then as above, �.B/ D P . ut

Corollary 2.17. For P 2 S3.k2�/ with 9Qn.P / 2 k�3, the fiber ��1.P / consists
of one element.

Proof. From the previous proof, if P D �.B/ then B D �.9Qn.B//
�2�.P /. ut

Remark 2.18. We will see later that a nonzero P 2 S3.k2�/ with Qn.P / D 0 is in
the image of � if and only if 	.P / D 0 and IT .P / D Œ6� (cf Proposition 3.19). The
fiber of � is then given by Proposition 3.23.

3 Orbits and Fibers

3.1 Symplectic Covariants and Triple Roots

One has the natural ‘algebraic’ condition

Definition 3.1. T D fP 2 S3.k2�/ W P 6D 0 and P has a triple rootg,
and the natural ‘symplectic’ condition
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Definition 3.2. Z	 D fP 2 S3.k2�/ W P 6D 0 and 	.P / D 0g.
The next proposition shows that the symplectic quantity 	 detects the purely
algebraic property of whether or not a binary cubic has a triple root.

Proposition 3.3. T D Z	.

Proof. Let P D ax3 C 3bx2y C 3cxy2 C dy3. Then P 2 Z	 iff 	.P / D 0 iff
ad D bc; bd D c2 and b2 D ac.
If bc D 0, then cbd D c3 D 0 and b3 D acb D 0. Hence b D c D 0 and either

a D 0 or d D 0. In the first case P D dy3 and in the second P D ax3.
If bc 6D 0, then a D b2

c
and d D c2

b
which means P D 1

bc
.bx C cy/3: ut

In order to determine the Sl.2; k/ orbit structure in the level set Z	 D
	�1.0/nf0g we need to construct an invariant that separates the orbits. We begin
with the observation that the factorization of P 2 T is not unique.
Lemma 3.4. Let 
;	 2 k� and �; 2 k2� be such that 
�3 D 	 3: Then 


	
is a

cube and � and  are proportional.

Proof. Unique factorization. ut
This means the following (algebraic) definition makes sense.

Definition 3.5. Define IT W T ! k�=k�3 by

IT .P / D Œ
�k�=k�3 ;

where P D 
�3; 
 2 k� and � 2 k2�.
One can formulate the definition using symplectic methods. Given a nonzero

� 2 k2� there is a g 2 Sl.2; k/ with˝.�; g � �/ D 1. If P D 
�3, then
!.P; .g � �/3/ D 
!.�3; .g � �/3/ D 
˝.�; g � �/3 D 
: (13)

Thus, IT .P / D Œ!.P; .g � �/3/�:
Proposition 3.6. (i) Let P1; P2 2 T . Then

Sl.2; k/ � P1 D Sl.2; k/ � P2 ” IT .P1/ D IT .P2/: (14)

(ii) The map IT induces a bijection of the space of orbits

Z	=Sl.2; k/ ! k�=k�3: (15)

(iii) Let P 2 T and let GP D fg 2 Sl.2; k/ W g � P D P g be the isotropy subgroup

of P . Then

GP D fg 2 Sl.2; k/ W 9	 2 k� s.t. g � � D 	� and 	3 D 1g;
where P D 
�3; 
 2 k� and � 2 k2�.
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Proof. (i): Suppose that P1 D 
�3 and that there exists g 2 Sl.2; k/ such that
g � P1 D P2. Then P2 D g � .
�3/ D 
.g � �/3 and IT .P2/ D Œ
� D IT .P1/.
Conversely, suppose P1 D 
1�

3
1 , P2 D 
2�

3
2 and IT .P1/ D IT .P2/. The

action of Sl.2; k/ on nonzero vectors of k2� is transitive, so we can find g 2
Sl.2; k/ such that g � �1 D �2 and hence such that

g � P1 D 
1�32 :

Since IT .P1/ D IT .P2/, there exists � 2 k such that 
1 D �3
2 and

g � P1 D 
2.��2/3:

Choosing h 2 Sl.2; k/ such that h � .��2/ D �2, we have .hg/ � P1 D P2:
(ii): By (i), the map IT induces an injection of the space of orbits of Sl.2; k/ acting

on T into k�=k�3. This is in fact a surjection since if 
 2 k�, IT .
x3/ D Œ
�.
(iii): This follows from unique factorization. ut
Remark 3.7. Extending � to a basis of k2

�
, we have the isomorphism

GP Š
( 

	 a

0 1
	

!

W 	 2 k�; 	3 D 1 and a 2 k
)

:

Consequently, all the Sl.2; k/ orbits in Z	 are isomorphic. Hence, Z	 is a smooth
variety, and in [15] we show that it is Lagrangian.
As the center of Gl.2; k/ acts on Z	 by ”cubes” it preserves IT , and thus the

Sl.2; k/ orbits in Z	 are the same as the Gl.2; k/ orbits. From the point of view of
algebraic groups, the result by Demazure [4] characterizes Sl.2; k/ as the subgroup
of the automorphisms of S3.k2

�
/ that preservesZ	.

3.2 Symplectic Covariants and Double Roots

In a similar way, next we consider the ‘algebraic’ condition

Definition 3.8. D D fP 2 S3.k2�/ W P 6D 0 and P has a double rootg,
and the ‘symplectic’ condition

Definition 3.9. N	 D fP 2 S3.k2�/ W P 6D 0 and 	.P / is nonzero nilpotentg.
Again it turns out that the symplectic quantity 	 detects the purely algebraic

property of whether or not a binary cubic has a double root.

Theorem 3.10. D D N	.
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Proof. The inclusionD 	 N	 follows from the
Lemma 3.11. Let P 2 D and write P D .exCfy/2.rxC sy/ with exC fy and
rx C sy independent. Then

	.P / D 2

9
.es � fr/2

 �ef �f 2

e2 ef

!

:

In particular, Ker	.P / is spanned by the double root ex C fy.

Proof. Straightforward calculation. ut
To prove the inclusion N	 	 D, suppose 	.P / is a nonzero nilpotent. Then

Ker	.P / is one-dimensional, spanned by, say, v 2 k2
�
. Since Sl.2; k/ acts

transitively on nonzero vectors in k2
�
, there exists g 2 Sl.2; k/ such that g � v D x.

Then 	.g � P/ D g	.P /g�1 is nonzero nilpotent with kernel spanned by x. Let
g � P D ax3 C 3bx2y C 3cxy2 C dy3. Then by the formulae (6) and (7), the
condition 	.g � P/ � x D 0 is equivalent to the system

ad� bc D 0
bd � c2 D 0:

If .c; d / 6D .0; 0/, this implies there exists 
; � 2 k such that .a; b/ D 
.c; d/ and
.b; c/ D �.c; d/. Hence, c D �d; b D �2d; a D �3d and 	.g � P/ D 0 which is
a contradiction. Thus, c D d D 0 and g � P D ax3 C 3bx2y D x2.axC 3by/. We
have b 6D 0 (otherwise 	.P / D 0) so x and axC by form a basis of k2. Applying
g�1 to g � P D x2.axC 3by/ completes the proof. ut
Again, in order to obtain parameters for the orbit structure of N	 we need

standard representatives. The factorization of P 2 N	 given by Theorem 3.10 is
not unique. However, we can use the symplectic form ˝ on k2

�
to get a canonical

form for P .

Lemma 3.12. Let P 2 N	. There exists a unique basis f�; �g of k2
�

such that
P D �2� and ˝.�; �/ D 1.

Proof. If P 2 N	 then P has a double root by Theorem 3.10. Fix a factorization
P D �21�1. By unique factorization, any other factorization is of the form P D �2�,
where

� D 
�1; � D 1


2
�1

for some 
 2 k�. Then ˝.�; �/ D 1 iff 
 D ˝.�1; �1/ and this proves the
claim. ut
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Proposition 3.13. The group Sl.2; k/ acts simply transitively onN	. Consequently,
Gl.2; k/ has one orbit on N	.

Proof. Let P;Q2N	 and write P D�2� and QD�02� 0 with ˝.�; �/D
˝.�0; � 0/D 1. The element g of GL.2; k/ defined by g � � D �0 and g � � D � 0
is clearly in Sl.2; k/, satisfies g � P D Q and is the unique element of Sl.2; k/
sending P toQ. ut
Remark 3.14. In [15] when char kD 0we show thatN	 is the tangent variety toZ	.
Remark 3.15. From Proposition 3.3, Theorem 3.10 and (9) we see thatQn.P / D 0
iff P has a multiple root, which is consistent with the classic discriminant
interpretation. Also, the open subset of double roots is isomorphic to Sl.2; k/.
Consequently the variety Qn.P / D 0 is not smooth, but has singular set which
is a union over k�=k�3 of isomorphic Lagrangian Sl.2; k/-orbits.

Image and Fibers of 	WN	 ! sl.2;k/

The image of the moment map on N	 is given by Theorem 2.11:

Corollary 3.16. 	.N	/ D fX 2 sl.2; k/ n f0g W detX D 0 and �0.X/ D Œ2�g.
Now we give two descriptions of the fibers of 	 W N	 ! sl.2; k/: the first

symplectic, the second algebraic. Note that the fibers of the moment map are
symplectic objects so it is not a priori clear that they have a purely algebraic
description.

Proposition 3.17. Let P 2 N	 and let � 2 k2� be a square factor of P .

(a) 	�1.	.P // D fP C a�.P / W a 2 kg [ f�P C b�.P / W b 2 kg:
(b) 	�1.	.P // D fP C a�3 W a 2 kg [ f�P C b�3 W b 2 kg:
(c) The affine lines in (a) and (b) are disjoint.

Proof. Since Sl.2; k/ acts transitively on N	 we can assume without loss of
generality that P D 3x2y. Then by (7) and (8),

	.3x2y/ D
�

0 0

2 0

�

; �.3x2y/ D �6x3:

We want to find allQ 2 S3.k2�/ such that

	.Q/ D
�

0 0

2 0

�

: (16)

By Theorem 3.10, a solution of this equation is of the formQ D .exC fy/2.rxC sy/
with es � fr 6D 0. Substituting back in (16), we get

2

9
.es � fr/2

��ef �f 2

e2 ef

�

D
�

0 0

2 0

�
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from which it follows that the set of solutions of equation (16) is:

˚

x2.e2rxC 3y/ W e 2 k�; r 2 k� [ ˚x2.e2rx � 3y/ W e 2 k�; r 2 k� :

Since P D 3x2y and �.P / D �6x3, this proves (a), (b) and (c). ut
The fiber of 	 at 	.P / is also the orbit throughP of the isotropy group of 	.P /.

Corollary 3.18. Let P 2 N	 and let G	.P/ D fg 2 Sl.2; k/ W g	.P /g�1 D
	.P /g. Then 	�1.	.P // D G	.P/ � P .

Proof. Since 	.P / is nilpotent nonzero, a simple calculation shows that

G	.P/ D fId C a	.P / W a 2 kg [ f�Id C b	.P / W b 2 kg

and the result follows from Proposition 3.17. ut
It appears that N	 is a regular contact variety. If one endows the nilpotent

variety N in sl.2; k/ with the KKS symplectic structure, then 	 W N	 ! N is
a prequantization of the image of 	.

Image and Fibers of � WN	 ! Z	

We begin with some properties of � .

Proposition 3.19. Let P D �2� with �; � 2 k2�. Then:

(i) 	.�.P // D 0 ;
(ii) �3 divides �.P /;

(iii) �.P / D 0 iff 	.P / D 0 ;
(iv) �.P / 6D 0 ) IT .�.P // D Œ6�k�=k�3 .
Proof. Set � D exC fy and � D rxC sy. Then calculation gives

	.P / D 2

9
.es� fr/2

��ef �f 2

e2 ef

�

;

�.P / D �2
9
.es � fr/3.exC fy/3 (17)

and all parts of the proposition follow immediately from these formulae. ut
Corollary 3.20. The image of � on N	 is Z	Œ6�.

Proof. According to Proposition 3.19(iv), if P 2 N	 then �.P / 2 Z	 and
IT .�.P // D Œ6�k�=k�3 . Since � is Sl.2; k/-equivariant and Sl.2; k/ acts transitively
on both N	 and Z	Œ6�, it is clear that � maps N	 onto Z	Œ6�. ut
To describe the fibers, we need a symplectic characterization of the double root

of a P 2 Z	. Recall that ex C fy ¤ 0 is a root of P iff !.P; .ex C fy/3/ D 0.
Analogous to this result we have
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Proposition 3.21. Let P be a binary cubic and .exC fy/ 2 k2� be nonzero.

.exC fy/2 j P ” B	.P; .exC fy/3/ D 0: (18)

Proof. We begin with two remarks. First, since Sl.2; k/ acts transitively on nonzero
elements of k2

�
and sinceB	 and� are Sl.2; k/-equivariant, we can assumewithout

loss of generality that ex C fy D x. Second, the formula for B	 obtained by
polarizing (7) is

B	.P;P
0/ D

 

1
2
.ad 0 C da0 � bc0 � cb0/ .bd 0 C db0/� 2cc 0

2bb0 � .ac0 C ca0/ � 1
2
.ad 0 C da0 � bc 0 � cb0/

!

(19)

if P D ax3 C 3bx2y C 3cxy2 C dy3 and P 0 D a0x3 C 3b0x2y C 3c0xy2 C d0y3.
Let P D ax3 C 3bx2y C 3cxy2 C dy3. Then

B	.P; x
3/ D

 

1
2
d 0

�c � 1
2
d

!

and hence x2 divides P iff c D d D 0 iff B	.P; x3/ D 0: ut
Now since � mapsD to T we expect a criterion involving � for exC fy ¤ 0 to

be a double root of P .

Proposition 3.22. Let P be a binary cubic and .exC fy/ 2 k2� be nonzero.

(i) If .ex C fy/2 divides P , then �.P / is proportional to .ex C fy/3.
(ii) If �.P / is a nonzero multiple of .ex C fy/3, then .ex C fy/2 divides P .

(iii) fP 2 S3.k2�/ W B	.P; .ex C fy/3/ D 0g is a Lagrangian subspace of
S3.k2

�
/.

Proof. (i): If x2 divides P , then taking e D 1 and f D 0 in the formulae (17) we
get �.P / D � 2

9
d 3x3.

(ii): If there exists 
 2 k� such that .ex C fy/3 D 1


�.P /, we have

B	.P; .ex C fy/3/ D 1



B	.P;	.P / � P/:

But B	.P;	.P / � P/C B	.	.P / � P;P / D Œ	.P /; 	.P /� D 0 since B	 is
sl.2; k/-equivariant. Hence,B	.P;	.P / �P/ D 0 andB	.P; .exC fy/3/ D 0,
which implies by the previous result that .exC fy/2 divides P .

(iii): Let L D fP 2 S3.k2�/ W B	.P; .ex C fy/3/ D 0g. As we saw in the proof
above, the binary cubic ax3 C 3bx2y C 3cxy2 C dy3 is in L iff c D d D 0

and hence L is of dimension two. It follows from (1) that !.P;P 0/ D 0 if
P;P 0 2 L and hence L is Lagrangian. ut
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We can now give two descriptions of the fibers of � W N	 ! Z	Œ6�, the first
symplectic, the second algebraic. Again, as the fibers of � are symplectic objects it
is not a priori clear that they have a purely algebraic description.

Proposition 3.23. Let P 2 N	 and let � 2 k2� be a square factor of P .

(i) ��1.�.k�P// D faPC b�.P / W a 2 k�; b 2 kg.
(ii) ��1.�.k�P// D fQ 2 N	 W �2 dividesQg.

Explicit factorization of P when Qn.P / D 0
From what has been done thus far we obtain readily

Proposition 3.24. Let P D ax3C 3bx2yC 3cxy2C dy3 be a nonzero binary cubic
over a field k such that char.k/ 6D 2; 3.

(i) If 	.P / D 0, thenQn.P / D 0 and

P D



ax3 or dy3 if bc D 0;
1
bc .bxC cy/3 if bc 6D 0:

(ii) If 	.P / 6D 0 andQn.P / D 0, then

P D
(

x2.axC 3by/ or .3cxC d/y2 if ad � bc D 0;
��.b2 � ac/x C 1

2
.ad� bc/y

	2
�

a
.b2�ac/2

x C 4d
.ad�bc/2

y
�

if ad � bc 6D 0:

3.3 Symplectic Covariants and Sums of Coprime Cubes

We have seen that a P with multiple roots corresponds toQn.P / D 0. So we begin
the study of P with Qn.P / ¤ 0, in which case the Sl.2; k/ orbits are not the same
as the Gl.2; k/ orbits. The values of the symplectic invariantQn.P / will have much
to say about the roots of P . We begin with the ‘natural’ condition

Definition 3.25. OŒ1� D fP 2 S3.k2�/ W Qn.P / is a square in k�g.
The relevant ‘algebraic’ definition turns out to be

Definition 3.26. S D fP 2 S3.k2�/ W 9T1; T2 2 T s.t P D T1 C T2 with T1; T2
coprimeg.
Specializing to the space of binary cubics a general theorem valid for the symplectic
covariants of the g1 of any Heisenberg graded Lie algebra g, we get the

Theorem 3.27. (i) Let P 2 S and let P D T1 C T2 with T1; T2 2 T coprime.
Then T1; T2 are unique up to permutation.

(ii) Let P D T1 C T2 with T1; T2 2 T . Then

Qn.P / D !.T1; T2/2: (20)
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(iii) Let P 2 OŒ1� and supposeQn.P / D q2 with q 2 k�. Then

T1 D 1

2

�

P C 1

3q
�.P /

�

; T2 D 1

2

�

P � 1

3q
�.P /

�

are coprime elements of T such that P D T1 C T2.
Proof. For k algebraically closed an argument that P is a sum of cubes can be
found in [6, 17–18]. The fact that Qn.P / D !.T1; T2/

2 and (i) and (iii) are proved
for general k and for Heisenberg graded Lie algebras in [15]. ut
Corollary 3.28. S D OŒ1�.

Remark 3.29. There is a natural bi-Lagrangian foliation of OŒ1� obtained by means
of the decompositionP D T1CT2. Modulo some technicalities, if one fixes T2 and
varies over T such that !.T; T2/ D !.T1; T2/ mod k�2, then does the same with
T1, one obtains a pair of foliations that are transverse and Lagrangian, for details
see [15].

Recall that elements of T are, up to a scalar factor, cubes of linear forms. Hence
a binary cubic P is in S iff there exist a basis f�1; �2g of k2� and 
1; 
2 2 k� such
that

P D 
1�31 C 
2�32 : (21)

The 
i and �i in this equation are not unique but the direct sum decomposition

k2
� D< �1 > ˚ < �2 >

is canonically associated with P as is described in the next result.

Corollary 3.30. (i) P 2 OŒ1� iff 	.P / 6D 0 is diagonalizable over k, hence	.P /
is contained in a semisimple orbit.

(ii) Let P 2 OŒ1� and let f�1; �2g be a basis of k2
�
. The following are equivalent:

(a) There exist 
1; 
2 2 k� such that P D 
1�31 C 
2�32 .
(b) f�1; �2g is a basis of eigenvectors of 	.P /.

(iii) Let P 2 OŒ1� and suppose P D 
1�31 C 
2�32 , where 
1; 
2 2 k� and f�1; �2g
is a basis of k2�. Then if q is the square root 
1
2˝.�1; �2/3 of Qn.P /,

	.P / � �1 D �q�1;
	.P / � �2 D q�2:

Proof. (i): By Cayley–Hamilton and equation (9),

0 D 	.P /2 C det	.P /Id D 	.P /2 �Qn.P /Id:

Hence, 	.P / is diagonalizable over k iffQn.P / is a square in k.



204 M.J. Slupinski and R.J. Stanton

(ii): Since there exists g 2 Sl.2; k/ with < g � �1 >D< x > and < g � �2 >D<
y >, we can assume without loss of generality that �1 D x and �2 D y.
Setting P D ax3 C 3bx2y C 3cxy2 C dy3, we have: fx3; y3g is a basis of
eigenvectors of 	.P / iff 	.P / is diagonal iff (by equation (7))

bd � c2 D b2 � ac D 0:

This equation implies b.ad � bc/ D 0 and hence, since Qn.P / 6D 0, that
b D 0 and c2 D bd D 0. It follows that fx3; y3g is a basis of eigenvectors of
	.P / iff b D c D 0 iff P D ax3 C dy3.

(iii): As above, we can suppose without loss of generality that P D ax3 C dy3
and then

	.P / D
�

ad 0

0 �ad

�

;

which implies 	.P / � x D �adx and 	.P / � y D ady. This proves (iii) since
˝.x; y/ D 1. ut

Corollary 3.31 (Fibers of 	 on OŒ1�). Let X 2 sl.2; k/ be diagonalizable over k,
let ˙q be its eigenvalues and let �C and �� be corresponding eigenvectors in k2�.
Then

	�1.X/ D



a�3� C
q

a˝.��; �C/3
�3C W a 2 k�

�

:

Proof. This follows from Corollary 3.30(ii) and (iii). ut
Orbit parameters for OŒ1�

For generic k, there will be many Sl.2; k/ orbits on OŒ1�. So the first task is to
obtain parameters for the orbits. For this the symplectic result Theorem 3.27 leads
to a new and effective method. Let P 2 OŒ1�. Then as we have seen, there exist a
unique unordered pair of elements T1; T2 in T such that

P D T1 C T2;
Qn.P / D !.T1; T2/2: (22)

Hence, the map IOŒ1�
W OŒ1� ! k� �Z2 k�=k�3

IOŒ1�
.P / D Œ!.T1; T2/; IT .T1/IT .T2/�1� (23)

is well defined where k� �Z2 k�=k�3 denotes the quotient of k� � k�=k�3 by the
Z2-action

�1 � .
; ˛/ D .�
; ˛�1/:
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Remark 3.32. The invariant IOŒ1�
.�/ is symplectic not algebraic since its definition

requires the symplectic form. We have not found this invariant for binary cubics in
the literature.

The next result shows that the image of IOŒ1�
is constrained.

Proposition 3.33. Let P 2 OŒ1�, let q 2 k� be a square root of Qn.P / and let
.�1.q/; �2.q// 2 T � T be defined by (22). Choose a basis f�1; �2g of k2

�
and


1; 
2 2 k� such that �1.q/ D 
1�31 and �2.q/ D 
2�32 . Then

q


1
2
D ˝.�1; �2/3; (24)

.q
1/ .q
2/ D
�

q

˝.�1; �2/

�3

: (25)

Proof. The two equations are equivalent and follow immediately from

q D !.�1.q/; �2.q// D 
1
2!.�31 ; �32/ D 
1
2˝.�1; �2/3: ut

Theorem 3.34. Let IOŒ1�
W OŒ1� ! k� �Z2 k�=k�3 be defined by (23) above.

(i) Let P;P 0 2 OŒ1�. Then

Sl.2; k/ � P 0 D Sl.2; k/ � P ” IOŒ1�
.P 0/ D IOŒ1�

.P /:

(ii) The map IOŒ1�
induces a bijection

OŒ1�=Sl.2; k/ ! k� �Z2 k�=k�3:

(iii) Let P 2 OŒ1� and suppose P D 
1�31 C 
2�32 , where 
1; 
2 2 k� and f�1; �2g
is a basis of k2�. Let GP D fg 2 Sl.2; k/ W g � P D P g. Then

GP D



g 2 Sl.2; k/ W 9	 2 k� s.t. g � �1 D 	�1; g � �2 D 1

	
�2 and 	3 D1

�

:

Proof. (i): Since ! and IT are Sl.2; k/-invariant, it is clear from (23) that the map
IOŒ1�

W OŒ1� ! k� �Z2 k�=k�3 factors through the action of Sl.2; k/. To show that
the induced map on orbit space is injective, suppose that P and P 0 are binary cubics
such that IOŒ1�

.P 0/ D IOŒ1�
.P /. First choose g; g0 2 Sl.2; k/ such that

g � P D ax3 C by3;

g0 � P 0 D a0x3 C b0y3: (26)

From equations (1) and (9), we have

!.x3; y3/ D 1; Qn.P / D a2b2; Qn.P
0/ D a02b02:
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Hence, IOŒ1�
.P 0/ D IOŒ1�

.P / implies

Œab; Œa �Œb��1 � D Œa0b0; Œa0�Œb0��1 �

in k� �Z2 k�=k�3. There are two possibilities:
• ab D a0b0, Œa �Œb��1 D Œa0�Œb0��1;
• ab D �a0b0, Œa �Œb��1 D Œb0�Œa0��1.
In the first case, we have

Œab�Œa �Œb��1 D Œa0b0�Œa0�Œb0��1;

hence Œa2� D Œa02� and so Œa� D Œa0� as the group k�=k�3 is of exponent 3. Thus,
there exists r 2 k� such that a0 D r3a and b0 D 1

r3
b. If we define h 2 GL.2; k/ by

h � x D rx; h � y D 1

r
y;

it is clear that h 2 Sl.2; k/ and h � .g � P/ D g0 � P 0. Hence, P and P 0 are in the
same Sl.2; k/-orbit.
In the second case, we have Œa2� D Œb02�, Œa� D Œb0� and there exists r 2 k� such

that b0 D r3a and a0 D � 1
r3
b. If we define h 2 GL.2; k/ by

h � x D ry; h � y D �1
r
x;

it is clear that h 2 Sl.2; k/ and h � .g � P/ D g0 � P 0. Hence, P and P 0 are in the
same Sl.2; k/-orbit and we have proved that IOŒ1�

W OŒ1� ! k��Z2 k�=k�3 separates
Sl.2; k/-orbits.
To prove (ii), it remains to prove that IOŒ1�

W OŒ1� ! k� �Z2 k�=k�3 is surjective.
Let Œq; Œ˛�� 2 k� �Z2 k�=k�3 and consider the binary cubic

P D 1

q˛
x3 C q2˛y3:

Then

IOŒ1�
.P / D

�

q;

�

1

q˛

�

Œq2˛�

��1
� D

�

q;

�

1

q3˛2

��

D Œq; Œ˛��:

and so IOŒ1�
W OŒ1� ! k� �Z2 k�=k�3 is surjective. This completes the proof of (ii).

To prove (iii), recall that the representation P D 
1�
3
1 C 
2�32 is unique up to

permutation. Then g � P D P leads to two cases:
• g � .
1�31/ D 
1�31 and g � .
2�32/ D 
2�32 ;
• g � .
1�31/ D 
2�32 and g � .
2�32/ D 
1�31 .
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In the first case, g � �i D ji�i where j 3i D 1 and since g 2 Sl.2; k/, we must
have j1j2 D 1. In the second case, there exist r; s 2 k� such that g � �1 D r�2,
g � �2 D s�1, 
1r3 D 
2, 
2s3 D 
1 and rs D �1. Hence, .rs/3 D 1 and rs D �1
which is impossible and this case does not occur. ut

Properties of orbit space

We will use the parameterization

IOŒ1�
W OŒ1�=Sl.2; k/ ! k� �Z2 k�=k�3:

to study orbit space. The parameter space has two natural maps

sq W k� �Z2 k�=k�3 ! k�2; sq.Œq; ˛�/ D q2; (27)

and

t W k� �Z2 k�=k�3 ! .k�=k�3/=Z2; t.Œq; ˛�/ D Œ˛� (28)

corresponding to projection onto the orbit spaces of the two factors. We then have
the following diagram:

k� �Z2 k�=k�3

sq
�����

���
���

�� t

����
���

���
���

k�2

e ��

.k�=k�3/=Z2:

(29)

The map

sq W k� �Z2 k�=k�3 ! k�2 (30)

is the fibration associated with the principal Z2-fibration

k� ! k�2

and the action of Z2 on k�=k�3 by inversion. Since Z2 acts by automorphisms, the
fiber sq�1.q2/ over any point q2 2 k�2 has a natural group structure

Œq; ˛� � Œq; ˇ� D Œq; ˛ˇ� (31)

independent of the choice of square root q of q2. Taking the identity at each point,
we get a canonical section e W k�2 ! k� �Z2 k�=k�3 of (30) given by

e.q2/ D Œq; 1� (32)
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but, although each fiber is a group isomorphic to k�=k�3, the fibration (30) is not in
general isomorphic to the product

k�2 � k�=k�3 ! k�2:

To translate the above features of orbit space into more concrete statements about
binary cubics over k, note that the map sq is essentially the quarticQn since for all
P 2 OŒ1�,

sq.IOŒ1�
.P // D Qn.P /:

Theorem 3.35. Let M 2 k�2, let

OM D fP 2 S3.k2�/ W Qn.P / DM g

and let OM=Sl.2; k/ be the space of Sl.2; k/-orbits in OM .

(i) The map IOŒ1�
W OŒ1� ! k� �Z2 k�=k�3 induces a bijection

OM=Sl.2; k/ ! sq�1.M/

and, by pullback of (31), a group structure on OM=Sl.2; k/.
(ii) As groups, OM=Sl.2; k/ Š k�=k�3.

(iii) Let q 2 k� be a square root of M . The identity element of OM=Sl.2; k/ is
characterized by:

Sl.2; k/ � P D 1, P is reducible over k , IOŒ1�
.P / D Œq; 1�:

Proof. Parts (i) and (ii) follow from the discussion above. Part (iii) follows from
Theorem 3.37(i) and equation (32). ut
Remark 3.36. From the Corollary, it follows that if the classical discriminant
is a nonzero square there is a unique Sl.2; k/ orbit consisting of reducible
polynomials. We remove the ‘square’ restriction in Corollary 3.48. In particu-
lar, over an algebraically closed field, there is only one orbit of fixed nonzero
discriminant.

To finish this section, we briefly discuss the map t W k� �Z2 k�=k�3 !
.k�=k�3/=Z2 in diagram (29) given by

t.Œq; ˛�/ D Œ˛�:

This a fibration with fiber k� outside the identity coset Œ1� but

t�1.Œ1�/ D e.k�2/
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is a ‘singular fiber’. There is a k�-action:


 � Œq; ˛� D Œ
q; ˛�; (33)

which maps fibers of sq to fibers of sq:

sq.Œq0; ˛0�/ D sq.Œq; ˛�/) sq.
 � Œq0; ˛0�/ D sq.
 � Œq; ˛�/;

and whose orbits are exactly the fibers of t :

t.Œq0; ˛0�/ D t.Œq; ˛�/, 9
 2 k� s.t. Œq0; ˛0� D 
 � Œq; ˛�:

Isotropy for this action is given by: Isotk�.Œq; ˛�/ D



1 if ˛ 6D 1
f˙1g if ˛ D 1:

It would be interesting to interpret these features of orbit space in terms of
the original binary cubics. Conversely, one can also identify actions on the orbits
in terms of their orbit parameters. For example, the commutant of Sl.2; k/ in
Gl.S3.k2

�
// acts on orbit space. This gives the action


 �0 Œq; ˛� D Œ
2q; ˛�

of k� on k� �Z2 k�=k�3, which is the square of the action (33). Another example
is obtained from � W S3.k2�/ ! S3.k2

�
/ which, since it commutes with the action

of Sl.2; k/, induces a map from k� �Z2 k�=k�3 to itself. This is easily seen to be
given by

Œq; ˛� 7! Œ�q3; Œq�˛�; (34)

where Œq� denotes the class of q in k�=k�3.
Reducibility and factorization

Theorem 3.37. Let P 2 S and let f�1; �2g be a basis of k2
�

such that P D 
1�31C

2�

3
2 with 
1; 
2 2 k�. Let q 2 k� be a square root of Qn.P /. The following are

equivalent:

(a) P is reducible over k.
(b) 
1


2
is a cube in k�.

(c) q
1 is a cube in k�.
(d) q
2 is a cube in k�.
(e) There is a basis f�01; �02g of k2

�
such that P D 1

q

�

�031 C �032
	

.

Proof. .a/) .b/: Suppose P is reducible over k. Then for all g 2 Sl.2; k/,

g � P D 
1.g � �1/3 C 
2.g � �2/3
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is also reducible over k. Since �1; �2 form a basis of k2
�
, we can choose g such that

g � �1 D x and g � �2 D �y for some � 2 k� so that


1x
3 C 
2�3y3

is reducible over k. Hence, there exist a; b; c; d; e 2 k such that


1x
3 C 
2�3y3 D .ax C by/.cx2 C dxy C ey2/;

which gives the system


1 D ac; 0 D adC bc;


2�
3 D be; 0 D aeC bd:

Since 
1 and 
2 are nonzero, it follows that a; b; c; d; e are nonzero and, since c D
� ad

b
and e D � bd

a
we get 
1


2
D .� a

b
/3.

.b/) .a/: Suppose 
1

2
D r3 with r 2 k�. Then

P D 
2.r3�31 C �32/ D 
2.r�1 C �2/.r2�21 C r�1�2 C �22 / (35)

and P is reducible over k.
.b/ , .c/ , .d/: Set �1 D q
1 and �2 D q
2. By Proposition 3.33, there exists
s 2 k� such that �1�2 D s3. Hence if any one of the three numbers �1; �2;

�1
�2
D 
1


2
is a cube so are the other two since formally

�1 D

0

B

@

�1

3

q

�1
�2

3
p
�1�2

1

C

A

3

; �2 D
�

3

r

�1

�2

�2
3
p
�1�2

�3

; �2 D
�

3
p
�1�2
3
p
�1

�3

:

.a/ ) .e/: If P is reducible we have just proved that there exists r 2 k� and
s 2 k�such that 
1 D 1

q
r3 and 
2 D 1

q
s3. Set �01 D r�1 and �02 D s�2. Then

P D 
1�31 C 
2�32 D
1

q

�

�01
3 C �023

�

;

which proves .e/.
.e/) .a/: Evident since �01 C �02 divides �031 C �032. ut
Corollary 3.38. Let P 2 S be reducible and let f�01; �02g be a basis of k2

�
such

that P D 1
q
.�031 C �032/.

(a) If �3 is not a square in k, then

P D 1

q
.�01 C �02/.�012 � �01�02 C �022/

and �01
2 � �01�02 C �022 is irreducible over k.
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(b) If �3 is a square in k, then

P D 1

q
.�01 C �02/.j�01 C j�1�02/.j 2�01 C j�2�02/; (36)

where j D 1
2
.�1Cp�3/. The factors of P are pairwise independent.

To a certain extent, we can normalize bases of k2
�
satisfying Theorem 3.27(e).

Corollary 3.39. Let P 2 S .

(a) P is reducible iff there is a basis f�01; �02g of k2
�

such that P D 1
q
.�031 C �032/

and ˝.�01; �02/ D q.
(b If f�01; �02g and f�001 ; �002 g are two bases of k2

�
satisfying (a), there exists a cube

root of unity j 2 k� such that �001 D j�01 and �002 D j�1�02.
Proof. Choose a basis f�1; �2g of k2� and 
1; 
2 2 k� such that P D 
1�31 C
2�32
and let q D 
1
2˝.�1; �2/3. IfP is reducible, by Theorem 3.27, there exists r 2 k�
such that 
1 D 1

q
r3. Set s D q

r˝.�1;�2/
, �01 D r�1 and �02 D s�2. Then˝.�01; �02/ D

q and

s3 D
�

q

r˝.�1; �2/

�3

D 1

r3

�

q

˝.�1; �2/

�3

D 1

q
1
.q
1/ .q
2/ D q
2:

Hence,

P D 
1�31 C 
2�32 D
1

q

�

�01
3 C �023

�

:

In the classical literature on cubics, this is called the Viète Substitution.
Conversely, if there is a basis f�01; �02g of k2� such that P D 1

q
.�031 C �032/, then

�01 C �02 divides P and P is reducible.
To prove (b), note first that by Theorem 3.27(a), we have either �001

3 D �01
3 and

�002
3 D �032 or �001 3 D �023 and �002 3 D �031.
In the first case, by unique factorization, there exist cube roots of unity j1; j2

such that �001 D j1�
0
1, �

00
2 D j2�

0
2 and j1j2 D 1. This is exactly what we want to

prove.
In the second case, there exist cube roots of unity j1; j2 such that �001 D j1�

0
2,

�002 D j2�01 and j1j2 D �1. This is impossible since .j1j2/3 D 1. ut
Explicit formulae for IOŒ1� and Cardano–Tartaglia formulae

Proposition 3.40. Let P D ax3 C 3bx2y C 3cxy2 C dy3 be an element of OŒ1�, let
q 2 k� be a square root of Qn.P / and define ˛; ˇ; � and ı in k by

	.P / D
 

.ad� bc/ 2.bd� c2/
2.b2 � ac/ �.ad � bc/

!

D
�

˛ ˇ

� ı

�

:
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Then P D 
1�31 C 
2�32 and IOŒ1�
.P / D Œ q ; Œ
1�Œ
2��1 � where:

(i) If ˇ D � D 0,

1 D a; �1 D x;

2 D d; �2 D y;

ad D q:

(ii) If � 6D 0,


1 D 1

2q
.˛ C q/aC �

2q
b; �1 D x �

�

˛�q
�

�

y;


2 D � 1
2q
.˛ � q/a � �

2q
b; �2 D x �

�

˛Cq
�

�

y;

˝.�1; �2/ D �2q
�
:

(iii) If ˇ 6D 0,


1 D ˇ

2q
c � 1

2q
.˛ � q/d; �1 D

�

˛Cq
ˇ

�

x C y;


2 D � ˇ

2q
c C 1

2q
.˛ C q/d; �2 D

�

˛�q
ˇ

�

x C y;
˝.�1; �2/ D 2q

ˇ
:

If P 2 OŒ1� is reducible, we can use these formulae together with Theorem 3.37
and Corollary 3.38 to get an explicit formula for a linear factor of P in terms of the
coefficients of P , a square root q ofQn.P / and a cube root r of q
1. Recall that the
existence of a cube root of q
1 in k is a necessary and sufficient condition for P to
be reducible over k.

Proposition 3.41. Let P D ax3 C 3bx2y C 3cxy2 C dy3 2 OŒ1� be reducible, let
q 2 k� be a square root of Qn.P / and suppose ad 6D 0.

(i) If ˇ D � D 0, let r be a cube root of qa and let s D q

r
: Then

rxC sy

divides P .
(ii) If � 6D 0, let r be a cube root of .˛ C q/aC �b and let s D � �

r
. Then

x C
�

r � s C b
a

�

y

divides P .
(iii) If ˇ 6D 0, let r be a cube root of ˇc � .˛ � q/d and let s D ˇ

r
. Then

�

s � r C c
d

�

x C y

divides P .
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Proof. SinceP is reducible, there exists a basis �01; �02 of k2
�
such thatP D 1

q
.�031C

�032/ (cf Theorem 3.37 ) and then �01 C �02 divides P . As shown in the proof of
Corollary 3.39.a/, we can take �01 D r�1 and �02 D s�2 where r is a cube root
of q
1, s D q

r˝.�1;�2/
and �1; �2; 
1 are given by Proposition 3.40. The explicit

formulae in the three cases are:

(a) ˇ D � D 0: r is a cube root of qa, rs D q and �01 D rx; �02 D syI
(b) � 6D 0: r is a cube root of .˛Cq/aC�b

2
, s D � �

2r
and

�01 D rxC 1

2s
.˛ � q/y; �02 D sxC 1

2r
.˛ C q/yI

(c) ˇ 6D 0: r is a cube root of ˇc�.˛�q/d
2

, s D ˇ

2r
and

�01 D
1

2s
.˛ C q/x C ry; �02 D

1

2r
.˛ � q/x C sy:

Calculating �01 C �02 in the first case obviously gives (i). In the second case
we have

�01 C �02 D .r C s/x C
�

1

2s
.˛ � q/C 1

2r
.˛ C q/

�

y

D .r C s/x C
�

1

2sa
.�2s3 � �b/C 1

2ra
.2r3 � �b/

�

y (37)

since r3 D q
1 D .˛Cq/aC�b
2

and s3 D q
2 D �.˛�q/a��b
2

. Simplifying the
coefficient of y we get

1

2sa
.�2s3 � �b/C 1

2ra
.2r3 � �b/ D 1

a

�

r2 � s2 � b�
2

�

1

r
C 1

s

��

D .r C s/ r � s C b
a

since 2rs D �� , and this implies (ii). Similarly, (iii) follows from (c). ut
As an application of the above results, consider the homogeneous Cardano–

Tartaglia polynomial

P D x3 C pxy2 C qy3
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over a field k of characteristic not 2 or 3. Assume p 6D 0 and q 6D 0 so that
factorizing P is a nontrivial problem. Then

	.P / D
 

q �2p2
9

�2p
3

�q

!

; Qn.P / D
�

q2 C 4p
3

27

�

:

To be able to apply our approach we assume Qn.P / has a square root in k�

which we denote
q

q2 C 4p3
27
. Then by Theorem 3.37 and Proposition 3.40(ii), P is

reducible iff

q

2
C
r

q2

4
C p3

27
or � q

2
C
r

q2

4
C p3

27

has a cube root in k.
If this is the case, then Proposition 3.41 (ii) implies that xC .r � s/y divides P ,

where r is a cube root of q
2
C
q

q2

4
C p3

27
and s is the cube root p

3r
of� q

2
C
q

q2

4
C p3

27
.

Hence, with the obvious notation,

p

3

 

3

r

q

2
C
q

q2

4
C p3

27

! � 3

s

q

2
C
r

q2

4
C p3

27

is a root of the inhomogeneous cubic x3Cpx2Cq and this is the classical Cardano–
Tartaglia formula. If k D R, this can be written

s � r D 3

s

�q
2
C
r

q2

4
C p3

27
� 3

s

q

2
C
r

q2

4
C p3

27

since cube roots are unique.

3.4 Symplectic Covariants and Sums of Coprime Cubes
in Quadratic Extensions

In this article, we have until now considered only binary cubics P such thatQn.P /

is a square in k. In this section, we will study binary cubics P such thatQn.P / is a
square in a fixed quadratic extension of k.
Let Ok be a quadratic extension of k. Recall that since char.k/ 6D 2, the extension
Ok=k is Galois and the Galois group Gal. Ok=k/ is isomorphic to Z2. The Galois
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group Gal. Ok=k/ acts naturally on any space over Ok obtained by base extension of a
space over k and its fixed point set is the original space over k. We always denote
the action of the generator of Gal. Ok=k/ by x 7! Nx and we denote by Ő and O!,
respectively, the symplectic forms on Ok2� and S3. Ok2�/ obtained by base extension
of ˝ and !. The quartic on S3. Ok2�/ obtained by base extension of Qn, will be
denoted cQn and we set

bOŒ1� D fP 2 S3. Ok2�/ W cQn.P / 2 Ok�2g:

Finally, let Im Ok D f
 2 Ok W N
 D �
g and let bT 	 S3. Ok2�/ be the set of nonzero
binary cubics over Ok, which have a triple root over Ok.
Remark 3.42. Note that .Im Ok�/2 	 k� is the inverse image under k� ! k�2 of
a single nontrivial square class in k�=k�2. Conversely, a nontrivial square class in
k�=k�2 determines up to isomorphism a quadratic extension of k with this property.

This notation out of the way, we make a symplectic definition

O. Ok/ D fP 2 S3.k2�/ W Ok is a splitting field of x2 �Qn.P /g

and an algebraic definition

S. Ok/ D fP 2 S3.k2�/ W 9T 2 bT s.t. P D T C NT with T; NT coprimeg:

Proposition 3.43. O. Ok/ D S. Ok/.
Proof. Let P 2 O. Ok/. ThenQn.P / has two square roots in Ok but no square roots in
k since Ok is a splitting field of x2�Qn.P /. By Theorem 3.27, there exists T1; T2 2 bT
such that P D T1 C T2 and the square roots of Qn.P / are ˙ O!.T1; T2/. SinceNP D P and since T1 and T2 are unique up to permutation, we have either NT1 D T1
and NT2 D T2 or NT1 D T2 and NT2 D T1. In the first case,

O!.T1; T2/ D O!. NT1; NT2/ D O!.T1; T2/;

so O!.T1; T2/ 2 k andQn.P / has a square root in k which is a contradiction. Hence,
P D T1 C NT1. To prove that T1 and NT1 are coprime, write T1 D 
˛3 where 
 2 Ok
and ˛ 2 Ok2�. Then, by unique factorization, T1 and NT1 are not coprime iff ˛ and ˛
are proportional. But then O!.T1; NT1/ D 0 and Qn.P / D 0 has a square root in k.
Hence, T1 and NT1 are coprime and P 2 S. Ok/.
To prove inclusion in the opposite direction, suppose P 2 S. Ok/ and let P D

T C NT with T; NT coprime and T 2 bT . Note that P 6D 0 since otherwise T and NT
would not be coprime. By Theorem 3.27, we haveQn.P / D . O!.T; NT //2 andQn.P /

has two square roots ˙ O!.T; NT / in Ok. Let T D 
˛3 where 
 2 Ok� and ˛ 2 Ok2�.
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As we saw above, T and NT are coprime implies ˛ and ˛ are not proportional, and
this is equivalent to Ő .˛; ˛/ 6D 0 since dim Ok2� D 2. From

O!.T; NT / D 
 N
. Ő .˛; ˛//3

it follows that O!.T; NT / 6D 0. On the other hand,

O!.T; NT / D O!. NT ; T / D � O!.T; NT /

and O!.T; NT / is pure imaginary. Hence, the square roots˙ O!.T; NT / ofQn.P / are not
in k and Ok is a splitting field of x2 �Qn.P /. ut
Proposition 3.44 (Fibers of 	 on O.Ok/). Let X 2 sl.2; k/ be such that �detX 2
.Im Ok�/2 and �detX.X/ D Œ2�. Let q; Nq 2 Im Ok� be its eigenvalues and let � and N�
be corresponding eigenvectors in Ok2�.

(i) There exists a 2 Ok� such that a Na˝. N�; �/3 D q.
(ii)

	�1.X/ D fua�3 C Nu Na N�3 W u 2 Ok� and uNu D 1g:
Proof. Recall that �detX.X/ D Œ2� is a necessary and sufficient condition for X to
be in the image of 	 (cf Theorem 2.11). Since �C N� is not an eigenvector ofX , we
have

Œ2� D Œ˝.� C N�;X � � CX � N�/� D Œ�2q˝.�; N�/�:

Hence, there exists ˛ 2 Ok� such that ˛ N̨ D q˝. N�; �/ and then a D q2

˛3
is a solution

of (i).
By Corollary 3.31, the fiber of the Ok-moment map O	 W S3. Ok2�/! sl.2; Ok/ is

O	�1.X/ D



c N�3 C q

c˝. N�; �/3 �
3 W c 2 Ok�

�

and hence

	�1.X/ D



c N�3 C q

c˝. N�; �/3 �
3 W c 2 Ok�; Nc D q

c˝. N�; �/3
�

:

This together with (i) implies (ii). ut

Orbit parameters for O.Ok/
It is clear that O. Ok/ is stable under the action of Sl.2; k/ and in this section we

will give a parameterization of the space of orbits.
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Let P 2 O. Ok/. Then, since Qn.P / 2 Ok�2, the Sl.2; Ok/ orbit of P regarded as a
binary cubic over Ok is entirely determined by I

bOŒ1�
.P /, where

I
bOŒ1�
W bOŒ1� ! Ok� �Z2 Ok�= Ok�3

is the Sl.2; Ok/-invariant function defined in Theorem 3.34. Recall that to calculate
I
bOŒ1�
.P /, we choose 
 2 Ok� and ˛ 2 Ok2� such that

P D 
˛3 C N
 N̨3

and then by definition,

I
bOŒ1�
.P / D Œ O!.
˛3; 
˛/; Œ
 N
�1��: (38)

The square roots˙ O!.
˛3; 
˛3/ ofQn.P / are pure imaginary since

O!.
˛3; 
1˛3/ D O!.
˛3; 
˛3/ D � O!.
˛3; 
1˛3/;

and the class Œ
 N
�1� of 
 N
�1 in the group Ok�= Ok�3 satisfies

Œ
 N
�1� Œ
 N
�1� D 1:

It follows that

I
bOŒ1�
.P / 2 Im Ok� �Z2 U. Ok�= Ok�3/;

where

U. Ok�= Ok�3/ D f˛ 2 Ok�= Ok�3 s.t. ˛ N̨ D 1g:

is the ‘unitary’ group of Ok�= Ok�3. Note that the Z2 action on Im Ok� �U. Ok�= Ok�3/ is
precisely the natural action of Gal. Ok=k/.
Theorem 3.45. Let I

bOŒ1�
W O. Ok/ ! Im Ok� �Z2 U. Ok�= Ok�3/ be defined by (38)

above.

(i) Let P;P 0 2 O. Ok/. Then

Sl.2; k/ � P 0 D Sl.2; k/ � P ” I
bOŒ1�
.P 0/ D I

bOŒ1�
.P /:
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(ii) The map I
bOŒ1�

induces a bijection

O. Ok/=Sl.2; k/ ! Im Ok� �Z2 U. Ok�= Ok�3/:

(iii) The isotropy group of P 2 O. Ok/ is isomorphic to


�


 0

0 N

�

2 Sl.2; Ok/ W 
3 D 1; 
 N
 D 1
�

:

Proof. (i): The function I
bOŒ1�
W O. Ok/! Im Ok� �Z2 U. Ok�= Ok�3/ is Sl.2; k/-invariant

since it is by definition the restriction of an Sl.2; Ok/-invariant function on a larger
space.
To prove I

bOŒ1�
separates orbits, suppose I

bOŒ1�
.P 0/ D I

bOŒ1�
.P /. Writing P D


˛3 C N
˛3 and P 0 D 
0˛03 C N
0˛03; there exists � 2 Z2 such that
�

O!
�


0˛03; N
0˛03
�

;
h


0 N
0�1
i�

D � � � O! �
˛3; N
˛3	 ; �
 N
�1�	 (39)

and, permuting cube terms if necessary, we can suppose without loss of generality
that � is the identity. Then, equation (39) implies

O!
�


0˛03; N
0˛03
�

D O! �
˛3; N
˛3	 ;
h


0 N
0�1
i

D �
 N
�1� (40)

or equivalently,


0 N
0 O!
�

˛03; ˛03
�

D 
 N
 O! �˛3; ˛3	 ;
h


0 N
0�1
i

D �
 N
�1� ;

which by (2) is equivalent to


0 N
0 b˝ �

˛0; ˛0
	3 D 
 N
 b˝ .˛; ˛/3 ;

h


0 N
0�1
i

D �
 N
�1� : (41)

Taking classes in Ok�= Ok�3, we get

Œ
0 N
0� D Œ
 N
�;
h


0 N
0�1
i

D �
 N
�1�

and multiplying the two equations gives

Œ
02� D Œ
2�:

From this, it follows that Œ
0� D Œ
� since the cube of any element in Ok�= Ok�3 is the
identity.
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Let now � 2 Ok� be such that

0 D �3
:

Substituting in the first equation of (41), we get

b˝.�˛0; �˛0/3 D b˝.˛; ˛/3;

which means

b˝.�˛0; �˛0/ D j b˝.˛; ˛/

for some j 2 Ok such that j 3 D 1. The conjugate of this equation is

�b˝.�˛0; �˛0/ D � Nj b˝.˛; ˛/

and hence Nj D j .
Define g 2 Gl.2; Ok/ by

g � ˛ D j�˛0; g � ˛ D j N� ˛0:

Then g commutes with conjugation by definition, and preserves b˝ since

b˝.g � ˛; g � ˛/ D j 2b˝.�˛0; �˛0/ D j 3b˝.˛; ˛/ D b˝.˛; ˛/:

Hence, g 2 Sl.2; k/. Furthermore,

g � P D 
.g � ˛/3 C N
.g � ˛/3 D 
.j�˛0/3 C N
.j N� ˛0/3 D 
0˛03 C N
0˛03 D P 0;

which shows that P and P 0 are in the same Sl.2; k/-orbit. This proves (i).
To prove (ii), we only have to show that I

bOŒ1�
is surjective since by (i), the function

I
bOŒ1�

induces an injection O. Ok/=Sl.2; k/ ,! Im Ok� �Z2 U. Ok�= Ok�3/.
Let .q; s/ 2 Im Ok� � U. Ok�= Ok�3/. First, pick 
 2 Ok� such that

Œ
� D Ns: (42)

Since Œ
 N
� D s Ns D 1, we know 
 N
 is a cube in Ok� but in fact, since Ok�=k is a
quadratic extension and 
 N
 2 k, this implies that there exists r 2 k� such that


 N
 D r3: (43)

Now let

˛ D � q
2r
Ox C Oy
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(where Ox; Oy 2 Ok2� are the base extensions of x; y 2 k2�) and let

P D 


q
˛3 �

N

q
˛3: (44)

This is a binary cubic of the form T C NT where T 2 OT . We are now going to show
that P 2 O. Ok/ and that I

bOŒ1�
.P / D Œq; s�.

Note first that

b˝.˛; N̨ / D b˝
�

� q
2r
Ox C Oy;�

� q

2r

�

Ox C Oy
�

D � q
2r
C
� q

2r

�

D �q
r
;

so b˝.˛; N̨ / 6D 0 which means ˛ and ˛ are not proportional. Hence, ˛3 and ˛3 are
coprime and P 2 O. Ok/.
Next, we have

O!.˛3; N̨3/ D b˝.˛; N̨ /3 D �q
3

r3
(45)

and

O!
 




q
˛3;�

N

q
˛3

!

D �
�

1

q

�2


 N
 O!.˛3; N̨ 3/ D q (46)

using equations (43) and (45). Finally, it follows from (42) that

2

4




q

 




q

!�13

5 D �
 N
�1� D Nss�1 D s�1s�1 D s�2 D s: (47)

Hence, putting together equations (38), (44), (46) and (47), we get

I
bOŒ1�
.P / D Œq; s�

and this proves that I
bOŒ1�
W O. Ok/! Im Ok� �Z2 U. Ok�= Ok�3/ is surjective.

Part (iii) follows from Theorem 3.34 (iii). ut
Corollary 3.46. Let P;P 0 2 O. Ok/. Then

Sl.2; k/ � P 0 D Sl.2; k/ � P ” Sl.2; Ok/ � P 0 D Sl.2; Ok/ � P:

Proof. Both properties are equivalent to I
bOŒ1�
.P / D I

bOŒ1�
.P 0/ by the above theorem

and Theorem 3.34. ut
Properties of orbit space

The parameter space
Im Ok� �Z2 U. Ok�= Ok�3/
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for Sl.2; k/ orbits in O. Ok/ is very analogous to the parameter space
Ok� �Z2 k�= k�3

for Sl.2; k/ orbits in OŒ1� that we gave in Theorem 3.34. Its main features can best
be summarized in the diagram

Im Ok� �Z2 U. Ok�= Ok�3/

bsq�����
���

���
��� Ot

����
���

���
���

��

.Im Ok�/2

Oe ��

U. Ok�= Ok�3/=Z2:

(48)

The map

bsq W Im Ok� �Z2 U. Ok�= Ok�3/! .Im Ok�/2 (49)

given by

bsq.Œq; ˛�/ D q2

is the fibration associated with the principal Z2-fibration

Im Ok� ! .Im Ok�/2

and the action of Z2 on U. Ok�= Ok�3/ by conjugation. Since Z2 acts by automor-
phisms, the fiber bsq�1.q2/ over any point q2 2 .Im Ok�/2 has a natural group
structure

Œq; u1� � Œq; u2� D Œq; u1u2� (50)

independent of the choice of square root q of q2. Taking the identity at each point,
we get a canonical section Oe W .Im Ok�/2 ! Im Ok� �Z2 U. Ok�= Ok�3/ of (49) given by

Oe.q2/ D Œq; 1� (51)

but, although each fiber is a group isomorphic to U. Ok�= Ok�3/, the fibration (49) is
not in general isomorphic to the product

.Im Ok�/2 � U. Ok�= Ok�3/! .Im Ok�/2:
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To translate the above features of orbit space into more concrete statements about
binary cubics over k, note that the map bsq is essentially the quarticQn since for all
P 2 O. Ok/,

bsq
�

I
bOŒ1�
.P /

�

D Qn.P /:

Theorem 3.47. Let M 2 .Im Ok�/2, let

OM D fP 2 S3.k2�/ W Qn.P / DM g

and let OM=Sl.2; k/ be the space of Sl.2; k/-orbits in OM .

(i) The map I
bOŒ1�
W O. Ok/! Im Ok� �Z2 U. Ok�= Ok�3/ induces a bijection

OM=Sl.2; k/ ! bsq
�1
.M/

and, by pullback of (50), a group structure on OM=Sl.2; k/.
(ii) As groups, OM=Sl.2; k/ Š U. Ok�= Ok�3/.

(iii) The identity element of OM=Sl.2; k/ is characterized by:

Sl.2; k/ � P D 1, P is reducible over k:

Proof. Parts (i) and (ii) follow from the discussion above. To prove (iii), first note
that P is reducible over k iff P is reducible over Ok since P is cubic and Ok=k is
a quadratic extension. By Theorem 3.35(iii), P is reducible over Ok iff I

bOŒ1�
.P / D

Œq; 1�, where q 2 Ok is a square root ofM , and by equation (51), this is the identity
element of OM=Sl.2; k/. ut
Corollary 3.48. Let P;P 0 2 S3.k2

�
/ be reducible binary cubics such that

Qn.P / D Qn.P
0/ is nonzero. Then there exists g 2 Sl.2; k/ such that P 0 D g � P .

Proof. Suppose Qn.P / D Qn.P
0/ D M . If M 2 k�2, the result follows from

Theorem 3.35(iii). IfM 2 k� is not a square, one can find a quadratic extension Ok
of k such thatM 2 .Im Ok�/2. The result then follows from Theorem 3.47 (iii). ut
To finish this section, we briefly discuss the map Ot W Im Ok� �Z2 U. Ok�= Ok�3/ !

U. Ok�= Ok�3/=Z2 in diagram (48) given by

Ot .Œq; ˛�/ D Œ˛�:

This is a fibration with fiber Im Ok� outside the identity coset Œ1� but

Ot�1.Œ1�/ D Oe.k�2/
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is a ‘singular fiber’. There is a k�-action:


 � Œq; ˛� D Œ
q; ˛�; (52)

which maps fibers of bsq to fibers of bsq:

bsq.Œq0; ˛0�/ D bsq.Œq; ˛�/) bsq.
 � Œq0; ˛0�/ D bsq.
 � Œq; ˛�/;

and whose orbits are exactly the fibers of Ot :

Ot .Œq0; ˛0�/ D t.Œq; ˛�/, 9
 2 k� s.t. Œq0; ˛0� D 
 � Œq; ˛�:

Isotropy for this action is given by: I sotk�.Œq; ˛�/ D



1 if ˛ 6D 1
f˙1g if ˛ D 1:

It would be interesting to interpret these features of the orbit space in terms of
the original binary cubics.

4 Parameter Spaces for Gl.2 ; k/-Orbits

We have seen that the Sl.2; k/-orbits in

OŒ1� D
n

P 2 S3.k2�/ W Qn.P / 2 k�2
o

are parameterized by
k� �Z2 k�=k�3

and that if Ok is a quadratic extension of k, the Sl.2; k/-orbits in

O. Ok/ D
n

P 2 S3.k2�/ W Qn.P / 2 .Im Ok�/2
o

are parameterized by
Im Ok� �Z2 U. Ok�= Ok�3/:

The groupGL.2; k/ also acts on binary cubics and since

Qn.g � P/ D .detg/�6Qn.P / 8g 2 Gl.2; k/;8P 2 S3.k2�/;

the spacesOŒ1� and O. Ok/ are stable under Gl.2; k/.
In general, if Gl.2; k/ acts on a space X , there is a map

X=Sl.2; k/! X=Gl.2; k/
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from the set of Sl.2; k/-orbits onto the set of G1.2; k/-orbits. The fibers of this map
are the orbits of the k�-action on X=Sl.2; k/ given by


 � Œx� D Œ� � x�; (53)

where � is any element of Gl.2; k/ such that det� D 
. Thus, to get parameter
spaces forOŒ1�=Gl.2; k/ andO. Ok/=Gl.2; k/ we need just to calculate the k�-actions
on k� �Z2 k�=k�3 and Im Ok� �Z2 U. Ok�= Ok�3/ corresponding to (53).
Lemma 4.1. (i) Let k� act on k� �Z2 k�=k�3 by


 � Œ�; ˛� D Œ
�; ˛�

and let IOŒ1�
W OŒ1� ! k� �Z2 k�=k�3 be defined by (23). Then

IOŒ1�
.g � P/ D .detg/�3 � IOŒ1�

.P / 8P 2 OŒ1�; 8g 2 Gl.2; k/:

(ii) Let k� act on Im Ok� �Z2 U. Ok�= Ok�3/ by


 � Œ�; ˛� D Œ
�; ˛�

and let I
bOŒ1�
W O. Ok/! Im Ok� �Z2 U. Ok�= Ok�3/ be defined by (38). Then

I
bOŒ1�
.g � P/ D .detg/�3 � IOŒ1�

.P / 8P 2 O. Ok/; 8g 2 Gl.2; k/:

Proof. To prove (i), since for any P 2 OŒ1� there exists h 2 Gl.2; k/ and a; b 2 k�
such that

h � P D ax3 C by3;

it is sufficient to prove that

IOŒ1�
.g�.ax3Cby3// D .detg/�3 �IOŒ1�

.ax3Cby3/ 8a; b 2 k�; 8g 2 Gl.2; k/:

Consider

g0 D
 

detg 0

0 1

!

:

Then detg0 D detg, g0 � x D 1
det g x and g

0 � y D y. Hence g0g�1 2 Sl.2; k/,

IOŒ1�
.g � .ax3 C by3// D IOŒ1�

.g0 � .ax3 C by3//
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and

IOŒ1�
.g0 � .ax3 C by3// D IOŒ1�

�

a

.detg/3
x3 C by3

��

D
�

ab

.detg/3
; Œab�1�

�

:

The result follows since IOŒ1�
.ax3 C by3/ D Œab; Œab�1��.

Part (ii) follows from (i) applied to Ok. ut
Corollary 4.2. (i) If P 2 OŒ1� and 
 2 k� then

IOŒ1�
.
 � ŒP �/ D 1


3
� IOŒ1�

.ŒP �/:

(ii) If P 2 O. Ok/ and 
 2 k� then

I
bOŒ1�
.
 � ŒP �/ D 1


3
� I
bOŒ1�
.ŒP �/:

Proof. Immediate from the lemma. ut
From this, we get the k�-actions on the parameter spaces k� �Z2 k�=k�3 and

Im Ok� �Z2 U. Ok�= Ok�3/ corresponding to (53) : 
 2 k� acts by multiplication by 
�3
on the first factor.
Hence, by the discussion above, the maps IOŒ1�

W OŒ1� ! k� �Z2 k�=k�3 and
I
bOŒ1�
W O. Ok/! Im Ok� �Z2 U. Ok�= Ok�3/ induce bijections

OŒ1�=Gl.2; k/  ! .k� �Z2 k�=k�3/=k�3 D k�=k�3 � .k�=k�3/=Z2;
O. Ok/=Gl.2; k/  ! .Im Ok� �Z2 U. Ok�= Ok�3//=k�3 D .Im Ok�/=k�3 � U. Ok�= Ok�3/=Z2:

To summarize, we have proved the

Theorem 4.3. (a) Define � W k� �Z2 k�=k�3 ! k�=k�3 � .k�=k�3/=Z2 by
�.Œ�; ˛�/ D .Œ��; Œ˛�/ and JOŒ1�

W OŒ1� ! k�=k�3 � .k�=k�3/=Z2 by JOŒ1�
D

� ı IOŒ1�
.

(i) Let P;P 0 2 OŒ1� Then

Gl.2; k/ � P D Gl.2; k/ � P 0 , JOŒ1�
.P / D JOŒ1�

.P 0/:

(ii) The map JOŒ1�
induces a bijection

OŒ1�=Gl.2; k/ ! k�=k�3 � .k�=k�3/=Z2:

(b) Define O� W Im Ok� �Z2 U. Ok�= Ok�3/ ! .Im Ok�/=k�3 � U. Ok�= Ok�3/=Z2 by
O�.Œ�; ˛�/ D .Œ��; Œ˛�/ and J

bOŒ1�
W O. Ok/ ! k�=k�3 � .k�=k�3/=Z2 by

J
bOŒ1�
D O� ı I

bOŒ1�
.
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(i) Let P;P 0 2 O. Ok/. Then

Gl.2; k/ � P D Gl.2; k/ � P 0 , J
bOŒ1�
.P / D J

bOŒ1�
.P 0/:

(ii) The map J
bOŒ1�

induces a bijection

O. Ok/=Gl.2; k/ ! .Im Ok�/=k�3 � U. Ok�= Ok�3/=Z2:

Orbits spaces when k is a finite field of characteristic not 2 or 3

Let k be a finite field with q elements, not of characteristic 2 or 3. The following
facts are well known:

• k�=k�2 Š Z2 so up to isomorphism, there is only one quadratic extension of k
and k�2 has 1

2
.q � 1/ elements;

• if q D 1 mod 3, k�=k�3 Š Z=3Z;
• if q D 2 mod 3, k� D k�3;
• if q D 1 mod 3 and Ok=k is a quadratic extension, U. Ok�= Ok�3/ Š 1;
• if q D 2 mod 3 and Ok=k is a quadratic extension, U. Ok�= Ok�3/ Š Z=3Z.

These facts together with Theorem (3.34) and Theorem 4.3 immediately give the

Proposition 4.4. Let k be a finite field with q elements, not of characteristic 2 or 3
and let Ok be a quadratic extension. Set

OŒ1� D
n

P 2 S3.k2�/ W Qn.P / 2 k�2
o

;

O. Ok/ D
n

P 2 S3.k2�/ W Qn.P / 2 .Im Ok�/2
o

:

(a) If q D 1 mod 3, OŒ1� is the union of 3
2
.q � 1/ Sl.2; k/-orbits and O. Ok/ is the

union of 1
2
.q � 1/ Sl.2; k/-orbits.

(b) If q D 1 mod 3, OŒ1� is the union of 6 Gl.2; k/-orbits and O. Ok/ is the union of
3 Gl.2; k/-orbits.

(c) If q D 2 mod 3, OŒ1� is the union of 1
2
.q � 1/ Sl.2; k/-orbits and O. Ok/ is the

union of 3
2
.q � 1/ Sl.2; k/-orbits.

(d) If q D 2 mod 3, OŒ1� is a Gl.2; k/-orbit and O. Ok/ is the union of 2 Gl.2; k/-
orbits.

Proof. As examples, let us count the number of Sl.2; k/-orbits in OŒ1� when q D 1

mod 3 and the number of Gl.2; k/-orbits in O. Ok/ when q D 2 mod 3.
In the first case, by Theorem (3.34), the parameter space is k��Z2 k�=k�3 which,

being a fiber bundle over k�2 with fiber k�=k�3, has 1
2
.q � 1/ � 3 D 3

2
.q � 1/

elements.
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In the second case, by Theorem 4.3 , the parameter space is .Im Ok�/=k�3 �
U. Ok�= Ok�3/=Z2 and this has 1 � 2 D 2 elements since Z2 acts on U. Ok�= Ok�3/ by
inversion. ut
According to [10] (Proposition 5.6) at least part of the following corollary can be
found in Dickson [7].

Corollary 4.5. Let k be a finite field with q elements, not of characteristic 2 or 3.
The number of Sl.2; k/-orbits of binary cubics with nonzero discriminant is 2.q�1/.
The number of Gl.2; k/-orbits of binary cubics with nonzero discriminant is 9 if
q D 1 mod 3 and 3 if q D 2 mod 3.

Proof. A binary cubic of nonzero discriminant is either in OŒ1� or in O. Ok/ since
up to isomorphism, k has only one quadratic extension. Hence, the total number
of Sl.2; k/-orbits with nonzero discriminant is the number of Sl.2; k/-orbits in OŒ1�

plus the number of Sl.2; k/-orbits in O. Ok/. The same is true for Gl.2; k/-orbits and
the result follows from Proposition 4.4. ut

5 A Symplectic Eisenstein Identity

The following identity is a symplectic generalization of the classical Eisenstein
identity which, as we will see, is obtained from it in the special case when Q is
the cube of a linear form. There is an analogous identity for the symplectic module
associated with any Heisenberg graded Lie algebra ([15]).

Theorem 5.1. Let P;Q 2 S3.k2�/. Then

!.�.P /;Q/2 � 9Qn.P / !.P;Q/
2 D �9

2
!.	.P /˝3 �Q;Q/

� 9
2
Qn.P / !.	.P / �Q;Q/; (54)

where 	.P /˝3 denotes the unique endomorphism of S3.k2�/ satisfying 	.P /˝3 �
.˛3/ D .	.P / � ˛/3 for all ˛ 2 k2�.

Proof. If 	.P / D 0, then �.P / D 0; Qn.P / D 0 and all terms in the identity
are zero.
If 	.P / is nilpotent nonzero, then Qn.P / D 0 and there exists g 2 Sl.2; k/

such that g � P D x2y. Since the identity (54) is Sl.2; k/-invariant, we can suppose
without loss of generality that P D x2y. Then, by calculation,

�.P / D �2
9
x3; 	.P / D 2

9

�

0 0

1 0

�
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and so 	.P / � x D 0 and 	.P / � y D � 2
9
x. Let

Q D px3 C 3rx2y C 3sxy2 C ty3:

The LHS of (54) is

!

�

�2
9
x3;Q

�2

D
�

2

9

�2

t2:

and the RHS of (54) is

�9
2
!
�

	.P /˝3 �Q;Q	 D �9
2
!

 

�
�

2

9

�3

tx3;Q

!

D
�

2

9

�2

t2:

Thus, (54) holds if 	.P / is nilpotent nonzero.
To complete the proof of the proposition, it remains to prove (54) ifQn.P / 6D 0.

As the identity is independent of the field we may suppose that Qn.P / is a square
in k� and hence that P 2 OŒ1�. Since the identity (54) is Sl.2; k/-invariant, we can
further suppose without loss of generality that

P D ax3 C dy3:

Then

Qn.P / D a2d2; �.P / D 3ad.�ax3 C dy3/; 	.P / D
 

ad 0

0 �ad

!

and so 	.P / � x D �adx and 	.P / � y D ady. Let

Q D px3 C 3rx2y C 3sxy2 C ty3:

The LHS of (54) is

!.�.P /;Q/2 � 9Qn.P /!.P;Q/
2

D 9a2d2�!.�ax3 C dy3;Q/2 � !.ax3 C dy3;Q/2	

D �36a3d3!.x3;Q/!.y3;Q/

D 36a3d3pt: (55)

On the other hand, the first term of the RHS of (54) is
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�9
2
!.	.P /˝3 �Q;Q/ D �9

2
a3d3!.�px3 C 3rx2y � 3sxy2 C ty3;Q/

D �9
2
a3d3.�2pt� 6rs/

D 9a3d3.ptC 3rs/ (56)

and the second term of the RHS of (54) is

�9
2
Qn.P /!.	.P / �Q;Q/ D �9

2
a3d3!.�3px3 � 3rx2y C 3sxy2 C 3ty3;Q/

D �9
2
a3d3.�6ptC 6rs/

D 27a3d3.pt� rs/: (57)

The result follows from equations (55), (56) and (57). ut
To obtain the classical Eisenstein identity from this result, recall that one can

use the symplectic form ˝ on k2� to define a Sl.2; k/-equivariant isomorphism Q W
k2 ! k2�: if v 2 k2, we let Qv 2 k2� be the unique linear form such that

�.v/ D ˝.�; Qv/ 8� 2 k2�:

It then follows that

P.v/ D !.P; Qv3/ 8P 2 S3.k2�/; 8v 2 k2; (58)

so that the operation of evaluating a binary cubic at a point of k2 can be expressed
in terms of the symplectic form ! on S3.k2�/. One can also pullback ˝ to get an
Sl.2; k/-invariant symplectic form˝k2 on k

2:

˝k2.v;w/ D ˝.Qv; Qw/ 8v;w 2 k2:

Corollary 5.2 (Classical Eisenstein identity). Let P 2 S3.k2�/ and let v 2 k2.

�.P /.v/2 � 9Qn.P /P.v/
2 D � 9

2
˝k2.	.P / � v; v/3:

Proof. SettingQ D Qv3 in (54) and using (58), we get

�.P /.v/2 � 9Qn.P /P.v/
2 D �9

2
!.	.P /˝3 � Qv3; Qv3/

� 9
2
Qn.P / !.	.P / � Qv3; Qv3/: (59)
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The result follows from this since

!.	.P / � Qv3; Qv3/ D 3!..	.P / � Qv/Qv2; Qv3/ D 0

(.	.P / � Qv/Qv2 has at least a double root at v) and

!.	.P /˝3 � Qv3; Qv3/ D ˝.	.P / � Qv; Qv/3 D ˝k2.	.P / � v; v/3: ut
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On the Restriction of Representations
of SL(2;C) to SL(2, R)

B. Speh and T.N. Venkataramana

Abstract We prove that for a certain range of the continuous parameter, the
complementary series representation of SL(2,R) is a direct summand of the com-
plementary series representations of SL(2,C). For this, we construct a continuous
“geometric restriction map” from the complementary series representations of
SL(2,C) to the complementary series representations of SL(2,R). In the second part,
we prove that the Steinberg representation � of SL(2,R) is a direct summand of the
restriction of the Steinberg representation � of SL(2,C). We show that � does not
contain any smooth vectors of � .

Keywords Complementary series representations • Restriction • Subgroup

Mathematics Subject Classification (2010): 22D10

1 Introduction

Let G D SL.2;C/ and denote by B.C/ the (Borel-)subgroup of upper triangular
matrices in G, by N.C/ the subgroup of unipotent upper triangular matrices in G.

Given an element b D
�

a n

0 a�1

�

of B.C/, write �.b/ Dj a j2. The groupKD SU.2/

is a maximal compact subgroup of G. Given a complex number u, we obtain a
.g; K/–module �u realized on the space of functions on G, which satisfy for all
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b 2 B.C/ and all g 2 G.C/ the formula

f .bg/ D �.b/1Cuf .g/

and in addition areK-finite under the action of K by right translations.
If Re.u/ > 0, define the map IG.u/ W �u ! ��u by the formula

.IG.u/f /.x/ D
Z

N.C/

dnf .w0nx/:

The integral converges for Re.u/ > 0. If u is real and 0 < u < 1, then the pairing

hf; f i�u D
Z

K

f .k/IG.u/.f /.k/dk

defines a positive definite G-invariant inner product on K-finite functions in �u:

The completion b�u with respect to this inner product is the complementary series
representation with continuous parameter u.
Given a complex number u0 2 C, denote by �u0 the representation of .U.h/;KH/,

where h is the Lie algebra of H D SL.2;R/, and KH D SO.2/ is the maximal
compact subgroup of H , defined as the space of complex valued right KH -finite

functions on H such that for all upper triangular matrices b D
�

a n

0 a�1

�

in H and

all h 2 H , we have f .bh/ Dj a j1Cu0 f .h/. The character j a j2 is the character
�.a/2 , where �2 is the sum of positive roots.

Denote by NH the group of unipotent upper triangular matrices in H . If
Re.u0/ > 0, we define the intertwining operator IH .u0/ W �u0 ! ��u0 as follows: for
all g 2 H , set

.IH .u
0/f /.g/ D

Z

NH .R/

dnf .w0ng/:

The integral is convergent if Re.u0/ > 0. Now for fH ; gH 2 �u0 and u0 is real and
0 < u0 < 1, the pairing

hfH ; gH i�u0 D
Z

KH

f H .kH /.IH .u
0/gH /.kH /dkH

defines a positive definite H–invariant inner product on � 0u. The completion is the
complementary series representation b� 0u.

Theorem 1.1. Let 1
2
< u < 1 and u0 D 2u � 1. The complementary series

representation b�u0 of SL.2;R/ is a direct summand of the restriction of the
complementary series representationb�u of SL.2;C/.
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This theorem is proved byMukunda [6] in 1968. In this paper, we give a different
proof and we realize the projection map from b�u to b�2u�1 as a simple geometric
map of sections of a line bundle on the flag varieties of G D SL.2;C/ and H D
SL.2;R/. For a precise formulation and details, see Theorem 2.5 and its corollary.
In a sequel to this article, we will use this idea to analyze the restriction of the
complementary series representations of SO.n; 1/ [7].
Consider the Steinberg representation b� D IndGB.�/. Here, Ind refers to

unitary induction from a unitary character � of B . Given two functions f; f 0 2 � ,
the product � D f f 0 lies in IndGB.�/. TheG-invariant inner product onb� is defined
by

hf; f 0i D
Z

K

.f f 0/.k/dk:

Let � be the .g; K/-module of the Steinberg representation. We have the exact
sequence of .g; K/–modules

0! � ! �1 ! 1! 0:

The .h; KH /– module � of the Steinberg representation of SL(2, R) is defined by
the exact sequence

0! � ! �1 ! 1! 0

and the completionb� is a direct sum of 2 discrete series representations.

Theorem 1.2. The restriction to H of b� contains the Steinberg Representation b�
of H as a direct summand.

More precisely, the restriction is a sum of the holomorphic discrete series
representation � of H , its complex conjugate � , and a sum of two copies of
L2.H=K \H/, whereK \H is a maximal compact subgroup ofH . By a theorem
of T. Kobayashi (Theorem 4.2.6 in [4]), this implies that b� does not contain any
nonzero K–finite vectors in b� . Using an explicit description of the functions in the
subspaceb� we prove a stronger result.

Theorem 1.3. The intersection

b� \b�1 D 0:

That isb� does not contain any nonzero smooth vectors in b� .

It is very important in the above theorems to consider a unitary representation of
G (respectively H) and not only the unitary .g; K/-modules (respectively .h; KH /-
modules) as the following example shows.
Fix a semisimple noncompact real algebraic group G and let Cc.G/ denote the

space of continuous complex valued functions on G with compact support. Let �
denote an irreducible representation on a Hilbert space (which, we denote again
by �) of G of the complementary series, which is unramified (i.e., fixed under a
maximal compact subgroupK of G). Fix a nonzeroK-invariant vector v in � .
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Denote by jj w jj� the metric on the space � . Given � 2 Cc.G/, we get a bounded
operator �.�/ on � . Define a metric on Cc.G/ by setting

jj � jj2Djj �.�/.v/ jj2� C jj � jj2L2 ;

where the latter is the L2-norm of �. The groupG acts by left translations on Cc.G/
and preserves the above metric. Hence, it operates by unitary transformations on the
completion (the latter is a Hilbert space) of this metric.

Proposition 1.4. Under the foregoing metric, the completion of Cc.G/ is the direct
sum of the Hilbert spaces

� ˚ L2.G/:
The action of the group G on the direct sum, restricted to the subspace Cc.G/, is

by left translations.

Note that the direct sum � ˚ L2.G/ and L2.G/ both share the same dense
subspace Cc.G/ on which the G action is identical, namely by left translations,
and yet the completions are different: � ˚ L2 is the completion with respect to the
new metric and L2.G/ is the completion under the L2-metric. We have therefore an
example of two nonisomorphic unitaryG-representations with an isomorphic dense
subspace.
This is not possible in the case of irreducible unitary representations, as can be

seen as follows.
The kernel to the map � 7! �.�/v on Cc.G/ is just those functions, whose

Fourier transform vanishes at a point on C (the latter is the space of not-necessarily
unitary characters of R). This is clearly dense in Cc.G/ and hence dense in L2.G/.
The restriction of the new metric to the kernel is simply the L2-metric, and the
kernel is dense in L2. Therefore, the completion of the kernel gives all of L2.
Since the map from Cc.G/ to the first factor � is nonzero, it follows that the

completion of Cc.G/ cannot be only L2. The irreducibility of � now implies that
the completion must be � ˚ L2.G/.

2 Complementary Series Representations for SL.2;R/

and SL.2;C/

2.1 Complementary Series Representations b� u0 for SL.2;R/

The space �u0 consists, by construction, of KH -finite vectors and the restriction of
�u0 to KH is an injection; under this map, �u0 may be identified with trigonometric
polynomials on KH , which are even. The space of even trigonometric polynomials
is spanned by the characters
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�l W � 7! e4�il� l 2 Z:

Each �l -eigenspace in �u0 is one dimensional and has a unique vector �l;u0 such that
for all k 2 KH we have �l;u0.k/ D �l .k/. The intertwining operator IH .u0/ maps
�l;u0 into a multiple of �l;�u0 . After replacing IH .u0/ by a scalar multiple, we may
assume that for the KH - fixed vector �0;u0

IH .u
0/�0;u0 D �0;�u0 :

The normalized intertwining operator will, by abuse of notation, also be denoted
IH .u0/. One computes that for all integers l ¤ 0 and all k 2 KH ,

IH .u
0/�l;u0 D dl.u0/�l;�u0 ;

where

dl.u
0/ D .1 � u0/.3 � u0/ � � � .2 j l j �1 � u0/

.1C u0/.3C u0/ � � � .2 j l j �1C u0/
(1)

and d0.u0/ D 1. Note that if c.u0/ D �..1�u0/=2/
�..1Cu0/=2/ then we have

dl.u
0/ D c.u0/�1 �.j l j C.1 � u0/=2/

�.j l j C.1C u0/=2/
(2)

We note that for �l;u0 we have

jj �l;u0 jj2�u0 D h�l;u0 ; IH .u0/�l;u0i (3)

D dl.u
0/ jj �l jj2L2.KH / : (4)

Therefore, the norm of �l;�u0 in ��u0 is given by

jj �l;�u0 jj2��u0D
1

dl.u0/
jj �l jj2L2.KH / : (5)

We have already noted that if 0 < u0 < 1, the pairing h; i on �u0 is positive definite.
This easily follows from the formula (1) for dl.u0/, which shows that dl.u0/ > 0,
and the (3).
The space Rep.f˙1/nKH/ D ˚l
0�l , where �l D C�l ˚ C��l for l � 1

and �0 D C�0. The elements of �l may be thought of as the space of Harmonic
Polynomials in the circle of degree 2l .
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Note that dl.u0/ < 1. It can be shown, using Stirling’s asymptotic formula for the
Gamma function and (2), that for j l j! 1 there exists a constant C such that

dl.u
0/ ' C 1

j l ju0 :

If u0 D 2u � 1 and l � 1, then

dl.u
0/ D .1 � u/.2� u/ � � � .l � u/

.1C u/.2C u/ � � � .l C u/

.l C u/

u
:

Define 
l.u/ by the formula

dl .u
0/ D 
l.u/ l C u

u
:

2.2 Complementary Series b�u of SL.2;C/

For any u 2 C, the restriction of the .g; K/–module �u to the maximal compact
subgroupK is isomorphic toRep.T nK/, where T is the group of diagonal matrices
in K , and Rep.T nK/ denotes the space of representation functions on T nK on
whichK acts by right translations. It is known that as a representation ofK , we have

Rep.T nK/ D ˚m
0�m;

where �m D Sym2m.C2/ is the 2m-th symmetric power of C2, the standard two-
dimensional representation of K; �m is irreducible and occurs exactly once in
Rep.T nK/. The same decomposition holds if �u is replaced by ��u. The operator
IG.u/ may be normalized so that under the identification of theK-representations

�u ' R.T nK/ ' ��u;

it acts on each �m by the scalar


m.u/ D .1 � u/.2� u/ � � � .m � u/

.1C u/.2C u/ � � � .mC u/
:

Write cC.u/ D �.1�u/
�.1Cu/ . Then we have


m.u/ D cC.u/�1 �.mC 1 � u/

�.mC 1C u/
: (6)

Lemma 2.1. Let �m D Sym2m.C2/ be the 2m-th symmetric power of the standard
representation of K D SU.2/. Let . ; / be a K-invariant inner product on �m and
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v;w vectors in �m of norm one with respect to . ; / such that v is invariant under
the diagonals T on K and the group KH D SO.2/ acts by the character �l on the
vector w. Then the formula

j .v;w/ jD 2m�.m�lC1
2

/�.mClC1
2

/
p

.m � l/Š.mC l/Š
holds.

Proof. The formula clearly does not depend on the K-invariant metric chosen,
since any two invariant inner products are scalar multiples of each other. We will
view elements of �m as homogeneous polynomials of degree 2m with complex

coefficients in two variables X and Y such that if k D
�

˛ ˇ

�ˇ ˛
�

2 SU.2/, then

k acts on X and Y by k.X/ D ˛X � ˇY and k.Y / D ˇX C ˛Y . The vector
v0 D XmY m 2 �m is invariant under the diagonal subgroup T of SU.2/.

The subgroup KH D SO.2/ is conjugate to T by the element k0 D
�

1p
2

ip
2

ip
2

1p
2

�

.

That is, SO.2/ D k0T k
�1
0 . If �m � l � m, then the element w00 D XmClY m�l is

an eigenvector for T with eigencharacter �l W � 7! e4�il� . Consequently, the vector
w0 D k0.w00/ is an eigenvector of SO.2/ with eigencharacter �l .
If

f D
m
X

	D�m
a	X

mC	Y m�	; g D
m
X

	D�m
b	X

mC	Y m�	 2 �m;

then the inner product

.f; g/ D
m
X

	D�m
a	b	.mC 	/Š.m � 	/Š

is easily shown to be K-invariant (see p. 44 of [8]). Therefore, the vectors

w D XmY m

mŠ
; v D k0

 

XmClY m�l
p

.mC l/Š.m � l/Š

!

(7)

satisfy the conditions of Lemma 2.1. We compute

k0.X
mClY m�l / D

�

X C iYp
2

�mCl � iXC Yp
2

�m�l

D
 

mCl
X

aD0

�

mC l
a

�

Xa.iY/mCl�a
! 

m�l
X

bD0

�

m � l
b

�

.iX/bY m�l�b
!

:
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Using the fact that the vectorsXmClY m�l are orthogonal for varying l , we find that
the inner product of XmY m with k0.XmClY m�l / is the sum (over a � mC l and
b � m � l)

X

aCbDm

.mŠ/2

2m
imCl�aib

�

mC l
a

��

m � l
b

�

:

Lemma 2.2 implies that the absolute value of this sum is equal to

1

�

mŠ

2m
4m�

�

mC l C 1
2

�

�

�

m � l C 1
2

�

: (8)

if mC l is even and 0 if mC l is odd.
The Lemma follows from (7) and (8). ut

Lemma 2.2. The equality

mŠ

2m

X

aCbDm

�

mC l
a

��

m � l
b

�

.�1/b D 1

�
2m�

�

mC l C 1
2

�

�

�

m � l C 1
2

�

holds if mC l is even; the sum on the left-hand side is 0 if mC l is odd.

Proof. If f .z/ D P

akzk is a polynomial with complex coefficients, then the
coefficient am is given by the formula

am D 1

2�

Z 2�

0

d�f .ei� /e�im� :

The sum† on the left-hand side of the statement of the Lemma is clearly (mŠ
2m
times)

the mth-coefficient of the polynomial

f .z/ D .1C z/mCl .1 � z/m�l :

We use the foregoing formula for the mth coefficient to deduce that

† D 1

2�

Z 2�

0

d�e�im�.1C ei� /mCl .1 � ei� /m�l :

After a few elementary manipulations, the integral becomes

im�l 4m

�

Z 2

0

�d�

�

cos

�

�

2

�

sin

�

�

2

��m
 

sin
�

�
2

	

cos
�

�
2

	

!l

:
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Substituting t D tan.�=2/ the integral becomes
2im�l 4m

�

Z 1

0

dt
tm�l

.1C t2/mC1

and the latter, when multiplied by mŠ
2m
D �.mC1/

2m
, is the right side of the

Lemma 2.2. ut
We now collect some estimates for the Gamma function, which will be needed

later.

Lemma 2.3. If Re.z/ > 0, then we have, as m tends to infinity, the asymptotic
relation

�.mC z/ ' Constant mmCz� 1
2 :
1

em
:

In particular, asm tends to infinity through integers,

mŠ D �.mC 1/ ' Constant mmC 1
2
1

em
:

The formula for the inner product in Lemma 2.1 is unchanged if we replace l by
�l . We may therefore assume that l � 0. Letm � 0 and 0 � l � m. Putm D kC l .
From Lemmas 2.3 and 2.1 we obtain (notation as in Lemma 2.1), as m tends to
infinity and l is arbitrary, the asymptotic

j .v;w/ j ' Constant 2kCl

.k C 2l C 1/ kC2lC.1=2/2 .k C 1/ kC.1=2/2

�

k C 2l C 1
2

�

kC2lC1
2

�

k C 1
2

�

k
2

' Constant

.k C 2l C 1/1=4.k C 1/1=4 :

Moreover, the constant is independent of l .
This proves:

Lemma 2.4. Letm � 0 be an integer and . ; / a SU.2/-invariant inner product on
the representation �m D Sym2m.C2/. Let 0 � l � m and put m D k C l . Let vm
a vector of norm 1 in �m invariant under the diagonals T in SU.2/ and wm;l 2 �m
a vector of norm 1 on which SO.2/ acts by the character �l . We have the following
asymptotic as m D k C l tends to infinity:

j .vm;wm;l / j' Constant

.k C 2l C 1/1=4.k C 1/1=4 :

Given m � 0 and �m � l � m, define the function for k 2 K D SU.2/ by the
formula

 m;l .k/ D .vm; �m.k/wm;l /:
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The functions  m;l form a complete orthogonal set for Rep.T nK/. The norm of
 m;l with respect to the L2 norm on functionsK , is, by the Orthogonality Relations
for matrix coefficients of �m, equal to

p
2mC 1.

Notation: If  is a function on K in Rep.T nK/, denote by jj  jj2K the integral
(dk is the Haar measure on K)

Z

K

j  .k/ j2 dk:

Define similarly the number jj � jj2KH for � 2 Rep.KH/, whereKH D SO.2/.

2.3 The Restriction of b�u to SL(2,R)

The restriction of the function  m;l to KH D SO.2/ is, by the choice of the vector
wm;l , a multiple of the character �l : for kH 2 KH , we have

 m;l .kH / D  m;l .1/�l .kH /:

By Lemma 2.4, we have, for k C l D m tending to infinity, the asymptotic

j  m;l .1/ j2' Constant
p

.k C 2l C 1/.k C 1/ : (9)

Let 1
2
< u < 1 and let ��u be the .g; K/- module of the complementary series

representation ofG D SL.2;C/ as before. Set u0 D 2u�1. Then 0 < u0 < 1. If ��u0

is the .h; KH /-module of the complementary series representation of SL.2;R/ as
before, the restriction of the functions (sections) in ��u on G=B.C/ to the subspace
H=B.R/ lies in ��u0 , as is easily seen. Denote by

res W ��u ! ��u0

this restriction of sections.
Note that if  2 �m � Rep.T nK/ ' ��u (the latter isomorphism is of K

modules), then

jj  jj2��u
D 1


l.u/
jj  jj2K : (10)

Similarly, if � 2 C�l � Rep.f˙1gnKH/ ' ��u0 (the last isomorphism is of KH -
modules), then

jj � jj2��u0D
1

dl.u0/
jj � jj2KH :
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Moreover, from (6), (2) and the Stirling approximation for the Gamma function
(Lemma 2.3), we have the asymptotic


m.u/ ' Constant

m2u
; dl .u

0/ ' Constant

j l j2u�1 ; (11)

as m and j l j tends to infinity.
Theorem 2.5. Let 1

2
< u < 1. The map

res W ��u ! ��.2u�1/

is a continuous map of the unitary for .g; K/–, respectively .h; KH /-modules of the
complementary series representations.

Proof. We must prove the existence of a constant C such that for all  2 ��u, the
estimate

jj  jj2��u
� C jj res. / jj2��.2u�1/ :

The map res is equivariant for the action of H and in particular, for the action
of KH . The orthogonality of distinct eigenspaces for KH implies that we need to
only prove this estimate when  is an eigenvector for the action of KH ; however,
the constant C must be proved to be independent of the eigencharacter.
Assume then that  is an eigenvector for KH with eigencharacter �l . The

function  is a linear combination of the functions  m;l (m �j l j). Write

 D
X

m
jlj
xm m;l ;

where the sum is over a finite set of the m’s; the finite set could be arbitrarily large.
The orthogonality of  m;l and the equalities in (10) imply

jj  jj2��u
D
X

m
jlj
j xm j2jj  m;l jj2��u

D
X

j xm j2 1


m.u/
jj  m;l jj2K :

We therefore get, for  2 ��u,

jj  jj2��u
D
X

m
jlj
j xm j2 1

.2mC 1/
m.u/ : (12)
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We now compute res. / and its norm. Since  is an eigenvector for KH with
eigencharacter �l , we have

res. / D  .1/�l D
0

@

X

m
jlj
xm m;l .1/

1

A�l :

Therefore,

jj res. / jj2��.2u�1/D
ˇ

ˇ

ˇ

�

X

xm m;l .1/
�

ˇ

ˇ

ˇ

2 1

dl .2u� 1/ :

The Cauchy–Schwartz inequality implies

jj res. / jj2��.2u�1/

�
�

X

j xm j2 1


m.u/.2mC 1/
�

�

X

.2mC 1/
m.u/ j  m;l .1/ j2
� 1

dl.u0/
:

Assume for convenience that l � 0. Put k D mC l . Then k � 0. The estimate
(9) and the equality (12) imply that (write � for ��.2u�1/ and � for ��u),

jj res. / jj2��jj  jj2�

0

@

X

k
0

2k C 2l C 1
p

.k C 2l C 1/.k C 1/
kCl .u/
1

dl.u0/

1

A:

Let † denote the sum in brackets in the above equation. To prove Theorem 2.5,
we must show that † is bounded above by a constant independent of l . We now use
the asymptotic (11) to get a constant C such that

† � C
X

k
0

2k C 2l C 1
p

.k C 2l C 1/.k C 1/
l2u�1

.k C l/2u
:

This is a decreasing series in k and therefore bounded above by the sum of the
k D 0 term and the integral

Z 1

0

dk
2k C 2l C 1

p

.k C 2l C 1/.k C 1/
l2u�1

.k C l/2u
:

We first compute the k D 0 term: this is

2l C 1
p

.2l C 1/
l2u�1

l2u
� 2p

2l C 1 ;

which therefore tends to 0 for large l and is bounded for all l .
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To estimate the integral, we first change the variable from k to kl . The integral
becomes

Z 1

0

ldk
2kl C 2l C 1

p

.kl C 2l C 1/.kl C 1/
l2u�1

.kl C l/2u

�
Z 1

0

dk
2k C 3

p

.k C 2/.k/
1

.k C 1/2u
;

and since 2u > 1, the latter integral is finite (and is independent of l).
We have therefore checked that both the k D 0 term and the integral are bounded

by constants independent of l and this proves Theorem 2.5. ut
Corollary 1. Let 1

2
< u < 1. If u0 D 2u � 1, then b�u0 is a direct summand of b�u

restricted to SL.2;R/.

Proof. We may replace �u and �u0 by the isomorphic (and isometric) modules ��u

and ��u0 . By Theorem 2.5, the restriction map ��u ! ��u0 is continuous and
extends to the completions. Hence, b��u is, as a representation of SL.2;R/, the
direct sum of the kernel of this restriction map and of b��u0 . This completes the
proof. ut
Remark 1. This corollary is proved in [6]; the proof in this paper is that the
“abstract” projection map is realized as a simple geometric map of sections of a
line bundle on the flag varieties of G D SL.2;C/ andH D SL.2;R/.

3 Branching Laws for the Steinberg Representation

Let G D SL2.C/ andH D SL2.R/. and let b� be the Steinberg Representation of G
(For a definition see Sect. 1.).

3.1 The Representation Q�0 and a G -Invariant Linear Form

Consider the representation Q�0 D indGB.�
2/. In this equality, ind refers to nonuni-

tary induction and Q�o is the space of all continuous complex valued functions onG
such that for all g 2 G and man 2 MAN D B , we have

�.mang/ D �2.a/�.g/:
Here, �2 is the product of all the positive roots of the split torus A occurring in the
Lie algebra of the unipotent radicalN of B andM is a maximal compact subgroup
of the centralizer of A in G.
Now, Q�0 a nonunitary representation and has a G-invariant linear form L defined

on it as follows. The map Cc.G/ ! Q�0 given by integration with respect to a left
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invariant Haar measure on B is surjective. Given an element � 2 Q�0 select any
function �� 2 Cc.G/ in the preimage of � and define L.�/ as the integral of ��
with respect to the Haar measure onG. This is well defined (i.e., independent of the
function �� chosen) and yields a linear form L. Moreover, if a function � 2 Q�0 is a
positive function on G, then L.�/ is positive.
Under the action of the subgroup H on the G-space G=B , the space G=B has

three disjoint orbits: the upper half planeHC, the lower half planeH� and the space
H=B \ H . The upper and lower half planes form open orbits. Given a function
� 2 Cc.HC/, we may view it as a function in �0 as follows. The restriction of
the character �2 to the maximal compact subgroup of H is trivial; therefore, the
restriction of any element of Q�0 to H yields a function on HC and also on H�.
Conversely, given � 2 Cc.HC/, extend � by zero outside HC; we get a function,
which we will again denote by �, in Q�0. The linear form L applied to Cc.HC/
yields a positive linear functional, which is H -invariant. Hence, the positive linear
functionalL is a Haar measure on HC, respectively on H�.

3.2 The Metric on the Steinberg Representation of G

Consider the Steinberg representation Q� D IndGB.�/. Here, Ind refers to unitary
induction from a unitary character � of B and again we consider only continuous
functions. Given two functions f; f 0 2 Q� , the product � D f f 0 (f 0 is the complex
conjugate of f 0) lies in Q�0. The linear form L applied to � gives a pairing

hf; f 0i D L.f f 0/
on Q� which is clearly G-invariant. This is the G-invariant inner product on Q�:
Given a compactly supported function f on H , which under the left action of

K \ H acts via the restriction of a character � to K \ H , we extend it by zero
to an element of � . Then the inner product < f; f > is, by the conclusion of the
last paragraph in (2.1), just the Haar integral on H applied to the function j f j22
Cc.HC/. Consequently, the metric on Q� restricted to Cc.H/\ Q� is just the restriction
of the L2-metric on Cc.H/.
Remark 2. We know that the Steinberg representation b� of G is tempered and
is induced by a unitary character from the Borel subgroup of upper triangular
matrices. The tempered dual of G does not contain isolated points, since G does
not have discrete series representations. Moreover, the entire tempered dual is
automorphic [3]. Consequently, the Steinberg representation, which has nontrivial
.g; K/– cohomology, is not isolated in the automorphic dual of G.
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3.3 Decomposition of the Steinberg Representation b�

Proposition 3.1. The restriction to H of b� contains the Steinberg representation
ofH . More precisely, the restriction is a sum of the Steinberg representationb� ofH,
and a sum of two copies of L2.H=K \ H/, where K \ H is a maximal compact
subgroup of H .

Proof. The Steinberg Representationb� is unitarily induced from a unitary charac-
ter � of the Borel Subgroup BDB.C/ of upper triangular matrices in GD SL2.C/.
Recall that the group H has three orbits the space G=B; the upper half plane HC,
the lower half planeH� and the projective line P1.R/ overR. The first two are open
orbits and P1.R/ has zero measure in G=B . From this, it is clear from Sect. 3.2,
thatb� is the direct sum of L2.HC; �K\H/ and L2.H�; ��K\H/, where the subscript
denotes the restriction of the character � to the subgroupK\H and �� denotes the
complex conjugate of �.
The representations � and �� are such that their restrictions to K \ H are

minimal K-types of holomorphic, respectively, antiholomorphic discrete series
representations of H D SL.2;R/. The space L2.HC; �K\H/ ˚ L2.H�; ��K\H/
is therefore a direct sum of the Steinberg representation b� and 2 copies of the full
unramified tempered spectrum, since any unramified representation contains �K\H
and ��K\H as a K \H -types.
The Proposition now follows immediately. ut

Remark 3. The Steinberg representation b� is unitarily induced from the unitary
character �. Thus, it is nonunitarily induced from the character ıC� whose
restriction to B.R/ is ı2R. Here, ı

2
R denotes the character by which the split torus

S.R/ acts on the Lie algebra of the unipotent radical ofB.R/. Similarly, ı2C denotes
the square of the character by which the split real torus in S.C/ acts on the complex
Lie algebra of the unipotent radical of B.C/.
The proposition was proved by restricting Q� to the open orbits; we may instead

restrict Q� to the closed orbit G.R/=B.R/. We thus get a surjection of Q� onto the
space of K \H -finite sections of the line bundle on G.R/=B.R/, which is induced
from the character ı2R on B.R/.
The latter representation contains the trivial representation as a quotient.We have

therefore obtained that the trivial representation is a quotient of the restriction of Q� to
the subgroup SL2.R/. This shows that there is a mapping of the .h; K\H/-modules
of the restriction of � to h onto the trivial module of H ; however, this map does
not extend to a map of the corresponding Hilbert spaces, since the Howe–Moore
Theorem implies that the matrix coefficients of b� restricted to the noncompact
subgroupH must tend to zero at infinity.
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3.4 A Generalization

Suppose thatG1 D SO.2mC1; 1/ andH1 D SO.2m; 1/ and let b…m be the unitary
irreducible representation of G1, which has nonzero cohomology in degree m, and
vanishing cohomology in lower degrees. Then b…m is a tempered representation
[1]. Let b†m be the unitary representation of H1 which has nontrivial cohomology
in degree m and vanishing cohomology below that. Then b†m is a discrete series
representation [1]. Following the proof of Proposition 3.1, we obtain the following
proposition.

Proposition 3.2. The representation b†m is a direct summand of the restriction of
the G1–representation b…m to H1.

Remark 4. If G1 D SO.2mC 1; 1/, then G1 hs no compact Cartan subgroup, and
henceL2.G1/ does not have discrete spectrum. Let � be an arithmetic (congruence)
subgroup of G. The notion of “automorphic spectrum” of G1 with respect to the
Q-structure associated with � was defined by Burger and Sarnak. [3] Since all the
tempered dual of G is automorphic [3], it follows that the representation b…m is not
isolated in the automorphic spectrum of G1. Thus, representations with nontrivial
cohomology may not be isolated in the automorphic dual.

3.5 Functions in � � b�

Denote by � the space of K \ H -finite functions in the Steinberg representation
b� of SL2.R/. By Proposition 3.1, this space of functions restricts trivially to the
lower half plane. Moreover, in the space of L2-functions on the upper half plane,
the representation b� occurs with multiplicity one. In this subsection, we describe
explicitly, elements in � viewed as functions on the upper half plane.
We will now replaceH D SL2.R/ with the subgroup SU.1; 1/ ofG D SL2.C/.

Since SU.1; 1/ is conjugate to H , this does not affect the statement and proof of
Proposition 3.1. The upper and lower half planes are then replaced, respectively, by
the open unit ball in C and the complement of the closed unit ball in P1.C/. With
this notation, elements of � are now thought of as functions on SU.1; 1/ with the
equivariance property

f .ht/ D �.t/f .h/8t 2 K \H;8h 2 SU.1; 1/:

Some functions in of � are explicitly described in [5] (Chap. IX, Sect. 2,
Theorem 1 in p. 181 of Lang with m D 2). The eigenvectors of K \ H in one
summand of � are

�2C2r D ˛�2
�

ˇ

˛

�r

;
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with r D 0; 1; 2; � � � . In this formula, an element of SU.1; 1/ is of the form

�

˛ ˇ

ˇ ˛

�

;

with ˛; ˇ 2 C such that

j ˛ j2 � j ˇ j2D 1:

These functions span the .h; K \H/-modulesD:
Furthermore, the function �2 vanishes on the complement of the closed disc. That

is, if g D
�

a b

c d

�

with j c
d
j> 1, then �2.g/ D 0.

It follows from the last two paragraphs that if g D
�

a b

c d

�

2 SL2.C/, then one of

the following two conditions hold:

Proposition 3.3. If j d
c
j< 1, then for any matrix h D

�

˛ ˇ

ˇ ˛

�

2 SU.1; 1/ with

.1/h D .1/g (the inequality satisfied by g ensures that there exists an h with this
property), we have

�2.g/ D ˛�2 1

j d j2 � j c j2 :

If j d
c
j> 1, then �2.g/ D 0.

Proof. The points on the open unit disc are obtained as translates of the point at
infinity by an element of SU.1; 1/. Therefore, if d

c
has modulus less than one, there

exists an element h 2 SU.1; 1/ such that .1/g D d
c
D1.h/. This means that

g D
�

u n

0 u�1
�

h

for some element b D
�

u n

0 u�1

�

2 SL2.C/ (elements of type b form the isotropy
subgroup of G at infinity).
The intersection of the isotropy at infinity with SU.1; 1/ is the space of diagonal

matrices whose entries have absolute value one. Therefore, we may assume that the
entry u above of the matrix b is real and positive. Then it follows that

�ı.b/ D u2 D 1

j d j2 � j c j2 ;

and this proves the first part of the proposition.
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The second part was already proved, as we noted that the restriction of the
functions in the discrete series representations to the complement of the closed unit
disc vanishes. ut
Consider the decomposition

b� Db� ˚ L2.K \HnH/˚L2.K \HnH/

of b� as a representation of the groupH and recall thatb� is a direct sum of discrete

series representations bD˚bD. It can be proved that the space �1 of smooth vectors
for the action of G D SL2.C/ is simply the space of smooth functions on G which
lie inb� , by proving the corresponding statement for the maximal compact subgroup
K D SU.2/ of G. A natural question that arises is whether the .h; K \H/-module
� contains any smooth vectors in b� . We answer this in the negative.

Proposition 3.4. The intersection

b� \ �1 D 0:

That is,b� does not contain any nonzero smooth vectors in b� .

Proof. We will show the proposition for bD. The proof for bD is similar.
The intersection in the proposition is stable under H and hence under the

maximal compact subgroup K \H . If the intersection is nonzero, then it contains
nonzero K \H -finite vectors. The space D of K \H -finite vectors is irreducible
as a .h; K \H/-module. Therefore, the space of smooth vectors in bD contains all
ofD and in particular, contains the function f D �2 introduced above. That is, the
function �2 is smooth on G (and hence on K).
We will now view �2 as a function on the group

SO.2/ D fk� D
�

cos � sin �
� sin � cos �

�

W 0 � � � 2�g:

If j cos �
� sin � j< 1, then there exists a real number t such that

cos �

� sin � D
cosh.t/

sinh.t/
:

By Proposition 3.3,

�2.k� / D ˛�2u�2 D cosh.t/�2 1

cos2 � � sin2 � :
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Moreover, it follows from the fact that h D bg (in the notation of Proposition 3.3)
that u�1 cosh.t/ D cos � and hence that cosh2.t/u�2 D cos ��2. We have then:

�2.k� / D 1

cos2 �

if 0 < � < �=4 and 0 if �=4 < � < �=2. This contradicts the smoothness of �2 as
a function of � and proves the Proposition. 3.4. ut
Remark 5. The Proposition shows in particular that although the completion of the
Steinberg module of SL.2;C/ contains discretely the completion of the Steinberg
module of SL.2;R/, this decomposition does not hold at the level of K-finite
vectors. This also follows from the results of Kobayashi (see [4]),
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G.n/=K.n/ as the rank n goes to infinity. These limits are identified as spherical
functions for the Olshanski spherical pair .G;K/, with

G D
1
[

nD1
G.n/; K D

1
[

nD1
K.n/:

We will explain results and methods in the special case of the unitary groups U.n/.
This amounts to studying asymptotics of Schur functions. The proof uses a binomial
formula for Schur functions involving shifted Schur functions. This presentation is
based on two papers: [Okounkov-Olshanski, 1998c], for the typeA, and [Okounkov-
Olshanski, 2006], for the type BC . The case of the unitary groups have been
considered by Vershik and Kerov, following a slightly different method ([1982]).
In Sect. 5, we present without proof general results by Okounkov and Olshanski

for series of classical compact symmetric spaces, and finally in Sect. 6 we consider
the cases for which there is a determinantal formula for the spherical functions.

1 Olshanski Spherical Pairs

Let us recall first what is a spherical function for a Gelfand pair. A pair .G;K/,
where G is a locally compact group, and K a compact subgroup, is said to be a
Gelfand pair if the convolution algebra L1.KnG=K/ of K-biinvariant integrable
functions onG is commutative. Fix now a Gelfand pair .G;K/. A spherical function
is a continuous function ' on G which is K-biinvariant, '.e/ D 1, and satisfies the
functional equation

Z

K

'.xky/˛.dk/ D '.x/'.y/ .x; y 2 G/;

where ˛ is the normalized Haar measure on the compact groupK . The characters �
of the commutative Banach algebra L1.KnG=K/ are of the form

�.f / D
Z

G

f .x/'.x/m.dx/;

where ' is a bounded spherical function (m is a Haar measure on the group G,
which is unimodular since .G;K/ is a Gelfand pair).
If the spherical function ' is of positive type (i.e., positive definite), there is an

irreducible unitary representation .�;H/ with dimHK D 1, where HK denotes the
subspace of K-invariant vectors inH, such that

'.x/ D �uj�.x/u	;
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with u 2 HK , kuk D 1. The representation .�;H/ is unique up to equivalence. An
irreducible unitary representation .�;H/ with dimHK D 1 is said to be spherical,
and the set � of equivalence classes of spherical representations will be called the
spherical dual for the pair .G;K/. Equivalently� is the set of spherical functions of
positive type. We will denote the spherical functions of positive type for the Gelfand
pair .G;K/ '.
I x/ (
 2 �, x 2 G).
Consider now an increasing sequence of Gelfand pairs

�

G.n/;K.n/
	

:

G.n/ � G.nC 1/; K.n/ � K.nC 1/; K.n/ D G.n/ \K.nC 1/;

and define

G D
1
[

nD1
G.n/; K D

1
[

nD1
K.n/:

We say that .G;K/ is an Olshanski spherical pair. A spherical function for the
Olshanski spherical pair .G;K/ is a continuous function ' on G, '.e/ D 1, which
is K-biinvariant and satisfies

lim
n!1

Z

K.n/

'.xky/˛n.dk/ D '.x/'.y/ .x; y 2 G/;

where ˛n is the normalized Haar measure onK.n/. As in the case of a Gelfand pair,
if ' is a spherical function of positive type, there exists a spherical representation
.�;H/ of G (i.e., irreducible, unitary, with dimHK D 1) such that

'.x/ D �uj�.x/u	;

with u 2 HK , kuk D 1. In the same way, the spherical dual� is identified with the
set of spherical functions of positive type. Such a function will be written '.!I x/
(! 2 �, x 2 G).
On�, seen as the set of spherical functions of positive type, we will consider the

topology of uniform convergence on compact sets.
We will consider the following question. Let �n be the spherical dual for the

Gelfand pair
�

G.n/;K.n/
	

, and let us write a spherical function of positive type for
�

G.n/;K.n/
	

as 'n.
; x/ (
 2 �n, x 2 G.n/). For which sequences .
.n//, with

.n/ 2 �n, does there exist ! 2 � such that

lim
n!1'n.


.n/I x/ D '.!I x/ .x 2 G/ ‹

In the cases we will consider, there is, for each n, a map

Tn W �n ! �;
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such that, if

lim
n!1Tn.


.n// D !;

for the topology of�, then

lim
n!1'n.


.n/I x/ D '.!I x/:

It is said that .
.n// is a Vershik–Kerov sequence.

2 The Unitary Group

For a compact group U , we consider the pair

G D U � U; K D f.u; u/ j u 2 U g ' U:

Then,G=K ' U . AK-biinvariant function f onG is identified to a central function
' on U by

f .x; y/ D '.xy�1/:

The convolution algebra L1.KnG=K/ is isomorphic to the convolution algebra
L1.U /central of central integrable functions on U , which is commutative. Hence,
.G;K/ is a Gelfand pair.We will say that a continuous central function ' is spherical
if '.e/ D 1, and

Z

U

'.xuyu�1/˛.du/ D '.x/'.y/ .x; y 2 U /;

where ˛ is the normalized Haar measure on U . In fact, it amounts to saying that the
corresponding function f on G is spherical for the Gelfand pair .G;K/.
If .�;H/ is an irreducible representation of U , then the normalized character

'.u/ D ��.u/

��.e/
; ��.u/ D tr

�

�.u/
	

;

is a spherical function, and all spherical functions are of that form. Hence the
spherical dual� for the pair .G;K/ is the dual OU of the compact group U .
For U D U.n/, the unitary group, the spherical dual �n D bU.n/ is identified to

the set of signatures


 D .
1; : : : ; 
n/; 
i 2 Z; 
1 � � � � � 
n:
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The character �
 of an irreducible representation in the class 
 is given by a Schur
function. Define, for t D .t1; : : : ; tn/ 2 .C�/n, ˛ D .˛1; : : : ; ˛n/ 2 Zn,

A˛.t/ D det.t˛ij /:

For a signature 
, the Schur function s
 is given by

s
.t/ D A
Cı.t/
V .t/

;

where ı D .n� 1; n� 2; : : : ; 1; 0/, V.t/ D Aı.t/ is the Vandermonde determinant:

V.t/ D
Y

i<j

.ti � tj /:

For a diagonal matrix, u D diag.t1; : : : ; tn/,

�
.u/ D s
.t/:

3 The Infinite Dimensional Unitary Group

The infinite dimensional unitary group U.1/ is defined as

U.1/ D
1
[

nD1
U.n/:

One associates to U.1/ the following inductive limit of Gelfand pairs:

G.n/ D U.n/ � U.n/; K.n/ D ˚.u; u/ j u 2 U.n/�;

G D
1
[

nD1
G.n/ D U.1/ � U.1/;

K D
1
[

nD1
K.n/ D ˚.u; u/ j u 2 U.1/�:

Let us first state the following result by Voiculescu [1976]. Consider a power
series

ˆ.t/ D
1
X

mD0
cmt

m;
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with

cm � 0; ˆ.1/ D
1
X

mD0
cm D 1; jt j � 1:

Define the function ' on U.1/ by
'.g/ D detˆ.g/:

This means that the function ' is central, and, if g D diag.t1; : : : ; tn; 1; : : :/, then

'.g/ D ˆ.t1/ : : : ˆ.tn/:

Theorem 3.1 (Voiculescu, 1976). The function ' is of positive type if and only if
ˆ has the following form:

ˆ.t/ D e�.t�1/
1
Y

kD1

1C ˇk.t � 1/
1 � ˛k.t � 1/ ;

with

˛k � 0; 0 � ˇk � 1; � � 0;
1
X

kD1
.˛k C ˇk/ <1:

We propose to call such a function a Voiculescu function. Let �0 be the set of
triples ! D .˛; ˇ; �/ as above. We will write

ˆ.t/ D ˆ.!I t/;

and consider on �0 the topology corresponding to the uniform convergence of the
functions ˆ.!I �/ on the unit circle. This topology can be expressed in terms of the
parameters ˛; ˇ; � as follows: for a continuous function u on R, put

Lu.!/ D
1
X

kD1
˛ku.˛k/C

1
X

kD1
ˇku.�ˇk/C �u.0/:

Then the topology of�0 coincides with the initial topology defined by the functions
Lu (i.e., the coarser topology for which all the functionsLu are continuous).
The Voiculescu function ˆ.!I t/ is meromorphic in t , with poles 1 C 1

˛k
. It is

holomorphic in the disc jt j < r , with r D 1 C inf 1
˛k
. Its logarithmic derivative is

holomorphic near 1:

d

dz
logˆ.!I 1C z/ D

1
X

mD0
amzm;
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with

a0 D � C
1
X

kD1
˛k C

1
X

kD1
ˇk;

am D
1
X

kD1
˛mC1k C .�1/m

1
X

kD1
ˇmC1k ; m � 1:

Observe that
am D Lum.!/ with um.s/ D sm:

Theorem 3.2. The spherical functions of positive type on U.1/ are the following
ones:

'.!C; !�Ig/ D detˆ.!CIg/ detˆ.!�Ig�1/;
with !C, !� 2 �0.

[Vershik-Kerov, 1982], [Boyer, 1983].

Hence, the spherical dual of the Olshanski spherical pair .G;K/ associated to
U.1/ is the set � D �0 ��0 of pairs .!C; !�/.
We will now describe the sequences of signatures .
.n// with


.n/ D
�



.n/
1 ; : : : ; 


.n/
n

�

2 �n;

for which there exists ! D .!C; !�/ such that

lim
n!1'n.


.n/Ig/ D '.!C; !�Ig/:

We will first consider the case of positive signatures. We say that a signature 
 is
positive if the numbers 
i are � 0, and we will denote by �Cn the set of positive
signatures in �n. One defines the Frobenius parameters a D .ai / and b D .bi / of a
positive signature 
 as follows:

ai D 
i � i if 
i > i; ai D 0 otherwise;
bj D 
0j � j C 1 if 
0j > j � 1; bj D 0 otherwise;

where 
0 is the transpose signature. For instance, if 
 D .6; 4; 4; 2; 1/, then a D
.5; 2; 1; 0; 0/, b D .5; 3; 1; 0; 0/.
We define the map

Tn W �Cn ! �0; 
 7! ! D .˛; ˇ; �/;
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by

˛k D ak

n
; ˇk D bk

n
; � D 0:

Theorem 3.3. Let 
.n/ D .

.n/
1 ; : : : ; 


.n/
n / be a sequence of positive signatures.

Assume that

lim
n!1Tn

�


.n/
	 D !;

for the topology of �0. Then, for g 2 U.1/,

lim
n!1'n.


.n/Ig/ D detˆ.!Ig/;

uniformly on each U.k/.

[Vershik-Kerov, 1982], [Okounkov-Olshanski, 1998c].

Example. For two numbers p; k 2 N with p � k, consider the positive signature


 D .p; : : : ; p; 0; : : :/;

where p is repeated k times. The Young diagram of 
 is a rectangle with sides p
and k. The Frobenius parameters are a D .ai / with

ai D p � i if i � k; ai D 0 if i > k;

and b D .bj / with

bj D k � j C 1 if j � k; bj D 0 if j > k:

Observe that
X

ai C
X

bj D kp:

For a continuous function u on R,

Lu
�

Tn.
/
	 D

k
X

iD1

p � i
n

u
�p � i

n

�

C
k
X

jD1

k � j C 1
n

u
�

�k � j C 1
n

�

:

Consider now two sequences .p.n// and .k.n//, and let .
.n// be the correspond-
ing sequence of signatures. Assume that

p.n/ 
 pn; k.n/ 
 pn:

Then

lim
n!1Lu

�

Tn.

.n//
	 D u.0/:
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This means that
lim
n!1Tn

�


.n/
	 D !;

with ! D .0; 0; 1/, i.e. ˛k D 0, ˇk D 0, � D 1. Therefore

lim
n!1'n.


.n/Ig/ D det�exp.g � I /	 D etr.g�I /:

We consider now the general case. To a signature 
, one associates two positive
signatures 
C and 
�: if


1 � � � �
p � 0 � 
pC1 � � � � � 
n;
then


C D .
1; : : : ; 
p; 0; : : :/; 
� D .�
n; : : : ;�
pC1; 0; : : :/:
One adds as many zeros as necessary to get positive signatures 
C; 
� in�Cn . Then
we define the map

Tn W �n ! � D �0 ��0

by extending the map Tn previously defined:

Tn.
/ D
�

Tn.

C/; Tn.
�/

	

:

Theorem 3.4. Let .
.n// be a sequence of signatures, with 
.n/ 2 �n. Assume that

lim
n!1Tn.


.n// D ! D .!C; !�/:

Then, for g 2 U.1/,

lim
n!1'n.


.n/Ig/ D detˆ.!CIg/ detˆ.!�Ig�1/

uniformly on each U.k/.

We will prove Theorem 3.3 in Sect. 5. For the proof of Theorem 3.4, see
[Okounkov-Olshanski, 1998c], and also [Faraut, 2008]. The proof of Theorem 3.3
will involve a binomial formula for Schur functions.

4 Binomial Formula for Schur Functions

We will use a formula for Schur expansions due to Hua ([Hua, 1963],
Theorem 1.2.1).
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Proposition 4.1 (Hua’s formula). Consider n power series:

fi .w/ D
1
X

mD0
c.i/m wm;

which are convergent for jwj < r for some r > 0. Define the function F on Cn by

F.z/ D F.z1; : : : ; zn/ D det
�

fi .zj /
	

V.z/
jzj j < r:

Then F admits the following Schur expansion:

F.z/ D
X

m1
���
mn
0
amsm.z/;

with
am D det

�

c
.i/
mjCn�j

	

:

In particular

lim
z1;:::;zn!0

det fi .zj /

V .z/
D F.0/ D a0 D det

�

c
.i/
n�j

	

:

For a positive signature m D .m1; : : : ; mn/, the shifted Schur function s�m is
defined, for a signature 
 D .
1; : : : ; 
n/ by

s�m D
det
�

Œ
i C ıi �mjCıj
	

det
�

Œ
i C ıi �ıj
	 ;

where ıi D n � i , and

Œa�k D a.a � 1/ : : : .a � k C 1/:

The functions s�m.
/ are shifted symmetric functions. The ordinary Schur function
sm.x/ is symmetric, i.e.,

sm.: : : ; xi ; xiC1; : : :/ D sm.: : : ; xiC1; xi ; : : :/;

while the shifted Schur function s�m.
/ satisfies

s�m.: : : ; 
i ; 
iC1; : : :/ D s�m.: : : ; 
iC1 � 1; 
i C 1; : : :/:
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The algebra of symmetric functions is denoted by ƒ, and the algebra of shifted
symmetric functions will be denoted by ƒ�. (See [Okounkov-Olshanski, 1998a]
and [1998b].)

Theorem 4.2 (Binomial formula).

s
.1C z1; : : : ; 1C zn/

s
.1; : : : ; 1/
D

X

m1
���
mn
0

ıŠ

.mC ı/Š s
�
m.
/sm.z/:

For n D 1 this is nothing but the classical binomial formula:

.1C z/
 D
1
X

mD0

1

mŠ
Œ
�mwm:

Proof. The theorem is a straightforward application of Hua’s formula (Proposi-
tion 4.1) in the case

fi .w/ D .1C w/
iCıi D
1
X

mD0

1

mŠ
Œ
i C ıi �mwm:

One observes that

s
.1; : : : ; 1/ D V.
C ı/
V .ı/

D det
�

Œ
i C ıi �ıj
	

ıŠ
: ut

If 
 is a positive signature, then s�m.
/ D 0 if m 6	 
, and

s
.1C z1; : : : ; 1C zn/

s
.1; : : : ; 1/
D
X

m�


ıŠ

.mC ı/Š s
�
m.
/sm.z/:

If, in Theorem 4.2, one takes z1 D z, z2 D 0; : : : ; zn D 0, then one obtains
Lemma 3 in [Vershik-Kerov, 1982]:

s
.1C z; 1; : : : ; 1/

s
.1; : : : ; 1/
D 1C

1
X

mD1

1

n.nC 1/ : : : .nCm � 1/h
�
m.
/z

m:

The shifted complete symmetric function h�m.
/ is denoted by ˆm.
/ in [Vershik-
Kerov, 1982]. By using the fact that the value of a determinant does not change
when adding to a column a linear combination of the other ones, one obtains, with
`i D 
i C n � i ,
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h�m.
/ D
1

V.`/

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

Œ`1�mCn�1 Œ`1�n�2 : : : 1

Œ`2�mCn�1 Œ`2�n�2 : : : 1

:::
:::

:::

Œ`n�mCn�1 Œ`n�n�2 : : : 1

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

D 1

V.`/

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

Œ`1�mCn�1 `n�21 : : : 1

Œ`2�mCn�1 `n�22 : : : 1

:::
:::

:::

Œ`n�mCn�1 `n�2n : : : 1

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

:

By expanding now Œx�mCn�1 in powers of x:

Œx�mCn�1 D x.x � 1/ : : : .x �m � nC 2/

D
m
X

kD0
em�k

�

0;�1; : : : ;�.mC n � 2/	xkCn�1

C terms of degree < n � 1;

where ek is the k-th elementary symmetric function, one obtains the formula from
Lemma 3 in [Vershik-Kerov, 1982]:

h�m.
/ D
m
X

kD0
em�k

�

0;�1; : : : ;�.mC n � 2/	hk.`/:

5 Proof of Theorem 3.3

We follow the method of proof of [Okounkov-Olshanski, 1998c].

(a) The morphism �! C.�0/

One defines an algebra morphism�! C.�0/ which maps a symmetric function
f to a continuous function Qf on �0. Since the power sums

pm.x1; : : : ; xn; : : :/ D
X

i

xmi

generate� as an algebra, this morphism is uniquely determined by their imagesfpm.
One puts, for ! D .˛; ˇ; �/ 2 �0, with ˛ D .˛k/, ˇ D .ˇk/,
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ep1.!/ D
1
X

kD1
˛k C

1
X

kD1
ˇk C �;

fpm.!/ D
1
X

kD1
˛mk C .�1/m�1

1
X

kD1
ˇmk .m � 2/:

The functionsfpm are continuous on�0. In fact, as we saw above,fpm.!/ D Lu.!/,
with u.s/ D sm�1 (m � 1).
Proposition 5.1. The functions fhm.!/ are the Taylor coefficients of the Voiculescu
function ˆ.!I t/ at t D 1: for z 2 C, jzj < r D inf 1

˛k
,

ˆ.!I 1C z/ D
1
X

mD0
fhm.!/z

m:

Proof. One starts from the generating function of the complete symmetric
functions hm:

H.xI z/ D
1
X

mD0
hm.x/z

m D
n
Y

jD1

1

1 � xj z
:

Its logarithmic derivative is given by

d

dz
logH.xI z/ D

1
X

mD0
pmC1.x/zm:

On the other hand, as we saw in Sect. 3,

d

dz
logˆ.!I 1C z/ D

1
X

mD0
ApmC1.!/zm:

Therefore, the coefficients cm.!/ defined by

ˆ.!I 1C z/ D
1
X

mD0
cm.!/z

m;

are images, by the morphism f 7! Qf , of the complete symmetric functions hm:
cm.!/ Dfhm.!/. ut
Corollary 5.2. For z D .z1; : : : ; zn/ 2 Cn, jzj j < r ,

n
Y

jD1
ˆ.!I 1C zj / D

X

m1
���
m1
0
esm.!/sm.z/:



264 J. Faraut

Proof. Observe that the statement of Proposition 5.1 can be written as

QH.!I z/ D ˆ.!I 1C z/;

and apply the morphism f 7! Qf to both sides of the Cauchy identity
n
Y

jD1
H.xI zj / D

n
Y

i;jD1

1

1 � xi zj D
X

m1
���
mn
0
sm.x/sm.z/:

(b) Asymptotics of shifted symmetric functions

Proposition 5.3. Consider a sequence .
.n// of positive signatures with 
.n/ 2 �Cn ,
and let ! 2 �0. Assume that, for the topology of �0,

lim
n!1Tn.


.n// D !:

Then, for every shifted symmetric function f � 2 ��

lim
n!1

1

nm
f �.
.n// D Qf .!/;

where m is the degree of f �, and f is the homogeneous part of degreem in f �.

We will prove the statement in the special case f � D q�m:

q�m.
/ D
X

i
1
.Œ
i � i C 1�m � Œ�i C 1�m/:

The function q�m.
/ is shifted symmetric of degree m and the homogeneous part
of degree m is equal to the Newton power sum pm.
/. Since the functions q�m.
/
generate�� as an algebra, the statement of the proposition will be proven.

Lemma 5.4. Let a D .ai /, b D .bj / be the Frobenius parameters of the positive
signature 
. Then

q�m.
/ D
X

i
1
Œ1C ai �m �

X

j
1
Œ1 � bj �m:

Proof of Proposition 5.3. Let a.n/ D .a
.n/
i / and b

.n/ D .b
.n/
j / be the Frobenius

parameters of the positive signature 
.n/, and ! D .˛; ˇ; �/ 2 �0, with ˛ D .˛k/,
ˇ D .ˇk/. By assumption, for every continuous function u on R,

lim
n!1Lu

�

Tn.

.n//
	 D Lu.!/;
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or

lim
n!1

0

@

X

i
1

a
.n/
i

n
u

 

a
.n/
i

n

!

C
X

j
1

b
.n/
j

n
u

 

�b
.n/
j

n

!

1

A

D
1
X

kD1
˛ku.˛k/C

1
X

kD1
ˇku.�ˇk/C �u.0/:

Consider the sequence of the functions

un.s/ D 1

nms
ŒnsC 1�m:

Then

Lun

�

Tn.

.n//
	 D 1

nm
q�m.
.n//:

On the other hand, the sequence un.s/ converges to the function u.s/ D sm�1
uniformly on compacts sets in R, and

Lu.!/ D fpm.!/:

It follows that

lim
n!1

1

nm
q�m.
.n// D fpm.!/: ut

(c) End of the proof of Theorem 3.3

To finish the proof, one applies the following:

Proposition 5.5. Let  n be a sequence of C1-functions on the torus Tk of positive
type, with  n.0/ D 1, and  an analytic function in a neighborhood of 0. Assume
that, for every ˛ D .˛1; : : : ; ˛k/ 2 Nk ,

lim
n!1 @

˛ n.0/ D @˛ .0/:

Then  has an analytic extension to Tk , and  n converges to  uniformly on Tk .

For the proof, see for instance [Faraut, 2008], Proposition 3.11.
We consider a sequence of positive signatures .
.n// such that

lim
n!1Tn.


.n// D !:
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Put, with tj D ei�j ,

 n.t1; : : : ; tk/ D 'n
�


.n/I diag.t1; : : : ; tk; 1; : : :/
	

;

 .t1; : : : ; tk/ D
k
Y

jD1
ˆ.!I tj /:

By Theorem 4.2,

 n.1C z1; : : : ; 1C zk/ D
X

mk
���
m1
0

ıŠ

.mC ı/Š s
�
m.


.n//sm.z1; : : : ; zk/:

Then, by Proposition 5.3,

lim
n!1

1

njmj
s�m.
.n// D esm.!/;

and, by Corollary 5.2,

X

m1
���
mk
esm.!/sm.z1; : : : ; zk/ D

k
Y

jD1
ˆ.!I 1C zk/ D  .1C z1; : : : ; 1C zk/:

Finally, observing that

.mC ı/Š
ıŠ


 njmj .n!1/;

we obtain, by Proposition 5.5,

lim
n!1 n.t1; : : : ; tk/ D  .t1; : : : ; tk/;

uniformly on Tk . In fact, the Taylor coefficients of n, as a function on Tk , are finite
linear combinations of the coefficients in the Schur expansion of  n.1 C z1; : : : ;
1C zn/. ut

6 Inductive Limits of Compact Symmetric Spaces

One knows that if G=K is a Riemannian symmetric space, then .G;K/ is a Gelfand
pair. Let G.n/=K.n/ be a compact symmetric space of rank n, and

g.n/ D k.n/C p.n/
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be a Cartan decomposition of the Lie algebra g.n/ of G.n/. Fix a Cartan subspace
a.n/ � p.n/, a.n/ ' Rn, and putA.n/ D exp a.n/ ' Tn. LetRn denote the system
of restricted roots for the pair

�

a.n/C; g.n/C
	

.

(a) Classical series of type A

We consider one of the following series of compact symmetric spaces.

G.n/ K.n/ d

U.n/ O.n/ 1

U.n/ � U.n/ U.n/ 2

U.2n/ Sp.n/ 4

The systemRn of restricted roots is of typeAn�1. For a suitable basis .e1; : : : ; en/
of a.n/, the restricted roots are

˛ij D "i � "j .i 6D j /

(."1; : : : ; "n/ is the dual basis), with multiplicities d D 1; 2; 4.
These symmetric spaces appear as Shilov boundaries of bounded symmetric

domains of tube type. In particular, the symmetric space U.n/=O.n/ can be seen
as the space of symmetric unitary n � n matrices. The subgroup A.n/ can be taken
as the subgroup of unitary diagonal matrices. The space U.n/=O.n/ can also be seen
as the Lagrangian manifold�.n/, the manifold of n-Lagrangian subspaces in R2n.
The spherical dual �n of the Gelfand pair

�

G.n/;K.n/
	

is parametrized by
signatures


 D .
1; : : : ; 
n/; 
i 2 Z; 
1 � � � � � 
n:
The restricted highest weight of the spherical representation corresponding to 
 is
Pn

iD1 
i "i .
The restriction to A.n/ ' Tn of the spherical function 'n.
I x/ is a normalized

Jack function: for a D .t1; : : : ; tn/,

'n.
I a/ D J
.t1; : : : ; tnI˛/
J
.1; : : : ; 1I˛/ ;

with ˛ D 2
d
. For d D 2, it is a Schur function. (See [Stanley, 1989] for definition

and properties of Jack functions, and also [Macdonald, 1995], Sect. VI.10.)
The Jack functions are orthogonal with respect to the following inner product:

.P jQ/ D
Z

Tn
P.t/Q.t/jV.t/jdˇ.dt/;

where ˇ is the normalized Haar measure on Tn. With tj D ei�j ,
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jV.t/jd D
Y

j<k

4

ˇ

ˇ

ˇ

ˇ

sin
�j � �k
2

ˇ

ˇ

ˇ

ˇ

d

;

ˇ.dt/ D 1

.2�/n
d�1 : : : d�n:

We consider now the Olshanski spherical pair .G;K/ with

G D
1
[

nD1
G.n/; K D

1
[

nD1
K.n/:

We state without proof the main results by Okounkov-Olshanski ([1998c]). The
spherical dual for the pair .G;K/ is, as in the case of the infinite dimensional unitary
group, parametrized by a pair ! D .!C; !�/, i.e., � D �0 � �0. For ! 2 �0,
! D .˛; ˇ; �/, with ˛ D .˛k/, ˇ D .ˇk/, define

ˆ.d/.!I t/ D e�.t�1/
1
Y

kD1

1C ˇk.t � 1/
�

1 � 2
d
˛k.t � 1/

�

d
2

.t 2 T/:

For d D 2, it is the Voiculescu function we considered in Sect. 3.
Theorem 6.1. The spherical functions of positive type, for the Olshanski spherical
pair .G;K/, are given, for a D .t1; : : : ; tn; 1; : : :/ 2 A ' T.1/, by

'.!I a/ D
n
Y

jD1
ˆ.d/.!CI tj /ˆ.d/

�

!�I 1
tj

�

;

with ! D .!C; !�/ 2 �.

One defines the map Tn W �n ! � D �0 � �0 as in the case of the unitary
groups (see Sect. 3).

Theorem 6.2. Let .
.n// be a sequence of signatures with 
.n/ 2 �n. If

lim
n!1Tn.


.n// D ! D .!C; !�/;

then, with a D .t1; : : : ; tk; 1; : : :/ 2 A,

lim
n!1'n.


.n/I a/ D
k
Y

jD1
ˆ.d/.!CI tj /ˆ.d/

�

!�I 1
tj

�

:
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Since there is no simple formula for the Jack functions for ˛ 6D 1, the proof for
d 6D 2 is more difficult than in the case of the unitary groups. However, it follows the
same lines. The first step is a binomial formula for the normalized Jack functions.

(b) Classical series of type BC

We consider the following series of compact symmetric spaces.

G.n/ K.n/ Rn d p q

1 O.2n/ �O.2n/ O.2n/ Dn 2 0 0

2 O.2nC 1/ �O.2nC 1/ O.2nC 1/ Bn 2 2 0

3 Sp.n/ � Sp.n/ Sp.n/ Cn 2 0 2

4 Sp.n/ U.n/ Cn 1 0 1

5 O.4n/ U.2n/ Cn 4 0 1

6 O.4nC 2/ U.2nC 1/ BCn 4 4 1

7 O.2nC k/ O.n/ � O.n C k/ BCn 1 k 0

8 U.2nC k/ U.n/ � U.n C k/ BCn 2 2k 1

9 Sp.2nC k/ Sp.n/ � Sp.nC k/ BCn 4 4k 3

The possible roots and multiplicities are

˛ ˙"i ˙ "j "i 2"i

m˛ d p q

Series 1, 2, and 3 are compact groups seen as symmetric spaces.
Series 4, 5, and 6 are compact Hermitian symmetric spaces.
Series 7, 8, and 9 are Grassmann manifolds: spaces of n-subspaces in F2nCk ,

with F D R, C, or H, d D dimRF, p D dk, q D d � 1. If k D 0, the root system
Rn is of type Cn. The symmetric space U.2nC k/=U.n/ � U.nC k/ is Hermitian
as well. For series 7, 8, and 9 the Cartan subgroup A.n/ can be taken as the group
of the following matrices:

a.�/ D

0

B

B

@

cos �
2

0 � sin �
2

0 Ik 0

sin �
2

0 cos �
2

1

C

C

A

;

with � D .�1; : : : ; �n/, and

cos
�

2
D diag

�

cos
�1

2
; : : : ; cos

�n

2

�

; sin
�

2
D diag

�

sin
�1

2
; : : : ; sin

�n

2

�

:
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We assume that the multiplicities d; p; q don’t depend on n. The spherical dual �n

is parametrized by positive signatures:


 D .
1; : : : ; 
n/; 
i 2 N; 
1 � � � � � 
n � 0:

The restriction to A.n/ ' Tn of the corresponding spherical function is a
normalized Jacobi polynomial. (See Hypergeometric and Special Functions, by
Heckman, in [Heckman-Schichtkrull,1994], for definition and properties of Jacobi
polynomials associated to a root system.) For a D .t1; : : : ; tn/ 2 A.n/,

'n.
I a/ D P
.t1; : : : ; tn/

P
.1; : : : ; 1/
:

The polynomialsP
 are orthogonal with respect to the inner product

.P jQ/ D
Z

Tn
P.t/Q.t/jD.t/jˇ.dt/;

with, if tj D ei�j ,

D.t/ D
Y

i<j

�

sin
�i C �j
2

�d �

sin
�i � �j
2

�d n
Y

iD1

�

sin
�i

2

�p

.sin �i /q:

By putting xi D cos �i D 1
2
.ti C t�1i /, the inner product is carried over an integral

on Œ�1; 1�n with the weight

Y

i<j

jxi � xj jd
n
Y

iD1
.1 � xi /˛.1C xi /ˇ;

with ˛ D 1
2
.pC q� 1/, ˇ D 1

2
.q� 1/. We will write P
 for the Jacobi polynomial

in the variables xi :

P
.x1; : : : ; xn/ D P
.t1; : : : ; tn/; xi D 1

2
.ti C t�1i /:

As in Sect. 6(a), we define, for ! 2 �0,

ˆ.d/.!I t/ D e�.t�1/
1
Y

kD1

1C ˇk.t � 1/
�

1 � 2
d
˛k.t � 1/

�

d
2

.t 2 T/:
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Theorem 6.3. The spherical dual for the pair .G;K/ is parametrized by �0. The
spherical functions are given, for a D .t1; : : : ; tn; 1; : : :/ 2 A ' T.1/, by

'.!I a/ D
n
Y

jD1
ˆ.d/.!I tj /ˆ.d/

�

!I 1
tj

�

;

with ! 2 �0.

One defines the map Tn W �n ! �0 as in the case of the unitary groups for
positive signatures.

Theorem 6.4. Let .
.n// be a sequence of signatures, with 
.n/ 2 �n. If

lim
n!1Tn.


.n// D !;

then, for a D .t1; : : : ; tk; 1; : : :/,

lim
n!1'n.


.n/I a/ D
k
Y

jD1
ˆ.d/.!I tj /ˆ.d/

�

!I 1
tj

�

:

7 The Case d D 2. Determinantal Formula, Binomial Formula
for Multivariate Jacobi Polynomials

In this last section, we will present, in case d D 2, a determinantal formula for the
multivariate Jacobi polynomials, and then a binomial formula.
In their paper, Berezin and Karpelevi Lc gave a determinantal formula for the

spherical functions on the Grassmann manifolds U.p C q/=U.p/ � U.q/ ([1958],
see also [Takahashi, 1977], [Hoogenboom, 1982]). In fact, such a determinantal
formula exists in all cases with d D 2.
Let 	 be a positive measure on R with infinite support and finite moments: for

all m 2 N,
Z

R

jt jm	.dt/ <1:

By orthogonalizing the monomials tm, one obtains a sequence of orthogonal
polynomials pm.t/:

Z

R

p`.t/pm.t/	.dt/ D 0 if ` 6D m:
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For a positive signature 
, define the multivariate polynomials P


P
.x1; : : : ; xn/ D det
�

p
iCıi .xj /
	

V.x/
;

where 
 is a positive signature, and, as above, ı D .n� 1; : : : ; 1; 0/. The symmetric
polynomials P
 are orthogonal with respect to the inner product

.P jQ/ D
Z

Rn
P.x1; : : : ; xn/Q.x1; : : : ; xn/V .x1; : : : ; xn/

2	.dx1/ : : : 	.dxn/:

If the polynomials pm are normalized such that

pm.t/ D tm C lower order terms;

then
P
.x1; : : : ; xn/ D s
.x1; : : : ; xn/C lower order terms:

Consider now the measure 	 on R given by

Z

R

f .t/	.dt/ D
Z 1

�1
f .t/.1 � t/˛.1C t/ˇdt;

with ˛; ˇ > �1. Then, the orthogonal polynomials with respect to this measure are
the Jacobi polynomials pm.t/ D p

.˛;ˇ/
m .t/. The multivariable polynomials P .˛;ˇ/




given by, for x D .x1; : : : ; xn/,

P
.˛;ˇ/


 .x/ D det
�

p
.˛;ˇ/


iCıi .xj /
	

V.x/
;

are orthogonal for the inner product

.P jQ/ D
Z

Œ�1;1�n
P.x/Q.x/

Y

i<j

.xi � xj /2
n
Y

iD1
.1 � xi /˛.1C xi /ˇdx1 : : : dxn;

and are, up to a constant factor, the Jacobi polynomials associated with the root
system of type BCn and the multiplicity .d; p; q/, with d D 2.
Normalized by the condition p.˛;ˇ/m .1/ D 1, the Jacobi polynomials p.˛;ˇ/m admit

the following hypergeometric representation:
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p.˛;ˇ/m .t/ D 2F1

�

�m;mC ˛ C ˇ C 1I˛ C 1I 1 � t
2

�

D
m
X

kD0

.�m/k.mC ˛ C ˇ C 1/k
.˛ C 1/k

1

kŠ

�

1 � t
2

�k

:

Let us introduce the notation

� D ˛ C ˇ C 1
2

; ` D mC �;
Œ`; ��k D

�

`2 � �2	 : : : �`2 � .� C k � 1/2	:

The binomial formula for the Jacobi polynomial p.˛;ˇ/m can be written as

p.˛;ˇ/m .1C w/ D
m
X

kD0
a
.m/

k wk D
m
X

kD0

1

kŠ

Œ`; ��k

.˛ C 1/k
�w

2

�k

:

By Hua’s formula,

P
.˛;ˇ/


 .1; : : : ; 1/ D det�a.
iCıi /ıj

	 D 2� n.n�1/
2

1

ıŠ

n
Y

iD1

1

.˛ C 1/ıi
V .`21; : : : ; `

2
n/;

with `i D 
i C ıi C � . Since

det
�

Œ`i ; ��ıj
	 D V.`21; : : : ; `2n/:

Theorem 7.1.

P
.˛;ˇ/


 .1C z1; : : : ; 1C zn/

P
.˛;ˇ/


 .1; : : : ; 1/

D
X

	�

2�j	j

ıŠ

.	C ı/Š
Qn
iD1.˛ C 1/ıi

Qn
iD1.˛ C 1/	iCıi

S�	.
/s	.z1; : : : ; zn/;

with

S�	.
/ D
det
�

Œ`i ; ��	jCıj
	

V.`21; : : : ; `
2
n/

; `i D 
i C ıi C �:

Proof. This is once more an application of Hua’s formula (Proposition 4.1). In the
present case
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fi .w/ D p.˛;ˇ/
iCıi .1C w/ D

iCıi
X

kD0
a
.
iCıi /
k wk D


iCıi
X

kD0

1

kŠ

Œ`i ; ��k

.˛ C 1/k 2
�kwk;

with `i D 
i C ıi C � . Then we get

P
.˛;ˇ/


 .1C z1; : : : ; 1C zn/ D
X

	1
���
	n
0
a	s	.z1; : : : ; zn/;

with

a	 D det
�

c
.
iCıi /
	jCıj

	 D 1

.	C ı/Š
1

Qn
iD1.˛ C 1/	iCıi

det
�

Œ`i ; ��	jCıj
	

:

Observe that, if 	 6	 
, then a	 D 0. ut

References

F. BEREZIN AND F.I KARPELEVI Lc (1958). Zonal spherical functions and Laplace operators on
some symmetric spaces, Dokl. Akad. Nauk USSR, 118, 9–12.

R.P. BOYER (1983). Infinite traces of AF -algebras and characters of U.1/, J. Operator Theory,
9, 205–236.

J. FARAUT (2006). Infinite dimensional harmonic analysis and probability. in Probability measures
on groups: recent directions and trends, (eds. S.G Dani and P. Graczyk), Tata Inst. Fund. Res.,
179–254.

J. FARAUT (2008). Infinite Dimensional Spherical Analysis. COE Lecture Note Vol. 10, Kyushu
University.

G. HECKMAN, H. SCHLICHTKRULL (1994). Harmonic analysis and special functions on symmet-
ric spaces. Academic Press.

B. HOOGENBOOM (1982). Spherical functions and differential operators on complex Grassmann
manifolds. Ark. Mat. 20, 69–85.

L.K. Hua (1963). Harmonic analysis of functions of several variables in the classical domains.
American Mathematical Society.

I.G. MACDONALD (1995). Symmetric functions and Hall polynomials. Oxford
Science Publications.

A. OKOUNKOV AND G. OLSHANSKI (1998a). Shifted Schur functions, St. Petersburg Math. J.
9, 239–300.

A. OKOUNKOV AND G. OLSHANSKI (1998b). Shifted Schur functions II. in Kirillov’s Seminar on
Representation Theory (ed. G. Olshanski), Amer. Math. Soc. Translations 181 (2), 245–271.

A. OKOUNKOV AND G. OLSHANSKI (1998c). Asymptotics of Jack polynomials as the number of
variables goes to infinity, Internat. Math. Res. Notices, 13, 641–682.

A. OKOUNKOV AND G. OLSHANSKI (2006). Limits of BC-type orthogonal polynomials as the
number of variables goes to infinity, Contemporary Mathematics, 417, 281–318.

G. OLSHANSKI, (1990). Unitary representations of infinite dimensional pairs .G;K/ and the
formalism of R. Howe. in Representations of Lie groups and related topics (eds. A.M. Vershik,
D.P. Zhelobenko), Adv. Stud. Contemp. Math. 7, Gordon and Breach.

R.P. STANLEY (1989) Some combinatorial properties of Jack symmetric functions, Adv. in Math.
77 76–115.



Asympotics of Spherical Functions For Large Rank: An Introduction 275

R. TAKAHASHI (1977). Fonctions sphériques zonales sur U.n; nC k;F/. Séminaire d’Analyse
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