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Preface

A half-century ago, advanced calculus was a well-defined subject at the core
of the undergraduate mathematics curriulum. The classic texts of Taylor [19],
Buck [1], Widder [21], and Kaplan [9], for example, show some of the ways it
was approached. Over time, certain aspects of the course came to be seen as more
significant—those seen as giving a rigorous foundation to calculus—and they be-
came the basis for a new course, an introduction to real analysis, that eventually
supplanted advanced calculus in the core.

Advanced calculus did not, in the process, become less important, but its role in
the curriculum changed. In fact, a bifurcation occurred. In one direction we got cal-
culus on n-manifolds, a course beyond the practical reach of many undergraduates;
in the other, we got calculus in two and three dimensions but still with the theorems
of Stokes and Gauss as the goal.

The latter course is intended for everyone who has had a year-long introduction
to calculus; it often has a name like Calculus III. In my experience, though, it does
not manage to accomplish what the old advanced calculus course did. Multivariable
calculus naturally splits into three parts: (1) several functions of one variable, (2) one
function of several variables, and (3) several functions of several variables. The first
two are well-developed in Calculus III, but the third is really too large and varied
to be treated satisfactorily in the time remaining at the end of a semester. To put it
another way: Green’s theorem fits comfortably; Stokes’ and Gauss’ do not.

I believe the common view is that any such limitations of Calculus III are at
worst only temporary because a student will eventually progress to the study of
general k-forms on n-manifolds, the proper modern setting for advanced calculus.
But in the last half-century, undergraduate mathematics has changed in many ways,
not just in the flowering of rigor and abstraction. Linear algebra has been brought
forward in the curriculum, and with it an introduction to important multivariable
functions. Differential equations now have a larger role in the first calculus course,
too; students get to see something of their power and necessity. The computer vastly
expands the possibilities for computation and visualization.

The premise of this book is that these changes create the opportunity for a new
geometric and visual approach to advanced calculus.

vii
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* * *
More than forty years ago—and long before the curriculum had evolved to its
present state—Andrew Gleason outlined a modern geometric approach in a series
of lectures, “The Geometric Content of Advanced Calculus” [8]. (In a companion
piece [17], Norman Steenrod made a similar assessment of the earlier courses in
the calculus sequence.) Because undergraduate analysis bifurcated around the same
time, Gleason’s insights have not been implemented to the extent that they might
have been; nevertheless, they fit naturally into the approach I take in this book.

Let me try to describe this geometric viewpoint and to indicate how it hangs
upon recent curricular and technological developments. Geometry has always been
bound up with the teaching of calculus, of course. Everyone associates the derivative
of a function with the slope of its graph. But when the function becomes a map
f : Rn → Rp with n, p ≥ 2, we must ask: Where is the graph? What is its slope at a
point? Even in the simplest case n = p = 2, the graph (a two-dimensional surface)
lies in R4 and thus cannot be visualized directly. Nevertheless, we can get a picture if
we turn our attention from the graph to the image, because the image of f lies in the
R2 target. Computer algebra systems now make such pictures a practical possibility.
For example, the Mathematica command ParametricPlot produces a nonlinear
grid that is the image under a given map of a uniform coordinate grid from its source.
We can train ourselves to learn as much about a map from its image grid as we learn
about a function from its graph.

How do we picture the derivative in this setting? When we dealt with graphs,
the derivative of a nonlinear function f at the point a was the linear function whose
graph was tangent to the graph of f at a. Tangency implies that, under progressive
magnification at the point (a, f (a)), the two graphs look more and more alike. At
some stage the nonlinear function becomes indistinguishable from the linear one.
There are two subtly different concepts at play here, depending on what we mean
by “indistinguishable.” One is local linearity (or differentiability): f (a+∆x)− f (a)
and f ′(a)∆x are indistinguishable in the technical sense that their difference van-
ishes to greater than first order in ∆x. The other is looking linear locally: the graphs
themselves are indistinguishable under sufficient magnification. For our function f ,
there is no difference: f is locally linear precisely where it looks linear locally.

There is a real and important difference, though, when we replace graphs by
image grids, as we must do to visualize a map f : R2 → R2 and its derivative dfa.
We say f is locally linear (or differentiable) at a if f(a + ∆x)− f(a) and dfa(∆x) are
indistinguishable in the sense that their difference vanishes to greater than first order
in ‖∆x‖. By contrast, we say f looks linear locally at a if the image grid of f near a
is indistinguishable from the image grid of dfa under sufficient magnification. To
make the difference clear, consider the quadratic map q and its derivative at a point
a = (a,b):

q :

{
u = x2 − y2,

v = 2xy;
dqa =

(
2a −2b
2b 2a

)
.

Because the derivative exists everywhere, q is locally linear everywhere. Moreover,
q also looks like its derivative under sufficient magnification as long as a 6= 000. But
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at the origin, q doubles angles and squares distances, and continues to do so at any
magnification. No linear map does this. Thus in no open neighborhood of the origin
does q look like any linear map, and certainly not its derivative, which is the zero
map. (There is no contradiction, of course, because the difference between q and its
derivative vanishes to second order at the origin.)

Quite generally, a locally linear map f : Rn → Rn need not look linear at a point;
however (as our example suggests), if the derivative is invertible at that point, the
map will look linear there. In fact, this is the essential geometric content of the in-
verse function theorem. Here is why. By hypothesis, a linear coordinate change will
transform the derivative into the identity map. The local inverse for f that is provided
by the theorem can be viewed as another coordinate change, one that transforms f
itself into the identity map, at least locally. Thus f must look like its derivative lo-
cally because a suitable (composite) coordinate change will transform one into the
other. This leads us, in effect, to gather maps into geometric equivalence classes:
two maps are equivalent if a coordinate change transforms one into another. In other
words, a class consists of different coordinate descriptions of the same geometric
action. The invertible maps together make up a single class. (Geometrically, there is
only one invertible map!)

For parametrized surfaces f : R
2 → R

3, or more generally for maps in which the
source and target have different dimensions, invertibility of the derivative is out of
the question. The appropriate notion here is maximal rank. Then, at a point where
the derivative has maximal rank, the implicit function theorem implies that the map
and its derivative once again look alike in a neighborhood of that point. Coordinate
changes convert both into the standard form of either a linear injection or a linear
projection. For each pair of source–target dimensions, maps whose derivatives have
maximal rank at a point make up a single local geometric class.

A nonlinear map can certainly have other local geometric forms; for example,
a plane map can fold the plane on itself or it can wrap it doubly on itself (like q,
above). The inverse and implicit function theorems imply that all such local geomet-
ric forms must therefore occur at points where the derivative fails to have maximal
rank. Such points are said to be singular. The analysis of the singularities of a dif-
ferentiable map is an active area of current research that was initiated by Hassler
Whitney half a century ago [20] and guided to a mature form by René Thom in the
following decades. Although this book is not about map singularities, its geometric
approach reflects the way singularities are analyzed. There are further connections.
In 1975, I wrote a survey article on singularities of plane maps [2]; one of my aims
here is to provide more detailed background for that article.

We do analyze singularities in one familiar setting: a real-valued function f . The
target dimension is now 1, so only the zero derivative fails to have maximal rank.
This happens precisely at a critical point, where all the linear terms in the Taylor
expansion of f vanish. So we turn to the quadratic terms, that is, to the quadratic
form Q defined by the Hessian matrix of the function at that point. Taylor’s theorem
assures us that the Hessian form approximates f near the critical point (up to terms
that vanish to third order). We ask: does f also look like its Hessian form near that
point?
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Some condition is needed; for example, f (x,y) = x2 − y4 does not look like its
quadratic part Q(x,y) = x2 near the origin. Morse’s lemma provides the condition:
f does look like Q near a critical point if the Hessian matrix has maximal rank.
That is to say, a local coordinate change in a neighborhood of the critical point will
transform the original function into its Hessian form, in effect, removing all higher-
order terms in the Taylor expansion of f .

A nondegenerate Hessian therefore has an invariant geometric meaning, but only
at a critical point. At a noncritical point, even concavity, for example, fails to be
preserved under all coordinate changes. More generally, if linear terms are present
and “robust” in the Taylor expansion of f at a point (i.e., they define a linear map
that has maximal rank), quadratic and higher terms have no invariant geometric
meaning. This is the implicit function theorem speaking once again.

By asking whether a map looks like the beginning of its Taylor series, we are
led to see the underlying geometric character of the inverse and implicit function
theorems and Morse’s lemma. The question thus provides a way to organize and
unify much of our subject and, in so doing, to bring out its simple beauty.

Let me now describe the geometric approach this book takes to another of its central
themes: the change of variables formula for integrals.

To fix ideas, suppose we have a double integral, so the change of variables is
an invertible map of (a portion of) the plane. Locally, that map looks linear. Each
linear map has a characteristic factor by which it magnifies areas. To a nonlinear
map we can therefore assign a local area magnification factor at each point, the
area magnification factor of its local linear approximation at that point. This is the
Jacobian.

In the simplest case, the integrand is identically equal to 1, and the value of the
integral is just the area of the domain of integration. A change of variables maps
that domain to a new one with, in general, a different area. If the map is linear, and
has area multiplication factor M, the new area is just M times the old (or the integral
of the constant M over the old domain). However, if the map is nonlinear, then we
need to proceed in steps. First subdivide the old domain into small regions on each
of which the local area magnification factor M (the Jacobian) is essentially constant.
The area of the image of one small region is then approximately the product of its
own area and the local value of M, and the area of the entire image is approximately
the sum of those individual products. To get better approximations, make finer and
finer subdivisions; in the limit, we have the area of the new region as the integral of
the local area multiplication function M over the original domain. For an arbitrary
integrand, transform the integral the same way: multiply the integrand by M. All of
this is easily generalized from two to n variables; areas become n-volumes.

A typical proof of the change of variables formula proceeds one dimension at a
time; this tends to submerge the geometric force and meaning of the Jacobian M. By
contrast, my proof in Chapter 9 follows the geometric argument above. I found it in
an article by Jack Schwartz ([16]), who remarks that his proof appears to be new; he
could not find a similar argument in any of the standard calculus texts of the time.

* * *
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One way I have chosen to stress the geometric is by concentrating on what happens
in two and three dimensions, where we can construct—with the help of a computer
algebra system as needed—illustrations that help us “see” theorems. And this is not
a bad thing: the words theorem and theatre stem from the same Greek root θεα ,
“the act of seeing.” In a literal sense, a theorem is “that which is seen.” But the eye,
and the mind’s eye not less, can play tricks. To be certain a theorem is true, we know
we must test what we see. Here is where proof comes in: to prove means “to test.”
The cognate form to probe makes this more evident; probate tests the validity of a
will. Ordinary language supports this meaning, too: yeast is “proofed” before it is
used to leaven bread dough, “the proof of the pudding is in the eating,” and “the
exception proves the rule” because it tests how widely the rule applies.

In much of mathematical exposition, proving is given more weight than seeing.
Jean Dieudonné’s seminal Foundations of Modern Analysis [4] is a good example. In
the preface he argues for the “necessity of a strict adherence to axiomatic methods,
with no appeal to ‘geometric intuition’, at least in the formal proofs: a necessity
which we have emphasized by deliberately abstaining from introducing any diagram
in the book.” As prevalent as it is, the axiomatic tradition is not the only one. René
Thom, a contemporary of Dieudonné and Bourbaki, followed a distinctly different
geometric tradition in framing the study of map singularities, a study whose outlines
have guided the development of this book. Although proof may be given a different
weight in the geometric tradition, it still has a crucial role. I believe that a student
who sees a theorem more fully has all the more reason to test its validity.

But there is, of course, usually no reason to restrict the proofs themselves to
low dimensions. For example, my proof of the inverse function theorem (Chapter 5,
p. 169ff.) is for maps on Rn. It elaborates upon Serge Lang’s proof for maps on
infinite-dimensional Banach spaces [10, 11]. Incidentally, Lang points out that, in
finite dimensions, the inverse function theorem is often proven using the implicit
function theorem, but that does not work in infinite dimensions. Lang gives the
proofs the other way around, and I do the same. Furthermore, because there is so
much instructive geometry associated with implicit functions, I provide not just a
general proof but a sequence of more gradually complicated ones (Chapter 6) that
fold in the growing geometric complexity that additional variables entail. I think
the student benefits from seeing all this put together. Other important examples of
n-dimensional proofs of theorems that are visualized primarily in R2 are Taylor’s
theorem (Chapter 3), the chain rule (Chapter 4), and Morse’s lemma (Chapter 7).
The definition of the derivative gets the same kind of treatment as the proof of
the implicit function theorem, and for the same reason. Unlike the other topics,
integral proofs are mainly restricted to two dimensions. One reason is that the many
technical details about Jordan content are easiest to see there. Another reason is that
the extension to higher dimensions is straightforward and can be carried out by the
student.

At a couple of points in the text, I provide brief Mathematica commands that
generate certain 3D images. Because programs like Mathematica are always being
updated (and the Mathematica 5 code I have used in the text has already been su-
perceded), details are bound to change. My aim has simply been to indicate how
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easy it is to generate useful images. I have also included a simple BASIC program
that calculates a Riemann sum for a particular double integral. Again, it is not my
aim to advocate for a particular computational tool. Nevertheless, I do think it is
important for students to see that programs do have a role—integrals arise out of
computations—and that even a simple program can increase our power to estimate
the value of an integral.

To help keep the focus on geometry, I have excluded proofs of nearly all the
theorems that are associated with introductory real analysis (e.g., those concerning
uniform continuity, convergence of sequences of functions, or equality of mixed par-
tial derivatives). I consider real analysis to be a different course, one that is treated
thoroughly and well in a variety of texts at different levels, including the classics of
Rudin [15] and Protter and Morrey [14]. To be sure, I am recalibrating the balance
here between that which is seen and that which is tested.

This book does not attempt to be an exhaustive treatment of advanced calculus. Even
so, it has plenty of material for a year-long course, and it can be used for a variety
of semester courses. (As I was writing, it occurred to me that a course is like a walk
in the woods—a personal excursion—but a text must be like a map of the whole
woodland, so that others can take walks of their own choosing.) My own course
goes through the basics in Chapters 2–4 and then draws mainly on Chapters 9–11.
A rather different one could go from the basics to inverse and implicit functions
(Chapters 5 and 6), in preparation for a study of differentiable manifolds. The pace
of the book, with its numerous visual examples to introduce new ideas and topics,
is particularly suited for independent study. From start to finish, illustrations carry
the same weight as text and the two are thoroughly interwoven. The eye has an
important role to play.

In addition to the CUPM Proceedings [12] that contain the lectures of Gleason
and Steenrod, I have been strongly influenced by the content and tone of the beauti-
ful three-volume Introduction to Calculus and Analysis [3] by Richard Courant and
Fritz John. In particular, I took their approach to integration via Jordan content. At
a different level of detail, I adopted their phrase order of vanishing as a replace-
ment for the less apt order of magnitude for vanishing quantities. For the theorems
connecting Riemann and Darboux integrals in Chapter 8, I relied on Protter and
Morrey [14]; my own contribution was a number of figures to illustrate their proofs.
It was Gleason who argued that the Morse lemma has a place in the undergraduate
advanced calculus course. I was fully persuaded after my student Stephanie Jakus
(Smith ’05) wrote her senior honors thesis on the subject.

The Feynman Lectures on Physics [6] have had a pervasive influence on this
book. First of all, Feynman’s vision of his subject, and his flair for explanation, is
awe-inspiring. I felt I could find no better introduction to surface integrals than the
context of fluid flux. Because physics works with two-dimensional surfaces in R3,
I also felt justified in concentrating my treatment of surface integrals on this case.
I believe students will have learned all they need in order to deal with the integral
of a k-form over a k-dimensional parametrized surface patch in Rn, for arbitrary
k < n. In providing a physical basis for the curl, the Lectures prodded me to try to
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understand it geometrically. The result is a discussion of the curl (in Chapter 11)
that—like the discussion of the Morse lemma—has not previously appeared in an
advanced calculus text, as far as I am aware.

I thank my students over the last decade for their curiosity, their perseverance,
their interest in the subject, and their support. I especially thank Anne Watson
(Smith ’09), who worked with me to produce and check exercises. My editor at
Springer, Kaitlin Leach, makes the rough places smooth; I am most fortunate to
have worked with her. I am grateful to Smith College for its generous sabbatical
policy; I wrote much of the book while on sabbatical during the 2005–2006 aca-
demic year. My deepest debt is to my teacher, Linus Richard Foy, who stimulated
my interest in both mathematics and teaching. In his advanced calculus course, I
often caught myself trying to follow him along two tracks simultaneously: what he
was saying, and how he was saying it.

Amherst, MA
June 2010 James Callahan
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Chapter 1

Starting Points

Abstract Our goal in this book is to understand and work with integrals of functions
of several variables. As we show, the integrals we already know from the introduc-
tory calculus courses give us a basis for the understanding we need. The key idea
for our future work is change of variables. In this chapter, we review how we use
a change of variables to compute many one-variable integrals as well as path inte-
grals and certain double integrals that can be evaluated by making a change from
Cartesian to polar coordinates.

1.1 Substitution

There are two kinds of integral substitutions. As an example of the first kind, con- Two kinds of
substitutionssider the familiar integral ∫ b

0

dx
1 + x2 .

We know that the substitution x = tans is helpful here because 1+ x2 = 1+ tan2 s =
sec2 s and dx = sec2 sds. Therefore,

∫
dx

1 + x2 =

∫
sec2 sds
1 + tan2 s

=

∫
ds = s = arctanx,

and we then have ∫ b

0

dx
1 + x2 = arctanx

∣∣∣∣
b

0
= arctanb.

As an example of the second kind of substitution, take the apparently similar

∫ b

0

xdx
(1 + x2)p , p 6= 1.

integral

1
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2 1 Starting Points

The factor x in the numerator suggests the substitution u = 1 + x2. Then du = 2xdx
and ∫

xdx
(1 + x2)p =

1
2

∫
du
up =

1
2

u−p+1

(−p + 1)
=

−1
2(p−1)(1 + x2)p−1 .

Thus, ∫ b

0

xdx
(1 + x2)p =

1
2(p−1)

[
1− 1

(1 + b2)p−1

]
.

In these examples, integration is done with the fundamental theorem of calculus.Integral as
antiderivative That is, we use the fact that the indefinite integral of a given function f ,

F =

∫
f (x)dx,

is an antiderivative of f : F ′(x) = f (x). However, the substitutions we used to find
the two antiderivatives are different in important ways.

We call the first an example of a pullback substitution, for reasons that becomePullback
clear in a moment. In a pullback, we express the variable x itself as some differen-
tiable function x = ϕ(s) of a new variable s. Then dx = ϕ ′(s)ds and we get

∫
f (x)dx =

∫
f (ϕ(s))ϕ ′(s)ds = Φ,

where Φ(s) is an antiderivative of f (ϕ(s))ϕ ′(s). Here the aim is to choose the
function ϕ so the antiderivative Φ becomes evident. The indefinite integral we want
is then F(x) = Φ(ϕ−1(x)), where s = ϕ−1(x) is the inverse of the function x = ϕ(s).
(In our example, ϕ is the tangent function and ϕ−1 is the arctangent function; Φ(s)
is just s.) We also use ϕ−1 to get the upper and lower endpoints of the definite
integral:

∫ b

a
f (x)dx =

∫ ϕ−1(b)

ϕ−1(a)
f (ϕ(s))ϕ ′(s)ds.

In the second example, a push-forward substitution, we replace some functionalPush-forward
expression g(x) involving x with a new variable u. As with ϕ(s), it takes practice
and experience to make an effective choice of g(x): the aim is to be able to write

f (x) = G′(g(x)) ·g′(x) or f (x)dx = G′(u)du

for a suitable function G′(u). That is, du = g′(x)dx and
∫

f (x)dx =

∫
G′(g(x))g′(x)dx =

∫
G′(u)du = G,

and the antiderivative is F(x) = G(g(x)). In our example,

G′(u) =
1

2up and G(u) =
−1

2(p−1)up−1 .
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Note that we use g ( and not g−1) to get the endpoints of the transformed definite
integral: ∫ b

a
f (x)dx =

∫ g(b)

g(a)
G′(u)du.

To see how the substitutions using ϕ and g are different, and also to see how they Why pull back and
push forward?got their names, let us think of them as maps:

s
ϕ−−−−→ x

g−−−−→ u

Then we can say g pushes forward information about the value of x to the variable u,
and ϕ pulls back that information to s. Note that the pullback needs to be invertible:
without a well-defined ϕ−1, a given value of x may pull back to two or more different
values of s or to none at all. This problem does not arise with g, though.

To complete this section, let us review why the differential changes the way it Transformation
of differentialsdoes in a substitution. For example, in the pullback x = ϕ(s), why is dx = ϕ ′(s)ds?

The answer might seem obvious: because dx/ds is just another notation for the
derivative—that is, dx/ds = ϕ ′(s)—we simply multiply by ds to get dx = ϕ ′(s)ds.
This is a good mnemonic; however, it is not an explanation, because the expressions
dx and ds have no independent meaning, at least as far as derivatives are concerned.
We must look more carefully at the link between differentials and derivatives.

In a linear function, x = ϕ(s) = ms+ b, we usually interpret the coefficient m as Slope as
length multiplierthe slope of the graph: ∆x/∆s = m. However, if we rewrite the slope equation in the

form ∆x = m∆s, it becomes natural to interpret m instead as a multiplier. That is, our
linear map ϕ : s 7→ x multiplies lengths by the factor m: an interval of length ∆s on
the s-axis is mapped to an interval of length ∆x = m∆s on the x-axis. Furthermore,
when m < 0, ∆s and ∆x have opposite orientations, so ϕ also carries out a “flip.”
(The role of the coefficient as a multiplier rather than as a slope suggests why it is
so commonly represented by the letter “m”.)

s

x
x = ms + b

∆x = m ∆s
∆s

∆x

When x = ϕ(s) is nonlinear, the slope of the graph (or the slope of its tangent line)
varies from point to point. Nevertheless, by fixing our attention on a small neigh-
borhood of a particular point s = s0, we still have a way to interpret the derivative as
a multiplier. To see how this happens, recall first that we assume ϕ is differentiable,
so

ϕ ′(s0) = lim
∆s→0

∆x
∆s

= lim
s→s0

ϕ(s)−ϕ(s0)

s− s0
.

According to the meaning of a limit, we can make ∆x/∆s as close to ϕ ′(s0) as The microscope
equation and linear

approximations
we wish by making ∆s = s− s0 sufficiently small; in other words,

∆x ≈ ϕ ′(s0)∆s when ∆s ≈ 0.

To see what this means, focus a microscope at the point (s0,x0) and use coordinates
∆s = s− s0 and ∆x = x− x0 centered in this window. Then, under sufficient magni-
fication (i.e., with ∆s ≈ 0), ϕ looks like ∆x ≈ ϕ ′(s0)∆s. We call this the microscope
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equation for x = ϕ(s) at s0; it is linear, and defines the linear approximation of
the function ϕ at s0.

s

x

s0

x0

x = ϕ (s)

∆s

∆x

s0

ϕ(s0)

∆x ≈ ϕ′(s0) ∆s

microscope view

Finally, we can say that ϕ is locally linear, in the sense that x = ϕ(s) comes asϕ ′ is the local
length multiplier close as we wish to its linear approximation ∆x ≈ ϕ ′(s0)∆s when s is restricted to

a sufficiently small neighborhood of s0. Thus, because the map ϕ : s → x is locally
linear at s0, it multiplies lengths (approximately) by ϕ ′(s0) in any sufficiently small
neighborhood of s = s0.

With the microscope equation, we can now see why the differential transformsIntegral as a limit
of Riemann sums the way it does when we make a change of variables in an integral. First of all, a

definite integral is defined as a limit of Riemann sums. In the simplest case—a left-
endpoint Riemann sum with n equal subintervals—we can set ∆x = (b− a)/n and
xi = a +(i−1)∆x and write

∫ b

a
f (x)dx = lim

n→∞

n

∑
i=1

f (xi)∆x.

We think of each term in the sum as the area of a rectangle with height f (xi) and
base ∆x, as in the figure at the left, below.

x

y

x1 x2 x3 … xi xi+1 … xn+1

a b

∆x

f(xi)

y = f(x)

s

x

x1

x2

x3

..

.
xi

xi+1

xn+1

a = 

b = 

∆x

s1 s2 s3 … si si+1 sn+1

ϕ −1(a) ϕ −1(b)

∆s1 ∆s2
∆si

x = ϕ (s)

The figure at the right shows how the substitution x = ϕ(s) pulls back our par-The pullback creates
a new Riemann sum tition of the interval a ≤ x ≤ b to a partition of ϕ−1(a) ≤ s ≤ ϕ−1(b). We set

si = ϕ−1(xi) (i = 1, . . . ,n+1) and ∆si = si+1 − si (i = 1, . . . ,n). Note that the subin-
tervals ∆si are generally unequal when ϕ is nonlinear. In fact, ∆si ≈ ∆x/ϕ ′(si), by
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the microscope equation. The pullback allows us to write

n

∑
i=1

f (xi)∆x ≈
n

∑
i=1

f (ϕ(si))ϕ ′(si)∆si.

By choosing n sufficiently large, we can make every ∆si arbitrarily small and thus
can make these two sums arbitrarily close. Notice that the right-hand side is also a
Riemann sum, in this case for the function f (ϕ(s))ϕ ′(s). Therefore, in the limit as
n → ∞, the Riemann sums become integrals and we have the equality

∫ b

a
f (x)dx =

∫ ϕ−1(b)

ϕ−1(a)
f (ϕ(s))ϕ ′(s)ds.

Thus we see that the justification for the transformation dx = ϕ ′(s)ds of differentials dx = ϕ ′(s)ds

in integration lies in the transformation ∆x ≈ ϕ ′(si)∆si that the microscope equation
provides for the Riemann sums.

The microscope equation ∆x≈ ϕ ′(si)∆si has one further geometric consequence.
In our Riemann sum for the second integral, the standard way to think about each
term is as the area of a rectangle with height f (ϕ(si))ϕ ′(si) and base ∆si. However,
if we change the proportions and make the height f (ϕ(si)) and the base ϕ ′(si)∆si,
then we have a rectangle that matches (as closely as we wish) the shape of the Rectangles in the

Riemann sumsoriginal rectangle with height f (xi) and base ∆x, because f (xi) = f (ϕ(si)) and ∆x≈
ϕ ′(si)∆si.

s

y

∆si

f(ϕ (si)) ϕ′(si)

s

y

ϕ′(si) ∆si

f(ϕ (si))

x

y

f(xi)

∆x

To understand why differentials transform the way they do, we worked with a Some questions raised
pullback substitution. We get the same result with a push-forward, though the de-
tails are different. Our work has led us to several questions that we ask again when
we turn to more general integrals that involve functions of several variables: what
different kinds of substitutions occur? What role do inverses play? What is the form
of a linear approximation? What is the analogue of the local length multiplier? What
are differentials and how do they transform? What is the geometric interpretation of
that transformation?
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1.2 Work and path integrals

Path integrals are one of the centerpieces of the first multivariable calculus course,
and they are often treated, as we do here, in the context of work.

By definition, a force moving a body from one place to another produces work,Force, displacement,
and work and the work done is proportional to both the force applied and to the displacement

caused. The simplest formula that captures this idea is

work = force×displacement.

Although work is a scalar quantity, force and displacement are actually both vec-
tors, and the force is a field, that is, a variable function of position. We must elaborate
our simple formula to reflect these facts. Consider a straight-line displacement along
some vector ∆x and a constant force field F that acts the same way at every point
along ∆x. Only the component of the force that lies in the direction of the displace-

F

∆x

ment does any work; this is the effective force Feff. We can take all this into account
in the new formula

work = ‖Feff‖‖∆x‖.
The scalar ‖Feff‖ is the length of the perpendicular projection of F on ∆x. Now, in

F

∆x

Feff
general, for arbitrary vectors A and B 6= 0,

length of projection of A onto B =
A ·B
‖B‖ .

Rewriting the length ‖Feff‖ this way, we see work is still a product; it is the dot (orwork = F ·∆x
scalar) product of force F and displacement ∆x, now regarded as vectors:

work = W =
F ·∆x
‖∆x‖ ‖∆x‖= F ·∆x.

In our new formula, W can take negative values (e.g., if F makes an obtuse angleWork is additive
with ∆x). To see why “negative work” must arise, consider a constant force F that
displaces an object along a path consisting of two straight segments ∆x1 and ∆x2,
one immediately followed by the other. We want the total work to be the sum of the

F

∆x1

∆x2

work done on the separate segments:

total work = F ·∆x1 + F ·∆x2.

We say that work is additive on displacements. In particular, if ∆x2 = −∆x1, thenOrientation matters
the total work done is 0. Consequently, the work done by F along −∆x must be the
negative of the work done by the same F along +∆x. Orientation matters: reversing
the displacement reverses the sign of the work done.

Let us introduce coordinates into the plane containing the vectors F and ∆x andComponents of work:
W = P∆x+Q∆y write F = (P,Q) and ∆x = (∆x,∆y). Then
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W = F ·∆x = P∆x + Q∆y.

This formula gives the coordinate components of work. It says that, in the
x-direction, there is a force of size P acting along a displacement of size ∆x, doing
work Wx = P∆x. Similarly, in the y-direction the work done is Wy = Q∆y. We call
Wx and Wy the components of W in the x- and y-directions. The following definition
summarizes our observations to this point.

Definition 1.1 The work done by the constant force F = (P,Q) in displacing an
object along the line segment ∆x = (∆x,∆y) is

W = F ·∆x = P∆x + Q∆y = Wx +Wy.

Ultimately, we need to deal with variable forces and displacements along curved Displacement along
a curved pathpaths. The prototype is a smooth simple curve C in the plane. We say C is smooth

if it is the image of a map (an example of a vector-valued function)

x : [a,b] → R
2 : t 7→ (x(t),y(t))

(a parametrization) whose coordinate functions x(t) and y(t) have continuous
derivatives on a ≤ t ≤ b. We call t the parameter. In addition, C is simple if it
has no self-intersections, that is, if x is 1–1. The parametrization orders the points
on C in the following sense: x(t1) precedes x(t2) if t1 < t2 (i.e., t1 precedes t2 in
[a,b]). The ordering gives C an orientation; we write ~C to indicate C is oriented. At

x(t)

x′(t)

C
→

any point on ~C where the tangent vector x′(t) is nonzero, it points in the direction
of increasing t, and thus also indicates the orientation of ~C. We can immediately
extend these ideas to paths in Rn.

Definition 1.2 A smooth, simple, oriented curve ~CCC in R
n is the image of a smooth Parametrizing a

smooth simple curve1–1 map,
x : [a,b]→ R

n : t 7→ x(t),

where x′(t) 6= 0 for all a < t < b. The point x(a) is the start of ~C and x(b) is its end.

The simple formula W = F ·∆x for work assumes that the force F is constant, Linear displacements
as oriented curvesso the location of the base point a of the displacement ∆x is irrelevant. However,

if F varies, then the work done will depend on a. We must, in fact, treat a linear
displacement as we would any displacement, and provide it with a parametrization.
A natural one is

∆xa

t
0

1

x(t) = a + t ·∆x, 0 ≤ t ≤ 1.

We are now in a position to estimate the work done by a variable force as it Work done by
a variable forcedisplaces an object along a smooth, simple, oriented curve ~C in R3. Force is now a

(continuous) vector field—that is, a vector-valued function F(x) that varies (contin-
uously) with position x. To estimate the work done, chop the curve into small pieces.
When a piece is small enough, it is essentially straight and the force is essentially
constant along it. On this piece, the linear formula for work (Definition 1.1) gives a
good approximation. By additivity, the sum of these contributions will approximate
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the total work done along the whole curve. To get a better estimate, chop the curve
into even smaller pieces.

In more detail, let x1, x2, . . . , xk+1 be an ordered sequence of points on ~C, withPartition the curve
x1 at the start of ~C and xk+1 at the end. We say {xi} is a partition that respects the
orientation of ~CCC. Let the oriented curve ~Ci be the portion of ~C from xi to xi+1, and
let Wi be the work done by F along ~Ci; then, by the additivity of work,

total work done by F =
k

∑
i=1

Wi.

F

C
→

C
→

i
xi

F(xi)

x1
x2

x3 xk+1

xi+1

xi
∆xi

F(xi)

Let ∆xi = xi+1−xi be the linear displacement with base point xi. When ‖∆xi‖ is suf-Approximate the work
along each segment ficiently small, ∆xi will be as close to the curved segment ~Ci as we wish, because ~Ci

is smooth. Moreover, F will be nearly constant along ∆xi, because F is continuous.
In particular, F(x) will differ by an arbitrarily small amount from its value F(xi) at
the base point of ∆xi. Therefore, Wi ≈ F(xi) ·∆xi. If we choose k large enough and
make each ‖∆xi‖ sufficiently small, then the sum

k

∑
i=1

F(xi) ·∆xi

will approximate the total work as closely as we wish. In fact, this last expression
is a Riemann sum for a new kind of integral, called a path, or line, integral that
we now define quite generally for smooth, simple, oriented paths in any dimension.
Note that the definition does not depend on the parametrization of the path.

Definition 1.3 (Smooth path integral) The integral of the continuous vector-Smooth path integral
valued function F(x) over the smooth, simple, oriented curve ~C in Rn is

∫

~C
F ·dx = lim

k→∞
mesh→0

k

∑
i=1

F(xi) ·∆xi,

if the limit exists when taken over all ordered partitions x1, x2, . . . , xk+1 of ~C with
mesh = maxi ‖∆xi‖ and ∆xi = xi+1 −xi, i = 1, . . . ,k.

We can now define a more general collection of integration paths. If we allow theMore general paths
start and end of ~C to coincide (the tangent directions need not agree) and there are
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no other self-intersections, we say that ~C is a simple closed curve. The definition of

C
→

1
C
→

2

C
→

3

C
→

1 + C
→

2 + C
→

3

the path integral of F over ~C is unchanged. A piecewise-smooth, oriented path ~CCC
is the union of smooth oriented paths ~C1, ~C2, . . . , ~Cm, each of which is either simple
or a simple closed curve. We write ~C = ~C1 + · · ·+~Cm and define

∫

~C

F ·dx =

∫

~C1+···+~Cm

F ·dx =

∫

~C1

F ·dx + · · ·+
∫

~Cm

F ·dx.

The combined path ~C may be neither simple, smooth, nor even connected. A special
case arises when the pieces ~Ci fit together, with the end of ~Cj coinciding with the
start of ~Cj+1, for every j = 1, . . . ,m−1. Then ~C is a single connected curve that is C

→
1 + C

→
2

C
→

1 C
→

2

smooth everywhere except possibly at the points where the pieces join.

Because the work done by the force F in displacing an object along a smooth, Work is a path integral
simple, oriented path ~Ci is the limit of the same sums that define the integral of F
over ~Ci, and because we want work to be additive over the sum ~C of such paths
in R3, we make the following definition.

Definition 1.4 The work done by the force F along the smooth oriented path ~C is

W =

∫

~C
F ·dx.

How shall we compute the value of a path integral? Integrals—both ordinary Computing a
path integralintegrals and path integrals—are limits of Riemann sums, but we rarely calculate

them that way. To evaluate an ordinary integral, the common practice is to invoke
the fundamental theorem of calculus to treat the integral as an antiderivative, and
then use various techniques to find the antiderivative. To evaluate a path integral,
our practice is to pull it back to an ordinary integral using the parametrization of
the path. In the process, we demonstrate that the path integral exists; that is, the
Riemann sums defining it have a limit.

Let ~C be a smooth, simple, oriented curve, and suppose it is parametrized by x(t), Path integral to
ordinary integrala ≤ t ≤ b. Let F(x) be a continuous vector function defined on ~C. To decide whether

the integral of F over the path ~C exists and has a finite value (Definition 1.3), we
choose a partition x1, x2, . . . , xk+1 that respects the orientation of ~C and form the
Riemann sum

k

∑
i=1

F(xi) ·∆xi, ∆xi = xi+1 −xi

for the path integral. Because ~C is simple, the parametrization x(t) is 1–1, so there
is a unique partition

a = t1 < t2 < · · · < tk+1 = b

of [a,b] with xi = x(ti), i = 1, . . . ,k + 1. The microscope equation implies that

∆xi = x(ti+1)−x(ti) ≈ x′(ti)(ti+1 − ti) = x′(ti)∆ti

when ∆ti = ti+1 − ti ≈ 0. Therefore, if every ∆ti ≈ 0,
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k

∑
i=1

F(xi) ·∆xi ≈
k

∑
i=1

F(x(ti)) ·x′(ti)∆ti.

The expression on the right is a Riemann sum for the ordinary integral

∫ b

a
F(x(t)) ·x′(t)dt.

Because F(x(t)) · x′(t) is continuous on a ≤ t ≤ b, this ordinary integral exists and
is the limit of its Riemann sums. The Riemann sums for the path integral—the sums
on the left—must likewise converge, and to the same limit. This establishes the
following theorem.

Theorem 1.1. Suppose ~C is a smooth, simple, oriented curve in Rn that is parame-
trized by x(t), a ≤ t ≤ b. If F(x) is a continuous vector function defined on ~C, then
the integral of F over the path ~C exists, and

∫

~C
F ·dx =

∫ b

a
F(x(t)) ·x′(t)dt. ⊓⊔

Corollary 1.2 Suppose ~C = ~C1 + · · ·+~Cm, where ~Cj is a smooth, simple, oriented
curve in Rn parametrized by x j(t), a j ≤ t ≤ b j, j = 1, . . . ,m; then

∫

~C
F ·dx =

∫ b1

a1

F(x1(t)) ·x′1(t)dt + · · ·+
∫ bm

am

F(xm(t)) ·x′m(t)dt. ⊓⊔

Note that the conversion from path integral to ordinary integral is a pullback: byPullback substitution
means of the map x : [a,b] → Rn, the integrand F(x) on ~C is pulled back to F(x(t))
on [a,b], and the differential dx is pulled back to x′(t)dt.

[a,b]
x−→ ~C∫ b

a
F(x(t)) ·x′(t)dt =

∫

~C
F ·dx

The equality dx = x′ dt of differentials comes from the microscope equation, ∆x ≈
x′ ∆t, just as it did in the pullback of ordinary integrals.

Here is a simple example in R
2 to illustrate how the pullback substitution worksExample 1

to evaluate a path integral. We take F = (0,x); this represents a vertical force whose
magnitude at any point is proportional to the distance from that point to the y-axis.
We take ~C to be the right third of the circle x2 + y2 = 4, oriented counterclockwise.
The map

x(t) = (2cost,2sint), −π/3 ≤ t ≤ π/3,

parametrizes ~C, provides the correct orientation, and gives

F = F(x(t)) = (0,2cost), dx = x′ dt = (−2sint,2cost)dt.
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The work W done by F along ~C is

∫

~C
F ·dx =

∫ π/3

−π/3
(0,2cost) · (−2sint,2cost)dt =

∫ π/3

−π/3
4cos2 t dt = 4

3 π +
√

3.

The work done by the same force along the curve −~C with the opposite orientation

x

y

C
→

−√3

√3

F

should be −2π . To verify this independently, we can parametrize −~C as

x = (2sin t,2cost), π/6 ≤ t ≤ 5π/6;

then

F = (0,2sin t), dx = (−2cost,−2sint)dt, F ·dx = −4sin2 t dt,

and

work done along −~C =

∫

−~C
F ·dx =

∫ 5π/6

π/6
−4sin2 t dt = − 4

3 π −
√

3.

A curve can be parametrized in more than one way. Will that change the value Reparametrizing ~C

of W? Notice that the (unoriented) curve C in our example is also the graph of
the function x =

√
4− y2, −

√
3 ≤ y ≤

√
3. We can therefore use y itself as the

parameter. The map

r(y) =
(√

4− y2,y
)

, −
√

3 ≤ y ≤
√

3,

parametrizes ~C with the proper orientation, and

F = F(r(y)) =
(

0,
√

4− y2
)

, dr = r′(y)dy =

(
−y√
4− y2

,1

)
dy.

Using the new parametrization to provide the pullback, we find the work done is

W =
∫

~C
F ·dr =

∫ √
3

−
√

3

√
4− y2 dy =

√
3+

4π
3

.

Thus W is unchanged. The exercises provide a third parametrization of ~C; you are
asked to verify that it also gives W =

√
3+ 4π/3.

The example prompts us to consider different parametrizations of the same Alternate
parametrizationssmooth, simple, oriented curve ~C. One way to generate a new parametrization is

by a smooth parameter change t = h(u):

r(u) = x(h(u)), c ≤ u ≤ d.

Here h : [c,d]→ [a,b] is continuously differentiable, 1–1, onto, and h′(u) > 0 for all
c < u < d. Note that r has the same image as x. Furthermore,
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r′(u) = x′(h(u))h′(u);

because h′(u) > 0, the tangent vectors r′(u) and x′(h(u)) point in the same direction
for all c < u < d. Thus r induces the same orientation as x, and provides an alternate
parametrization of ~C.

x

h

a t b

r
c u d

x1

xn

C
→

x(a) = r(c)

x(b) = r(d)

x(t) = x(h(u)) = r(u)

x′(h(u))
r′(u)

The two parametrizations of the counterclockwise-oriented circular arc of ra-A parameter change
for Example 1 dius 2 (Example 1, above) are connected by a parameter change; it is t = h(y) =

arcsin(y/2). To see that this is the formula for h, first note that

(2cost,2sin t) = x(t) = r(y) =
(√

4− y2,y
)

.

Equality of the y-components gives 2sin t = y, so t = h(y) = arcsin(y/2). It re-
mains to check that the x-components transform properly under the same parameter
change. But because cos(arcsinw) =

√
1−w2, we have

x = 2cost = 2cosh(y) = 2cos(arcsin(y/2)) = 2
√

1− (y/2)2 =
√

4− y2,

as required. According to Theorem 1.4, below, any two parametrizations of a smooth
simple curve are connected by a smooth change of parameter. This is easiest to see
after we have introduced the special arc-length parametrization (p. 15ff.).

We saw earlier that, in the simple case of a constant force acting along a straightComponent notation
line, we could break down the work into coordinate components. For example, in
R2, if F = (P,Q) and ∆x = (∆x,∆y), then W has components P∆x and Q∆y. Let us
see how we can do the same for a variable force or, more generally, for any path
integral in Rn.

For simplicity, we first take F and ~C in the (x,y)-plane. Let xi = (xi,yi) be a fine
partition of ~C into oriented segments ~Ci, and let xi+1 − xi = ∆xi = (∆xi,∆yi). Let
P(x,y) and Q(x,y) be the components of F that act at the point x = (x,y):

F(x,y) = (P(x,y),Q(x,y)).

Then we can estimate the work done by F along the segment ~Ci as

∆Wi = F(xi) ·∆xi = P(xi,yi)∆xi + Q(xi,yi)∆yi.

The figure indicates that the work estimate splits into two parts: a horizontal force

F(xi)

(xi, yi) P(xi, yi)

Q(xi, yi)

∆xi

∆xi

∆yi

P(xi,yi) acting through the horizontal displacement ∆xi, and a vertical force Q(xi,yi)
acting through a vertical displacement ∆yi. Our estimate for the total work along ~C
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is
k

∑
i=1

∆Wi =
k

∑
i=1

F(xi) ·∆xi =
k

∑
i=1

P(xi,yi)∆xi + Q(xi,yi)∆yi.

These estimates converge to the path integral—and hence to the work done—as the
mesh size of the partition tends to zero. We can regard each expression as a Riemann
sum for the limiting integral; the three different ways of writing the Riemann sum
lead us to three different ways to write the integral:

W =

∫

~C
dW =

∫

~C
F ·dx =

∫

~C
Pdx + Qdy.

On the right is the component form of the work integral.
If we adopt the informal practice of regarding an integral as an infinite sum of “Infinitesimal” work

“infinitesimal” terms, then the integrand in the work integral is the infinitesimal
amount of work dW done along an infinitesimal segment dx = (dx,dy):

dW = F ·dx = (P,Q) · (dx,dy) = Pdx + Qdy.

From this point of view, the expressions Pdx and Qdy are the horizontal and vertical
components of the infinitesimal work dW .

Moving to Rn, we set x = (x1, . . . ,xn), dx = (dx1, . . . ,dxn), and take Pi to be the Component form
of a path integralith component of F, so

F(x) = (P1(x1, . . . ,xn), . . . ,Pn(x1, . . . ,xn)),

dW = F ·dx = P1 dx1 + · · ·+ Pn dxn.

Suppose x(t)= (ϕ1(t), . . . ,ϕn(t)), a≤ t ≤ b, parametrizes the oriented curve ~C; then
dx = (ϕ ′

1(t), . . . ,ϕ ′
n(t))dt and

W =

∫

~C
dW =

∫

~C
F ·dx =

∫

~C
P1 dx1 + · · ·+ Pn dxn

=

∫ b

a
[P1(ϕ1(t), . . . ,ϕn(t))ϕ ′

1(t)+ · · ·+ Pn(ϕ1(t), . . . ,ϕn(t))ϕ ′
n(t)]dt.

The final expression is an ordinary integral; it gives us a way to compute the path
integral by means of the n pullback substitutions x1 = ϕ1(t), . . . , xn = ϕn(t).

As an example of a path integral in R
2 given in terms of its two components, let Example 2

us determine ∫

~C
xydx +

x2

y
dy,

where ~C is the piecewise-smooth path consisting of the horizontal segment ~C1 from
(1,7) to (5,7) followed by the vertical segment ~C2 from (5,7) to (5,2), traversed
in that order. On ~C1, y = 7 and dy = 0; we can simply take x as the parameter.

x

y
C
→

1

C
→

2

1 5

2

7

On ~C2, x = 5, dx = 0; we take y as the parameter and note that we must integrate
“backwards” from y = 7 to y = 2. The path integral equals
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∫ 5

1
7x dx +

∫ 2

7

52

y
dy =

7x2

2

∣∣∣∣
5

1
+ 25lny

∣∣∣∣
2

7
= 84 + 25ln

( 2
7

)
.

We now define the length of a smooth, simple, oriented curve ~C in R
n. Let x1,Arc length

x2, . . . , xk+1 be an ordered partition that respects the orientation of ~C. The vectors
∆xi = xi+1 −xi, i = 1, . . . ,k, are straight-line segments that make up what is called
a polygonal approximation to ~C. If we let ∆si = ‖∆xi‖ denote the length of the ith
segment, then we can express the length of the whole polygonal approximation as
the sum

L{xi} =
n

∑
i=1

∆si.

This expression is also a Riemann sum for a new kind of path integral. If the Rie-

C
→

x1

x2

x3

x4

xk

xk+1

∆s1

∆s2

∆s3
∆sk

mann sums have a limit, so that the new path integral is defined, then that path
integral can serve to define the length of ~C.

Definition 1.5 The arc length of the smooth, simple, oriented curve ~C is

L = lim
n→∞

mesh→0

n

∑
i=1

∆si =
∫

C
ds, mesh = max

i
∆si = max

i
‖∆xi‖,

if this limit exists when taken over all ordered partitions {xi} of ~C; we call dddsss the
element of arc length for~CCC.

The definition is not a practical computational tool. However, we can computeComputing arc length
arc length by following the same approach we took to compute the path integral for
work: use the parametrization of the curve to pull back the integration to the real
line. The justification is essentially the same as the one for Theorem 1.1, page 10.
Let x(t), a ≤ t ≤ b parametrize ~C. Because ~C is simple, there is a unique partition

a = t1 < t2 < · · · < tk+1 = b

of [a,b] with xi = x(ti). If the partition is sufficiently fine, then the microscope equa-
tion implies ∆xi ≈ x′(ti)∆ti (where ∆ti = ti+1 − ti) as closely as we wish. Therefore

L{xi} =
n

∑
i=1

∆si =
n

∑
i=1

‖∆xi‖ ≈
n

∑
i=1

‖x′(ti)‖∆ti;

the last is a Riemann sum for the ordinary integral

∫ b

a
‖x′(t)‖dt.

Because ‖x′(t)‖ is continuous, the Riemann sums converge to the integral. The num-
bers L{xi} must converge as well, giving the arc length of ~C and proving the follow-
ing theorem.
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Theorem 1.3. If ~C is a smooth, simple, oriented curve parametrized as x(t), with
a ≤ t ≤ b, then ∫

C
ds = arc length of ~C =

∫ b

a
‖x′(t)‖dt. ⊓⊔

Let ~Ct denote the segment of ~C parametrized by x(v) with a ≤ v ≤ t. Then the The arc-length
parametrizationarc length of ~Ct is the function

s(t) =

∫ t

a
‖x′(v)‖dv.

Note that 0 ≤ s(t) ≤ L = arc length of ~C. By the fundamental theorem of calculus,
s′(t) = ‖x′(t)‖. Because ‖x′(t)‖ > 0 on a < t < b, the function s = s(t) is invertible
on this interval. Let t = σ(s) be the inverse (extended to all of 0 ≤ s ≤ L by setting

C
→

t

x(a)

x(t)

x(b)

Ls(t)

a = σ(0), b = σ(L)). Then y(s) = x(σ(s)) is a new parametrization of ~C, called the
parametrization by arc length, or the arc-length parametrization. The variable
s itself is called the arc-length parameter. Because s′(t) = ‖x′(t)‖, our mnemonic
for differentials becomes ds = s′(t)dt = ‖x′(t)‖dt, supporting the equality (Theo-
rem 1.3) ∫

C
ds =

∫ b

a
‖x′(t)‖dt.

Let us determine the arc length and the arc-length parametrization of the curve Example 3
~C : x(t) = (t3/3,t2/2), 0 ≤ t ≤ 2. The arc-length function is the integral (i.e., an-
tiderivative) of the speed of the parameter point as it moves along ~C. The velocity of
the moving point is the vector x′ = (t2,t); therefore its speed is

√
t4 + t2 = t

√
t2 + 1,

and the arc-length function is

s(t) =

∫ t

0
v
√

v2 + 1 dv =
(v2 + 1)3/2

3

∣∣∣∣∣

t

0

=
(t2 + 1)3/2−1

3
.

The length of ~C is therefore s(2) = (53/2−1)/3≈ 3.39. To find the inverse t = σ(s)
of the arc-length function, we solve s = s(t) for t:

t

s

1 2

1

2

3

s = s(t)

s =
(t2 + 1)3/2 −1

3
,

3s+ 1 = (t2 + 1)3/2,

(3s+ 1)2/3 = t2 + 1,
√

(3s+ 1)2/3−1 = t.

Hence the arc-length parametrization of ~C is

y(s) = x(σ(s)) =

(
((3s+ 1)2/3−1)3/2

3
,
(3s+ 1)2/3−1

2

)
.
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To show how s measures arc length, let us locate the points that are s = 1, 2, and
3 units along ~C. We have:

s t x = t3/3 y = t2/2

1
√

42/3 −1 = 1.23282 0.625 0.760

2
√

72/3 −1 = 1.63074 1.446 1.330

3
√

102/3 −1 = 1.90829 2.316 1.821

The three points are plotted on the graph below. Their spacing from the origin
(where s = 0) along ~C appears to match the spacing of the unit segments along
the x-axis. Compare this to the uneven spacing of the parameter points t = 0, 1,
and 2.

1 2 3

1

2

x

y

s = 0

s = 1

s = 2

s = 3

t = 0

t = 1

t = 2

Theorem 1.4. Suppose x(t), a ≤ t ≤ b, and r(u), c ≤ u ≤ d, both parametrize theConnecting two
parametrizations smooth, simple, oriented curve ~C; then there is a continuously differentiable param-

eter change h : [c,d] → [a,b] for which r(u) = x(h(u)), c ≤ u ≤ d.

Proof. Suppose y(s) is the arc-length parametrization of ~C, and

s(t) =
∫ t

a
‖x′(v)‖dv, s(u) =

∫ u

c
‖r′(w)‖dw.

These functions are continuously differentiable on their domains, and so is the in-
verse t = σ(s) of s = s(t). Therefore,

t = h(u) = σ(s(u))

is continuously differentiable on c ≤ u ≤ d, and inasmuch as

x(σ(s)) = y(s), r(u) = y(s(u)),

we have x(h(u)) = x(σ(s(u))) = y(s(u)) = r(u). ⊓⊔



1.2 Work and path integrals 17

If we think of the parameter t as measuring time, then x′(t) gives the velocity of Unit-speed
parametrizationthe point x(t) as it moves along ~C, and ‖x′(t)‖ gives its speed. For the arc-length

parametrization y(s) = x(σ(s)), we therefore have

y′(s) =
dy
ds

=
dx
dt

dσ
ds

= x′(σ(s))
1

ds/dt
=

x′(σ(s))
‖x′(σ(s))‖ =⇒ ‖y′(s)‖ ≡ 1.

For this reason, y is also called the unit-speed parametrization of~CCC. Furthermore,
t(s) = y′(s) is a unit tangent vector for ~C and points in the direction in which ~C is
oriented (cf. p. 12).

There is a simple way to reverse a path’s orientation with a parameter change. Reversing orientation
Suppose x(t), a ≤ t ≤ b parametrizes ~C. Let u = a + b− t; then, as t goes from a to
b, u goes from b to a. Therefore, although the map

r(u) = x(a + b−u), a ≤ u ≤ b,

has the same image as x, it induces the opposite orientation on that image. We denote

ta b

u

a

b
u = a + b − t

the oppositely-oriented path as −~C. Note that the tangent vectors at corresponding
points of −~C and ~C point in opposite directions:

r′(u) = −x′(t) when t = a + b−u.

x(a)
x(b)

x′(t)

C
→

r(b)
r(a)

r′(u) −C
→

It follows from Theorem 1.4 that any parametrization of −~C can be obtained from
x(t) by a parameter change t = h(u) for which h′(u) ≤ 0.

The oriented paths −~C and +~C have distinct arc-length parameters: they run Arc length of an
unoriented pathalong their common path C in opposite directions. By contrast, the paths have the

same arc length. Although this is evident from the definitions, it is worth deducing
the result anew by calculating the integrals using parametrizations. Suppose x(t),
a ≤ t ≤ b parametrizes +~C, and r(u), c ≤ u ≤ d parametrizes −~C. Then there is a
parameter change t = h(u) with h′ ≤ 0, h(c) = b, h(d) = a. We have

arc length of +~C =

∫ b

a
‖x′(t)‖dt =

∫ c

d
‖x′(h(u))‖ h′(u)du

=

∫ d

c
‖x′(h(u))‖ |h′(u)|du =

∫ d

c
‖x′(h(u)) h′(u)‖du,

reversing the limits of integration by taking h′(u) = −|h′(u)| into account. But be-
cause r(u) = x(h(u)), the chain rule gives

r′(u) = x′(h(u)) h′(u),

and hence
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∫ d

c
‖x′(h(u)) h′(u)‖du =

∫ d

c
‖r′(u)‖du = arc length of −~C.

Thus, we can assign to the underlying unoriented path C an arc length equal to the
common arc lengths of +~C and −~C.

Note that the integrand of every path integral we have considered—with the ex-The path integral of
a scalar function ception of the integral for arc length—has been a vector function. With such an

integrand, it is essential to pay attention to the relation between the direction of the
vector and the direction (i.e., the orientation) of the integration path. With a scalar
function, there is no similar concern and, as we have seen, arc length is meaningful
for an unoriented path. We now define the integral of a general scalar function over
an unoriented path, illustrating the ideas by using mass density.

Consider a thin wire in the shape of a space curve C. Suppose that the massMass of a wire
density of the wire varies continuously and has the value ρ(x) grams per centimeter
at the point x on C. To estimate the total mass of the wire, partition C by choosing
points x1, . . . , xk+1 that run from one end of C to the other. With a sufficiently
fine partition, the length of the segment from xi to xi+1 is approximately ∆si =
‖xi+1 −xi‖ centimeters, its mass is approximately ρ(xi)∆si grams, and thus

total mass of C ≈
k

∑
i=1

ρ(xi)∆si grams.

This is a Riemann sum for a new kind of path integral that generalizes the arc-length
integral (where ρ(x) ≡ 1). With this path integral, we are then able to write

total mass of C =
∫

C
ρ(x)ds.

Definition 1.6 Suppose f (x) is a scalar function defined for all x on an unorientedScalar path integral
simple curve C in Rn; the path integral of fff over CCC is

∫

C
f (x)ds = lim

n→∞
mesh→0

n

∑
i=1

f (x)∆si mesh = max
i

∆si = max
i

‖∆xi‖,

if the limit exists when taken over all partitions {xi} of C.

Theorem 1.5. Suppose f is continuous and C has the smooth parametrization x(t),
a ≤ t ≤ b; then the path integral of f over C exists, and

∫

C
f (x)ds =

∫ b

a
f (x(t))‖x′(t)‖dt.

Proof. Adapt the argument that was used to prove Theorem 1.3. ⊓⊔
The theorem implies that the value of the scalar path integral is independent ofExample 4

the parametrization of C; even oppositely oriented parametrizations give the same
value. For example, let us evaluate
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∫

C
yzds

when C is the helix parametrized as x(t) = (cos(t),sin(t),t), 0 ≤ t ≤ 2π . Because
‖x′(t)‖ =

√
2 and yz = t sin t, we have

∫

C
yzds =

∫ 2π

0
t sin(t)

√
2dt = −2π

√
2.

By setting u = 2π − t, and thus t = 2π − u, we get the opposite parametrization
r(u) = x(2π −u):

r(u) = (cos(2π −u),sin(2π −u),2π −u) = (cosu,−sinu,2π −u).

Then ‖r′(u)‖ =
√

2 and yz = (u−2π)sinu, so

∫

C
yzds =

∫ 2π

0
(u−2π)sin(u)

√
2du

=
√

2
∫ 2π

0
usin(u) du−2π

√
2
∫ 2π

0
sin(u)du.

The second integral is zero, so the two evaluations of f (x,y,z) = yz over the helix
agree.

We can even express a vector integral over an oriented path (e.g., the work done Rewriting
∫

~C
F ·dx

by a force) as the new kind of scalar integral over that path without its orientation.
Keeping in mind that the scalar path integral uses the “element of arc length” ds
(Definition 1.5), let us parametrize the oriented curve ~C by arc length: x = y(s),
0 ≤ s ≤ L. Then, for the vector function F(x),

∫

~C
F ·dx =

∫ b

a
F(y(s)) ·y′(s)ds =

∫ L

0
F(y(s)) · t(s)ds,

where t(s) = y′(s) is the unit tangent vector at the point y(s) on ~C; its direction
indicates the orientation of ~C. But the last integral is a way to evaluate the scalar
function F · t over the unoriented curve C; in other words, we have

∫

~C
F ·dx =

∫

C
F · t ds.

The path on the right is unoriented; the information about the orientation of ~C has
been transferred to the integrand, into the vector t. To confirm this, let t+ denote the
unit tangent for +~C; then t− = −t+ is the unit tangent for −~C, and we have

∫

−~C
F ·dx =

∫

C
F · t− ds =

∫

C
F ·−t+ ds = −

∫

+~C
F ·dx,

as we should.
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The scalar F · t gives the value of the (signed) projection of F along t; we call itWork and the tangential
component of force the tangential component of F along the (oriented) curve ~C. Thus, the work done by

a force displacing an object along an oriented curve is the scalar path integral of
the tangential component of that force.

1.3 Polar coordinates

Statistics deals with random variables that take on values in a given range with aRandom variables
certain probability. For example, the weights of a 5-ounce bar of soap coming off a
production line may be thought of as values of the random variable X because the
manufacturing process introduces small fluctuations in weight from bar to bar. Few
bars will weigh exactly 5 ounces, but most will have weights close to 5 ounces, some
a little higher, some a little lower. The manufacturer can expect that the weights X
will be dispersed around the central value (here, 5 ounces) in a certain predictable
way.

For many random variables like X , the dispersion follows what is called a normalNormal distribution
distribution. If Xµ,σ is a random variable that follows a normal distribution with
mean µ (its central value) and standard deviation σ (its measure of dispersion), then
the probability that the value of Xµ,σ lies between a and b is equal to the fraction of
the area under the entire graph of

y = gµ,σ (x) = e−(x−µ)2/2σ 2

that lies between the vertical lines x = a and x = b. In other words,

x

y

a b

1

µ

y = gµ,σ(x)

Prob(a ≤ Xµ,σ ≤ b) =
area under graph of gµ,σ between a and b

area under entire graph of gµ,σ
.

These areas are integrals, of course, but the antiderivative of gµ,σ (x) is not one of
the elementary functions of the introductory calculus course, so the integrals cannot
be found by the usual techniques. Nevertheless, there is a way to find the exact value
of the entire area when µ = 0, σ = 1; it is

I =

∫ ∞

−∞
g0,1(x)dx =

∫ ∞

−∞
e−x2/2 dx =

√
2π,

as we now show by an ingenious use of polar coordinates.
The idea is to work with two copies of I and compute I2 instead of I, using a newShowing I =

√
2π

“dummy” variable of integration in the second copy of I. With the rule eA eB = eA+B,
we then combine the two integrals into one double (iterated) integral:
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I2 =

(∫ ∞

−∞
e−x2/2 dx

)(∫ ∞

−∞
e−y2/2 dy

)

=
∫ ∞

−∞

∫ ∞

−∞
e−x2/2 e−y2/2 dxdy =

∫ ∞

−∞

∫ ∞

−∞
e−(x2+y2)/2 dxdy.

There is still no convenient antiderivative, but now make a change to polar coordi-
nates, x = r cosθ , y = r sinθ . The new limits of integration are then 0 ≤ θ ≤ 2π ,
0 ≤ r < ∞, and dxdy becomes r dr dθ . This is the key because it introduces a new
factor r into the integrand, and with this new factor, the integrand r e−r2/2 does have
a simple antiderivative, namely −e−r2/2:

I2 =

∫ 2π

0

∫ ∞

0
e−r2/2 r dr dθ =

∫ 2π

0
−e−r2/2

∣∣∣∣
∞

0
dθ =

∫ 2π

0
dθ = 2π .

Hence I =
√

2π .
In the exercises you are asked to show that

Iµ,σ =

∫ ∞

−∞
e−(x−µ)2/2σ 2

dx = σ
√

2π,

which implies

Prob(a ≤ Xµ,σ ≤ b) =
1

σ
√

2π

∫ b

a
e−(x−µ)2/2σ 2

dx.

If we now combine the factor outside the integral with the integrand function gµ,σ (x) Normal density function
to form the new function

fµ,σ =
e−(x−µ)2/2σ 2

σ
√

2π
,

we get the more usual formula for the density function of the normal distribution
with mean µ and standard deviation σ ; that is, using fµ,σ we have simply

Prob(a ≤ Xµ,σ ≤ b) = area under fµ,σ from a to b.

To what extent is the change to polar coordinates like the coordinate changes we Comparing coordinate
changeshave seen in single-variable integrals? For example, in the transformation from dxdy

to r dr dθ , does the factor r play the same role as the factor ϕ ′(s) in the pullback
from dx to ϕ ′(s)ds? In which case, does r represent a multiplier, as ϕ ′(s) does in
the microscope equation ∆x ≈ ϕ ′(s)∆s. Furthermore, is there a microscope equation
(linear approximation) for the polar coordinate change map M : (r,θ ) 7→ (x,y)? If
so, is this microscope equation the source of the transformation of differentials, as it
is in the one-variable case? And does the multiplier in this new microscope equation
involve the derivatives of x and y with respect to r and θ? We explore these questions
in the coming chapters.
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Exercises

1.1. Evaluate
∫ ∞

0

dx
1 + x2 and

∫ 1

−∞

dx
1 + x2 .

1.2. Determine
∫

xdx
1 + x2 . Which type of substitution did you use?

1.3. Carry out a change of variables to evalulate the integral

∫ R

−R

√
R2 − x2 dx.

(This is the area of a semicircle of radius R, and therefore has the value
πR2/2.) Which type of substitution did you use, pullback or push-forward?

1.4. Determine
∫

arctanx dx
1 + x2 and show

∫ ∞

0

arctanx dx
1 + x2 =

π2

8
.

1.5. a. Determine
∫

dw
w(lnw)p . Which type of substitution did you use?

b. Evaluate I =
∫ ∞

2

dw
w(lnw)p ; for which values of p is I finite?

1.6. State a condition that guarantees a function x = ϕ(s) has an inverse. Then use
your condition to decide whether each of the following functions is invert-
ible. When possible, find a formula for the inverse of each function that is
invertible.
a. x = 1/s.
b. x = s+ s3.

c. x =
s

1 + s2 .

d. x = sinhs =
es − e−s

2
.

e. x =
s√

1− s2
.

f. x = ms+ b.

g. x = coshs =
es + e−s

2
.

h. x = s− s3.

i. x = tanhs =
sinhs
coshs

.

j. x =
1− s
1 + s

.

1.7. a. Obtain formulas for f (s) = cos(arcsins) and g(s) = tan(arcsins) directly
as functions of s that involve neither trigonometric nor inverse trigono-
metric functions. Your answers will involve the square root function and
polynomial expressions in s.

b. Compute the derivative of cos(arcsins) using the chain rule and the deriva-
tives of cosu and arcsins. Then compute the derivative of f (s) using
your expression in part (a). Compare the two derivatives. Do the same for
tan(arcsins) and g(s).

1.8. Use x = arcsins to show
∫

cos3 xdx = sinx− sin3 x
3

.
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1.9. a. Write the microscope equation (i.e., the linear approximation) for ϕ(s) =√
s at s = 100.

b. Use the microscope equation from part (a) to estimate
√

102 and
√

99.4.
c. How far are your estimates from those given by a calculator?
d. Your estimates should be greater than the calculator values; use the graph

of x = ϕ(s) to explain why this is so.

1.10. a. Write the microscope equation for ϕ(s) = 1/s at s = 2 and use it to estimate
1/2.03 and 1/1.98.

b. How far are your estimates from the values given by a calculator?
c. Your estimates should be less than the calculator values; use the graph of

x = ϕ(s) to explain why this is so.

1.11. Show that
√

1 + 2h≈ 1 + h when h ≈ 0.

1.12. a. Determine the microscope equation for x = tans at s = π/4.
b. Show that tan(h + π/4) ≈ 1 + 2h when h ≈ 0. Is this estimate larger or

smaller than the true value? Explain why.

1.13. Determine the local length multiplier for x = sins at each of the points s = 0,
s = π/4, s = π/2, s = 2π/3, and s = π .

1.14. What is true about the map ϕ : s → x at a point s0 where the local length
multiplier is negative?

1.15. Consider the hyperbolic sine and hyperbolic cosine functions, sinhs and
coshs, as defined in Exercise 1.6. Show each is the derivative of the other,
and show

cosh2 s− sinh2 s = 1 for all s.

1.16. Use the substitution x = sinhs to determine
∫

dx√
1 + x2

.

1.17. Determine the work done by the constant force F = (2,−3) in displacing an
object along (a) ∆x = (1,2); (b) ∆x = (1,−2); (c) ∆x = (−1,0).

1.18. Determine the work done by the constant force F = (7,−1,2) in displacing
an object along (a) ∆x = (0,1,1); (b) ∆x = (1,−2,0); (c) ∆x = (0,0,1).

1.19. Suppose a constant force F in the plane does 7 units of work in displacing an
object along ∆x = (2,−1) and −3 units of work along ∆x = (4,1). How much
work does F do in displacing an object along ∆x = (1,0)? Along ∆x = (0,1)?
Find a nonzero displacement ∆x along which F does no work.

1.20. Let W (F,∆x) be the work done by the constant force F along the linear dis-
placement ∆x. Show that W is a linear function of the vectors F and ∆x.

1.21. Suppose F = (P,Q). Determine the unit displacements ∆u (i.e., ‖∆u‖ = 1)
that yield the maximum and the minimum values of W .
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1.22. Suppose the constant force F = (P,Q) does the work A along the displacement
(a,c) and the work B along the displacement (b,d). Determine P and Q. What
condition (on a, b, c, and d) must be satisfied for P and Q to be found?

1.23. a. Sketch the curve in the (x,y)-plane given parametrically as

x =
2t

1 + t2 , y =
1− t2

1 + t2 .

In particular, label the points where t = −2,−1,0,+1,+2.
b. Each of the following limits exists; determine the location of each as a

point in the (x,y)-plane:

lim
t→+∞

(x(t),y(t)) lim
t→−∞

(x(t),y(t))

c. Compute α = x(t)2 +y(t)2; your result should be a constant (i.e., indepen-
dent of t) that is consistent with the sketch of the curve you made in part
(a). What is the curve and how does α relate to it?

1.24. Determine the work done by the force field F in moving a particle along the
oriented curve ~C, where:

a. F = (x,3y), ~C : (τ2,τ3), 1 ≤ τ ≤ 2.
b. F = (−y,x), ~C : semicircle of radius 2 at origin, counterclockwise from

(2,0) to (−2,0).
c. F = (y,x), ~C : any path from (5,2) to (7,11).
d. F = (0,0,−mg), ~C : (2t,t,4− t2), 0 ≤ t ≤ 1.
e. F = (−y,x,1), ~C : (cosθ ,sinθ ,3θ ), 0 ≤ θ ≤ A.

1.25. Determine
∫

~C
F ·dx when

a. F = (x + 2y,x− y), ~C : straight line from (−2,3) to (1,7).
b. F = (xy,z,x), ~C : (t2,t,1− t), 0 ≤ t ≤ 1.

c. F =

( −y
x2 + y2 ,

x
x2 + y2

)
, ~C : (Rcost,Rsin t), 0 ≤ t ≤ 8π .

1.26. Let ~C be the semicircle of radius 2 centered at the origin, oriented counter-
clockwise from (0,−

√
3) to (0,

√
3).

a. Show that r(u)=

(
4u

u2 + 1
,

2u2 −2
u2 + 1

)
, 2−

√
3≤ u≤ 2+

√
3, parametrizes ~C.

(Cf. Example 1, p. 10, and Exercise 1.23, above.)

b. Using r to parametrize ~C, determine
∫

~C
xdy.
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We recall here some ideas introduced in the first course in multivariable calculus. Conservative and
path-independent fieldsSuppose that either

(a)
∮

~C
F ·dx = 0 for all closed paths ~C, or (b)

∫

~C1

F ·dx =

∫

~C2

F ·dx

for every pair of oriented paths ~C1 and ~C2 that start at the same point A and end at
the same point B. Then the vector field F is said to be conservative if (a) is true, and
path-independent if (b) is true. It can be shown that a continuous and everywhere-
defined vector field is conservative if and only if it is path-independent. The function
Φ(x) is a potential for the vector field F(x) if F(x) = gradΦ(x) for all x. If F has a Potential functions
potential, then it is path-independent and (see Exercise 4.36.b, p. 149)

∫

~C
F ·dx = Φ(x)

∣∣∣∣
end of ~C

start of ~C
.

1.27. a. In a coordinate system (x,y,z) where the z-axis is vertical, the gravitational
force field at the surface of the earth can be written as F = (0,0,−gm),
where g is the acceleration due to gravity and m is the mass of a falling
object. (Note that g and m are both constant.) Show that Φ(x,y,z) = −gmz
is a potential function for F, demonstrating that F is a conservative field.

b. What is the work done by gravity in moving an object of mass m from the
point (a,b,c) to (α,β ,γ)? Is this negative if c < γ? What is the meaning
of “negative” work?

c. What is the net work done by gravity in moving an object of mass m from
the point (a,b,c) to another point (α,β ,c) at the same vertical height as
the first? (What does it mean to say that the earth’s gravitational field is
conservative at the surface of the earth?)

1.28. If x = (x,y,z) is the position of a planet in terms of a coordinate system cen-
tered at the sun, then the force of the sun’s gravity on the planet is given by
F(x) = −µx/r3, where µ is a constant (depending on the mass of the sun and
of the planet), and r = ‖x‖.

a. Write F explicitly in terms of the space variables x, y, and z.
b. Show that the gravitational force obeys the “inverse square” law: ‖F‖ =

µ/r2.
c. Write Φ(x) = µ/r explicitly in terms of the space variable, and show that

Φ is a potential for F: gradΦ = F. This demonstrates that the gravitational
field is conservative.

d. Suppose we choose a unit for distance in such a way that r = 10 when our
planet is farthest from the sun (called aphelion) and r = 3 when it is closest
to the sun (perihelion). How much work does the sun’s gravitational field
do in moving the planet from aphelion to perihelion?
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e. What is the net work done on the planet by the sun’s gravity when the
planet traverses one complete orbit, from aphelion back to aphelion? (What
does it mean to say that the sun’s gravitational field is conservative?)

1.29. Determine the arc length of each of the following curves.

a. x(t) = (3t2,4t2), 0 ≤ t ≤ 1.
b. x(t) = (t2,t3), 1 ≤ t ≤ 3.
c. x(t) = (et cost,et sin t), a ≤ t ≤ b.
d. x(t) = (cost,sin t,kt), 0 ≤ t ≤ 2π .

e. x(t) =

(
1− t2

1 + t2 ,
2t

1 + t2

)
, −1 ≤ t ≤ 1.

f. The ellipse 16x2 + 9y2 = 144. (Suggestion: Use numerical integration.)

1.30. a. Determine the arc-length function s(t) for the circle C of radius R parame-
trized as x(t) = (Rcost,Rsin t).

b. Determine the inverse t = σ(s) of the arc-length function and then the
corresponding arc-length parametrization y(s) = x(σ(s)).

1.31. Determine the arc-length function s(t) (with s(0) = 0) and the arc-length par-
ametrization y(s) of the curve parametrized as

x(t) =

(
1− t2

1 + t2 ,
2t

1 + t2

)
, −∞ < t < ∞.

1.32. Let C be a thin wire formed into the circle of radius R cm centered at the
origin. Suppose the mass density of the wire at the point (x,y) is 1+x2 gm/cm.
Determine the total mass of the wire.

1.33. Let C be the helix (x,y,z) = (cost,sin t,t), 0 ≤ t ≤ 4π , and let s be arc length
on C. Determine ∫

C
zds and

∫

C
z2 ds.

1.34. Let C be the circle of radius 5 centered at the point (4,−3), and let s be the
arc-length parameter along C, as measured counterclockwise from the origin.
Propose a definition for the path integrals

∮

C
coss ds and

∮

C
cos2 s ds,

and then determine their values.

1.35. Is the change from Cartesian to polar coordinates either a pullback or a push-
forward substitution, or is it some new type?

1.36. a. Sketch the region D that lies in the first quadrant in the (x,y)-plane between
the circles x2 + y2 = 1 and x2 + y2 = 10.

b. Describe D in polar coordinates.
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c. Change to polar coordinates to evaluate the double integral
∫∫

D
sin
(
x2 + y2) dxdy.

1.37. Let gµ,σ (x) = e−(x−µ)2/2σ 2
, as in the text.

a. Show gµ,σ takes its maximum at x = µ and the graph of gµ,σ has inflection
points at x = µ ±σ . Sketch the graph of z = gµ,σ (x) for µ − 3σ ≤ x ≤
µ + 3σ . Do this first with µ = 5 and σ = 2 and then symbolically with
general values for µ and σ .

b. Without repeating the argument in the text that showed I =
√

2π, show that
∫ ∞

−∞
gµ,σ (x)dx = σ

√
2π.

You can do this by making an appropriate change of variable that converts
this integral to one you can evaluate knowing only that I =

√
2π .

1.38. a. Sketch together in the same coordinate plane the graphs of y = f0,σ (x) with
σ = 1

2 , σ = 1, and σ = 3. (Use µ = 0 for each.) How do the maximum
height and the “width” of the graph vary with σ?

b. Sketch together the graphs of y = fµ,1(x) with µ =−2, µ = 1, and µ = 10.
How do these graphs vary with changing µ?

The various probabilities,

Prob(a ≤ Xµ,σ ≤ b) = area under
e−(x−µ)2/2σ 2

σ
√

2π
from a to b,

associated with a normal random variable cannot be computed in terms of the an-
tiderivatives of standard functions. However, because it is important to have these
values, strategies have been devised to get access to them. Here is the first: Assume
(only for the sake of simplicity) that 0 < a; then

Prob(a ≤ Xµ,σ ≤ b) = Prob(0 ≤ Xµ,σ ≤ b)−Prob(0 ≤ Xµ,σ ≤ a).

In other words, it is sufficient to calculate only Prob(0 ≤ Xµ,σ ≤ b) for various
values of b. The following is the second strategy.

1.39. Suppose Z0,1 is a normal random variables with mean 0 and standard devia-
tion 1. Continue to assume Xµ,σ is a normal random variables with mean µ
and standard deviations σ . Show that

Prob(0 ≤ Xµ,σ ≤ b) = Prob(0 ≤ Z0,1 ≤ (b− µ)/σ).

Suggestion: Consider the push-forward substitution z = (x− µ)/σ and use it
to show that
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1

σ
√

2π

∫ b

0
e−(x−µ)2/2σ 2

dx =
1√
2π

∫ (b−µ)/σ

0
e−z2/2 dz.

The last result implies that it is sufficient to calculate (e.g., by numerical integration)
the values

P(z0) = Prob(0 ≤ Z0,1 ≤ z0)

for various numbers z0 > 0. In other words, we need only know the distribution of
one very special normal random variable, Z0,1; all others can be calculated from
it. The values P(z0) are some times called “z-scores”; the probability that a given
normal random variable lies in a given range reduces to knowing certain z-scores.

1.40. For simplicity, we assumed that a > 0 when we reduced probabilities for
Xµ,σ to certain z-scores. This assumption is not necessary; describe how to
remove it.



Chapter 2

Geometry of Linear Maps

Abstract The geometric meaning of a linear function x 7→ y = mx is simple and
clear: it maps R1 to itself, multiplying lengths by the factor m. As we show, linear
maps M : R

n → R
n also have their multiplication factors of various sorts, for any

n > 1. In later chapters, these factors play a role in transforming the differentials in
multiple integrals that is exactly like the role played by the multiplier ϕ ′(s) in the
transformation dx = ϕ ′(s)ds in single-variable integrals. With this in mind, we take
up the geometry of linear maps in the simplest case of two variables.

2.1 Maps from R2 to R2

Some examples M : (u,v) 7→ (x,y) illustrate the possibilities that we face. M1 =

(
2 0
0 3

5

)

M1 :

{
x = 2u,

y = 3
5 v,

(
x
y

)
=

(
2 0
0 3

5

)(
u
v

)
.

M1
u

v

x

y

This map carries horizontal lines to horizontal lines and multiplies horizontal Horizontal and vertical
directions are invariantlengths by 2. It carries vertical lines to vertical lines and multiplies vertical lengths

by 3
5 . These lines are special: they are the only ones whose directions are left un-

changed by the map. (For example, the image of a line with slope ∆v/∆u = 1 has
the different slope ∆y/∆x = 3

5 ∆v/2∆u = 3/10. See the exercises.) A grid of unit
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squares in the (u,v)-plane is mapped to a grid of rectangles in the (x,y)-plane, and
the sides of the rectangles are parallel to the sides of the squares. Finally, orientation
is preserved: a counterclockwise circuit around the unit square in the (u,v)-plane
maps to a counterclockwise circuit of its image rectangle in the (x,y)-plane.

Our second example is also quite simple in form; it is a pure reflection across theM2 =

(
1 0
0 −1

)

horizontal axis:

M2 :
(

x
y

)
=

(
1 0
0 −1

)(
u
v

)
.

M2
u

v

x

y

The horizontal and vertical lines are still the invariant ones, and this time evenOrientation is reversed
lengths on them are unchanged. Vertical lines are reversed in direction, though,
because the vertical multiplier is −1. Orientation of the whole plane is therefore
reversed: the counterclockwise circuit in the (u,v)-plane has a clockwise image in
the (x,y)-plane. Note that M1 and M2 are both diagonal matrices, and the multipliers
are their diagonal elements.

Our third example, although still simple in form, introduces a new action: rota-M3 =

(
0 −2
2 0

)

tion,

M3 :
(

x
y

)
=

(
0 −2
2 0

)(
u
v

)
.

Consider the effect M3 has on a unit vector u that makes an angle θ with the positive
horizontal axis:

u,x

v,y

u

M3(u)

θ
θ +π/2

M3(u) =

(
0 −2
2 0

)(
cosθ
sinθ

)
=

(
−2sinθ
2cosθ

)
= 2

(
cos(θ + π/2)
sin(θ + π/2)

)
.

Thus, M3(u) is two units long and makes an angle θ + π/2 with the horizontal
axis. (You should check that −sinθ = cos(θ + π/2) and cosθ = sin(θ + π/2).)
Every unit vector, and therefore every nonzero vector, is rotated by π/2. For this
linear map, no line is special in the sense that it is preserved with at most a change
in length, so there are no length multipliers. Nevertheless, M3 doubles the length
of every vector and it preserves orientation. It is the combination of a rotation (by
90◦) and a uniform dilation (by a factor of 2), as the following figure shows. Any
combination of a rotation with a uniform dilation is a linear map of the plane to
itself.
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M3
u

v

x

y

The maps M1 and M2 have similarities not shared with M3; M1 and M2 are what we Strains
call strains. The next two matrices provide us further examples of strains.

Example 4 has a more complicated formula than the previous ones, but we ulti- M4 =

(
1 2
2 1

)

mately show that it is as simple geometrically as the first two.

M4 :
(

x
y

)
=

(
1 2
2 1

)(
u
v

)
.

M4
u

v

x

y

Neither horizontal nor vertical lines are preserved. The image of the grid of unit Diagonals are invariant
squares is a grid of congruent parallelograms, but there is apparently little to connect
the two grids geometrically. Notice, however, that the diagonals of the square grid
are invariant; they are shown dotted in the figure. The image of a vector that lies on
the diagonals is just a multiple of itself:

(
1 2
2 1

)(
1
1

)
=

(
3
3

)
= 3

(
1
1

)
,

(
1 2
2 1

)(
−1
1

)
=

(
1
−1

)
= −1

(
−1
1

)
.

Specifically, the diagonal in the first and third quadrants is stretched by the factor 3, Multipliers are 3 and −1
on diagonalswhereas the diagonal in the second and fourth is simply flipped, with no change in

length. The presence of a negative multiplier suggests that orientation is reversed,
and that is confirmed by the clockwise circuit in the image.

In the figure below, we have switched to a new grid that is parallel to the invariant Geometric clarity with
a new basis. . .diagonals in order to see the geometric action of M4 more clearly. The basis vectors

for the new grid (in both source and target) are

u = x =

(
1
1

)
, v = y =

(
−1
1

)
.
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M4
u

v

x

y

Every point (or vector) in the source now has new coordinates (u,v) as well as the. . . and new coordinates
original coordinates (u,v), so we must be able to change from one to the other. To
see how, suppose vector p has new coordinates (u,v); then

p = u

(
1
1

)
+ v

(
−1
1

)
=

(
u− v
u+ v

)
= (u− v)

(
1
0

)
+(u+ v)

(
0
1

)
.

M4

uv xy

The original coordinates of p are therefore (u− v,u + v), so the formulas for theM4 =

(
3 0
0 −1

)

coordinate change and its inverse are

u = u− v u = 1
2 (u + v)

v = u+ v v = 1
2 (−u + v)

The coordinates (x,y) and (x,y) change the same way, of course. Using the coor-
dinate changes we can transform the original formulas for the linear map M4 into
formulas that use the new coordinates:

x = 1
2(x + y) = 1

2(u + 2v + 2u + v)= 1
2(3u + 3v) = 3u,

y = 1
2(−x + y) = 1

2 (−u−2v + 2u + v)= 1
2(u− v) = −v.
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Thus, in the new coordinates, our linear map is described by a new matrix:
(

x
y

)
=

(
3 0
0 −1

)(
u
v

)
, M4 =

(
3 0
0 −1

)
.

With the new matrix, there is no doubt that M4 has the same kind of geometric
action as M1 and M2 (but not M3!); as a combination of stretches in two different
directions, it is a strain. Thus, a coordinate change can bring clarity and simplicity
to the study of linear maps, just as it can for the study of integration.

It is worth seeing the connection between M4 and M4 directly in terms of matri- Equivalence
of matricesces. The coordinate change itself is a matrix multiplication, U = GU , U = G−1U ,

where

U =

(
u
v

)
, U =

(
u
v

)
, G =

(
1 −1
1 1

)
, G−1 =

(
1
2

1
2

− 1
2

1
2

)
.

(Notice that the columns of G are the coordinates of the new basis with respect to
the old.) The same change X = GX and X = G−1X happens in the target. In the new
coordinates, the map X = M4U takes the form

X = G−1X = G−1M4 U = G−1M4GU = M4 U .

For us, the object of this string of equalities is the conclusion

M4 = G−1M4 G,

which leads, finally, to the following definition.

Definition 2.1 Suppose A and B are n×n matrices; then we say that BBB is equivalent
to AAA if there is an invertible matrix G for which B = G−1AG.

What we have just shown about M4 and M4 implies that if B is equivalent to
A, then there is a basis of R

n on which A acts in the same way that B acts on the
standard basis of Rn. Alternately, A and B represent the same linear map in different
coordinates. The matrix G, in B = G−1AG, represents the coordinate change.

Note: if B = G−1AG, then A = H−1BH, where H = G−1, so A is equivalent to B Equivalence classes
of matriceswhen B is equivalent to A. This allows us to say, more symmetrically, that “A and B

are equivalent.” In the exercises you are asked to show that if C is equivalent to B
and B is equivalent to A, then C is also equivalent to A. In other words, equivalent
matrices are always mutually equivalent. We define an equivalence class of n× n
matrices to be the set of all matrices equivalent to some given one. (An example
of an equivalence class in a more familiar context is a rational number: a rational
number is a set of mutually equivalent integer fractions, where two such fractions
a/b and c/d are defined to be equivalent if ad = bc.) Our aim, which is to identify
the different geometric actions of a linear map M : R2 → R2, is accomplished by
determining the equivalence classes of 2×2 matrices.
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In all our examples where there were invariant lines, those lines were mutuallyM5 =

(
0 3
1 2

)

perpendicular. Our next example shows us we cannot expect this to happen in gen-
eral.

M5 :
(

x
y

)
=

(
0 3
1 2

)(
u
v

)
.

In the figure below, it may appear that M5 leaves vertical lines invariant. But this is
not true: a vertical line in the target is the image of a horizontal line in the source,
not a vertical one. In fact, the directions of the invariant lines are indicated by the
heavy vectors and the dotted lines in that figure, because

(
0 3
1 2

)(
1
1

)
=

(
3
3

)
= 3

(
1
1

)
,

(
0 3
1 2

)(
−3
1

)
=

(
3
−1

)
= −

(
−3
1

)
.

M5
u

v

x

y

We show how to find invariant lines for an arbitrary linear map immediately below.Multipliers are 3
and −1 again For the moment, we just observe that M5 has the same length multipliers as M4: 3

and −1. The two maps have different invariant lines, though; in particular, the ones
for M5 are not mutually perpendicular. Nevertheless, it is reasonable to call M5 a
strain. With a new coordinate system and grid that is based on vectors along the
invariant lines (cf. Exercise 2.2), M5 has the following form.

(
x
y

)
=

(
3 0
0 −1

)(
u
v

)
, M5 =

(
3 0
0 −1

)
.

M5

u

v

x

y
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We discover that M5 is in the same equivalence class as M4 (because they are Characteristics of
a linear mapboth equivalent to M5 = M4). Indeed, they have the same geometric description:

they map the plane to itself by stretching it by a factor of 3 in one direction and
simply flipping it—without a stretch—in another. Yet M5 and M4 are not the same,
because they perform their stretches and flips along different lines (their own invari-
ant lines). It is evident, though, that the invariant lines and the associated multipliers,
taken together, characterize each linear map geometrically: two maps with the same
multipliers acting on the same lines must be identical.

Multipliers and invariant lines therefore give us an important way to character- Eigenvectors and
eigenvaluesize a linear map. They are introduced in the following definition with their usual

names. Rather curiously, historical accident has cast those names—eigenvalue and
eigenvector—half in German and half in English. Eigen means “one’s own”, or
“characteristic”, and the alternatives characteristic value and characteristic vector
are also used. Furthermore, eigen can be translated into French as propre, and the
terms proper value and proper vector are likewise in use, but less frequently.

Definition 2.2 Let M : Rn → Rn : U 7→ X be a linear map defined by matrix mul-
tiplication: X = MU. A vector U 6= 0 is an eigenvector of MMM with eigenvalue λλλ if
MU = λU.

Note that an eigenvector is nonzero by definition because it has to determine an λ = 0 and the
kernel of Minvariant line. An eigenvalue can be 0, though; it just means M has a nonzero kernel

consisting of the eigenvectors with eigenvalue zero.
Let us rewrite the “eigen” condition MU = λU first as MU = λ IU (where I is Characteristic equation

the identity matrix), and then as (M −λ I)U = 0. This says that U is in the kernel
of the newly defined matrix M −λ I. But U 6= 0, so M −λ I must be noninvertible,
implying det(M − λ I) = 0. Because the determinant of a matrix is a polynomial
function of the elements of the matrix, the expression p(λ ) = det(M − λ I) is is a
polynomial in λ , called the characteristic polynomial of M. The equation p(λ )= 0
is the characteristic equation of M.

Theorem 2.1. Each eigenvalue of M is a root of its characteristic equation. ⊓⊔

But real polynomials can have complex roots, too. For example, our rotation Complex roots
matrix M3 has the characteristic polynomial p(λ )= λ 2 +4 whose roots are λ =±2i.
Furthermore,
(

0 −2
2 0

)(
1
−i

)
=

(
2i
2

)
= 2i

(
1
−i

)
;
(

0 −2
2 0

)(
1
i

)
=

(
−2i

2

)
= −2i

(
1
i

)
.

In other words, when we allow M3 to act on ordered pairs of complex numbers, we
find that M3 does have invariant directions. A real polynomial always has complex
roots, but need not have any real roots. Thus this example suggests that, for the
purpose of getting the simple view of the action of matrix multiplication, we use
complex n-tuples instead of real ones (M : Cn → Cn) to define eigenvectors and
eigenvalues (Definition 2.2). With this understanding, every root of the characteristic
equation of M becomes an eigenvalue of M.
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If M is an 2×2 matrix, we haveTrace and determinant

p(λ ) = det
[(

a b
c d

)
−λ

(
1 0
0 1

)]
= det

(
a−λ b

c d−λ

)

= (a−λ )(d−λ )−bc = λ 2 − (a + d)λ + ad−bc

= λ 2 − tr(M)λ + det(M),

where tr(M) = a + d is the trace of M and det(M) = ad − bc is, of course, its
determinant. Thus, the eigenvalues of M are the roots of a quadratic equation that
involves the trace and determinant of M. If λ1 and λ2 are these roots, then

(λ −λ1)(λ −λ2) = λ 2 − (λ1 + λ2)λ + λ1λ2

is also the characteristic polynomial, so we have the following proposition.

Theorem 2.2. The sum of the eigenvalues of a 2×2 matrix is equal to its trace and
their product is equal to its determinant. ⊓⊔

If we write the equation for the eigenvalues of the 2×2 matrix M in the form

λ1,2 =
trM±

√
tr2 M−4detM

2
,

we see these roots will be complex when the discriminant is negative:

tr2 M−4detM = (a + d)2 −4(ad−bc) = (a−d)2 + 4bc < 0.

Because (a−d)2 ≥ 0, b and c must be of opposite sign and have bc < −(a−d)2/4
for M to have complex eigenvalues.

As we have seen, equivalent matrices describe the same linear map but in terms
of different bases. We would expect, then, that such matrices have the same eigen-
values, and their eigenvectors would be mapped to one another by the coordinate
change that connects the matrices.

Theorem 2.3. Suppose A and B = G−1AG are equivalent matrices, and U is anEigenvalues of
equivalent matrices eigenvector of B with eigenvalue λ . Then U = GU is an eigenvector of A with the

same eigenvalue λ .

Proof. Suppose U is an eigenvector of B with eigenvalue λ : BU = λU . Then

G−1AGU = λU , so A(GU) = GλU = λ (GU). ⊓⊔

Corollary 2.4 Equivalent matrices have the same eigenvalues and therefore the
same trace, determinant, and characteristic polynomial.

Proof. According to the theorem, every eigenvalue of B = G−1AG is an eigenvalue
of A. But equivalence is symmetric (A = H−1BH with H = G−1), so every eigen-
value of A is an eigenvalue of B. ⊓⊔
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Even when the eigenvalues and eigenvectors of M are complex, they can provide M6 =

(
1 −2
1 −1

)

crucial information about the geometric action of M on the real plane R2. Consider
the map

M6 :
(

x
y

)
=

(
1 −2
1 −1

)(
u
v

)
.

M6
u

v

x

y

Here trM6 = 0 and detM6 = 1, so the characteristic polynomial is λ 2 + 1 and the
eigenvalues are ±i. However, M6 is not a rotation: it turns the coordinate axes by
different amounts (so their images are not perpendicular, as they would be under a
rotation).

M6

u

v

uv

x

y

xy

A clearer picture emerges, however, when we consider the action of M6 on the heavy
vectors; note that

M6(u) = y, M6(v) = −x.

Consequently, in terms of the new grid and coordinates (which use {u,v} and {x,y}
as bases in the source and target), our linear map is now described by

M6 :
(

x
y

)
=

(
0 −1
1 0

)(
u
v

)
.

You can check directly that the new matrix M6 has the same trace, determinant, M6 is equivalent to
a 90◦ rotationcharacteristic polynomial, and eigenvalues as M6. But the geometric action of M6

is simpler to describe: applied to the standard basis (instead of {u,v}), M6 is just
rotation by 90◦. Note, however, that M6, applied to the basis {u,v}, is not a rotation,
because M6 is not a rotation. Thus, although M6 is not a rotation, it is equivalent to
a 90◦ rotation.
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There is essentially only one more type of linear map for us to analyze. Here isM7 =

(
2 2
0 2

)

an example:

M7 :

(
x
y

)
=

(
2 2
0 2

)(
u
v

)
= 2

(
1 1
0 1

)(
u
v

)
.

M7
u

v

x

y

The horizontal lines are invariant, but the vertical ones are not. In fact, there is noM7 has only one
invariant direction second set of invariant lines. We can trace this shortcoming to the fact that M7 has

only one eigenvalue, λ = 2; it is a repeated root of the characteristic polynomial
λ 2 − 4λ + 4 = (λ − 2)2. All eigenvectors are therefore the solutions of the single
pair of equations

(
0 2
0 0

)(
u
v

)
=

(
0
0

)
, giving just

(
u
v

)
=

(
u
0

)
= u

(
1
0

)
.

This eigenvector is horizontal; it implies that horizonal lines are invariant under M7.Shears
But because no vector in any other direction is an eigenvector, no other direction
is invariant. The geometric action of M7 is called a shear. Of course we associate
eigenvalues with stretches; in this example the shear is combined with a uniform
dilation whose magnitude is given by the single eigenvalue 2.

A shear can take a less recognizable form, as in the following example.M8 =

(
4 −2
2 0

)

M8 :

{
x = 4u−2v,

y = 2u,
M8 =

(
4 −2
2 0

)
.

M8
u

v

x

y

Because trM8 = detM8 = 4, M8 has the single eigenvalue λ = 2. There is an
eigenvector in only one direction. In the exercises you are asked to find that eigen-
vector and then to verify that the coordinate change
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G :

{
u = u+ v,

v = u,

converts M8 into M7: G−1M8 G = M7. This implies M8 is equivalent to a shear com-
bined with a uniform dilation by the factor 2.

Before we proceed to a description of all the different geometric actions of a Rotations
linear map M : R2 → R2, it is helpful to comment on a few specific matrices. The
matrix

Rθ =

(
cosθ −sinθ
sinθ cosθ

)

rotates the plane by θ radians; it has complex eigenvalues λ± = cosθ ± i sinθ . The
matrix

Ca,b =

(
a −b
b a

)

has a similar form, and has the complex eigenvalues, λ± = a± ib, but is not a simple
rotation if a2 + b2 6= 1. However, the following theorem connects it to a rotation.

Theorem 2.5. If (a,b) 6= (0,0), then the matrix Ca,b rotates the plane by the angle
θ = arctan(b/a) and then performs a uniform dilation by the factor

√
a2 + b2.

Proof. By hypothesis,
√

a2 + b2 6= 0, so we can factor this term out of each compo-
nent of Ca,b:

Ca,b =
√

a2 + b2




a√
a2 + b2

−b√
a2 + b2

b√
a2 + b2

a√
a2 + b2


=

√
a2 + b2

(
cosθ −sinθ
sinθ cosθ

)
.

In the matrix on the right, we have made the replacements

a

b
θ

√a2  + b2

a√
a2 + b2

= cosθ and
b√

a2 + b2
= sinθ

by using the angle θ = arctan(b/a), as the figure shows. In fact, we can extend
θ = arctan(b/a) as a function of two variables a and b (cf. Exercise 2.10) to define
a unique value of θ in the interval −π < θ ≤ π for every (a,b) 6= (0,0). That is, we
need not require that a and b be positive. Therefore,

Ca,b =
(√

a2 + b2
)

Rarctan(b/a). ⊓⊔

Suppose M has an eigenvector U with eigenvalue 0; then M collapses R
2 along Collapse and

shear–collapsethe direction of U . For this reason, we describe any matrix with a zero eigenvalue
as a collapse. A rather special example is

K =

(
0 1
0 0

)
with eigenvector U =

(
1
0

)
.
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Because trK = detK = 0, the characteristic equation of K is λ 2 = 0. This has only
a single root, the repeated eigenvalue λ = 0. Because there is only a single eigendi-
rection, given by the eigenvector U , above, K behaves like a shear. Because its sole
eigenvalue is 0, it is also a collapse; we call it a shear–collapse.

Theorem 2.6. Every linear map M : R
2 → R

2 is equivalent to precisely one of the
types listed in the following table; M lies in the equivalence class of matrices that
have the same eigenvalues and the same number of eigendirections.

Equivalence Classes of 2×2 Matrices
and Their Representatives

Name Matrix Eigenvalues∗ Eigendirections

Zero
(

0 0
0 0

)
0,0 all

Shear–collapse
(

0 1
0 0

)
0,0 one

Strain–collapse
(

λ 0
0 0

)
0,λ two

Pure dilation

(
λ 0
0 λ

)
λ ,λ all

Shear–dilation
(

λ λ
0 λ

)
λ ,λ one

Strain
(

λ1 0
0 λ2

)
λ1 6= λ2 two

Rotation–dilation
(

a −b
b a

)
a± ib none

∗An eigenvalue not written as 0 is understood to be nonzero.

Proof. You carry out parts of the proof in the exercises. The basic classification is
by the eigenvalues of M:

• Real and equal: zero, shear–collapse, pure dilation, shear–dilation

• Real and unequal: strain–collapse, strain

• Complex conjugates: rotation–dilation

Types are then further separated by the number of eigendirections that M has:

• None: rotation–dilation
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• One: all shears

• Two: all strains

• All: pure dilations, including zero ⊓⊔

If a matrix of a linear map has real eigenvalues and eigenvectors, the eigenvectors Area multiplier
determine the map’s invariant lines and the eigenvalues give the length multiplica-
tion factors along those lines. But even more is true: the product of those factors then
tells us how much the map magnifies areas; the sign of the product even indicates
how the map affects orientation. Furthermore, the area multiplier is just the deter-
minant of the matrix (because the product of the eigenvalues is the determinant), so
the area multiplier can be determined directly from the matrix itself, without first
calculating the eigenvalues. (This is particularly useful when the eigenvalues and
eigenvectors are complex because then the matrix has no usable length multipliers.)

We need a notation that indicates the orientation of a parallelogram, and this is Orientation and
signed areaeasily obtained. We use v∧w to denote the parallelogram spanned by the vectors

v and w, in that order. Call this the wedge product of v and w. The order deter-
mines the “sense of rotation”—either clockwise or counterclockwise—that carries
the first-named vector, v, to the second, w. Reversing the order, to w∧ v, reverses
the sense of rotation; we write w∧ v = −v∧w. A parallelogram has positive ori-
entation if it has the same sense of rotation as the positive coordinate axes, and
negative orientation if it has the opposite sense. (If v and w are linearly dependent,
v∧w collapses to a line segment and has no orientation.) As a rule, we take the
positive sense of rotation to be counterclockwise. Thus, in the adjacent figure, v∧w

v

w
v∧w

v

w
w∧v = −v∧w

is negatively oriented and w∧v is positively oriented.
The signed area, areav∧w, will then be determined by the following two stipula-

tions. First, the signed area of the unit square e1 ∧e2 should be +1 (rather than −1).
Second, area(w∧v) = −area(v∧w) for all v, w.

Theorem 2.7. area
(

v1
v2

)
∧
(

w1
w2

)
= det

(
v1 w1
v2 w2

)
.

Proof. See Exercise 2.15. ⊓⊔
The signed area is the determinant of the matrix V whose columns are the coor- Parametrizing v∧w

dinates of v and w, in that order. The matrix represents a linear map

x = V (s,t) = sv + tw

s

t

e1

e2
e1∧e2

(s, t)
V

v

w
v

w

x v∧w

that maps the unit square e1∧e2 to v∧w. Thus, the orientation and area of v∧w are
determined by a parametrization.
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Theorem 2.8. If M : R2 → R2 is a linear map and v∧w is an oriented parallelo-
gram in the source, then M(v∧w) = M(v)∧M(w) is an oriented parallelogram in
the target and

areaM(v∧w) = detM× area(v∧w).

Proof. In Exercise 2.16 you are asked to prove this directly by analyzing the func-
tion areaM(v)∧M(w). ⊓⊔

Corollary 2.9 The area multiplier of the linear map M : R2 → R2 is detM. The
map M reverses orientation precisely when detM < 0. ⊓⊔

2.2 Maps from Rn to Rn

Because we found the area multiplier to be the most salient geometric feature of a
linear map of the plane, we can expect that the volume multiplier, and its higher-
dimensional analogues, will play a similar role here.

In Rn, n ≥ 3, we continue to use x ∧ y to denote the oriented parallelogramx∧y in R
n, n ≥ 3

spanned by the vectors x and y. When n = 2, the orientation of x∧ y is fixed in
relation to the orientation of the two coordinate axes. However, when n ≥ 3, this is
not true: an orientation-preserving linear map of Rn can reverse the orientation of
x∧ y (see below, p. 44). Moreover, because the coordinates of x and y now make
up an n× 2 matrix V—for which the determinant is not even defined—we cannot
express area(x∧y) as the determinant of V . (Let V † be the transpose of the matrix
of V ; it is a 2× n matrix. The product V †V does give a square 2× 2 matrix, and
area2(x∧y) = detV †V . See the exercises.)

In R3, the cross-product of two vectors is defined: p = x×y is the unique vectorx×y in R
3

with length |area(x∧ y)| and with direction orthogonal to both x and y so that the
three vectors x, y, p—in that order—have the same orientation as the three coor-
dinate axes. We call this the positive orientation, and always take it to be right-
handed, meaning that the thumb, index finger, and middle finger of the right hand
can be lined up with the first, second, and third coordinate axes, respectively.

x

y

p = x × y
x ∧ y x

y

z

p = x × y

x ∧ y ∧ z
p ⋅ z
||p ||

For vectors x, y, and z in R3, we define x∧y∧z to be the oriented parallelepipedx∧y∧ z in R
3

spanned by x, y, and z, in that order. Notice that the parallelepiped shown in the
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figure on the right, above, has left-handed, or negative, orientation. To calculate its
volume, we take x∧y as base and measure its height as the length of the projection
of z on p = x×y:

vol(x∧y∧ z) = area of base ·height

= ‖x×y‖ (x×y) · z
‖x×y‖ = (x×y) · z.

The quantity (x× y) · z is called the scalar triple product of x, y, and z. Note Scalar triple product
that the parentheses can be removed, because x× (y · z) is meaningless. The order
of the three vectors in x×y · z is still important, though.

Theorem 2.10. The signed volume of the oriented parallelepiped x∧ y∧ z is the
scalar triple product x × y · z. The volume is negative precisely when the paral-
lelepiped has negative orientation.

Proof. The first statement has been proven above. To prove the second, note that
the parallelepiped x∧y∧(x×y) has positive orientation by definition, at least when
x× y 6= 0. Therefore, x∧ y∧ z has negative orientation precisely when z and x× y
lie on opposite sides of the plane determined by x∧y. But x×y is perpendicular to
x∧ y, so z and x× y are on opposite sides of x∧ y when z makes an obtuse angle
with x×y, and that is precisely the condition that

(x×y) · z = vol(x∧y∧ z) < 0. ⊓⊔

Theorem 2.11. Let V be the matrix whose columns are the coordinates of x, y, and Volumes and
determinantsz, in that order. Then vol(x∧y∧ z) = detV.

Proof. Let x = (x1,x2,x3)
†, y = (y1,y2,y3)

†, z = (z1,z2,z3)
†. Then

V =




x1 y1 z1
x2 y2 z2

x3 y3 z3



 ,

and if we calculate the determinant of V along the third column, we get

detV =

∣∣∣∣
x2 y2
x3 y3

∣∣∣∣z1 +

∣∣∣∣
x3 y3
x1 y1

∣∣∣∣z2 +

∣∣∣∣
x1 y1
x2 y2

∣∣∣∣z3;

note the order of the rows in the second determinant. On the other hand,

x×y =

(∣∣∣∣
x2 y2

x3 y3

∣∣∣∣ ,
∣∣∣∣
x3 y3

x1 y1

∣∣∣∣ ,
∣∣∣∣
x1 y1

x2 y2

∣∣∣∣
)†

,

so

vol(x∧y∧ z) = x×y · z =

∣∣∣∣
x2 y2
x3 y3

∣∣∣∣z1 +

∣∣∣∣
x3 y3
x1 y1

∣∣∣∣z2 +

∣∣∣∣
x1 y1
x2 y2

∣∣∣∣z3 = detV. ⊓⊔
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Corollary 2.12 The parallelepiped x∧ y∧ z has positive orientation if and only ifOrientation
the linear map V : R3 → R3 that maps the standard basis e1,e2,e3 to x,y,z, in that
order, has detV > 0.

Proof. We use two fundamental results of linear algebra: (a) a linear map is uniquely
defined by its action on a basis; and (b) the matrix V whose columns are the coordi-
nates of x,y,z, in that order, has V (e1) = x, V (e2) = y, V (e3) = z. By the preceding
theorems, detV > 0 if and only if x∧y∧ z has positive orientation. ⊓⊔

Corollary 2.13 An ordered set of vectors {x,y,z} has positive orientation if and
only if it is the image of the standard basis {e1,e2,e3} under a linear map M with
detM > 0. ⊓⊔

Corollary 2.14 If M : R3 → R3 is a linear map and x∧ y∧ z is an oriented par-
allelepiped in the source, then M(x∧ y∧ z) = M(x)∧M(y)∧M(z) is an oriented
parallelepiped in the target and

volM(x∧y∧ z) = detM×vol(x∧y∧ z).

Proof. This is analogous to Theorem 2.8 (p. 42) and is proven the same way. ⊓⊔

Corollary 2.15 The volume multiplier for the linear map M : R
3 → R

3 is detM.Volume multiplier
The map M reverses orientation precisely when detM < 0. ⊓⊔

Suppose x×y 6= 0. Then there is a linear map L : R3 → R3 with positive determi-Parallelograms in R3

nant for which L(x) = y, L(y) = x (see Exercise 2.21). Consequently, orientation-
preserving linear maps of R3 need not preserve the orientation of 2-dimensional
parallelograms that lie in R3. (We still orient such objects; see pp. 388ff.) The sign
of area(x∧ y) has no intrinsic geometric significance in R3; thus we always take
area(x∧y) ≥ 0.

There is a remarkable connection between x∧y and its projections onto the three
coordinate planes. First of all, if x = (x1,x2,x3)

†, y = (y1,y2,y3)
†, then

area(x∧y) = ‖x×y‖=

wwwww

(∣∣∣∣
x2 y2

x3 y3

∣∣∣∣ ,
∣∣∣∣
x3 y3

x1 y1

∣∣∣∣ ,
∣∣∣∣
x1 y1

x2 y2

∣∣∣∣
)†
wwwww

=

√∣∣∣∣
x2 y2

x3 y3

∣∣∣∣
2

+

∣∣∣∣
x3 y3

x1 y1

∣∣∣∣
2

+

∣∣∣∣
x1 y1

x2 y2

∣∣∣∣
2

.

Let xi denote the projection of x onto the coordinate plane ui = 0, i = 1,2,3, and
similarly for yi. Then xi∧yi is a parallelogram in a 2-dimensional plane whose area
is therefore a simple 2×2 determinant:

area(x1 ∧y1) =

∣∣∣∣
x2 y2

x3 y3

∣∣∣∣ , area(x2 ∧y2) =

∣∣∣∣
x3 y3

x1 y1

∣∣∣∣ , area(x3 ∧y3) =

∣∣∣∣
x1 y1

x2 y2

∣∣∣∣ .
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x

y
x ∧ y

x1

y1

x1 ∧ y1

x2

y2

x2 ∧ y2

x3

y3

x3 ∧ y3u1

u2

u3

We can therefore rewrite our expression for area(x∧y) as A “Pythagorean”
theorem

area(x∧y) =
√

area2(x1 ∧y1)+ area2(x2 ∧y2)+ area2(x3 ∧y3);

in other words, the square of the area of a parallelogram is equal to the sum of the
squares of the areas of its projections onto the three coordinate planes. We can think
of this as a “Pythagorean” theorem whose more usual form deals with lengths rather
than areas, but relates, in the same way, the length of a vector to the lengths of its
projections to the three coordinate axes.

Although we cannot visualize Rn directly when n > 3, we do carry over geomet- Geometry in R
n, n > 3

ric concepts by analogy. For example, we continue to say the vector x has length
‖x‖ =

√
x ·x and the angle θ between the vectors x and y (assuming x 6= 0 6= y) is

θ = arccos
(

x ·y
‖x‖‖y‖

)
.

Of course, arccosq is defined only when |q| ≤ 1, so our definition of θ makes sense
only if |x ·y| ≤ ‖x‖‖y‖ for all vectors x,y in Rn. This fact is established in the exer-
cises. In what follows, {e1,e2, . . . ,en} is the standard basis for Rn. As you can see,
the definitions relate the orientation and volume of an n-dimensional parallelepiped
to the determinant of a certain n× n matrix. We review the definition of an n× n
determinant in the exercises.

Definition 2.3 An ordered set {v1,v2, . . . ,vn} has positive orientation if detV > 0,
where V : Rn → Rn is the linear map defined by the conditions V (ei) = vi and
i = 1,2, . . . ,n. The set has negative orientation if detV < 0.
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We can now construct the analogue of a parallelepiped, and define its volume and
orientation, by extending the wedge product as follows.

Definition 2.4 Let {v1,v2, . . . ,vn} be an ordered set of vectors in R
n; the orientedn-parallelepipeds

nnn-dimensional parallelepiped v1 ∧v2 ∧·· ·∧vn is the set of vectors

w =
n

∑
i=1

tivi, 0 ≤ ti ≤ 1, i = 1, . . . ,n.

Definition 2.5 The orientation of v1 ∧v2 ∧·· ·∧vn is the orientation of the orderedOrientation and volume
set {v1,v2, . . . ,vn}; its nnn-volume (or just volume) is

vol(v1 ∧v2 ∧·· ·∧vn) = detV,

where V is the matrix whose jth column consists of the coordinates of v j; that is,
V (e j) = v j.

The volume of an n-parallelepiped can be either positive, negative, or zero. Ifn×n determinants
the volume is zero, then detV = 0, so the columns of V (which are the coordinates
of the edges of the parallelepiped) are linearly dependent. The parallelepiped does
not fill out an n-dimensional region in Rn. Our final statement about volumes is the
analogue of similar results in R2 and R3, and is proven the same way.

Theorem 2.16. The volume multiplier of the linear map M : Rn →Rn is detM; that
is,

volM(v1 ∧·· ·∧vn) = volM(v1)∧·· ·∧M(vn) = detM×vol(v1 ∧·· ·∧vn)

for every oriented n-parallelepiped v1 ∧ ·· · ∧ vn. The map M reverses orientation
precisely when detM < 0. ⊓⊔

2.3 Maps from R
n to R

p, n 6= p

A good example of a map between spaces of the same dimension is a coordinateImage and kernel
subspaces are graphs change. Of course, a coordinate change has to work both ways; that is, the map must

be invertible. When the source and target have different dimensions, invertibility is
out of the question, but the geometric action of such linear maps still has a simple
description. When the source is larger, the map cannot be one-to-one: the kernel of
the map must be a linear subspace of positive dimension in the source. When the
target is larger, the map cannot be onto: the image must be a linear subspace of
strictly smaller dimension than the target. As we show, each of these subspaces is
the graph of a new linear map that is defined implicitly by the original one.

When L : Rn → Rp is a linear map, the kernel, or null space, of L is the linearRank–nullity theorem
subspace kerL of the source Rn that consists of all vectors v for which L(v) = 0.
The image of L is the linear subspace imL of the target consisting of all vectors x
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of the form x = L(v), for some v in the source. We call r = dimimL the rank of L
and k = dimkerL its nullity. The rank–nullity theorem of linear algebra says that

r + k = rank of L+ nullity of L = dimsource of L = n.

To analyze linear maps L : Rn → Rp for which n 6= p, let us first assume n > p. Kernel L has positive
dimension when n > pBecause the image is a linear subspace of the target, we always have r ≤ p. Because

n− p > 0, the rank–nullity theorem implies k = n− r ≥ n− p > 0. In other words,
the kernel of L has positive dimension, at least as large as n− p. Let us now look
more closely at kerL.

We begin with an example in which n = 3 and p = 1, so L has the general form Example: one equation
in three variablesx = L(u,v,w) = au + bv + cw. How can we describe kerL? To illustrate, suppose

L(u,v,w) = u−2v−3w. The kernel of L is the locus of points in (u,v,w)-space that
satisfy the equation

u−2v−3w = 0.

The figure shows this locus is a (2-dimensional) plane through the origin. We can

u
v

w

u − 2v − 3w = 0

solve the equation for w, for example, and get

w =
u−2v

3
.

The original equation u−2v−3w = 0 therefore implies that w is a (linear) function
of u and v. Thus, we can view the plane in the figure as either a locus (i.e., the locus
of zeros of L(u,v,w)) or a graph (e.g., the graph of w = (u−2v)/3).

Of course, this is not the only functional relation that is implicit in the equation Implicit functions
u−2v−3w = 0; we get others by solving for u or v:

u = 2v + 3w or v =
u−3w

2
.

In each case, however, precisely one of the variables is expressed in terms of the
other two.

We can say the same about an arbitrary linear function of three variables: ker L = graph M

x = L(u,v,w) = au + bv + cw.

We have already seen that dimkerL is at least n− p = 2. If a = b = c = 0, then every
point satisfies the kernel equation au + bv + cw = 0, and dimkerL = 3. Otherwise,
at least one of the coefficients is different from zero. Suppose c 6= 0; then we can
solve the kernel equation for w in terms of u and v:

w = −a
c

u− b
c

v = M(u,v).

The linear function M : R2 → R1 that expresses w in terms of u and v is implicitly
defined by the equation L(u,v,w) = 0. In fact, the graph of M is the locus of the



48 2 Geometry of Linear Maps

equation L(u,v,w) = 0. The dimension of a graph is equal to the dimension of its
source (see below); therefore dimkerL = dimgraphM = 2.

Because we have found that the kernel of one linear map can be the graph ofGraphs in general
another, we pause to state some facts about graphs generally.

Definition 2.6 The graph of an arbitrary map f : X →Y is the subset of the product
X ×Y that is defined by

graph f = {(x, f (x)) |x ∈ X}.

The definition makes it clear that there is a 1–1 correspondence between the source
X and graph f . If the map is linear, we can say more.

X

Y
X × Y

x

(x, f (x))
graph f

Theorem 2.17. If L : Rn → Rp is linear, then graphL is a linear subspace of the
product Rn ×Rp = Rn+p and dimgraphL = n.

Proof. Do this as an exercise. ⊓⊔
Now consider a general linear map L : Rn → Rp : v 7→ x with n > p. To begin,Example: p equations

in p+ k variables assume that L has maximal rank, so r = p and k = dimkerL = n− p. If A = (ai j) is
the p×n matrix representing L, then the vector kernel equation L(v) = 0 translates
into a system of p ordinary equations in the n = p+ k unknowns v = (v1,v2, . . . ,vn)
and the coefficients ai j:

a11v1 + a12v2 + · · ·+ a1nvn = 0,

a21v1 + a22v2 + · · ·+ a2nvn = 0,

...

ap1v1 + ap2v2 + · · ·+ apnvn = 0.

Our previous example suggests that we should be able to solve these equations so
as to express p of the unknowns as linear functions of the remaining k = n− p.

To solve the equations, note first that the rank of L is the number of linearlySolving the equations
independent columns of A. By our assumption, A must have p linearly independent
columns. By rearranging them (and with them the variables v j), if necessary, we
can assume that the final p columns of A are linearly independent. They form an
invertible p× p submatrix, C. The initial n− p = k columns form a p× k submatrix
B. With these identifications, the kernel equations take the form

0 = Av

= (B C)

(
u
w

)

= Bu+Cw

Bp×k︷ ︸︸ ︷
Cp×p︷ ︸︸ ︷



0
0
...
0


=




a11 · · · a1k a1,k+1 · · · a1,k+p

a21 · · · a2k a2,k+1 · · · a2,k+p
...

. . .
...

...
. . .

...
ap1 · · · apk ap,k+1 · · · ap,k+p







u1
...

uk

w1
...

wp







u




w

=
(
B C
)(u

w

)
,
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or just Bu +Cw = 0 in terms of matrices. Because C is invertible, we can solve The implicit functions
for w:

w = −C−1Bu = M(u),

w1 = β11u1 + · · ·+ β1kuk,

w2 = β21u1 + · · ·+ β2kuk,

...

wp = βp1u1 + · · ·+ βpkuk.

This is what we want: the equation w = M(u) expresses p of the variables as linear
functions of the remaining k. The p× k matrix −C−1B = (βi j) that represents M is
constructed from certain submatrices of the matrix A that represents L. Finally, the ker L = graph M

argument shows that the graph of M is precisely the kernel of L, because

w = M(u) if and only if L(u,w) = Bu+Cw = 0.

That is, a point (u,w) is in the graph of M (so w = M(u)) if and only if it is in the
kernel of L.

Notice, incidentally, how our general result echoes what we found in the first
example, in which L(u,v,w) = au + bv + cw. We had A = (a b c) (a 1× 3 matrix),
B = (a b), and C = (c), implying

C−1 =

(
1
c

)
and −C−1B =

(
−a

c
− b

c

)
.

The following theorem summarizes our result in both an algebraic form involving
equations, and a geometric form involving maps. The condition that the original
equations are linearly independent implies that the rank of the associated linear map
is p.

Theorem 2.18. Algebraically: A set of p linearly independent linear equations in
k + p variables implicitly defines p of the variables as linear functions of the re-
maining k variables. Geometrically: The kernel of a linear map L : Rk+p → Rp of
maximal rank p is the graph of another linear map M : R

k → R
p. ⊓⊔

One such map L : Rk+p → Rp of maximal rank p is just the identity on the last p
variables:

w1 = vk+1 = x1,

w2 = vk+2 = x2,

...

wp = vk+p = xp,

(
Op×k Ip×p

)(u
w

)
= x.

The p× k zero matrix Op×k eliminates the u variables u1 = v1, . . . , uk = vk from

L

0

(u, w) w

k

p p

the formulas. Geometrically, L projects Rk+p = Rk ×Rp onto its second factor. It
projects the first factor Rk (the kernel of L) to 0, and it projects the parallel translate
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of Rk by the vector (u,w) (for an arbitrary u) to the point w = x in the target.
Although this example may seem special, the following theorem shows that, in a
sense, it is the only possibility. Because the theorem is geometric, it is helpful to
write the linear map in its original form L : Rn → Rp, keeping in mind it is an onto
map with n > p.

Theorem 2.19. If the linear map L : Rn → Rp is onto, then there is a linear coor-Every onto map
is a projection dinate change H in the source Rn that transforms L into the projection that is the

identity on the final p variables.

Proof. We assume, as in the proof of Theorem 2.18, that variables in the source
have been permuted so that L has the form

L =
(
Bp×k Cp×p

)
, x = L(u,w) =

(
B C
)(u

w

)
= Bu+Cw,

where k = n− p ≥ 0 and the square submatrix C is invertible. Define H : Rn → Rn :
(u,w) 7→ (u,w) as the pullback

H :

{
u = u,

w = −C−1Bu+C−1w,
H =

(
Ik×k Ok×p

−(C−1B)p×k C−1
p×p

)
.

Now H is invertible,

H−1 =

(
I O
B C

)
,

so H is a valid coordinate change. Applying H to x = Bu+Cw gives

x = Bu+C
[
−C−1Bu+C−1w

]
= Bu−Bu+ w = w

(i.e., x = w). The matrix for L in the new coordinates is

L = LH =
(
B C
)
(

I O

−C−1B C−1

)
=
(
O I
)
.

Thus L is the identity on the second component of (u,w); it projects (u,w) to w. ⊓⊔

Corollary 2.20 If the linear map L : R
n → Rp is onto, and Y is a linear subspace

of the target of dimension q, then its preimage

L−1(Y ) = {v in R
n : L(v) is in Y}

is a linear subspace of dimension q + k, where k = n− p ≥ 0.

Proof. The theorem provides new coordinates (u,w) in Rk ×Rp = Rn in which L
becomes a projection onto the second factor. Then

L−1(Y ) = {(u,w) : w is in Y} = R
k ×Y,
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because u is an arbitrary point in Rk. Hence dimL−1(Y ) = k + dimY . Standard ar-
guments in linear algebra show that L−1(Y ) is a linear subspace. ⊓⊔

It is intuitively clear that, if L projects a larger space onto a smaller one, the Codimension
pullback L−1(Y ) will always be larger than the original Y . The corollary says that
the difference is equal to the difference in dimension of the spaces themselves:

dimL−1(Y )−dimY = k = dimR
n −dimR

p.

But this means
dimR

n −dimL−1(Y ) = dimR
p −dimY.

Definition 2.7 The codimension of a linear subspace Y of a vector space V is

codimY = dimV −dimY.

Think of codimension as “dimension of the complement” or “complement’s dimen-
sion.” A complement of Y in V is a linear subspace Z for which V = Y ×Z. Obvi-
ously, dimZ = dimV − dimY = codimY . In the previous corollary, it is thus more
useful to work with the codimension of a linear subspace than its dimension, because
pullback alters dimension but preserves codimension.

Corollary 2.21 If the linear map L : Rn → Rp is onto, and Y is a linear subspace
of Rp, then codimL−1(Y ) = codimY . ⊓⊔

Theorem 2.19 provides a classification of onto linear maps that is similar to the Classifying linear maps
that are ontoclassification of linear maps of the plane by Theorem 2.6 (p. 40). There we found

several classes, each with a typical representative (that shares eigenvalues with all
members of the class). Here there is only a single class, and projection is chosen as
the typical representative of that class.

It remains to consider the kernel of L : Rn → Rp when the rank of L is no longer Assume rank is
not maximalmaximal. In this case it turns out not to matter that n > p. We can illustrate this with

a simple example.

u − w = 0,

v − 2w = 0,

u + v − 3w = 0,

u − v + w = 0.

These four equations in three variables describe the kernel of a particular linear map
L : R

3 → R4. The maximum possible rank of L is 3. However, the actual rank is
only r = 2: only two of the four equations are linearly independent; the other two
are linear combinations of those. By the rank–nullity theorem, the dimension of the
kernel of L is k = n− r = 1. We expect, therefore, that the kernel of L is the graph
of some other linear map M : R1 → R2. Indeed, the kernel equations imply
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M :

{
u = w,

v = 2w.

This is the linear map we seek. The following theorem generalizes this example; it
makes no assumption about the relative sizes of n and p.

Theorem 2.22 (Linear implicit function theorem). If L : Rn → Rp has rank r < n,kerL is a graph
when r < n then kerL in Rn is the graph of a linear map M : Rn−r → Rr.

Proof. We consider cases; in every case, r ≤ p. If r = p, Theorem 2.18 applies. If
r = 0, then L is identically zero and kerL = Rn. Therefore, the “zero” linear map
M : Rn → R0 : v 7→ 0 has graphM = kerL.

The only remaining possibility is 0 < r < p. Then q = p− r > 0 of the equations
that determine kerL depend linearly on the remaining r equations. Select q depen-
dent equations and discard them. Then use the remaining p−q = r > 0 equations to
define a new linear map L∗ : Rn → Rr. Because the discarded kernel equations add
no information, kerL∗ = kerL.

By construction, L∗ does have maximal rank r, so Theorem 2.18 applies again:
the kernel equations for L∗ implicitly define r of the variables v1, . . . ,vn as linear
functions of the remaining n−r variables. In other words, kerL∗ = kerL is the graph
of a linear map M : Rn−r → Rr. ⊓⊔

One linear map L : (u1, . . . ,uk,w1, . . . ,wr) 7→ (x1, . . . ,xq,y1, . . . ,yr) of rank r is
given by

L :






x1 = 0,
...

xq = 0,

y1 = w1,
...

yr = wr,

L =

(
Oq×k Oq×r

Or×k Ir×r

)
.

To make this different from the previous example (p. 49), it is sufficient to require

L
(u, w) (0, w)

k

r r

q

q > 0. The kernel of L consists of the points (u,0), and the image of L consists of
the points (0,y). If we write the source as Rk ×Rr and the target as Rq ×Rr, then L
is the projection that is the identity on the second components:

L : (u,w) 7→ (0,w).

The next theorem shows that this example is essentially the only possibility.

Theorem 2.23. Let L : Rn → Rp be a linear map of rank r, and let k = n− r, q =
p − r. Then there are coordinates in the source and target for which the matrix
representing L is

Π =

(
Oq×k Oq×r

Or×k Ir×r

)
.
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Proof. We obtain coordinates for the source and for the target in which the map L is
represented by multiplication by the given matrix Π . According to the rank–nullity
theorem, k = n− r is the dimension of the kernel of L. Let {U1, . . . ,Uk} be any basis
for the kernel; add additional vectors W1, . . . ,Wr so that

{U1, . . . ,Uk,W1, . . . ,Wr}

is a basis for the entire source Rk+r. Then any vector v in Rk+R can be written as

v = u1U1 + · · ·+ ukUk + w1W1 + · · ·+ wrWr,

and (inasmuch as every L(Ui) = 0)

L(v) = w1L(W1)+ · · ·+ wrL(Wr).

Because v is an arbitrary vector in the source, the vectors L(v) constitute the entire
image of L, and the equation for L(v) shows that the vectors L(Wj) span the image.
Because the image has dimension r, the vectors Yj = L(Wj), j = 1, . . . ,r must, in
fact, form a basis for the image. Add additional vectors X1, . . . ,Xq so that

{X1, . . . ,Xq,Y1, . . . ,Yr}

is a basis for the entire target Rq+r. Then, in terms of these two bases, the coordinates
of v and L(v) are

v ↔ (u1, . . . ,uk,w1, . . . ,wr) = (u,w),

L(v) ↔ (0, . . . ,0,w1, . . . ,wr) = (0,w).

Multiplication by Π gives
(

x
y

)
=

(
O O
O I

)(
u
w

)
=

(
0
w

)
;

thus Π does indeed represent L in terms of these coordinates. ⊓⊔

We now switch our attention from kernels to images. We show that when imL When is imL a graph?
is a proper subspace of the target of L, it too can be thought of as the graph of a
linear map implicitly defined by L. As we did for kernels, we assume first that L has
maximal rank.

We begin with an example. Consider the linear map L : R2 →R3 : (u,v) 7→ (x,y,z) Example:
three equations
in two variables

given by

au + bv = x,

cu + dv = y,

eu + f v = z.
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If L has maximum rank, namely 2, then precisely two of the equations are linearly
independent. By rearranging them, if necessary, we may assume the first two equa-
tions are. Then we can solve these two equations for u and v in terms of x and y. It
is perhaps easiest to see this if we work with matrices:

(
a b
c d

)(
u
v

)
=

(
x
y

)
,

(
u
v

)
=

(
a b
c d

)−1(x
y

)
=

1
D

(
d −b
−c a

)(
x
y

)
.

Here D = ad − bc, the determinant; linear independence of the first two equationsThe implicit function
implies D 6= 0. We can now express z directly in terms of x and y:

z = e
dx−by

D
+ f

−cx + ay
D

=
de− c f

D
x +

a f −be
D

y = M(x,y).

In geometric terms, the image of L is a plane in the target, R3. We have shown
that if (x,y,z) are the coordinates of a point in this plane, then z is not independent
of x and y, but depends linearly on them. The points of the image plane are of the
form (x,y,M(x,y)); in other words, the image of L is the graph of M.

To generalize our example, take a linear map L : Rn →Rn+q, q > 0, with maximalExample: n+q
equations in n variables rank r = n. Let A = (ai j) be the matrix representing L. Assume, by rearranging the

rows of A, if neccesary, that the first n rows are linearly independent. Then, if we
write the equation L(v) = Ax = x in the form,

B






C









a11 · · · a1n
...

. . .
...

an1 · · · ann

an+1,1 · · · an+1,n
...

. . .
...

an+q,1 · · · an+q,n







v1
...

vn


=




y1
...

yn

zn+1
...

zn+q







y




z

(
B
C

)
v =

(
y
z

)
,

we can express this in terms of the submatrices B and C as a pair of matrix equations:

Bv = y, Cv = z.

We rearranged the rows of A to guarantee that the n×n submatrix B is invertible.The implicit functions
Hence we can solve for v in terms of y: v = B−1y and we can then express z in terms
of y:

z = CB−1y.

In terms of the components y, z of x, the equation z = CB−1y takes the form

zn+1 = γ11y1 + · · ·+ γ1nyn,

zn+2 = γ21y1 + · · ·+ γ2nyn,

...

zn+q = γq1y1 + · · ·+ γqnyn.
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In this way we have expressed the image of L as a system of q linear equations in
n variables. The coefficients γi j in these equations are the components of the q× n
matrix CB−1 that represents a certain linear map M : R

n → R
q. We see that a point

(y,z) is in the image of L if and only if z = M(y), that is, if and only if it is of the
form (y,M(y)). These are precisely the points of the graph of M.

Theorem 2.24. Suppose the linear map L : Rn → Rn+q has maximal rank n. Then
the image of L in Rn+q is the graph of a linear map M : Rn → Rq. ⊓⊔

In these circumstances, the image L(Rn) is n-dimensional. Therefore, if P is a Volume multiplier
parallelpiped in the source and L(P) is its image, both are n-dimensional, and both
have n-volume. It is natural, then, to ask what is the volume multiplier for L. Of
course, because the target dimension is larger than n, the image parallelepiped L(P)
cannot be oriented and the sign of its n-volume will have no meaning. Thus, we
always understand the volume multiplier for L to be nonnegative. Let us consider
first the special case L : R2 → R3 when the image is a 2-dimensional plane.

Theorem 2.25. Suppose L : R
2 → R3 has maximal rank 2 and is represented by the

3×2 matrix (ai j), i = 1,2,3, j = 1,2. Then L =




a11 a12
a21 a22
a31 a32





area multiplier of L =

√∣∣∣∣
a21 a22
a31 a32

∣∣∣∣
2

+

∣∣∣∣
a11 a12
a31 a32

∣∣∣∣
2

+

∣∣∣∣
a11 a12
a21 a22

∣∣∣∣
2

.

Proof. By linearity, the area multiplier will equal the area of the image of a paral-
lelogram of unit area. In particular, take P to be the unit square

P =

(
1
0

)
∧
(

0
1

)
; then L(P) =




a11

a21

a31



∧




a12

a22

a32



 .

It follows from page 44 that the area of the parallelogram L(P) is

√∣∣∣∣
a21 a22
a31 a32

∣∣∣∣
2

+

∣∣∣∣
a11 a12
a31 a32

∣∣∣∣
2

+

∣∣∣∣
a11 a12
a21 a22

∣∣∣∣
2

. ⊓⊔

According to Exercise 2.26.c. (p. 64), the area of the same parallelogram L(P)

can also be written as
√

detL†L. More generally, then, Exercise 2.36 and the discus-
sion leading up to it establish the following (“Pythagorean”) theorem.

Theorem 2.26. Suppose L : R
n → R

n+q has maximal rank n; then the n-volume
multiplier for L is

√
detL†L. ⊓⊔

Because the rank of L equals the dimension of the source, the kernel of L is zero Splitting the target
of a 1–1 mapso L is a 1–1 map. The next theorem says we can split the target into two factors

so that L is just the identity mapping onto the first factor. This is a special case of
Theorem 2.23, but it is worth having another proof that follows different lines.
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Theorem 2.27. Suppose L : Rn → Rn+q is 1–1; then a coordinate change H in the
target transforms L into the matrix

L =

(
In×n

Oq×n

)
.

Proof. To begin, we assume (as in the proof of Theorem 2.24) that L has the matrix
form (

B
C

)
v =

(
y
z

)
, that is,

Bv = y,

Cv = z,

with B an n×n invertible matrix. Define H : Rn+q → Rn+q by

L

(v, 0)

v
n

q

n

H :

{
y = B−1y,

z = −CB−1y + z,
H =

(
B−1 O

−CB−1 I

)

Because detH = det(B−1) 6= 0, H is a valid coordinate change. Moreover,

L = HL =

(
B−1 O

−CB−1 I

)(
B
C

)
=

(
I
O

)
,

y = B−1(Bv) = v,

z = −CB−1(Bv)+Cv = 0.
⊓⊔

By analogy with projections, a linear map with the special form of L is sometimesInjections
called an injection. The theorem thus says that every 1–1 linear map is (equivalent
to) an injection. The following corollary stands in the same relation to Theorem 2.27
that Corollaries 2.20 and 2.21 do to Theorem 2.19. It says that a 1–1 linear map
preserves dimension under push-forward.

Corollary 2.28 If the linear map L : Rn → Rp is 1–1, and X is a linear subspace of
dimension k in the source, then L(X) is a linear subspace of the same dimension k
in the target.

Proof. In terms of the (y,z) coordinates in the proof of Theorem 2.27, the linear
map L becomes the injection (y,z) = L(v) = (v,0). Thus, for any subspace X , we
have L(X) = X ×0, implying dimL(X) = dimL(X) = dimX . ⊓⊔

The final possibility to consider is the image of a linear map L : Rn → Rp whoseAssume rank is
not maximal rank may not be maximal. In this case we need make no assumption about the rela-

tive sizes of n and p.

Theorem 2.29. If L : R
n → R

p has rank r < p, then imL in R
p is the graph of a

linear map M : Rr → Rp−r.

Proof. As a preliminary step, write L : R
n → R

r+q, where q = p − r and q > 0
by hypothesis. The rest of the proof now proceeds by analogy with the proof of
Theorem 2.22.
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In every case, r ≤ n. If r = n, the previous theorem applies. If r = 0, then L
is identically 0 and imL = R0. In this case, imL is the graph of the linear map
M : R

0 → R
p : 0 7→ (0,0, . . . ,0).

The only remaining possibility is 0 < r < n. Let A be the p×n matrix that repre-
sents L. The n columns of A are elements of Rp that span imL in Rp. Our assumption
implies that only r of the n columns are linearly independent; the remaining n−r > 0
columns depend linearly upon these. Delete the dependent columns from A to create
a new matrix A∗ of size p× r = (r + q)× r, and let L∗ : Rr → Rr+q be the linear
map defined by A∗. Because the columns of A∗ and A span the same r-dimensional
linear subspace of Rp = Rr+q, we have imL∗ = imL.

By construction, L∗ has maximal rank r, so Theorem 2.24 applies: imL∗ = imL
is the graph of a linear map M : Rr → Rq = Rp−r. ⊓⊔

Exercises

2.1. Show that the linear map M1 (p. 29) alters the slope of any line that is neither
horizontal nor vertical. Specifically, show that if a line has slope ∆v/∆u = m,
its image has slope ∆y/∆x = 3m/10 6= m if m 6= 0,∞.

2.2. Determine the coordinate change from (u,v) to (u,v) (and from (x,y) to (x,y))
that converts the matrix M5 into M5 (cf. p. 34)).

2.3. Let A, B, and C be n× n matrices. Suppose C is equivalent to B (cf. Defini-
tion 2.1, p. 33) and B is equivalent to A; show that C is equivalent to A.

2.4. This question concerns the map M : R
2 → R2 : (u,v) 7→ (x,y) defined by the

matrix

M =

(
6 2
2 3

)
.

u

v

a. Determine the area multiplier for M.
b. Sketch in the (x,y)-plane the image of the standard unit grid from the

(u,v)-plane.
c. Show that the image of the line in the direction of the vector (u,v) = (2,1)

is the line in the direction of the vector (x,y) = (2,1) (in the (x,y)-plane).
In other words, show that this line is invariant under M.

d. Show that the same is true for the line in the direction of the vector (u,v) =
(−1,2).

e. Sketch in the (x,y)-plane the image of the solid gray grid shown in the
(u,v)-plane. (Notice that the lines in this grid are parallel to the lines from
parts (c) and (d).)

f. What is the shape of the image of a single square from the new grid? What
are the dimensions of that shape if you use that solid gray grid to define
new unit lengths? What is the area of that shape in terms of these new
units? What is the area multiplier in terms of these new units?
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2.5. Determine the eigenvalues and eigenvectors of each of the following matri-
ces/maps.

a. M =

(
1 2
2 −2

)
b. M =

(
2 1
3 0

)
c. M =

(
0

√
6√

6 −1

)

2.6. Carry out an analysis similar to what you did in Exercise 2.4 for the linear
map defined by each of the the following matrices.

a. M =

(
1 2
2 −2

)
b. M =

(
1 1
2 0

)

In particular, construct a grid whose image is “parallel to itself.” Note that,
in the second case, the grid consists of parallelograms rather than rectangles
(or squares). Determine the linear multipliers for the map and show that the
sides of the grid are stretched by these factors. Determine the area multiplier
for the map and indicate how your diagram confirms that value. Comment on
how the map affects orientation.

2.7. Consider the following from Example 8 (p. 38):

M8 =

(
4 −2
2 0

)
, u = x =

(
1
1

)
, v = y =

(
1
0

)
.

a. You know M8 has the repeated eigenvalue 2, and that therefore the kernel
of the matrix M8 − 2I contains all the eigenvectors of M8. Show that the
dimension of the image of M8 − 2I is 1; by the rank–nullity theorem, the
dimension of the set of eigenvectors of M8 is only 1, not 2.

b. Show that M8(u) = 2x, M8(v) = 2x+ 2y. In particular, identify an eigen-
vector of M8.

c. Let (u,v) be coordinates based on u and v, and let (x,y) be coordinates
based, in the same way, on x and y. Show that the coordinate change from
the standard basis to the new one is

G :

{
u = u+ v, x = x + y,

v = u, y = x.

d. Show that, in terms of the new coordinates, M8 becomes

M8 :

{
x = 2u+ 2v,

y = 2v,
M8 =

(
2 2
0 2

)
.

2.8. a. Show that the complex numbers e±iθ = cosθ ± i sinθ are the eigenvalues
of the matrix

Rθ =

(
cosθ −sinθ
sinθ cosθ

)
.

b. Show that Rθ rotates the plane by θ radians by showing that
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(
cosθ −sinθ
sinθ cosθ

)(
r cosα
r sinα

)
=

(
r cos(α + θ )
r sin(α + θ )

)
.

In other words, Rθ maps the point with polar coordinates (r,α) to the point
with polar coordinates (r,α + θ ). Explain why this implies Rθ has no real
eigenvectors when θ 6= nπ , n integer.

c. Find a (complex) eigenvector for each of the eigenvalues of Rθ , θ 6= nπ .

2.9. Show that the only matrix equivalent (cf. Definition 2.1, p. 33) to the uniform
dilation D = λ I is D itself.

2.10. Let arctan(y/x), viewed as a function of two variables, be defined in terms of
the usual arctangent function for all (x,y) 6= (0,0) as follows:

arctan(y/x) =






arctan(y/x), 0 < x,

π/2, x = 0, 0 < y,

−π/2, x = 0, y < 0,

arctan(y/x)−π , x < 0, y < 0,

arctan(y/x)+ π , x < 0, 0 ≤ y.

a. Show that arctan(y/x) is continuous across the y-axis, and is thus continu-
ous on R2 \{(x,0)|x ≤ 0}; this is the plane with the origin and the negative
x-axis deleted.

b. The graph z = arctan(y/x) is a spiral ramp; sketch it.

2.11. Suppose the 2× 2 matrix M has real unequal eigenvalues λ1 and λ2, with
corresponding eigenvectors u1 and u2.

a. Explain why u1 and u2 are linearly independent.
b. Let G be the matrix whose columns are u1 and u2, in that order. Explain

why G is invertible, and then show

G−1MG =

(
λ1 0
0 λ2

)
.

2.12. Suppose the 2×2 matrix M has the repeated eigenvalue λ 6= 0, but has only
a single eigendirection, along the eigenvector u. The purpose of this exercise
is to show that M is equivalent to the standard shear–dilation matrix

Sλ =

(
λ λ
0 λ

)
.

a. Let e1 and e2 be the standard basis vectors. Show by direct computation
that the vectors (M − λ I)e1 and (M − λ I)e2 are both eigenvectors of M.
Conclude that (M −λ I)w is an eigenvector of M for every w in R2. Sug-
gestion: The vectors (M − λ I)e1 and (M −λ I)e2 are the columns of the
matrix
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M−λ I =

(
a−λ b

c d−λ

)
.

b. The image of M −λ I is 1-dimensional and contains λ u; why? Conclude
that there is a vector v for which (M −λ I)v = λ u. Explain why u and v
are linearly independent.

c. Let G be the matrix whose columns are u and v. Explain why G is invert-
ible, and show that G−1MG = Sλ .

2.13. Suppose the real 2× 2 matrix M has complex eigenvalues a± bi, b 6= 0, and
the real vectors u and v form the complex eigenvector u + iv for M with
eigenvalue a− bi (note the difference in signs). The purpose of this exercise
is to show that M is equivalent to the standard rotation–dilation matrix Ca,b

(cf. p. 39).

a. Show that the following real matrix equations are true:

Mu = au+ bv, Mv = −bu+ av.

b. Let G be the matrix whose columns are u and v, in that order. Show that
MG = GCa,b.

c. Show that the real vectors u and v are linearly independent in R2. Sugges-
tion: first show u 6= 0, v 6= 0. Then suppose there are real numbers r, s for
which ru+ sv = 0. Show that 0 = M(ru+ sv) implies that −su+ rv = 0,
and hence that r = s = 0.

d. Conclude that G is invertible and G−1MG = Ca,b.

2.14. Notice that, in Exercise 2.6, the map whose invariant grid was rectangular
(and hence whose eigenvectors were orthogonal) was the one whose matrix
was symmetric. A matrix is symmetric if it is equal to its own transpose; the
2×2 symmetric matrices are

M =

(
a b
b c

)
a, b, and c real.

The purpose of this exercise is to show that a symmetric matrix always has
linearly independent orthogonal eigenvectors that define an invariant rectan-
gular grid.

a. Show that the eigenvalues of a 2×2 symmetric matrix M are real. (Sugges-
tion: Look at the formula for the roots of the quadratic equation that gives
the eigenvalues and focus on the part of the formula that leads to complex
values.)

b. Suppose a 2× 2 symmetric matrix M has unequal eigenvalues. Show that
the eigenvectors that correspond to these eigenvalues are orthogonal (e.g.,
their dot product is zero).
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c. Suppose a 2×2 symmetric matrix M has equal eigenvalues. Show that this
can happen only if b = 0 and a = c. (Again, look at the formula for the
roots.) This implies M must reduce to a multiple of the identity matrix.

In the last case (c), every nonzero vector is an eigenvector. Therefore, for
every symmetric 2× 2 matrix M, R2 has a basis consisting of orthogonal
eigenvectors of M. Thus if a linear map M : R2 → R2 is represented by a
symmetric matrix, there is a grid of squares that is stretched into a parallel
grid of rectangles (as happened in Exercises 2.4 and 2.6a).

2.15. The purpose of this exercise is to show that the area of v∧w is the determinant
of the matrix whose columns are the coordinates of v and w.

a. Let θ be the angle between v and w, taken from v to w and chosen so
that −π < θ ≤ π . Thus, θ is negative precisely when v∧w has negative

v

w

θ

orientation. Show that area(v∧w) = ‖v‖‖w‖sinθ . (Notice that this has a
negative value when v∧w has negative orientation.)

b. Show that area2(v∧w) = ‖v‖2‖w‖2 − (v ·w)2.
c. Let v = (v1,v2), w = (w1,w2). Show that

‖v‖2‖w‖2 − (v ·w)2 = (v1w2 − v2w1)
2,

and hence that area(v∧w) = ±(v1w2 − v2w1).
d. Show that requiring the area of the unit square (1,0)∧ (0,1) be positive

implies we should choose the positive root in part (c):

area(v∧w) = v1w2 − v2w1 = det
(

v1 w1
v2 w2

)
.

2.16. Suppose M =

(
a b
c d

)
, v =

(
v1

v2

)
, w =

(
w1

w2

)
.

a. Let V be the matrix whose columns are v and w, and let V be the matrix
whose columns are M(v) and M(w). Show that V = MV and hence that
detV = detM×detV .

b. Conclude that

areaM(v∧w) = areaM(v)∧M(w) = detM× area(v∧w).

2.17. The aim of this exercise is to show that the determinant of a 2×2 matrix can Defining properties
of the determinantbe viewed as a certain function D(v,w) of its columns v and w that is uniquely

characterized by the following three properties.

• D(e1,e2) = 1, where ei is the ith column of the identity matrix.
• D(v,w) = 0 if v = w.
• D(v,w) is a linear function of each of its arguments v and w. That is,
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D(tv,w) = tD(v,w),

D(v1 + v2,w) = D(v1,w)+ D(v2,w),

and similarly for the second argument. We say D is bilinear.

a. Show that D is antisymmetric; that is, D(y,x) = −D(x,y) for all x and y.
Suggestion: First expand D(x+y,x+y) to four terms using the bilinearity
of D (this is a kind of “FOIL”). The second property will guarantee two of
those terms are zero; the remaining two terms then give the result.

b. Show that D(e2,e1) = −1.
c. Let v = v1e1 + v2e2 and w = w1e1 + w2e2. Using the bilinearity of D

(“FOIL” again!), show that

D(v,w) = v1w2D(e1,e2)+ v2w1D(e2,e1) = v1w2 − v2w1,

proving that D(v,w) = det
(

v1 w1

v2 w2

)
.

The reason we have paused here to characterize the determinant of a 2×2 matrix byThe determinant
in higher dimensions these three properties is that we later use (suitable modifications of) the same three

properties to define the determinant of an n× n matrix. (See the exercises below).
The properties of D(v,w) are the properties of area(v∧w); thus the determinant
of an n× n matrix will be connected with the volume of an n-dimensional paral-
lelepiped, the analogue of a 2-dimensional parallelogram.

2.18. Determine (5,2,−1)× (3,4,2) and (1,1,1)× (1,1,−1).

2.19. Determine the volume of the parallelepiped:

a. (5,2,−1)∧ (3,4,2)∧ (1,0,−1).
b. (1,1,1)∧ (1,1,−1)∧ (1,−1,−1).

2.20. Consider the linear map M : R3 → R3 and the parallelepiped P defined by

M =




0 1 0
0 0 2
−1 0 0



 , P =




1
0
0



∧




1
1
0



∧




1
1
1



 .

a. What is the orientation of P? What is the volume of P?
b. Describe the parallelepiped M(P) by listing its edges, in proper order.
c. Determine directly from your answer in (b) the orientation and volume of

M(P).
d. What is the volume multiplier of M? Does this value account for the ori-

entation and volume of M(P) you found in part (c)?

2.21. Suppose z = x×y 6= 0. Show that the linear map L : R3 → R3 defined by

L(x) = y, L(y) = x, L(z) = −z,
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has positive determinant and maps x∧y to y∧x.

2.22. Show that vol(x∧y∧z) = vol(x∧y∧z), where z = z+αx+β y and α and β
are arbitrary. One way to do this is to note that the two parallelepipeds x∧y∧z
and x∧ y∧ z have the same base x∧ y, and their third edges z and z lie the
same distance above that base. Draw a picture.

2.23. The parallelpipeds obtained from x∧ y∧ z by an arbitrary permutation of x,
y, and z are all equal as sets. However, they differ in orientation. Show that
the cyclic permutations y∧ z∧ x and z∧ x∧ y have the same orientation as
x∧ y∧ z, but the permutations that simply transpose a pair of edges, namely
y∧ x∧ z, x∧ z∧ y, and z∧ y∧ x, all have the opposite orientation. We can
express this in the following way.

y∧ z∧x = z∧x∧y = x∧y∧ z,

x∧ z∧y = y∧x∧ z = z∧y∧x = −x∧y∧ z.

2.24. The purpose of this exercise is to show that the determinant of a 3×3 matrix
is a certain function D of its columns that is uniquely defined by the following
three properties. This is exactly analogous to the 2× 2 case as dealt with in
Exercise 2.17 (p. 61), and is preparation for the n× n case addressed below
(Exercise 2.28).

• D(e1,e2,e3) = 1, where ei is the ith column of the identity matrix.
• D(x,y,z) = 0 if any two of the columns x, y, z are equal.
• D(x,y,z) is a linear function of each of its arguments x, y, and z. That is,

D(tx,y,z) = tD(x,y,z),

D(x1 + x2,y,z) = D(x1,y,z)+ D(x2,y,z),

and similarly for the second and third arguments.) We say D is multilinear.

a. Show that D is antisymmetric; that is, D changes sign when any two
columns are interchanged:

D(x,z,y) = D(z,y,x) = D(y,x,z) = −D(x,y,z).

(Compare this with the previous exercise.)
b. Show that

D(e1,e3,e2) = D(e3,e2,e1) = D(e2,e1,e3) = −1,

D(e2,e3,e1) = D(e3,e1,e2) = D(e1,e2,e3) = +1.

c. Write x, y, z in terms of their coordinates with respect to the standard basis:

x =




x1
x2

x3



= x1




1
0
0



+ x2




0
1
0



+ x3




0
0
1



= x1e1 + x2e2 + x3e3;
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similarly, y = y1e1 + y2e2 + y3e3; z = z1e1 + z2e2 + z3e3. Using the mul-
tilinearity of D, expand D(x,y,z) as a sum of 27 terms of the form
xiy jzkD(ei,e j,ek). Note that, in a given one of these expressions, the in-
dices i, j, k need not be distinct.

d. Precisely 21 of the 27 terms you just obtained are automatically zero.
Which ones, and why?

e. Show that the remaining six terms yield

D(x,y,z) = det




x1 y1 z1

x2 y2 z2

x3 y3 z3



,

the familiar 3× 3 determinant. Hence, the 3× 3 determinant is uniquely
determined by the three properties defining D.

2.25. Show that D(x,y,z) = D(x,y,z), where z = z + αx + β y and α and β are
arbitrary. This is obviously the same result as Exercise 2.22 above; however,
you should prove it here using only the properties of D defined and deduced
in the previous exercise.

2.26. Let P = v∧w be the parallelogram in R3 : (u1,u2,u3) spanned by v = (1,1,2)
and w = (1,0,−1).

a. For i = 1,2,3, describe in the form Pi = vi ∧wi the projection of P onto
the coordinate plane ui = 0. For clarity, write vi and wi as elements of R2

rather than R3.
b. Determine the areas of the three projections Pi; then use the “Pythagorean”

theorem to calculate

areaP =
√

area2 P1 + area2 P2 + area2 P3.

c. Let V be the 3×2 matrix whose columns are the components of v and w,
in that order, and let V † be its transpose. Show that

V †V =

(
v ·v v ·w
w ·v w ·w

)
,

implying detV †V = ‖v‖2‖w‖2− (v ·w)2. Show that this is area2 P (cf. Ex-
ercise 2.15, p. 61). Confirm that this value of areaP agrees with the value
you found in part (b).

2.27. Show that (x ·y)2 ≤ ‖x‖2‖y‖2 for all vectors x and y in Rn. (Suggestion: both
sides are zero if y = 0, so assume y 6= 0 and let

z = x− x ·y
‖y‖2 y.

Now consider the implications of 0 ≤ z · z.)
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The next exercise defines the determinant of an n×n matrix V as a function D of its
columns that satisfies certain properties. We have already seen how this approach
works with a 2× 2 matrix (Exercise 2.17, p. 61) and with a 3× 3 matrix (Exer-
cise 2.24).

As we saw in the earlier exercises, and see again in the n× n case, an essential
property of D is antisymmetry. A description of this property involves rearranging,
or permuting, the columns. When there were only two or three columns, this was
simple to follow. However, it is useful here to pause and introduce some facts about
permutations of an arbitrary number, n, of objects.

A permutation on nnn elements is an invertible map π of the set {1,2, . . . ,n} to Permutations and
transpositionsitself. A transposition is a permutation τi, j that interchanges the elements i and j

and leaves all the others unchanged: τi, j(i) = j; τi, j( j) = i; τi, j(k) = k,k 6= i, j. The
product of two permutations is the permutation that results from their composition:
(π1 ·π2)(i) = (π1π2)(i) = π1(π2(i)). The identity map is a permutation and it is the
identity element in the product. (With this product, the set Sn of permutations on n
elements is a group with n! elements.)

Every permutation can be written as a product of transpositions. The number of Even and odd
permutationstranspositions in such a product is not unique, but its parity is. Therefore, we say a

permutation π is even, and write sgnπ = +1, if π is always the product of an even
number of transpositions; we say it is odd, and write sgnπ = −1, if it is always the
product of an odd number of transpositions.

If v1, v2, . . . vn, are the columns of the matrix V , then D(v1, v2, . . . vn) is a func- The defining
properties of Dtion that satisfies the following conditions:

• D(e1,e2, . . . ,en) = 1, where ei is the ith column of the n×n identity matrix.

• D(v1,v2, . . . ,vn) = 0 if any two of the columns vi are equal.

• D is multilinear; that is, D(v1,v2, . . . ,vn) is a linear function of each of its
arguments v1, v2, . . . , vn.

Note: It is not yet evident that there is such a function D; the exercise shows that D
exists.

2.28. a. Show that D is antisymmetric; that is, D changes signs when any two
columns are interchanged. In terms of permutations: if π is a transposition,
then

D(vπ(1),vπ(2), . . . ,vπ(n)) = −D(v1,v2, . . . ,en).

b. Suppose π is a permutation of {1,2, . . . ,n}. Show that

D(eπ(1),eπ(2), . . . ,eπ(n)) = sgnπ = ±1.

c. Suppose that the map π : {1,2, . . . ,n}→ {1,2, . . . ,n} is not a permutation,
that is, π is not onto or one-to-one. Explain why

D(eπ(1),eπ(2), . . . ,eπ(n)) = 0.
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d. First write each column vi as a linear combination of the standard basis
elements ek:

v1 = v11e1 + v21e2 + · · ·+ vn1en,

v2 = v12e1 + v22e2 + · · ·+ vn2en,

...

vn = v1ne1 + v2ne2 + · · ·+ vnnen.

Then, using the multilinearity of D, expand D(v1,v2, . . . ,vn) as a sum of
nn terms of the form

vπ(1),1vπ(2),2 · · ·vπ(n),nD(eπ(1),eπ(2), . . . ,eπ(n)).

e. Most of the nn terms you just obtained in the previous part are automati-
cally zero; why? Which ones are not?

f. Conclude that

D(v1,v2, . . . ,vn) = ∑
π in Sn

(sgnπ)vπ(1),1 vπ(2),2 · · ·vπ(n),n.

This formula for D shows that there is one and only one function D that
satisfies the three given properties.

This exercise gives us a way to define the determinant of an n×n matrix.

Definition 2.8 Suppose V = (vi j) is the n×n matrix that has the element vi j in the
ith row and jth column. Let v j = (vi j), i = 1, . . . ,n, denote the jth column of V , so
V = (v1,v2, . . . ,vn). The determinant of VVV is

detV = D(v1,v2, . . . ,vn) = ∑
π in Sn

(sgnπ)vπ(1),1 vπ(2),2 · · ·vπ(n),n.

Thus, the determinant of V is the sum of all possible products of n elements of V ,
one taken from each row and each column, switching the sign of a particular product
if the row indices represent an odd permutation of the columns indices.

2.29. Write out the 24 terms of the determinant of a 4×4 matrix.

2.30. Suppose that V = (vi j) and vi j = 0 if i > j. This is called an upper triangu-
lar matrix, because all entries below the main diagonal are zero. Show that
detV = v11v22 · · ·vnn.

2.31. Let A and B be 2× 2 matrices, and let O denote the 2× 2 matrix whose ele-
ments are all 0. Find the determinant of each of the following 4×4 matrices
in terms of detA and detB.

M1 =

(
A O
O B

)
, M2 =

(
O A
B O

)
, M3 =

(
A B
O O

)
.
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2.32. Show that a square matrix A with a row or a column of zeros has detA = 0.

2.33. Show that A and A† have the same determinant.

2.34. The minor Mi j of A is the (n−1)× (n−1) matrix obtained by deleting the ith
row and jth column of A. Show that we can “expand detA by minors along
the ith row” in the following way.

detA = (−1)i+1ai1 detMi1 +(−1)i+2ai2 detMi2 + · · ·+(−1)i+nain detMin.

Write the analogous formula to “expand by minors along the jth column.”

The definition of a parallelogram in R3 suggests we can define similar objects in k-parallelepipeds
Rn, n > 3; in fact, we can generalize Definition 2.4 to define a parallelepiped of any
dimension k ≤ n in Rn.

The kkk-dimensional parallelepiped v1 ∧v2 ∧·· ·∧vk is the set of vectors

w =
k

∑
i=1

tivi,

where v1, . . . ,vk are vectors in Rn and 0 ≤ ti ≤ 1, i = 1, . . . ,k. We take k ≤ n, but
if k 6= n, v1 ∧·· · ∧vk is not oriented. We continue to call a 2-parallelepiped v∧w a
parallelogram.

2.35. Let v∧ w be a parallelogram in R
n, and let V be the n× 2 matrix whose

columns are the coordinates of the vectors v and w, in that order. Show that
detV †V = ‖v‖2‖w‖2 − (v · w)2. By Exercise 2.26, we can take this to be
area2(v∧w).

Now that we have the area of a parallelogram, we can define the k-volume of a k- 3-volume
parallelepiped inductively on k. We start with a 3-parallelepiped v1 ∧v2 ∧v3. Think
of this as having base v1 ∧ v2; then we want the “3-volume” to be the area of the
base times the perpendicular height:

vol(v1 ∧v2 ∧v3) = area(v1 ∧v2)‖h‖.

Here h is the vector that is orthogonal to the base v1 ∧ v2 and in the plane that
contains v3 and is parallel to the base. A vector in that parallel plane is of the form

h = v3 −a1v1 −a2v2,

for some real numbers a1 and a2. The orthogonality condition on h gives us two

v2

v1

v3

h

−a1v1

−a2v2

equations,

0 = v1 ·h = v1 ·v3 −a1v1 ·v1 −a2v1 ·v2,

0 = v2 ·h = v2 ·v3 −a1v2 ·v1 −a2v2 ·v2,

that we can convert into a matrix equation for the unknowns a1 and a2:
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(
v1 ·v1 v1 ·v2

v2 ·v1 v2 ·v2

)(
a1

a2

)
=

(
v1 ·v3

v2 ·v3

)
.

There are unique values for a1 and a2—that is, h is uniquely defined—precisely
when the matrix on the left is invertible. But notice that the determinant of that
matrix is, by Exercise 2.26, the square of the area of the base parallelogram v1 ∧v2.
If area(v1 ∧v2) = 0, the 3-volume of v1 ∧v2 ∧v3 is zero; otherwise, we can find h,
as above, and obtain vol(v1 ∧v2 ∧v3). In fact, the volume is a determinant:

∣∣∣∣∣∣

v1 ·v1 v1 ·v2 0
v2 ·v1 v2 ·v2 0

0 0 h ·h

∣∣∣∣∣∣
=

∣∣∣∣
v1 ·v1 v1 ·v2
v2 ·v1 v2 ·v2

∣∣∣∣ h ·h

= area2(v1 ∧v2)‖h‖2 = vol2(v1 ∧v2 ∧v3).

Now replace the zeros in the 3×3 determinant with v1 ·h and v2 ·h, as appropriate.
Then substitute for the right-hand factor h in each entry in the third column its
expression as a linear combination of v1, v2, and v3:

∣∣∣∣∣∣

v1 ·v1 v1 ·v2 v1 ·h
v2 ·v1 v2 ·v2 v2 ·h
h ·v1 h ·v2 h ·h

∣∣∣∣∣∣
=

∣∣∣∣∣∣

v1 ·v1 v1 ·v2 v1 ·v3 −a1v1 ·v1 −a2v1 ·v2

v2 ·v1 v2 ·v2 v2 ·v3 −a1v2 ·v1 −a2v2 ·v2

h ·v1 h ·v2 h ·v3 −a1h ·v1 −a2h ·v2

∣∣∣∣∣∣

=

∣∣∣∣∣∣

v1 ·v1 v1 ·v2 v1 ·v3
v2 ·v1 v2 ·v2 v2 ·v3

h ·v1 h ·v2 h ·v3

∣∣∣∣∣∣
.

To get the simpler expression in the last step, above, we have used the multilinearity
of the determinant and the fact that the determinant of a matrix with two equal
columns is zero; cf. Exercise 2.25. The net result is that h is replaced by v3 in the
third column. The same substitution for the factor h in the third row, followed by a
similar addition of rows, will leave us h replaced by v3 in the third row. We discover
that the volume is a determinant involving the vectors vi in a symmetric way.

∣∣∣∣∣∣

v1 ·v1 v1 ·v2 v1 ·v3
v2 ·v1 v2 ·v2 v2 ·v3

v3 ·v1 v3 ·v2 v3 ·v3

∣∣∣∣∣∣
= vol2(v1 ∧v2 ∧v3)

Finally, if V is the n×3 matrix whose columns are v1, v2, v3, in that order, thendetV †V = vol2

V †V =




v1 ·v1 v1 ·v2 v1 ·v3

v2 ·v1 v2 ·v2 v2 ·v3
v3 ·v1 v3 ·v2 v3 ·v3



 ,

so detV †V = vol2(v1 ∧v2 ∧v3).
We consider next the 4-parallelepiped v1 ∧v2 ∧v3 ∧v4; it has
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base, a 3-parallelepiped : v1 ∧v2 ∧v3,

height vector, orthogonal to base : h = v4 −a1v1 −a2v2 −a3v3,

and we can define its 4-volume as the product of the 3-volume of its base with the
length of its height vector. The same, rather lengthy, argument we have just carried
out allows us to determine the square of the 4-volume as detV †V , where V is the
matrix whose columns are the vectors vi. This process of establishing the volume
of a k-parallelepiped from the volume of a (k− 1)-parallelepiped is an example of
mathematical induction, and shows for every k ≤ n that the squared k-volume is
detV †V .

2.36. Show that the square of the n-volume of an n-parallelepiped, as defined in the
text, equals detV †V , as derived in these exercises.

2.37. Let V be the n×3 matrix whose columns are v1, v2, v3; verify that

V †V =




v1 ·v1 v1 ·v2 v1 ·v3

v2 ·v1 v2 ·v2 v2 ·v3

v3 ·v1 v3 ·v2 v3 ·v3



 .

2.38. Let h = vk−a1v1−·· ·−ak−1vk−1, where a1, . . . , ak−1 are arbitrary real num-
bers. Show that h is in the (hyper)plane that contains vk and is parallel to the
linear subspace of Rn spanned by v1, . . . , vk−1.

2.39. Find a vector h in the plane that contains v3 and is parallel to v1 ∧v2, when

a. v1 = (1,0,1,0), v2 = (2,1,1,1), v3 = (0,1,2,0).
b. v1 = (1,0,−1,0), v2 = (2,1,1,1), v3 = (0,1,2,0).

2.40. Determine the rank and nullity of each of the following matrices, viewing
each as a linear map.

a.
(

1 2 3
4 5 6

)
b.




0 1 0 0
0 0 1 0
0 0 0 1
1 1 1 1


 c.




1 −2
−2 4
3 −6



 d.




1 1 0
0 1 1
1 0 1





2.41. a. Solve the equations

5u + 3v−3w+ x = 0,

3u + 2v + 6w−2x = 0,

for u and v in terms of w and x.
b. Can you solve for w and x in terms of u and v? What happens?
c. Can you solve for u and x in terms of v and w? What is the result?

2.42. This question concerns the linear map L : R3 → R3 defined by the equations
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L :






x = u + v,

y = v + w,

z = u−w.

a. What is the dimension of kerL? Give a basis for kerL.
b. Find the matrix for a linear map M : Rp → Rq whose graph is the kernel

of L. What are the values of p and q?
c. Write M as a set of q equations in p variables.
d. What is the dimension of imL? Give a basis for imL.
e. Find the matrix for a linear map A : R j → Rk whose graph is the image

of L. What are the values of j and k?
f. Write A as a set of k equations in j variables.

2.43. a. Find all solutions (u,v) to the equations

u−2v = 5,

4v−2u = −10,

and sketch the solution set in the (u,v)-plane.
b. Describe the solution set in (a) as the graph of a suitable function. Is your

sketch in (a) the graph of that function?
c. Describe the relation between the solution set in part (a) to the set of solu-

tions to the equations

u−2v = 0,

4v−2u = 0.

2.44. Let L : Rn → Rp be an arbitrary linear map, and let

V = {(u,L(u)) | u ∈ R
n} ⊂ R

n ×R
p = R

n+p

be the graph of L. The purpose of this exercise is to show that V is a linear
subspace of Rn+p of dimension n.

a. Show that the sum of two vectors in V is also in V . That is, given v1 =
(u1,L(u1)) and v2 = (u2,L(u2)) with u1 and u2 in Rn, show that v1 + v2
also has the form (w,L(w)) for some suitable w in Rn.

b. Show that any scalar multiple of a vector in V is also in V .
c. Suppose B = {u1,u2, . . . ,un} is a basis for Rn. Let v j = (u j,L(u j)) for

j = 1,2, . . . ,n. Show that
i. G = {v1,v2, . . . ,vn} is a linearly independent set of vectors in Rn+p;

ii. G spans V ; that is, any vector in V can be written as a linear combina-
tion of the vectors {v1,v2, . . . ,vn} that span V .

d. Explain why dimV = dimgraphL = n.



Chapter 3

Approximations

Abstract Approximations are at the heart of calculus. In Chapter 1 we saw that
the transformation of differentials dx = ϕ ′(s)ds can be traced back to the linear
approximation ∆x ≈ ϕ ′(s)∆s (the microscope equation), and that the factor ϕ ′(s)
represented a local length multiplier. We also suggested there that the transformation
dxdy = r dr dθ of differentials from Cartesian to polar coordinates has the same
explanation: the polar coordinate change map has a linear approximation (a two-
variable “microscope” equation) and the factor r is the local area multiplier for that
map. In this chapter we construct a variety of useful approximations to nonlinear
functions of one or more variables. However, we save for the following chapter a
discussion of the most important approximation, the derivative of a map.

3.1 Mean-value theorems

The derivative indicates how much a function changes. It does this in the microscope Measuring change
with the derivativeequation, for example, and also in a similar equation called the law of the mean.

First, consider the microscope equation, in this form:

f (x)− f (a) ≈ f ′(a)(x−a) for x ≈ a.

This says each change x− a in input produces a change f (x)− f (a) in output that
is approximately f ′(a) times as large. Although this equation is only approximate,
note that the multiplier f ′(a) that links the changes is the same for all x in some
sufficiently small neighborhood of a.

The law of the mean makes a similar statement, but there are important dif- Law of the mean
ferences. It says that for each fixed x, say x = b, we can find a “mean value” c
somewhere between a and b for which

f (b)− f (a) = f ′(c)(b−a).
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The link between changes in input and output is now exact rather than approximate,
and b need not be near a, as in the microscope equation. However, these benefits
come at a cost: the location of the c varies with b and, in fact, is not usually explicitly
known, even when a and b are. Also, f ′ has to be continuous from a to b. As the
figure indicates, c is to be chosen so that the slope f ′(c) is equal to the slope of the

x

y

a bc

y = f(x)

f ′(c)

f(a) − f(b)
b − a

line segment from (a, f (a)) to (b, f (b)). We can put the law this way:

When x changes from a to b, then f (x) undergoes a change that is exactly f ′(c)
times as large.

The law of the mean is the first of several mean-value theorems we consider, and it
is the most basic: all others follow from it.

Our ignorance of the location of c makes it difficult to use the law of the mean inBounding the
magnitude of change some circumstances. However, it is natural to assume that we do have information

about f and its derivative. In particular, we can make use of a bound on the size of
| f ′(x)|.
Theorem 3.1 (Mean-value theorem). Suppose f (x) is continuously differentiable
for all x between a and b; then

| f (b)− f (a)| ≤ max
a≤x≤b

| f ′(x)||b−a|. ⊓⊔

Although the law of the mean states explicitly—by means of an equality—how
much the function grows (i.e., how f (b)− f (a) depends on b−a), the mean-value
theorem just provides a bound on that growth in terms of a bound on the derivative.
As we show below, there is no direct extension of the law of the mean to vector-
valued functions, that is, to functions x = f(v) where the value x is a vector in Rp,
with p ≥ 2. For a vector-valued function, we are only able to bound its growth by
the size of its derivative, as in Theorem 3.1.

The law of the mean is frequently called the mean-value theorem; however, we
reserve the latter term for the general theorem that extends to vector-valued func-
tions.

Continuing on, we formulate an integral law of the mean.Integral mean-value
theorem

Theorem 3.2 (Law of the mean for integrals). If f (x) is a continuous function on
the interval from a to b, then

∫ b

a
f (x)dx = f (c)(b−a)

for at least one point c in that interval.

Proof. Let F(x) be an antiderivative of f (x) (i.e., F ′(x) = f (x)). The fundamental
theorem of calculus guarantees that F exists because f is continuous. If we now
apply the law of the mean to F , we find

∫ b

a
f (x)dx = F(b)−F(a) = F ′(c)(b−a) = f (c)(b−a)

for some c between a and b. ⊓⊔
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We can connect this with the mean value of f . By definition, the mean value of Mean value
of a functiona function y = f (x) on the interval a ≤ x ≤ b is the constant f whose integral over

[a,b] (the hatched region in the figure) is equal to the integral of f (x) over [a,b] (the
shaded region): ∫ b

a
f (x)dx =

∫ b

a
f dx = f × (b−a).

This leads to the more familiar form of the definition:

x

y

a bc

y = f(x)

y = f

mean value of f on [a,b] = f =
1

b−a

∫ b

a
f (x)dx.

Because f lies between the maximum and minimum values of f (x) on [a,b], and
because f is continuous, there is at least one c between a and b for which f (c) = f .
In other words, in the equation

∫ b

a
f (x)dx = f (c)(b−a)

provided by the integral law of the mean, f (c) is in fact the mean value of f on the
interval [a,b].

Because we know f (c) = f in the integral law of the mean, we can sometimes
determine c explicitly. For example, let f (x) =

√
r2 − x2. The graph of y = f (x) is a

semicircle of radius r on the interval [−r,r], so the area under it is πr2/2 and

πr2

2
=

∫ r

−r

√
r2 − x2 dx = f (c)2r = 2r

√
r2 − c2.

We can solve this for c and get c = ±r
√

1−π2/16; see the exercises.

The integral law of the mean has us compute an integral by extracting the mean Generalized law of the
mean for integralsvalue of its integrand. The following theorem makes a more general assertion: there

are circumstances where we can compute an integral by extracting the mean value
of just a part of its integrand.

Theorem 3.3 (Generalized law of the mean for integrals). If f (x) and g(x) are
continuous on the interval [a,b] and g(x) ≥ 0 there, then

∫ b

a
f (x)g(x)dx = f (c)

∫ b

a
g(x)dx

for at least one point c in that interval.

Proof. Our proof here echoes the previous argument, which said that f = f (c) for
some c because f lies between the minimum and maximum values of the continuous
function f .

Note first that if g(x) = 0 for all x in the interval [a,b], then both integrals equal
0 and there is nothing to prove. So we assume g(x) > 0 for at least some x in the
interval; because g is continuous and g(x) ≥ 0, it also follows that
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∫ b

a
g(x)dx > 0.

Now let m and M be the minimum and maximum values of f (x) on [a,b]; thus
m ≤ f (x) ≤ M. Because 0 ≤ g(x), we also have

mg(x) ≤ f (x)g(x) ≤ Mg(x)

for all x in the interval, and therefore

m
∫ b

a
g(x)dx ≤

∫ b

a
f (x)g(x)dx ≤ M

∫ b

a
g(x)dx.

We have already noted that the integral of g is nonzero, so we can divide these
inequalities by it and conclude that the expression

∫ b

a
f (x)g(x)dx
∫ b

a
g(x)dx

lies between the minimum and maximum values of f (x) on the interval. Therefore,
because f is continuous, this expression must equal f (c) for at least one value c in
the interval. ⊓⊔

The condition g(x) ≥ 0 can be changed to g(x) ≤ 0 without affecting the truth
of the theorem; however, the theorem does fail if g(x) changes sign on the interval.
You can explore these points in the exercises. The proof of the generalized law of
the mean can be adapted to have the result stated as an inequality, as with the mean-
value theorem for functions.

Corollary 3.4 If f (x) and g(x) ≥ 0 are continuous on [a,b], then
∣∣∣∣
∫ b

a
f (x)g(x)dx

∣∣∣∣≤ max
a≤x≤b

| f (x)|
∣∣∣∣
∫ b

a
g(x)dx

∣∣∣∣ . ⊓⊔

Until now we have considered only functions of a single variable, but there areLaw of the mean for
multivariable functions analogous mean-value theorems for functions of several variables. To extend the law

of the mean to such functions, it is convenient for us to recast the law in a slightly
different form. Let ∆x = b− a; then the point c that lies between a and b can be
written as c = a + θ∆x for some 0 ≤ θ ≤ 1, and the law itself can be written as

f (a + ∆x) = f (a)+ f ′(a + θ∆x)∆x.

Now consider a function of several variables F(x) = F(x1, . . . ,xn). The analogue of
the ordinary derivative f ′(x) is the gradient of F (constructed with the differential
operator ∇, “nabla”):
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∇F(x) = gradF(x) =

(
∂F
∂x1

(x), . . . ,
∂F
∂xn

(x)

)
.

Theorem 3.5 (Law of the mean). Suppose F(x) = F(x1, . . . ,xn) is a continuously
differentiable function of x; then

F(a + ∆x)−F(a) = ∇F(a + θ∆x) ·∆x,

for some 0 ≤ θ ≤ 1.

Proof. There is a simple way to reduce this to a single-variable question; let f (t) =
F(a+t∆x)= F(a1 +t∆x1, . . . ,an +t∆xn). Then the chain rule gives us the derivative
of f :

f ′(t) =
∂F
∂x1

(a + t∆x)∆x1 + · · ·+ ∂F
∂xn

(a + t∆x)∆xn = ∇F(a + t∆x) ·∆x.

This is the scalar (or dot) product of the gradient with the vector ∆x. By the law of
the mean for f (t), we know there is a 0 ≤ θ ≤ 1 for which the following is true:

F(a + ∆x)−F(a) = f (1)− f (0) = f ′(θ )(1−0)

= ∇F(a + θ∆x) ·∆x. ⊓⊔

Thus, even for a function F(x) of several variables, if we use the dot product for
multiplication, we can express the law of the mean in the following way.

When x changes from a to b = a + ∆x, the change in F(x) is exactly ∇F times as
large, where the gradient ∇F is evaluated at some intermediate (or “mean”) point
along the line from a to b.

We can rephrase the multivariable law of the mean as an inequality that bounds
the growth of F in terms of a bound on its derivative (i.e., its gradient):

Corollary 3.6 (Mean-value theorem) If z = F(x) is continuously differentiable on
the line that connects a and b, then

|F(b)−F(a)| ≤ max
x

‖∇F(x)‖‖b−a‖,

where the maximum is taken over all points x on the line from a to b. ⊓⊔
For functions of two variables, we have a natural extension of the integral law Double integrals

of the mean. The proof follows the pattern of all previous proofs; see the exercises.
We deal with functions of three or more variables in a later chapter, after we discuss
their integrals.

Definition 3.1 The mean value FFF of the function F(x,y) on the domain D in R2 is

F =
1

areaD

∫∫

D

F(x,y)dxdy.
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Theorem 3.7 (Law of the mean for double integrals). Let F(x,y) be a continuous
function on a connected domain D in R2. Then there is at least one point (c,d) in D
where F takes on its mean value F; thus

∫∫

D

F(x,y)dxdy = F(c,d)× areaD. ⊓⊔

To complete the present study of mean-value theorems, let us consider vector-The problem with
vector-valued functions valued functions x = f(v), where x is a vector in Rp, p ≥ 2. For even in the simplest

such case—a vector-valued function x = f(t) of a single variable, which defines a
curve in Rp—we now show there can be no direct extension of the law of the mean
as an equality.

To see why, consider the helix x = f(t)= (cost,sin t,t) in R
3. Let us try to express

the change f(2π)− f(0) in the form f′(c)(2π − 0) for some suitable mean value c
between 0 and 2π . The vector ∆f = f(2π)− f(0) = (0,0,2π) is vertical, but the
derivative

f′(c) = (−sinc,cosc,1)

is never vertical, because its first two components are never simultaneously zero.
Therefore, no scalar multiple of f′(c) will ever equal ∆f, even approximately. In

f(0)

f(c)

f(2π)f ′(c)

∆f

particular, there is no number c for which

f(2π)− f(0) = f′(c)(2π −0).

Even though the law of the mean itself fails to hold, we can still get a bound
on the size of the change in f that is exactly analogous to the bound provided by
Theorem 3.1; in fact, we have

‖f(2π)− f(0)‖≤ max‖f′(t)‖|2π −0|,

because the left-hand side equals 2π and the right-hand side equals 2
√

2π .

Theorem 3.8 (Mean-value theorem). If f : I → R
p has a continuous derivative on

an interval I that contains a and b, then

‖f(b)− f(a)‖≤ max
a≤t≤b

‖f′(t)‖|b−a|.

Proof. Because f(b)− f(a) =
∫ b

a
f′(t)dt, we have

‖f(b)− f(a)‖=

∥∥∥∥
∫ b

a
f′(t)dt

∥∥∥∥≤ max
a≤t≤b

‖f′(t)‖
∣∣∣∣
∫ b

a
dt

∣∣∣∣≤ max
a≤t≤b

‖f′(t)‖|b−a|. ⊓⊔

This theorem relies on the fact that we can regard the derivative f′(t) as a vec-Extension to
multivariable inputs tor of the same sort as f(t) itself; this, in turn, is a consequence of the fact that the

input is just a single variable t. If, instead, x = f(v), where v is in Rp, p ≥ 2, then
the derivative of f is something new. We define this new derivative below (Defini-
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tion 3.16, p. 99) and analyze it in the following two chapters. At that time, we state
and prove a natural extension of Theorem 3.8 for maps (Theorem 4.15, p. 140).

3.2 Taylor polynomials in one variable

You are probably familiar with Taylor polynomials for f (x) written in the form New approximations

f (a)+ f ′(a)(x−a)+
f ′′(a)

2!
(x−a)2 + · · ·+ f (n)(a)

n!
(x−a)n.

These expressions give us new ways to approximate f (x). One obvious benefit of
any polynomial approximation is that it can be computed using only the four basic
operations of arithmetic; most functions are not computable in this sense. Taylor
polynomials become better approximations as n increases, and as x gets closer to a.
We also see less obvious reasons that make them valuable.

Consider successive terms in the Taylor polynomial to be separate contributions Properties of the
Taylor approximationto the approximation. Then we find that the lowest-order term makes the largest

contribution (at least when x is close to a) whereas the succeeeding terms, involving
higher and higher powers of x−a, contribute less and less to the total. Also, because
a Taylor polynomial gives a better approximation to f (x) the closer x is to a, we
write the polynomial instead in terms of the variable ∆x = x−a that indicates how
close x is to a. We took the same approach when we reformulated the law of the
mean (pp. 74ff.)

Definition 3.2 Suppose y = f (x) has derivatives up to order n at x = a; then the Taylor polynomial;
∆x = x−aTaylor polynomial of degree nnn for fff at xxx === aaa is

Pn,a(∆x) = f (a)+ f ′(a)∆x +
f ′′(a)

2!
(∆x)2 + · · ·+ f (n)(a)

n!
(∆x)n.

Notice that this expression for Pn,a includes each of the Taylor polynomials P0,a,
P1,a, P2,a, . . . ,Pn−1,a as an initial part.

In many cases, it is easy to calculate these polynomials. For example, if f (x) = Estimates and errors√
x, n = 3, and a = 100, then

P3,100(∆x) = 10 +
∆x
20

− (∆x)2

8000
+

(∆x)3

1600000
.

Let us see how this gives us approximate values of
√

x when x ≈ 100. First we
build a sequence of estimates of

√
102 (so ∆x = 2) by adding in the terms of the

polynomial, one at a time. This allows us to see how the approximation improves as
the degree increases. Second, we then do the same for

√
120 (∆x = 20). Comparing

the two sets of estimates allows us to see how the approximation improves as ∆x
decreases. In all cases our focus is on the error: that is, on the difference between
the true value and the approximation.
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First, we consider how each term in the cubic Taylor polynomialContribution made by
each term in P3,100(2)

P3,100(2) = 10 +
2

20
− 4

8000
+

8
1600000

= 10.099505

contributes to the estimate of
√

102 = 10.099504938362 . . . . Here are the results
in a table:

Degree Term Sum Error =
√

102−Sum

0 10 10 0.0995 . . . ≈ 1×10−1

1 0.1 10.1 −0.000495 . . . ≈−5×10−4

2 −0.0005 10.0995 0.000004938 . . . ≈ 5×10−6

3 0.000005 10.099505 −0.0000000616 . . .≈−6×10−8

Thus we see that higher terms contribute less and less to the sum, but they effec-
tively “fine-tune” the estimate. In fact, the contributions drive the error down expo-
nentially; that is, the error at each stage made by the intermediate sum Pk,100(2) is
roughly of size 10−ak−b, for some a > 0.

Of course the terms get smaller because their coefficients do, and this is clearlyComparative errors for√
102 and

√
120 the result of the choice of the original function f (x) =

√
x. For a different function,

the coefficients may not be so obliging. Nevertheless, by comparing the errors that
P3,100(∆x) makes for different values of ∆x, we largely eliminate the effect of the
coefficients. At the same time, we see how the error is connected to the size of
∆x, our second objective. The following table gives comparative information for√

120 = 10.95445115 . . . (∆x = 20).

Degree Term Sum Error =
√

120−Sum

0 10 10 0.954 . . . ≈ 1×100

1 1 11 −0.0455 . . . ≈−5×10−2

2 −0.05 10.95 0.00445 . . . ≈ 4×10−3

3 0.005 10.955 −0.000548 . . .≈−5×10−4

Compare the rightmost columns of the two tables for k = 2 or 3: x = 102 is only
1/10 as far from 100 as x = 120, and the error that Pk,100 makes in estimating

√
102

is, roughly speaking, only about 1/10k+1 times as large as the error for
√

120. Later
(p. 83), we confirm this is true even for k > 3.

Our experiments with
√

x suggest that that we should study howErrors and
Taylor’s theorem

error = f (a + ∆x)−Pn,a(∆x)

depends on ∆x and on n in general. The result is contained in Taylor’s theorem,
which we state and prove below. It spells out the error, and with it we are able to see
that Pn,a(∆x) makes a smaller error than any other polynomial of the same degree
in approximating f (x) near a. Before we state the theorem, let us look first at the
simple case when n = 0.
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The Taylor polynomial for n = 0 is just the constant function P0,a(∆x) = f (a), so The error for P0,a(∆x)

we have the estimate

error = f (a + ∆x)− f (a)≈ f ′(a)∆x

by using the microscope equation. Because f ′(a) is fixed, this expression already
tells us the error is roughly proportional to the size of ∆x itself. So if x1 is 1/10 as
far from a as x2 (and x2 is still sufficiently close to a), then the error that P0,a makes
in estimating f (x1) will be about 1/10 as large as the error in estimating f (x2).

By contrast, the law of the mean (p. 74) gives us the exact error, but in terms of a
quantity 0 ≤ t ≤ 1 whose value we may not be able to determine effectively:

f (a + ∆x)− f (a) = f ′(a + t∆x)∆x.

Because the derivative of f (a+ t∆x) with respect to t is f ′(a+ t∆x)∆x (chain rule),
we can also express the exact error as an integral:

∫ 1

0
f ′(a + t∆x)∆xdt = f (a + t∆x)

∣∣∣∣
1

0
= f (a + ∆x)− f (a).

Although this integral is more complicated-looking than the other ways of writing
the error, it turns out to be the most useful. Let us rewrite the last equation as

f (a + ∆x) = f (a)+

∫ 1

0
f ′(a + t∆x)∆xdt = P0,a(∆x)+ R0,a(∆x);

we call

R0,a(∆x) = ∆x
∫ 1

0
f ′(a + t∆x)dt

the remainder because it is what is left after we subtract the Taylor polynomial from
the function. Of course it is also the error we make in replacing the function value
by the polynomial value. We are now ready to state Taylor’s theorem; it expresses
the remainder for a general Pn,a as an integral.

Theorem 3.9 (Taylor). If f (x) has continuous derivatives up to order n + 1 on an Taylor’s formula
with remainderinterval containing a and a + ∆x, then

f (a + ∆x) = f (a)+ f ′(a)∆x +
f ′′(a)

2!
(∆x)2 + · · ·+ f (n)(a)

n!
(∆x)n + Rn,a(∆x),

where Rn,a(∆x) =
(∆x)n+1

n!

∫ 1

0
f (n+1)(a + t∆x)(1− t)n dt.

Proof by induction
Proof. Because the theorem is essentially a sequence of formulas—one for each
value of n—we prove them one at a time, “by induction on n.” That is, we first
prove the formula involving P0,a, then use it to prove the one involving P1,a, then
use that to prove the one involving P2,a, and so on, generating each new remainder
as we go. To prove Taylor’s formula for P0,a,
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f (a + ∆x) = f (a)+ ∆x
∫ 1

0
f ′(a + t∆x)dt,

just set ϕ(t) = f (a + t∆x) and use the fundamental theorem of calculus in the form

ϕ(1) = ϕ(0)+
∫ 1

0
ϕ ′(t)dt.

The induction that takes us from one formula to the next is just an integrationFirst induction step
by parts carried out on the remainder integral. The integration by parts formula we
use is ∫ β

α
udv = uv

∣∣∣∣
β

α
−
∫ β

α
vdu.

To begin, we set u = f ′(a + t∆x) and dv = dt in the formula for P0,a. Then
du = f ′′(a + t∆x)∆x dt and v = t +C, where C is a constant of integration that
we determine in a moment. We have

R0,a(∆x) = ∆x
∫ 1

0
f ′(a + t∆x)dt

= ∆x f ′(a + t∆x)(t +C)

∣∣∣∣
1

0
−∆x

∫ 1

0
(t +C) f ′′(a + t∆x)∆xdt

= ∆x f ′(a + ∆x)(1 +C)−∆x f ′(a)C− (∆x)2
∫ 1

0
(t +C) f ′′(a + t∆x)dt.

If we now set C = −1 the first term on the right disappears and the second becomes
+ f ′(a)∆x, which is exactly the linear term in P1,a(x). Thus the formula with P0,a

becomes (note the sign changes)

f (a + ∆x) = f (a)+ R0,a(∆x) = f (a)+ f ′(a)∆x
︸ ︷︷ ︸

P1,a(∆x)

+ (∆x)2
∫ 1

0
f ′′(a + t∆x)(1− t)dt

︸ ︷︷ ︸
R1,a(∆x)

.

The error in replacing f (a + ∆x) by P1,a(∆x) is thus the new remainder,The error for P1,a(x)

R1,a(∆x) = (∆x)2
∫ 1

0
f ′′(a + t∆x)(1− t)dt.

The second induction step starts with Taylor’s formula when n = 1:Second induction step

f (a + ∆x) = P1,a(∆x)+ R1,a(∆x)

= f (a)+ f ′(a)∆x +(∆x)2
∫ 1

0
f ′′(a + t∆x)(1− t)dt.

To integrate by parts here, use u = f ′′(a+ t∆x), dv = (1− t)dt, and v =−(1− t)2/2;
then



3.2 Taylor polynomials in one variable 81

R1,a(∆x) = (∆x)2
∫ 1

0
f ′′(a + t∆x)(1− t)dt

= −(∆x)2 f ′′(a + t∆x)
(1− t)2

2

∣∣∣∣
1

0
+(∆x)2

∫ 1

0
f (3)(a + t∆x)∆x

(1− t)2

2
dt

=
f ′′(a)

2
(∆x)2 +

(∆x)3

2

∫ 1

0
f (3)(a + t∆x)(1− t)2 dt.

With R1,a(∆x) replaced by the two terms in the last line, our previous equation for
f (a + ∆x) (i.e., Taylor’s formula when n = 1) now reads

f (a + ∆x) = f (a)+ f ′(a)∆x +
f ′′(a)

2
(∆x)2

︸ ︷︷ ︸
P2,a(∆x)

+
(∆x)3

2

∫ 1

0
f (3)(a + t∆x)(1− t)2 dt

︸ ︷︷ ︸
R2,a(∆x)

.

As we see, this has become Taylor’s formula when n = 2.
In the next step, we are able to see how the factorial expressions arise. Our start- Third induction step

ing point is f (a + ∆x) = P2,a(∆x) + R2,a(∆x), and we must integrate R2,a(∆x) by
parts. If we use u = f (3)(a + t∆x) and v = −(1− t)3/3, then

R2,a(∆x) = − (∆x)3

3 ·2 f (3)(a + t∆x)(1− t)3
∣∣∣∣
1

0
+

(∆x)3

3 ·2

∫ 1

0
f (4)(a + t∆x)∆x(1− t)3 dt

=
f (3)(a)

3!
(∆x)3 +

(∆x)4

3!

∫ 1

0
f (4)(a + t∆x)(1− t)3 dt.

Consequently, Taylor’s formula when n = 2 becomes

f (a + ∆x) = P2,a(∆x)+ R2,a(∆x)

= P2,a(∆x)+
f (3)(a)

3!
(∆x)3

︸ ︷︷ ︸
P3,a(∆x)

+
(∆x)4

3!

∫ 1

0
f (4)(a + t∆x)(1− t)3 dt

︸ ︷︷ ︸
R3,a(∆x)

,

which is just Taylor’s formula when n = 3.
To complete the induction, we must transform Taylor’s formula when n = k, General induction step

f (a + ∆x) = Pk,a(∆x)+ Rk,a(∆x),

(where k is any nonnegative integer) into the corresponding formula when n = k+1,

f (a + ∆x) = Pk+1,a(∆x)+ Rk+1,a(∆x).

This is another integration by parts (see the exercises):
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Rk,a(∆x) =
(∆x)k+1

k!

∫ 1

0
f (k+1)(a + t∆x)(1− t)k dt

=
f (k+1)(a)

(k + 1)!
(∆x)k+1 +

(∆x)k+2

(k + 1)!

∫ 1

0
f (k+2)(a + t∆x)(1− t)k+1 dt.

It implies f (a + ∆x)

= Pk,a(∆x)+
f (k+1)(a)

(k + 1)!
(∆x)k+1

︸ ︷︷ ︸
Pk+1,a(∆x)

+
(∆x)k+2

(k + 1)!

∫ 1

0
f (k+2)(a + t∆x)(1− t)k+1 dt

︸ ︷︷ ︸
Rk+1,a(∆x)

,

completing the general induction step. ⊓⊔

Our approximations of
√

102 and
√

120 suggested that the error Rn,a(∆x) getsForms of the remainder
small as ∆x does. In fact, in those examples we saw that the error got small faster
than ∆x; Rn,a(∆x) vanished like (∆x)n+1. This is true in general; to see why, we first
write Rn,a(∆x) in some alternate forms.

Corollary 3.10 (Lagrange’s form of the remainder) For each ∆x ≈ 0, there is a
θ = θ (∆x) with 0 ≤ θ ≤ 1 for which

Rn,a(∆x) =
f (n+1)(a + θ∆x)

(n + 1)!
(∆x)n+1.

Proof. With the generalized integral law of the mean (Theorem 3.3), we can extract
f (n+1)(a + t∆x) from the integral defining Rn,a(∆x), and then compute the integral
of the remaining function, (1− t)n, exactly. Thus, for a given ∆x, there is a point θ
in the interval [0,1] for which

Rn,a(∆x) =
(∆x)n+1

n!

∫ 1

0
f (n+1)(a + t∆x)(1− t)n dt

= (∆x)n+1 f (n+1)(a + θ∆x)
n!

∫ 1

0
(1− t)n dt

= (∆x)n+1 f (n+1)(a + θ∆x)
n!

(
− (1− t)n+1

n + 1

)∣∣∣∣
1

0

=
f (n+1)(a + θ∆x)

(n + 1)!
(∆x)n+1. ⊓⊔

If we write Taylor’s formula for n = 0 using the Lagrange form of the remainder,Taylor’s formula and the
law of the mean we get

f (a + ∆x) = f (a)+ f ′(a + θ∆x)∆x,
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which is just the law of the mean. Thus we can see Taylor’s formula with Lagrange’s
remainder as an extension of the law of the mean that incorporates higher powers of
the displacement ∆x.

With the remainder in Lagrange’s form we can see why we said, on page 78, that Comparative estimates
of

√
102 and

√
120the error Pk,100 makes in estimating

√
102 would be only about 1/10k+1 times the

error in estimating
√

120. Consider first k = 3; because f (x) =
√

x,

R3,100(∆x) =
f (4)(100 + θ∆x)

4!
(∆x)4 =

−15
16×24(100 + θ∆x)7/2

(∆x)4.

Because the number 100 + θ∆x certainly lies between 100 and 120, the coefficient
−15/(16× 24(100 + θ∆x)7/2) will lie in the narrow range from −4 × 10−9 to
−2× 10−9 for both estimates. So the main cause of the difference between the
two errors must be the factor (∆x)4: in the two cases, its values are 24 = 16
and 204 = 16× 104. This is why R3,100(2) is only about 1/104 times as large as
R3,100(20). Furthermore, because 100 ≤ 100 + θ∆x ≤ 120, we see that the errors
themselves must lie in the following ranges:

−6.4×10−8 < R3,100(2) < −3.2×10−8,

−6.4×10−4 < R3,100(20) < −3.2×10−4.

In fact, we already obtained by direct calculation the values R3,100(2) ≈−6×10−8

and R3,100(20) ≈−5×10−4; they fit into these ranges, as they should.
Now take an arbitrary k ≥ 2; then (see the exercises) How the comparative

error depends on k

Rk,100(∆x) =
±1 ·3 · · ·(2k−1)

2k+1(k + 1)!(100 + θ∆x)k+1/2
(∆x)k+1.

The term 1/(100 + θ∆x)k+1/2 again varies over a small range of values when we
have 0 ≤ ∆x ≤ 20; the main cause of the variation of Rk,100(∆x) with ∆x is the factor
(∆x)k+1. Therefore,

Rk,100(2)

Rk,100(20)
≈ 2k+1

20k+1 =
1

10k+1 ,

so the error Pk,100 makes in estimating
√

102 is only about 1/10k+1 times as large
as the error estimating

√
120.

Because f (n+1) is a continuous function, the factor f (n+1)(a + θ∆x) in the La- Taylor’s formula and the
microscope equationgrange remainder is as close as we wish to f (n+1)(a) if ∆x is sufficiently close to 0.

This gives us another form of the remainder.

Corollary 3.11 (Generalized microscope equation) When ∆x ≈ 0,

Rn,a(∆x) ≈ f (n+1)(a)

(n + 1)!
(∆x)n+1. ⊓⊔
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Notice that when n = 0, R0,a(∆x) ≈ f ′(a)∆x, and Taylor’s formula becomes the
microscope equation,

f (a + ∆x)≈ f (a)+ f ′(a)∆x.

This is why we call the statement in the corollary the generalized microscope equa-
tion. Taylor’s formula thus generalizes both the microscope equation and the law of
the mean (Lagrange’s form).

The generalized microscope equation is a remarkable result. It says that the re-The next term is most
of the remainder mainder looks more and more like the next term in the Taylor expansion of f , the

more we magnify the graph of the remainder in a microscope window centered
at ∆x = 0. Thus, because most of the error at the nth stage is equal to the term of
degree n+1, we can eliminate most of the error by adding that term to the nth stage
(i.e., to Pn,a). The result is, of course, the next Taylor polynomial, Pn+1,a. This is
perhaps the simplest and most intuitive way of seeing how the Taylor polynomials
arise.

Here is a visual example to help make it clear how much the remainder looksAn example
like the next term in the Taylor expansion. Let us again use the function f (x) =

√
x

at a = 100, but this time just the second-degree approximation instead of the third.
According to the generalized microscope equation, the graph of the remainder,

R2,100(∆x) = f (100 + ∆x)−P2,100(∆x) =
√

100 + ∆x−
(

10 +
∆x
20

− (∆x)2

8000

)
,

should look like the cubic term in P3,100, at least if the domain is suitably restrictedMacroscopic versus
microscopic to a small interval around ∆x = 0. Below we see two views of this graph.

−100 −50 50 100

−3

−2

−1

1

2

3

∆x

∆y

∆y = R2,100(∆x)

−1 1

−6·10−7

6·10−7

∆x

∆y

∆y = R2,100(∆x)

On the left, where it is plotted over a large domain, −100 < ∆x < 100, the graph
looks only vaguely like a cubic. It fails to have the necessary symmetry, for example.
But on the right, where its domain has been shrunk to −1 ≤ ∆x ≤ 1 (and the vertical
scale has been exaggerated), the graph is now indistinguishable from the graph of
the cubic

∆y =
(∆x)3

1600000
= 6.25×10−7× (∆x)3.
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So R2,100(∆x) does indeed look like the cubic term (∆x)3/1600000 in a sufficiently
small window centered at ∆x = 0. Note that we needed to exaggerate the vertical
scale; the graph would otherwise have appeared to be just a horizontal line! The
vertical scale is linked to the small coefficient (1/1600000≈ 6×10−7) of (∆x)3.

The following corollary says that |Rn,a(∆x)| is bounded by (a multiple of) A bound on |Rn,a(∆x)|
|∆x|n+1. It relies on the continuity of the (n+1)st derivative of f , which was one of
the original hypotheses of Taylor’s theorem. The case n = 0 is the ordinary mean-
value theorem for f (Theorem 3.1, p. 72).

Corollary 3.12 Let f (n+1)(a + ∆x) be continuous for |∆x| ≤ r; then

|Rn,a(∆x)| ≤ max
x

| f (n+1)(x)| |∆x|n+1

(n + 1)!
,

where the maximum is taken over all x between a and a+ ∆x, inclusive.

Proof. When 0 ≤ t ≤ 1, then x = a + t∆x lies between a and a + ∆x, inclusive. The
continuous function f (n+1)(a + t∆x) has a finite maximum on this closed interval.
Therefore we have

|Rn,a(∆x)| =
∣∣∣∣
(∆x)n+1

n!

∫ 1

0
f (n+1)(a + t∆x)(1− t)n dt

∣∣∣∣

≤ |∆x|n+1

n!
max

0≤t≤1
| f (n+1)(a + t∆x)|

∫ 1

0
(1− t)n dt

= max
x

| f (n+1)(x)| |∆x|n+1

(n + 1)!
,

because the value of the last integral is 1/(n + 1). ⊓⊔
With this corollary we finally have a simple and useful way to describe the size The order to which

a power vanishesof the error and, in particular, how rapidly it vanishes as ∆x → 0. Here is the basic
idea (expressed in terms of a variable t): although any positive power of a variable
t vanishes (i.e., tends to 0) as t → 0, a higher power vanish more rapidly, or as we
say, to a higher order. For example, t3 vanishes to a higher order than t2 because
the quotient t3/t2 also vanishes as t → 0. We say that ttt vanishes to the first order,
and tttppp vanishes to order ppp (for any positive power p > 0).

To describe the order of vanishing of an arbitrary function ϕ(t) as t → 0, we Vanishing to order
greater than p:

little oh notation
define what it means for ϕ(t) to vanish to higher order than a given power of t,
mimicking the way we compared t3 and t2. For the moment, we are concerned with
the order of vanishing of ϕ(t) only as t → 0; later in the section we generalize to the
case t → a for a arbitrary.

Definition 3.3 We say ϕϕϕ(ttt) vanishes to order greater than ppp (at the origin), and
write ϕϕϕ(ttt) === ooo(ppp), if

lim
t→0

ϕ(t)
t p = 0.
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The symbol “o” is called little oh and is meant to suggest the word order. Read
“o(p)” as either “of order greater than p” or just “little oh of p.”

The condition ϕ(t) = o(p) is imprecise: when ϕ(t) vanishes to higher order thanUsing ratios
to compare
orders of vanishing

t p, we do not know how much higher: if ϕ(t) = o(p), then ϕ(t) = o(q) for every
q < p. To get a more precise condition, let us look more closely at the ratio ϕ(t)/t p

in the case when ϕ(t) = Ctm (C 6= 0); then, for 0 < p < ∞, we have

lim
t→0

ϕ(t)
t p =






0 p < m,

C p = m,

∞ p > m.

It is evident that we get the most information about ϕ(t) not when the limit is zero
but when it takes a finite nonzero value: that is, when p = m. Our example suggests
that, to gain additional precision about the order of vanishing of an arbitrary ϕ(t),
we should focus on the value of p for which the ratio ϕ(t)/t p has a finite nonzero
limit. This is certainly the right idea, but there are two technical stumbling blocks.

First, consider the example of ϕ(t) = 1/ ln |t|. This vanishes at 0, but there is noFunctions can vanish
unlike any power p > 0 for which the limit ϕ(t)/t p is finite and nonzero (see the exercises). There is

no way around this problem; some functions that do vanish still fail to vanish like
any positive power of t.

Second, consider the two-variable function ϕ(x,y) = x2 + 2y2. (In the next sec-With several variables,
the ratio usually has
no limit

tion we extend Taylor’s theorem to functions of several variables; the remainder is
likewise a function of several variables, and we have to consider its order of vanish-
ing.) It is reasonable to say ϕ(x,y) vanishes to the same order as x2 + y2; they are
both homogeneous quadratic polynomials. However,

lim
(x,y)→(0,0)

x2 + 2y2

x2 + y2

does not exist. One way to see this is to note that, on the radial line y = mx,
ϕ(x,mx) = (1 + 2m2)/(1 + m2), a quantity that takes values between 1 and 2 as
m varies. Nevertheless, we do have

1 ≤ x2 + 2y2

x2 + y2 ≤ 2 for all (x,y) 6= (0,0),

and this is enough to guarantee that x2 +2y2 and x2 + y2 each vanishes as rapidly as
the other. In fact, it is sufficient if such upper and lower bounds exist for all (x,y)
sufficiently close to (0,0).

Definition 3.4 The functions ϕϕϕ(ttt) and ψψψ(ttt) vanish to the same order (at the origin)Vanishing to
the same order if there are positive constants δ , C1, and C2 for which

C1 ≤
∣∣∣∣

ϕ(t)
ψ(t)

∣∣∣∣≤C2 for all 0 < |t| < δ .
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We can rewrite the inequalities one at a time so as to indicate that each function
“dominates” the other in a completely symmetric way:

|ψ(t)| ≤ 1
C1

|ϕ(t)|; |ϕ(t)| ≤C2 |ψ(t)|.

According to the first, ψ(t) vanishes at least to the same order as ϕ(t); according
to the second, ϕ(t) vanishes at least to the same order as ψ(t). In the following
definition, we have only one of these two inequalities, and the comparison is being
made with a power.

Definition 3.5 We say ϕϕϕ(ttt) vanishes at least to order ppp (at the origin), and write Vanishing at least
to order p:

big oh notation
ϕϕϕ(ttt) === OOO(ppp), if there are positive constants δ , C for which |ϕ(t)| ≤ C|t|p when
|t| < δ . Otherwise, we say ϕϕϕ(ttt) fails to vanish to order ppp, and write ϕϕϕ(ttt) 6=6=6= OOO(ppp).

The symbol “O” is called big oh and like “o” it is meant to suggest the word
order. Read “O(p)” as either “of order at least p” or as “big oh of p.” Note the
following.

• ϕ(t) = O(p) implies ϕ(t) = O(α) for all 0 < α < p.

• ϕ(t) 6= O(p) implies ϕ(t) 6= O(β ) for all β > p.

• ϕ(t) = o(p) implies ϕ(t) = O(p), but the converse is not true: if ϕ(t) vanishes at
least to order p, there is no reason to think ϕ(t) vanishes to higher order than p
(e.g., t p = O(p) but t p 6= o(p)). See also Exercise 3.15.

(We use O and o to indicate “order of vanishing;” however, in other settings they
are used to indicate “order of magnitude.” We avoid this phrase, though, because
magnitude implies, etymologically at least, “largeness,” not the “smallness” with
which we are dealing.)

Big oh notation gives us the right level of precision to describe the order of van-
ishing of an approximation error. With it we get a convenient and vivid way to
rewrite Taylor’s formula. The first step is to restate Corollary 3.12 (p. 85) in the new
language.

Corollary 3.13 Rn,a(∆x) = O(n + 1). ⊓⊔

Next, we enlarge the meaning of O(p) to allow it to stand for an otherwise un- O(p) as a function;
Taylor’s formulaspecified function that vanishes at least to order p (or even allow it to stand for the

set of such functions). Then, with this in mind, we can rewrite Taylor’s formula in
the following simple form that indicates just the order of the remainder:

f (a + ∆x) = f (a)+ f ′(a)∆x +
f ′′(a)

2!
(∆x)2 + · · ·+ f (n)(a)

n!
(∆x)n + O(n + 1).

In words: f (a+∆x) equals the Taylor polynomial of degree n plus some unspecified
function that vanishes to order n + 1 in ∆x. Often this level of precision is all we
need. Consider, for example, the infinite Taylor series for f (x) = lnx at a = 1:
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ln(1 + ∆x)

= ∆x− (∆x)2

2
+ · · ·+(−1)n−1 (∆x)n

n
︸ ︷︷ ︸

Pn,1(∆x)

+ (−1)n (∆x)n+1

n + 1
+(−1)n+1 (∆x)n+2

n + 2
+ · · ·

︸ ︷︷ ︸
O(n+1)

.

The first n terms constitute the Taylor polynomial Pn,1(∆x); the rest are the remain-
der O(n + 1) in an explicit form. This shows how apt it is to think of O(n + 1) as a
shorthand for “the terms that vanish at least to order n + 1.”

Definition 3.6 We say ϕϕϕ(ttt) and ψψψ(ttt) agree at least to order ppp in ttt, and writeFunctions that agree
at least to order p ϕϕϕ(ttt) === ψψψ(ttt)+++OOO(ppp), if ϕ(t)−ψ(t) = O(p).

With this definition, we can put Taylor’s formula,

f (a + ∆x) = Pn,a(∆x)+ O(n + 1),

into these words: “ f (a+∆x) and Pn,a(∆x) agree (or are equal) at least to order n+1
in ∆x when ∆x is near 0.”

Taylor’s theorem tells us just half the story about the Taylor polynomial, namely,The “best fitting”
approximation how well it approximates a given function. The other half of the story is that the

Taylor polynomial is unique: no other polynomial of the same degree approximates
the function as well. Theorem 3.14, below, explains just what this means.

Lemma 3.1. If ϕ(t)/t p → ∞ as t → 0, then ϕ(t) 6= O(p).

Proof. (By contradiction.) Suppose that ϕ(t) = O(p); then |ϕ(t)/t p| would be
bounded when t ≈ 0. However, this contradicts the hypothesis that ϕ(t)/t p → ∞
as t → 0. ⊓⊔

Theorem 3.14. Suppose Q(∆x) is a polynomial of degree n that differs from the
Taylor polynomial Pn,a(∆x) at least in the term of degree k; then f (a+∆x)−Q(∆x)
fails to vanish to order k + 1, and hence

f (a + ∆x)−Q(∆x) 6= O(n + 1).

Proof. The difference S(∆x) = Q(∆x)−Pn,a(∆x) is also a polynomial of degree n:

S(∆x) = a0 + a1∆x + · · ·+ ak(∆x)k + ak+1(∆x)k+1 + · · ·+ an(∆x)n,

and ak 6= 0 by hypothesis. Therefore

S(∆x)
(∆x)k+1 =

a0

(∆x)k+1 +
a1

(∆x)k + · · ·+ ak

∆x
+ ak+1 + · · ·+ an(∆x)n−k−1,

and this becomes infinite as ∆x → 0 (even if a0 = a1 = · · · = ak−1 = 0), because
ak 6= 0. The error made by using Q(∆x) to approximate f (a + ∆x) is
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f (a + ∆x)−Q(∆x) = f (a + ∆x)−Pn,a(∆x)−S(∆x) = Rn,a(∆x)−S(∆x).

Therefore
f (a + ∆x)−Q(∆x)

(∆x)k+1 =
Rn,a(∆x)
(∆x)k+1 − S(∆x)

(∆x)k+1

and, as we have seen, the second term becomes infinite as t → 0. However, the first
term remains bounded, because Rn,a(∆x) = O(k + 1) for all k ≤ n. Therefore, the
two terms together become infinite. It follows from the lemma that

f (a + ∆x)−Q(∆x) 6= O(k + 1),

and hence f (a + ∆x)−Q(∆x) 6= O(n + 1). ⊓⊔

Corollary 3.15 If K ≤ n is the degree of the lowest order term where Q and Pn,a

differ, then

f (a + ∆x)−Q(∆x) = O(K), f (a + ∆x)−Q(∆x) 6= O(K + 1).

Proof. Exercise 3.21. ⊓⊔
Finally, we see how a Taylor polynomial becomes a better approximation as its Comparing

Pn−1,a and Pn,adegree increases. There is one case where this fails to happen, namely when an
increase in the degree leaves the polynomial unchanged. For example, with f (x) =
sinx, the first- and second-degree Taylor polynomials at the origin are

P1(∆x) = ∆x and P2(∆x) = ∆x,

so P2(∆x) will be no better than P1(∆x) in approximating f (0 + ∆x) = sin ∆x. The
problem is that P2 lacks a quadratic term, because f ′′(0) = 0. The following corol-
lary avoids this case by requiring f (n)(a) 6= 0, guaranteeing that the two polynomials
are indeed different.

Corollary 3.16 Suppose f (n)(a) 6= 0; then Rn,a(∆x) vanishes to a higher order than
Rn−1,a(∆x):

Rn,a(∆x) = O(n + 1) but Rn−1,a(∆x) 6= O(n + 1).

Proof. Take Q(∆x) = Pn−1,a(∆x) in the previous corollary; then K = n, because the
term of degree n in Q = Pn−1,a is 0, but in Rn,a it is f (n)(a)(∆x)n/n! 6= 0. Therefore
Rn−1,a(∆x) 6= O(n + 1). ⊓⊔

We end with a summary of definitions and results about the order of vanishing of Order of vanishing
at an arbitrary pointfunctions at an arbitrary point.

Definition 3.7 We say ϕϕϕ(ttt) vanishes to order greater than ppp at ttt === aaa, and write
ϕϕϕ(ttt) === ooo(ppp) as ttt →→→ aaa, if

lim
t→a

ϕ(t)
(t −a)p = 0.
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Thus, ϕ(t) = o(p) is an abbreviation for ϕ(t) = o(p) as t → 0. We continue to use
the briefer form unless clarity requires the longer one.

Definition 3.8 The functions ϕϕϕ(ttt) and ψψψ(ttt) vanish to the same order at ttt === aaa if
there are positive constants δ , C1, and C2 for which

C1 ≤
∣∣∣∣
ϕ(t)
ψ(t)

∣∣∣∣≤C2 for all 0 < |t −a|< δ .

Definition 3.9 We say ϕϕϕ(ttt) vanishes at least to order ppp at ttt === aaa, and write
ϕϕϕ(ttt) = OOO(ppp) as ttt →→→aaa, if there are positive constants δ , C for which |ϕ(t)| ≤C|t−a|p
when |t − a| < δ . Otherwise, we say ϕϕϕ(ttt) fails to vanish to order ppp at ttt === aaa, and
write ϕϕϕ(ttt) 6=6=6= OOO(ppp) as ttt →→→ aaa.

Thus ϕ(t) = O(p) is an abbreviation for ϕ(t) = O(p) as t → 0.

Definition 3.10 We say ϕϕϕ(ttt) and ψψψ(ttt) agree at least to order ppp at ttt === aaa, and write
ϕϕϕ(ttt) === ψψψ(ttt)+OOO(ppp) as ttt →→→ aaa, if ϕ(t)−ψ(t) = O(p) as t → a.

3.3 Taylor polynomials in several variables

We obtain Taylor polynomials for a function of two variables in a natural way fromTaylor polynomials
in two variables the one-variable version. However, the formulas are messy and therefore harder to

interpret. For example, a polynomial in two or more variables can have several terms
of the same degree. The collection of terms of a given degree forms a homogeneous
polynomial. A homogeneous polynomial of degree k in two variables has the general
form

Q(x,y) = A0xk + A1xk−1y + A2xk−2y2 + · · ·+ Ak−1xyk−1 + Akyk

= ∑
i+ j=k

A jxiy j.

The Taylor polynomial of degree n for a function z = f (x,y) at (x,y) = (a,b)
consists of terms that are homogeneous polynomials in ∆x = x−a and ∆y = y−b;
there is a homogeneous polynomial of every degree between 0 and n. The terms
involve the binomial coefficients

(
k
j

)
=

k!
j!(k− j)!

=

(
k

k− j

)

and partial derivatives of f . For the sake of visual clarity, we use subscripts to write
the partial derivatives (e.g., ∂ 3 f/∂x2 ∂y = fx2y).

Definition 3.11 Suppose all partial derivatives of f (x,y) up to order n exist at
(x,y) = (a,b); then the Taylor polynomial of degree nnn for fff at (((aaa,bbb))) is



3.3 Taylor polynomials in several variables 91

Pn,(a,b)(∆x,∆y) = f (a,b)+ fx(a,b)∆x + fy(a,b)∆y

+
1
2!

(
fxx(a,b)(∆x)2 + 2 fxy(a,b)∆x∆y + fyy(a,b)(∆y)2)

+ · · ·+ 1
n! ∑

i+ j=n

(
n
j

)
fxiy j (a,b)(∆x)i (∆y) j

Theorem 3.17 (Taylor). If f (x,y) has continuous partial derivatives up to order Taylor’s formula
for functions of

two variables
n + 1 on an open set that contains the line segment from (a,b) to (a + ∆x,b + ∆y),
then

f (a + ∆x,b + ∆y) = Pn,(a,b)(∆x,∆y)+ Rn,(a,b)(∆x,∆y),

where Rn,(a,b)(∆x,∆y)

=
1
n! ∑

i+ j=n+1

(
n + 1

j

)
(∆x)i (∆y) j

∫ 1

0
fxiy j (a + t∆x,b + t∆y)(1− t)ndt.

Proof. The idea is to have the two-variable formula emerge from Taylor’s formula
for a suitably chosen function of one variable. We can assume (∆x,∆y) 6= (0,0), for
otherwise there is nothing to prove. In that case, there is a unique unit vector (α,β )
for which (∆x,∆y) = s(α,β ) with s > 0. Let

F(s) = f (a + sα,b + sβ ) = f (a + ∆x,b + ∆y).

Taylor’s formula for F(s) at s = 0 is

F(s) = F(0)+ F ′(0)s+ · · ·+ F (n)(0)

n!
sn +

sn+1

n!

∫ 1

0
F(n+1)(ts)(1− t)n dt.

We claim this will turn into Taylor’s formula for f (a+∆x,b+∆y) when we express Derivatives of F(s)

each derivative of F in terms of α and β and partial derivatives of f . One application
of the chain rule gives

F ′(s) = fx(a + sα,b + sβ )α + fy(a + sα,b + sβ )β .

A second application gives

F ′′(s) = fxx(a + sα,b + sβ )α2 + fxy(a + sα,b + sβ )αβ

+ fyx(a + sα,b + sβ )β α + fyy(a + sα,b + sβ )β 2,

= fxx(a + sα,b + sβ )α2 + 2 fxy(a + sα,b + sβ )αβ

+ fyy(a + sα,b + sβ )β 2.

To get a clearer idea of the patterns being generated here, we calculate one more
derivative. Applying the chain rule to each of the functions fxx(a + sα,b + sβ ),
fxy(a + sα,b + sβ ), and fyy(a + sα,b + sβ ), we get
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F ′′′(s) = fxxx(a + sα,b + sβ )α3 + fxxy(a + sα,b + sβ )α2β

+ 2 fxyx(a + sα,b + sβ )α2β + 2 fxyy(a + sα,b + sβ )αβ 2

+ fyyx(a + sα,b + sβ )αβ 2 + fyyy(a + sα,b + sβ )β 3

= fxxx(a + sα,b + sβ )α3 + 3 fxxy(a + sα,b + sβ )α2β

+ 3 fxyy(a + sα,b + sβ )α2β + fyyy(a + sα,b + sβ )β 3.

We have used fxyx = fxxy, and so forth, to combine terms.
For k = 1, 2, and 3, the formula for F (k)(s) is a sum of partial derivatives of fA binomial expansion

in which the numerical coefficients are the binomial coefficients. For an arbitrary k,
the formula is

F(k)(s) = ∑
i+ j=k

(
k
j

)
fxiy j (a + sα,b + sβ )α iβ j.

The next step is to determine the factor F (k)(0)sk that appears in the kth term of
the Taylor polynomial for F(s). We have

F(k)(0)sk = ∑
i+ j=k

(
k
j

)
fxiy j (a,b)skα iβ j = ∑

i+ j=k

(
k
j

)
fxiy j (a,b)(sα)i(sβ ) j

= ∑
i+ j=k

(
k
j

)
fxiy j (a,b)(∆x)i(∆y) j.

These expresssions are equal because skαqβ p = si+ jα iβ j = (siα i)(s jβ j) and, fur-
thermore, sα = ∆x, sβ = ∆y.

At this point we have found all the terms in the Taylor polynomial Pn,(a,b). TheDetermining
Rn,(a,b)(∆x,∆y) final step is to see how the remainder Rn,(a,b) emerges from the remainder for F(s).

That remainder is

sn+1

n!

∫ 1

0
F(n+1)(ts)(1− t)n dt

=
1
n!

∫ 1

0

(

∑
i+ j=n+1

(
n + 1

j

)
fxiy j (a + tsα,b + tsβ )sn+1α iβ j

)
(1− t)n dt

=
1
n! ∑

i+ j=n+1

(
n + 1

j

)
(sα)i(sβ ) j

∫ 1

0
fxiy j (a + t∆x,b + t∆y)(1− t)ndt

= Rn,(a,b)(∆x,∆y)

when we set (sα)i = (∆x)i, (sβ ) j = (∆y) j. ⊓⊔
The large and unwieldy expression for the Taylor polynomial of a function ofSimplified notation

two variables gets even worse when there are more input variables. Before moving
on to this, we introduce a simplifying notation for the two-variable polynomial that
makes the r-variable case clearer.
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The first step is to use vector notation. Thus, we write x = (x,y), a = (a,b), The differential operator
∆x ·∇∆x = (∆x,∆y) = x−a. The second step is to express the various partial derivatives

in vector fashion, as well. A familiar example is the vector differential operator
“nabla” ∇ = (∂/∂x,∂/∂y) that is used for the gradient: grad f = ∇f . The operator
we need is the dot product of ∆x and ∇:

∆x ·∇ = ∆x
∂
∂x

+ ∆y
∂
∂y

This operator produces a certain “mixture” of the partial derivatives of any function
it operates on:

(∆x ·∇) f (x) = ∆x
∂ f
∂x

(x,y)+ ∆y
∂ f
∂y

(x,y).

In particular, (∆x ·∇) f (a) is just the linear homogeneous (i.e., first-degree) part of
the Taylor polynomial for f at a.

To get the homogeneous parts of higher degree, just apply the same differential Composing ∆x ·∇
with itselfoperator to its previous output. In other words, compose ∆x ·∇ with itself, treating ∆x

and ∆y as constants with respect to the partial differential operators ∂/∂x and ∂/∂y.
The resulting operator involves second derivatives:

(∆x ·∇)2 = (∆x ·∇)◦ (∆x ·∇)

=

(
∆x

∂
∂x

+ ∆y
∂
∂y

)
◦
(

∆x
∂
∂x

+ ∆y
∂
∂y

)

= (∆x)2 ∂ 2

∂x2 + 2∆x∆y
∂ 2

∂x∂y
+(∆y)2 ∂ 2

∂y2 ,

You should check that (∆x ·∇)2 f (a)/2! is the homogeneous quadratic part of the
Taylor polynomial of f at a.

Repeated composition produces operators (∆x ·∇)k involving derivatives of or- A binomial expansion
der k for any positive integer k. Because ∆x ·∇ is a binomial expression, each such
power of ∆x ·∇ can be expanded as if it were an ordinary binomial:

(∆x ·∇)k =

(
∆x

∂
∂x

+ ∆y
∂
∂y

)k

= ∑
i+ j=k

(
k
j

)
(∆x)i(∆y) j ∂ k

∂xi ∂y j .

Notice that this is indeed a homogeneous polynomial of degree k in the variables ∆x
and ∆y.

In terms of ∆x ·∇, the Taylor polynomial for f (x) at a is just Taylor’s formula
in terms of ∆x ·∇

Pn,a(∆x) = f (a)+ (∆x ·∇) f (a)+
(∆x ·∇)2 f (a)

2!
+ · · ·+ (∆x ·∇)n f (a)

n!
,

a much simpler expression than in the original definition (Definition 3.11)! The
formula for the remainder is simplified in the same way:
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Rn,a(∆x) =
1
n!

∫ 1

0
(∆x ·∇)n+1 f (a + t∆x)(1− t)n dt.

Let us move, finally, to the case of a function of r variables. As we have seen, theFunctions of r variables
differential operator ∆x ·∇ plays the crucial role in the new notation. When there
are r variables instead of two, so that

x = (x1,x2, . . . ,xr), a = (a1,a2, . . . ,ar), ∆x = x−a,

our differential operator becomes a multinomial,

∆x ·∇ = ∆x1
∂

∂x1
+ · · ·+ ∆xr

∂
∂xr

,

instead of a binomial. Consequently, we can no longer represent the higher powers
(∆x ·∇)k using the binomial expansion.

However, there is a way to expand multinomials that is exactly analogous to theA multinomial
expansion binomial expansion. It uses the multinomial coefficients

(
k

p1 p2 · · · pr

)
=

k!
p1!p2! · · · pr!

, p1 + p2 + · · ·+ pr = k;

the multinomial expansion is

(∆x ·∇)k = ∑
p1+···+pr=k

(
k

p1 · · · pr

)
(∆x1)

p1 · · · (∆xr)
pr

∂ k

∂xp1
1 · · · ∂xpr

r
.

Theorem 3.18 (Taylor). If f (x) has n + 1 continuous derivatives on an open setTaylor’s formula for
functions of r variables containing the line segment from a to a + ∆x, then

f (a + ∆x) =
n

∑
k=0

1
k!

(∆x ·∇)k f (a)+ Rn,a(∆x),

where Rn,a(∆x) =
1
n!

∫ 1

0
(∆x ·∇)n+1 f (a + t∆x)(1− t)n dt. ⊓⊔

The remainder Rn,a(∆x) can be rewritten in different forms, just as in the one-Forms of the remainder
variable case. The proofs are the same as the one-variable versions.

Corollary 3.19 (Lagrange’s form of the remainder) For each ∆x ≈ 0, there is a
θ = θ (∆x) with 0 ≤ θ ≤ 1 for which

Rn,a(∆x) =
1

(n + 1)!
(∆x ·∇)n+1 f (a + θ∆x). ⊓⊔

The next corollary asserts that the remainder for the Taylor polynomial of degree n
is approximately the highest-degree homogeneous part of the Taylor polynomial of
degree n + 1.
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Corollary 3.20 (Generalized microscope equation) When ∆x ≈ 0,

Rn,a(∆x) ≈ 1
(n + 1)!

(∆x ·∇)n+1 f (a). ⊓⊔

Also as in the one-variable case, the Taylor polynomial provides the “best fit” to
a function near a given point, among all polynomials of the same degree. To see this,
we use the same device we employed in the one-variable case, namely, the order of
vanishing of the remainder. The definitions are analogous. Let

t = (t1, . . . ,tr), ‖t‖ =
√

t2
1 + · · ·+ t2

r ,

and suppose z = ϕ(t) is a real-valued function that vanishes at the origin: ϕ(0) = 0.
You can extend these definitions to the case where ϕ vanishes at an arbitrary point a,
as on pages 89–90.

Definition 3.12 We say the function ϕϕϕ(t) vanishes to order greater than ppp, and Order of vanishing of a
multivariable functionwrite ϕϕϕ(t) === ooo(ppp), if

lim
t→0

ϕ(t)
‖t‖p = 0.

Definition 3.13 We say ϕϕϕ(t) vanishes to order at least ppp, and write ϕϕϕ(t)=== OOO(ppp), if
there are positive constants δ , C for which |ϕ(t)| ≤C‖t‖p when ‖t‖< δ . Otherwise,
we say ϕϕϕ(t) fails to vanish to order ppp, and write ϕϕϕ(t) 6=6=6= OOO(ppp).

For example, any linear function z = L(t) = m1t1 + · · ·+mrtr vanishes at least to A linear function
vanishes at least

to first order
order 1: |L(t)| ≤ C‖t‖, for some C. The graph of z = C‖t‖ is a cone, whereas the
graph of z = |L(t)| resembles a (hyper)plane that has been folded upward along the
set where L(t) = 0. The cone can always be elongated enough (by increasing C) to
make the folded hyperplane lie below it.

trt1

z

z = C || t ||

z = |L(t) |

Corollary 3.21 Rn,a(∆x) = O(n + 1).

Proof. The proof of Taylor’s theorem (Theorem 3.17) used the one-variable func-
tion

F(s) = f (a + su) = f (a + ∆x),

where u is a unit vector, s > 0, and su = ∆x. (The theorem was stated and proved
when ∆x was 2-dimensional, but nothing needs to be changed in higher dimensions.)
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In the proof, Taylor’s formula for F(s) at s = 0 became Taylor’s formula for f (x)
at x = a. In particular, the remainder Rn,a(∆x) was just the remainder Rn,0(s) for
F(s). We know Rn,0(s) vanishes at least to order n + 1 in s, so there are positive
constants δ and C for which |Rn,0(s)| ≤C|s|n+1 when |s| < δ . But s = ‖∆x‖, so

|Rn,a(∆x)| = |Rn,0(s)| ≤C|s|n+1 = C‖∆x‖n+1

when ‖∆x‖< δ . ⊓⊔
Thus, f (a + ∆x) agrees with its Taylor polynomial Pn,a(∆x) at least up to orderThe Taylor polynomial

provides the “best fit” n+1 in ∆x. There is no other polynomial of degree n for which this is true; according
to the following theorem (which mimics the one-variable case), the agreement is
always of lower order.

Theorem 3.22. Suppose Q(∆x) is a polynomial of degree n that differs from the
Taylor polynomial Pn,a(∆x) at least in some term of degree k ≤ n; then

f (a + ∆x)−Q(∆x) 6= O(k + 1).

Proof. We can use the idea of the proof of the last corollary. Write ∆x = su for a
suitable s > 0 and unit vector u. Then the one-variable function q(s) = Q(∆x) =
Q(su) is a polynomial of degree n.

Let pn,0(s) = Pn,a(su); then pn,0(s) is the Taylor polynomial of degree n for
F(s) = f (a + su). Therefore, pn,0(s) and q(s) differ at least in the term of degree k,
implying

F(s)−q(s) 6= O(k + 1)

(as functions of s) by Theorem 3.14. Because F(s) = f (a + ∆x) and q(s) = Q(∆x),
we have

f (a + ∆x)−Q(∆x) 6= O(k + 1)

as functions of ∆x. ⊓⊔
In certain circumstances, it is possible to construct the Taylor polynomial moreThe Taylor polynomial

of certain products directly, without evaluating a multitude of partial derviatives. For example, if f (x,y)
is a product in which the variables are separated, f (x,y) = g(x)h(y), we can just
multiply together the Taylor polynomials for the individual factors g and h. To illus-
trate, we construct the 4th-degree polynomial for ex cosy at (x,y) = (0,0) from

ex = 1 + x +
x2

2
+

x3

3!
+

x4

4!
+ O(5), cosy = 1− y2

2
+

y4

4!
+ O(6).

Now just distribute the terms of cosy over the terms of ex:
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ex cosy =

(
1 + x +

x2

2
+

x3

6
+

x4

24
+ O(5)

)
×1

−
(

1 + x +
x2

2
+

x3

6
+

x4

24
+ O(5)

)
× y2

2

+

(
1 + x +

x2

2
+

x3

6
+

x4

24
+ O(5)

)
× y4

24

+

(
1 + x +

x2

2
+

x3

6
+

x4

24
+ O(5)

)
×O(6)

= 1 + x +
x2

2
+

x3

6
+

x4

24
− y2

2
− xy2

2
− x2y2

4
+

y4

24
+ O(5)

= 1 + x +
x2 − y2

2!
+

x3 −3xy2

3!
+

x4 −6x2y2 + y4

4!
+ O(5).

All of the individual products (e.g., x3y2/12) that do not appear explicitly in the
last two lines have been absorbed into the symbol O(5) because they vanish at least
to order 5. You should check that this agrees with the definition of P4,(0,0)(x,y) for
ex cosy; see Exercise 3.25.

The last possibility we need to consider is a nonlinear map f : V p → Rq, where Taylor polynomials for
vector-valued functionsV p is an open set in Rp,

f :






x1 = f1(v1, . . . ,vp),

x2 = f2(v1, . . . ,vp),
...

xq = fq(v1, . . . ,vp).

This is a vector-valued function, x = f(v), and the Taylor polynomial of degree n
at v = a for f is just the vector of Taylor polynomials for the individual component
functions fi(v). That is, let Pi;n,a(∆v) be the Taylor polynomial of degree n for fi(v)
at v = a. Then the polynomial map Pn,a : Rp → Rq,

Pn,a :






x1 = P1;n,a(∆v1, . . . ,∆vp),

x2 = P2;n,a(∆v1, . . . ,∆vp),
...

xq = Pq;n,a(∆v1, . . . ,∆vp),

is the Taylor polynomial for the map f at the point v = a. Likewise, the remainder
is the vector of the corresponding remainder functions xi = Ri;n,a(∆v). It is the map
Rn,a : V p

0 → Rq, where V p
0 is a suitable open neighborhood of 0:
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Rn,a :






x1 = R1;n,a(∆v1, . . . ,∆vp),

x2 = R2;n,a(∆v1, . . . ,∆vp),
...

xq = Rq;n,a(∆v1, . . . ,∆vp).

Taylor’s formula then holds for the maps themselves:Taylor’s formula
with remainder

f(a + ∆v) = Pn,a(∆v)+ Rn,a(∆v).

We can even describe the order of vanishing of the remainder. Suppose ΦΦΦ : T p →R
q

is a vector-valued function that vanishes at the origin: ΦΦΦ(0) = 000.

Definition 3.14 We say the function ΦΦΦ(t) vanishes to order greater than ppp, andOrder of vanishing of a
vector-valued function write ΦΦΦ(t) === ooo(ppp), if

lim
t→0

‖ΦΦΦ(t)‖
‖t‖p = 0.

Definition 3.15 We say ΦΦΦ(t) vanishes at least to order ppp, and write ΦΦΦ(t) === OOO(ppp),
if there are positive constants δ , C for which ‖ΦΦΦ(t)‖ ≤C‖t‖p when ‖t‖< δ . Other-
wise, we say ΦΦΦ(t) fails to vanish to order ppp, and write ΦΦΦ(t) 6=6=6= OOO(ppp).

Theorem 3.23. Rn,a(∆v) = OOO(n + 1).

Proof. We must show there are positive numbers δ ,C for which

‖Rn,a(∆v)‖ ≤C‖∆v‖n+1 when ‖∆v‖< δ .

Each component of Rn,a(∆v) is just a real-valued function, so we know it vanishes
at least to order n + 1 (Taylor’s theorem for real-valued functions, Theorem 3.18,
and Corollary 3.21). Hence, for each i = 1, . . . , q, there are positive numbers δi,Ci

for which
|Ri;n,a(∆v)| ≤Ci‖∆v‖n+1 when ‖∆v‖< δi.

All the inequalities remain true when we take ‖∆v‖ < δ , where δ is the smallest of
δ1, . . . ,δq.

For the magnitude of the vector-valued function Rn,a(∆v) we have

‖Rn,a(∆v)‖2 = |R1;n,a(∆v)|2 + · · ·+ |Rq;n,a(∆v)|2

≤C2
1‖∆v‖2(n+1) + · · ·+C2

q‖∆v‖2(n+1)

when ‖∆v‖< δ . Therefore, if we set C =
√

C2
1 + · · ·C2

q , then

‖Rn,a(∆v)‖ ≤C‖∆v‖n+1. ⊓⊔

For our future work, the Taylor polynomial map of degree 1 is the most impor-The Taylor polynomial
map of degree 1 tant. In terms of components, it is
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P1,a :






x1 = f1(a)+
∂ f1

∂v1
(a)∆v1 + · · ·+ ∂ f1

∂vp
(a)∆vp,

x2 = f2(a)+
∂ f2

∂v1
(a)∆v1 + · · ·+ ∂ f2

∂vp
(a)∆vp,

...

xq = fq(a)+
∂ fq

∂v1
(a)∆v1 + · · ·+ ∂ fq

∂vp
(a)∆vp.

The initial constant terms are the components of the vector f(a). The remaining The derivative of f
terms are linear in ∆v1, . . . ,∆vp; they are naturally represented by a linear map acting
on the vector ∆v:

dfa(∆v) =




∂ f1

∂v1
(a) · · · ∂ f1

∂vp
(a)

...
...

∂ fq

∂v1
(a) · · · ∂ fq

∂vp
(a)







∆v1
...

∆vp


 .

Definition 3.16 The derivative of the map f : V p → Rq at a is the linear map dfa :
Rp → Rq that is represented by the q× p matrix with components ∂ fi/∂v j(a).

In terms of the derivative, the Taylor polynomial map of degree 1 for f at a is

P1,a(∆v) = f(a)+ dfa(∆v),

and Taylor’s formula is

f(a + ∆v) = f(a)+ dfa(∆v)+OOO(2).

In the next chapter we study in detail how dfa approximates f near a.

Here are two examples of Taylor approximations to maps. The first map is the Examples
polar coordinate change

f :

{
x = r cosθ ,

y = r sin θ .

At the point (r,θ ) = (r0,0) (so ∆r = r− r0, ∆θ = θ ), the Taylor polynomial map of
degree 3 is

f :






x = r0 + ∆r− r0

2
(∆θ )2 − 1

2
(∆r)(∆θ )2 + O(4),

y = r0 ∆θ +(∆r)(∆θ )− r0

6
(∆θ )3 + O(4).

Notice that the polynomial terms are just the products of r = r0 +∆r with the familiar
Taylor polynomials for the cosine and sine functions.

The second map is



100 3 Approximations

g :

{
x = u3 −3uv2,

y = 3u2v− v3.

The derivative of g at the point a = (a,b) is given by the matrix

dg(a,b) =

(
3u2 −3v2 −6uv

6uv 3u2 −3v2

)∣∣∣∣
(u,v)=(a,b)

=

(
3a2 −3b2 −6ab

6ab 3a2 −3b2

)
.

The determinant of dga has the simple form

det(dga) = (3a2 −3b2)2 +(6ab)2 = 9a4 −18a2b2 + 9b4 + 36a2b2 = 9(a2 + b2)2;

thus dga is invertible for all a 6= 0.

Exercises

3.1. Determine the mean value of each of the following functions on the given
domain.

a. f (x) = xn on [0,1].
b. f (x) = sinx on [0,π ].
c. f (x,y) = x2 + y2 on x2 + y2 ≤ 1. (Suggestion: Use polar coordinates.)

3.2. a. Let R be the rectangle [a,b]× [c,d] in the (x,y)-plane. Determine the coor-
dinates (ξ ,η) of the point at the center of R.

b. Show that the mean value of f (x,y) = αx + β y + γ on R is the value
f (ξ ,η) = αξ + β η + γ of f at the center of the rectangle.

3.3. Show that the mean value of a linear function on a circular disk in the (x,y)-
plane is its value at the center of the disk.

3.4. Find c in [0,1] so that
∫ 1

0
xn dx = cn.

3.5. Find c in [0,π ] so that
∫ π

0
sinxdx = π sinc.

3.6. Assume 0 < a < b. Find c for which
∫ b

a
xn dx = cn(b−a),

and show that c lies between a and b.

3.7. Find a point (α,β ) in the unit disk for which
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∫∫

x2+y2≤1

(x2 + y2)dxdy = π(α2 + β 2).

3.8. a. Let f (x) =
√

r2 − x2, −r ≤ x ≤ r. Show that
∫ r

−r
f (x)dx = 2r f (c),

where c = ±r
√

1−π2/16. (Suggestion: Evaluate the integral and use that
value to find c.)

b. Sketch the graph y = f (x) on the interval −r ≤ x ≤ r. In the sketch, mark
one of the points c and sketch the horizontal graph y = f (c) to make a
rectangle over the interval [−r,r]. Does this rectangle appear to contain the
same area as the semicircular graph of f (x) over [−r,r]? Is this what you
expect?

3.9. a. Prove the generalized integral law of the mean when the condition g(x)≥ 0
on [a,b] has been changed to g(x) ≤ 0.

b. Suppose f (x) = g(x) = x. Show that there is no c in the interval [−1,1] for
which ∫ 1

−1
f (x)g(x)dx = f (c)

∫ 1

−1
g(x)dx.

Why does this not contradict the generalized integral law of the mean?

3.10. Prove the law of the mean for double integrals (Theorem 3.7). Why does the
domain D have to be connected?

3.11. a. Obtain estimates for the numerical values of
√

102 and
√

120 using the
Taylor polynomials Pn,100(∆x) of degree n = 2, 3, 4, and 5 for f (x) =

√
x

at a = 100. Use these values to verify that, for each n, the error estimating√
102 is only about 1/10n+1 times the size of the error estimating

√
120.

b. For each n = 2, 3, 4, and 5, sketch the graph of the remainder function
y = Rn,100(∆x) =

√
100 + ∆x− Pn,100(∆x) on the interval −1 ≤ ∆x ≤ 1.

How does your graph indicate that Rn,100(∆x) = O(n + 1)?
c. For each n = 2, 3, 4, and 5, there is a Cn for which

Rn,100(∆x) =
√

100 + ∆x−Pn,100(∆x) ≈Cn(∆x)n+1.

Determine Cn and sketch Rn,100(∆x) and Cn(∆x)n+1 together on the same
axes to indicate that Rn,100(∆x)= O(n+1). In each case, take−1≤∆x≤ 1.

3.12. a. Construct the Taylor polynomials Pn,1(∆x) centered at a = 1 for f (x) = lnx;
take n = 1, 2, 3, and 4.

b. Obtain estimates for ln1.02 and ln1.2 using the four different Taylor poly-
nomials you found in part (a), and determine the error in each of these
estimates. Is the error that Pn,1 makes for ln1.02 only about 1/10n+1 times
the size of the error the same polynomial makes for ln1.2? Explain.
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c. For each n = 1, 2, 3, and 4, sketch the graph of the function y = Rn,1(∆x) =
ln(1 + ∆x)−Pn,1(∆x) on the interval −0.3 ≤ ∆x ≤ 0.3. Does your graph
demonstrate that Rn,1(∆x) = O(n + 1)? How, or why not?

3.13. Prove the induction step

Rk,a(∆x) =
(∆x)k+1

k!

∫ 1

0
f (k+1)(a + t∆x)(1− t)k dt

=
f (k+1)(a)

(k + 1)!
(∆x)k+1 +

(∆x)k+2

(k + 1)!

∫ 1

0
f (k+2)(a + t∆x)(1− t)k+1 dt

=
f (k+1)(a)

(k + 1)!
(∆x)k+1 + Rk+1,a(∆x)

in the proof of Taylor’s theorem.

3.14. Prove l’Hôpital’s rule in the following form. Suppose f (a) = f ′(a) = · · · =
f (n−1)(a) = 0, g(a) = g′(a) = · · · = g(n−1)(a) = 0, and either f (n)(a) 6= 0 or
g(n)(a) 6= 0 (or both); then

lim
x→a

f (x)
g(x)

=






∞ if g(n)(a) = 0,

f (n)(a)

g(n)(a)
otherwise.

(Suggestion: Use Taylor’s formula with Lagrange’s form of the remainder, for
both f (a + ∆x) and g(a + ∆x).)

3.15. Let ϕ(t) = tα , 1 < α < 2. Show that ϕ(t) = o(1) but ϕ(t) 6= O(2).

3.16. Use the fact that ex grows faster than any positive power of x (i.e., xp/ex → 0
as x →+∞ for any p > 0) to show that ψ(u) = exp(−1/|u|) vanishes to order
greater than p for any p > 0. It follows that we can define ψ(0) = 0. Sketch
the graph of t = ψ(u) and determine the image of ψ on the t-axis.

3.17. Show that the condition ϕ(t) = o(p) can be expressed in the following way.
Given any ε > 0, there is a δ > 0 so that

|t| < δ =⇒ |ϕ(t)| ≤ ε|t|p.

(Suggestion: The fact that ϕ(t)/t p → 0 as t → 0 means that |ϕ(t)/t p| can be
made smaller than any preassigned ε > 0 by making |t| sufficiently small, i.e.,
by making |t| < δ for some suitable δ .)

Note: Although this formulation of “little oh” may seem more cumbersome, it has
the advantage of avoiding using a quotient, a useful feature in some of our later work
(cf. p. 133). This formulation is also more like our definition of “big oh.”
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3.18. Let ϕ(t) = −1/ lnt, 0 < t < 1, ϕ(0) = 0; the graph of ϕ appears in the mar-
gin. The goal of this exercise is to show that ϕ(|t|) = −1/ ln |t| vanishes to
order less than p for any p > 0. This is true if, for a given p > 0 and for ev-
ery θ sufficiently small, t p < ϕ(t) for every 0 < t < θ (the contrapositive of
Exercise 3.17).

a. Show that t = ψ(u) (Exercise 3.16) is invertible on u ≥ 0, and show that
u = ϕ(t) is the inverse.

t

u

δ

θt

u

tp

u = ϕ(t)
t = ψ(u)

t = uq

u = tp

b. Fix p > 0, set q = 1/p, and choose δ > 0 so that |u|< δ =⇒ ψ(u) < |u|q
(as provided by Exercise 3.17 with any ε < 1). Now take any 0 < θ < ψ(δ )
and let 0 < t < θ be arbitrary. Set u = ϕ(t) and show that t p < u = ϕ(t).

3.19. Let f (x) =
√

x; show that

f (k+1)(x) =
±1 ·3 · · ·(2k−1)

2k+1xk+1/2
.

3.20. In the microscope equation, ∆y ≈ f ′(a)∆x, the nature of the approximation is
unclear. Show that the microscope equation has the more explicit form ∆y =
f ′(a)∆x + O(2); in words, “∆y agrees with f ′(a)∆x at least up to order 2
in ∆x.”

3.21. Adapt the proof of Theorem 3.14 to prove Corollary 3.15.

3.22. The purpose of this exercise is to show that the extent to which a polynomial
approximates a given function near a given point depends on the extent to
which it matches the Taylor polynomial constructed at that point (cf. Theo-
rem 3.14 and Corollary 3.15).

a. Show that P(x) = 1 + x + 1
2 x2 + 1

6 x3 is the Taylor polynomial of degree 3
at x = 0 for the function ex.

b. Sketch the graph of y = R(x) = ex −P(x) in a small neighborhood of x = 0
to demonstrate that R(x) = O(4), as required by Taylor’s theorem.

c. Sketch the graph of y = V1(x) = ex − (1+ x+ 1
2 x2 + 1

5 x3) in a small neigh-
borhood of x = 0. Determine the value of p for which V1(x) = O(p) and
V1(x) 6= O(p + 1).

d. Sketch the graph of y = V2(x) = ex − (1+ x+ 1
3 x2 + 1

6 x3) in a small neigh-
borhood of x = 0. Determine the value of p for which V2(x) = O(p) and
V2(x) 6= O(p + 1).

e. Sketch the graph of y = V3(x) = ex − (1 + 1.1x + 1
2 x2 + 1

6 x3) in a small
neighborhood of x = 0. Determine the value of p for which V3(x) = O(p)
and V3(x) 6= O(p + 1).

f. Sketch the graph of y =V4(x) = ex−(1.1+x+ 1
2 x2 + 1

6 x3) in a small neigh-
borhood of x = 0. Determine the value of p for which V4(x) = O(p) and
V4(x) 6= O(p + 1).
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3.23. Write the Taylor polynomial of degree 2 for the given function at the given
point.
a. ex sin y at (0,0)

b. cosxcosy at (0,π/2)

c. x3 −3x + y2 at (−1,0)

d. ln(x2 + y2) at (1,0)

e. xyz at (1,−2,4)

f. 1− cosθ + 1
2 v2 at (π ,0)

3.24. Write the Taylor polynomial of degree 4 for (x2 +y2)2 − (x2 +y2) at the point
(x,y) = (1/2,1/2).

3.25. Show that the Taylor polynomial of degree 4 for ex cosy at (x,y) = (0,0), as
obtained from the definition, agrees with the computation done on page 96.

3.26. Write out in words what “O(p) ·O(q) = O(p + q)” means, and prove it.

3.27. Construct the Taylor polynomial of degree 2 centered at the point (ρ ,θ ,ϕ) =
(ρ0,π/2,0) for the spherical coordinate change

s :






x = ρ cosθ cosϕ ,

y = ρ sinθ cosϕ ,

z = ρ sinϕ ;

−π ≤ θ ≤ π ,
−π/2 ≤ ϕ ≤ π/2.

3.28. a. Suppose L : R
p → Rq is linear; show L(∆u) vanishes at least to first order

in ∆u. In fact, show there is a positive number C for which ‖L(∆u)‖ ≤
C‖∆u‖ for all ∆u.

b. The smallest number C for which this inequality holds is called the norm
of the linear map L, written 9L9. It follows that ‖L(∆u)‖ ≤ 9L 9 ‖∆u‖
for all ∆u. Show that

9L9 = max
‖∆u‖=1

‖L(∆u)‖.

c. Suppose the linear map L : Rp → Rp : ∆u 7→ ∆x is invertible. Show that
L and L−1vanish exactly to order 1 in the sense that there are bounding
constants 0 < A1 ≤ A2, 0 < B1 ≤ B2 for which

A1 ≤
‖L(∆u)‖
‖∆u‖ ≤ A2 and B1 ≤

‖L−1(∆x)‖
‖∆x‖ ≤ B2

for all ∆u,∆x 6= 0. (This is an adaptation of Definition 3.4 to multivariable
functions.)

d. Show that we can take B1 = 1/A2, B2 = 1/A1 in part (b).



Chapter 4

The Derivative

Abstract The derivative of a map is the linear term in its Taylor approximation; it is
a map itself. Because linear approximations are simpler than those of higher order,
and because linear maps are easier to visualize than nonlinear ones, the derivative is
an especially important part of the study of maps. It gives us valuable local informa-
tion. We study the derivative in this chapter, beginning with the familiar connection
to tangents.

4.1 Differentiability

Analytically, a function y = f (x) is differentiable at a point if a certain limit exists; Differentiability of
y = f (x1, . . . ,xn)geometrically, the graph of the function must have a tangent at that point. When

there are several input variables, y = f (x1, . . . ,xp), the geometric characterization is
the same—the graph must have a tangent—but the analytic one becomes uncertain:
Is it enough for the partial derivatives to exist, or must the directional derivatives
exist in all directions, or is even more necessary? In this section, we introduce the
derivative map to settle the question and to make a clear connection between the
analytic and geometric aspects of differentiability.

According to the usual definition, y = f (x) is differentiable at x = a if Differentiability
in terms of “little oh”

lim
∆x→0

f (a + ∆x)− f (a)

∆x
= f ′(a),

for some finite number f ′(a) that we then call the derivative of f at a. In that case,
we can rewrite the limit expression in the form

lim
∆x→0

f (a + ∆x)− f (a)− f ′(a)∆x
∆x

= 0.

This says that the numerator, as a function of ∆x, vanishes to order greater than 1
(cf. Definition 3.3, p. 85). In other words, the usual definition of differentiability is
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106 4 The Derivative

equivalent to the following equality involving “little oh”:

f (a + ∆x)︸ ︷︷ ︸
values of f

near a

= f (a)+ f ′(a)∆x︸ ︷︷ ︸
values along

tangent line at a

+o(1).

o(1)

f (a)

f (a + ∆x)

f (a) + f ′(a) ∆x

∆xgraph of f
tangent line

We recognize y = f (a) + f ′(a)∆x as the formula for the tangent line at x = a, soDifferentiability and
local linearity the equation tells us what it means for the graph of f to have a tangent: the gap

between the graph of f and its tangent line vanishes more rapidly than the horizontal
displacement from the point of tangency. We can take this as the geometric definition
of differentiability. Another name for differentiability, understood geometrically, is
local linearity: under sufficiently high magnification (i.e., for ∆x sufficiently small),
the graph of f at x = a is indistinguishable from the linear graph of the tangent there.

Notice that our new geometric formula for differentiability is similar to Taylor’sComparison with
Taylor’s theorem formula,

f (a + ∆x) = f (a)+ f ′(a)∆x + O(2).

The difference lies solely in the order of vanishing of the remainder; Taylor’s for-
mula has the stronger condition R1,a(∆x) = O(2). (For example, t4/3 = o(1) but
t4/3 6= O(2); see also Exercise 3.15, p. 102.) But the hypothesis that Taylor’s for-
mula rests upon is stronger, too: Taylor’s theorem requires that f have a continuous
second derivative on an open interval that contains a and a + ∆x. However, as we
have seen, the limit defining the derivative leads us to the formula

f (a + ∆x) = f (a)+ f ′(a)∆x + o(1)

that involves “little oh” rather than “big oh.”

Let us move on to the differentiability of z = f (x,y) at (x,y) = (a,b), and ap-Differentiability for
z = f (x,y) proach it from the geometric point of view. In terms of coordinates ∆x = x− a,

∆y = y−b centered at (a,b), an arbitrary plane has a formula that we can write as

z = c + p∆x + q∆y.

We require the gap f (a+∆x,b+∆y)−(c+ p∆x+q∆y) to vanish more rapidly than
the horizontal displacement

√
(∆x)2 +(∆y)2 to the point of tangency (a,b).

Definition 4.1 The function z = f (x,y) is differentiable, or locally linear, at (x,y)=
(a,b) if there are constants c, p, and q for which

f (a + ∆x,b + ∆y)− (c + p∆x +q∆y)= o(1).
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In that case, the graph of z = c + p∆x + q∆y is the tangent plane to the graph of f
at the point (a,b).

Theorem 4.1. If z = f (x,y) is differentiable at (a,b), then both partial derivatives
exist at (a,b) and the equation of the tangent plane there is

z = f (a,b)+ fx(a,b)∆x + fy(a,b)∆y.

Proof. In terms of the definition, we must show

c = f (a,b), p =
∂ f
∂x

(a,b), q =
∂ f
∂y

(a,b);

in particular, we must show that the two partial derivatives exist. For a start, the
expression

f (a + ∆x,b + ∆y)− (c + p∆x +q∆y)

must vanish when ∆x = ∆y = 0. This implies c = f (a,b). Now keep ∆y = 0 but let
∆x vary. The hypothesis then becomes

f (a + ∆x,b)− ( f (a,b)+ p∆x) = o(1),

and it means (cf. Definition 3.3, p. 85)

0 = lim
∆x→0

f (a + ∆x,b)− f (a,b)− p∆x
∆x

= lim
∆x→0

f (a + ∆x,b)− f (a,b)

∆x
− p.

Therefore

p = lim
∆x→0

f (a + ∆x,b)− f (a,b)

∆x
=

∂ f
∂x

(a,b);

that is, the partial derivative exists and has the value p. The value of q is determined
in a similar way, by fixing ∆x = 0 and letting ∆y vary. ⊓⊔

The partial derivatives that define the tangent plane are, at the same time, the Derivative of f

components of the 1× 2 matrix that defines the derivative of f at (a,b) (Defini-
tion 3.16, p. 99). The following corollary makes explicit this (natural!) connection
between differentiability and the derivative.

Corollary 4.2 If z = f (x,y) is differentiable at (a,b), then the derivative d f(a,b) :
R2 → R exists and

f (a + ∆x,b + ∆y) = f (a,b)+ d f(a,b)(∆x,∆y)+ o(1). ⊓⊔

A reasonable question to ask at this point is: if both partial derivatives of f (x,y) Do partial derivatives
imply differentiability?exist at (a,b), is f then differentiable at (a,b)? In other words, if the plane

z = f (a,b)+ fx(a,b)∆x + fy(a,b)∆y
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is defined, is it not automatically the tangent plane to the graph of f at (a,b)? Is it
not guaranteed that the gap between this plane and the graph of f must vanish to
higher order than the horizontal displacement (∆x,∆y) from the point (a,b)?

It fact, the answer is no. Here is an example that illustrates the contrary (a coun-Counterexample:
the “manta ray” terexample):

f (x,y) =






0 if (x,y) = (0,0),

x2y
x2 + y2 otherwise.

x

y

z

x

y

z

The two figures are different views of the graph of z = f (x,y); it looks vaguely like aA bundle of lines
through the origin manta ray swimming along the y-axis. The essential thing to note is that the graph is

made up of a bundle of straight lines through the origin. An easy way to confirm this
is to put a polar coordinate overlay on the graph. That is, let x = r cosθ , y = r sin θ ;
then, away from the origin,

z = f (x,y) =
r3 cos2 θ sinθ

r2 = r cos2 θ sin θ .

When θ is fixed (as it is along a radial line), this is the straight line z = mr of slope
m = cos2 θ sinθ . The Mathematica 5 code that produces the figures makes use of
this overlay:

ParametricPlot3D[{r Cos[t], r Sin[t], r Cos[t]ˆ2 Sin[t]},
{r, 0, 1}, {t, 0, 2 Pi}, PlotPoints -> {10, 49},
BoxRatios -> {1, 1, .8}, Axes -> False, Boxed -> False,
ViewPoint -> {3.500, -0.680, 1.221}]

Let us now see why no plane is tangent to the graph at the origin. Along theNo plane is tangent to
the graph at the origin radial line θ = θ0, the graph is the straight line of slope m = cos2 θ0 sinθ0. If θ0 is

an integer multiple of π/2, then m = 0 and the radial line lies along an axis. So this
slope is a partial derivative; we find fx(0,0) = fy(0,0) = 0. Therefore, if the graph
were to have a tangent at the origin, Theorem 4.1 would force it to be the (x,y)-plane
itself: z = 0. In that case, the slope of the graph in any direction at the origin would
be 0. But the figures make it clear (and the formula m = cos2 θ0 sin θ0 confirms) that
the slope of the radial line in the direction θ0 6= kπ/2 is nonzero. The manta ray
graph has no tangent plane at the origin; the function f is not differentiable there.
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So the mere existence of the partial derivatives of z = f (x,y) at a point is not Directional derivatives
enough to guarantee that f is differentiable at that point, i.e., that its graph has a
tangent plane there. But suppose we impose a stronger condition, one requiring that
all directional derivatives exist. We recall the definition of a directional derivative
for a function of p variables (where p need not equal 2).

Definition 4.2 Let u be a unit vector; then the directional derivative of z = f (x) at
the point x = a in the direction u is

Du f (a) =
d
dt

f (a + tu)

∣∣∣∣
t=0

,

when the expression on the right exists.

Let u = ei = (0, . . . ,0,1,0, . . . ,0) (i.e., 1 in the ith place, 0 elsewhere); the derivative
in the direction ei is just the usual partial derivative:

Dei f (a) =
∂ f
∂xi

(a).

Suppose we now require that the directional derivatives of z = f (x,y) in all direc- Do directional
derivatives imply
differentiability?

tions (and not just the axis directions) exist at a point. Will this stronger condition
guarantee that the graph of f has a tangent at that point? In fact, the manta ray is
still a counterexample. In the direction u = (cosθ ,sinθ ), the directional derivative
of f at the origin is

D(cosθ ,sinθ) f (0,0) = cos2 θ sinθ .

(In the given direction, the graph of f is a straight line of slope cos2 θ sinθ .) Thus,
even though all the directional derivatives of f exist at the origin, there is (still)
no tangent plane. The existence of all directional derivatives of f at a point is not
enough to guarantee that f is differentiable there.

Although the existence of directional derivatives does not guarantee differentia- Directional derivatives
from the derivativebility, the converse is true, according to the following theorem.

Theorem 4.3. If z = f (x,y) is differentiable at (a,b), then all directional derivatives
exist at (a,b). In fact, D(α ,β ) f (a,b) = d f(a,b)(α,β ).

Proof. The proof is probably easier to follow in vector notation. We set (α,β ) = u;
then, by definition, the directional derivative is

Du f (a) = lim
t→0

f (a + tu)− f (a)

t
= lim

t→0

d fa(tu)+ o(1)

t
.

We have f (a+ tu)− f (a) = d fa(tu)+o(1) because f is differentiable at a. But then

lim
t→0

d fa(tu)+ o(1)

t
= lim

t→0

t d fa(u)

t
+ lim

t→0

o(1)

t
= d fa(u)+ 0 = d fa(u).
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We have used the linearity of d fa to write d fa(tu) = t d fa(u). Also, o(1)/t → 0 as
t → 0, by definition of o(1). ⊓⊔

The gradient of z = f (x,y) at (a,b) is the vector grad f (a,b) = ∇f (a,b) in R
2The gradient vector

whose components are fx(a,b) and fy(a,b). Of course these are, at the same time,
the components of the matrix that represents the derivative d f(a,b) : R2 → R1. Con-
ceptually, ∇f (a,b) and d f(a,b) are different; the first is a vector, the second is a linear
map. However, because matrix multiplication involves the scalar (dot) product, the
two are connected:

d f(a,b)(α,β ) =
(

fx(a,b) fy(a,b)
)(α

β

)
= ∇f (a,b) · (α,β ).

This connection allows us to express the previous theorem in a way that is probably
more familiar.

Corollary 4.4 If z = f (x,y) is differentiable at (a,b), then

D(α ,β ) f (a,b) = ∇f (a,b) · (α,β ). ⊓⊔

Let C be the circle that has the vector ∇f (a,b) as diameter. Then, because the scalar

D
(α,β) f

(α, β)

∇f

(a, b)
C

∇f (a,b) · (α,β ) is the perpendicular projection of ∇f (a,b) on the line in the direc-
tion of (α,β ), we can realize D(α ,β ) f as the length of the chord of C that lies in the
direction (α,β ). If (α,β ) makes an obtuse angle with ∇f , extend −(α,β ) and note
that then D(α ,β ) f ≤ 0.

The hypothesis that f is differentiable is crucial in the corollary. If we merely
know that all the directional derivatives exist (including the partial derivatives), we
cannot conclude that D(α ,β ) f (a,b) = ∇f (a,b) · (α,β ). The manta ray at the origin
is once again a counterexample: we have

D(α ,β ) f (0,0) = α2β but ∇f (0,0) · (α,β ) = (0,0) · (α,β ) = 0.

Because we used tangents to define differentiability, it is natural to use tangentsLocal linearity
with level curves to illustrate local linearity. For example, consider the function f (x,y) = x2 − y2 at

the point (a,b) = (2,−1). The graph of z = f (x,y) is a curved surface in R3 and the
graph of the derivative

d f(2,−1)(∆x,∆y) = fx(2,−1)∆x + fy(2,−1)∆y = 4∆x + 2∆y

is a plane. We expect that, under sufficient magnification at the point (x,y,z) =
(2,−1, f (2,−1)) in R3, the graph of f will become indistinguishable from the tan-
gent plane; cf. Exercise 4.2.

We, however, take a different approach, comparing instead the level sets of f and
d f(2,−1) in windows centered at (2,−1) in the (x,y)-plane. The window on the left
below shows level curves

f (2 + ∆x,−1 + ∆y)− f (2,−1)= ∆z, ∆z = −5,−3.75, . . . ,5,
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in the square 1 ≤ x ≤ 3, −2 ≤ y ≤ 0. By design, the level curve ∆z = 0 passes
through the origin of the (∆x,∆y)-window. Obviously f is nonlinear: its level sets
are curved, and they are unequally spaced.

∆x

∆y
∆z = 0 2.5 5

−2.5

−5

∆x

∆y
∆z = 0 0.25 0.5

−0.25

−0.5

Under tenfold magnification (see the right window; spacing between levels has Local linearity emerges
been cut by the same factor of 10), the local linearity of f begins to emerge. The level
curves of f are now essentially straight, parallel, and evenly spaced: the hallmarks
of a linear function. Thus, at this magnification, f looks linear. We must now just
check that the apparently linear function we see in this window agrees with the
derivative,

df(2,−1)(∆x,∆y) = 4∆x + 2∆y.

The level curves 4∆x + 2∆y = C of the derivative are parallel straight lines with Comparing level curves
of f and d f(2,−1)common slope ∆y/∆x =−2, just as in the microscope window on the right. But this

is not yet enough; we need to show that a given line represents the same level for f
and for df(2,−1). This is made easier by the fact that f itself has a simple formula:

z = f (2 + ∆x,−1 + ∆y)

= (2 + ∆x)2 − (−1 + ∆y)2 = 4 + 4∆x +(∆x)2−1 + 2∆y− (∆y)2

= 3 + df(2,−1)(∆x,∆y)+ (∆x)2 − (∆y)2.

Along the diagonals of the window, (∆x)2 = (∆y)2, so

∆z = f (2 + ∆x,−1 + ∆y)−3 = df(2,−1)(∆x,∆y);

in other words, f and its derivative agree exactly on the diagonals. It follows that,
everywhere in the right window, a given level curve for f is indistinguishable from
the level curve for df(2,−1) at the same level.
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4.2 Maps of the plane

Our goal here is to understand what differentiability means geometrically for a mapVisualizing maps
f : R

2 → R
2 of the plane. Suppose f : U2 → R2 has the coordinate form

f :

{
x = f (u,v),

y = g(u,v).

Here U2 is a window of the form |u−a|< p, |v−b|< q (or, more generally, an open
set in R2; cf. Definition 8.4, p. 277). The derivative of f at the point a = (a,b) is the
linear map dfa : R2 → R2 whose coordinate matrix is

df(a,b) =

(
fu(a,b) fv(a,b)
gu(a,b) gv(a,b)

)
,

(Definition 3.16, p. 99). The graph of f and the graph of df(a,b) are both 2-
dimensional surfaces, but they lie in the 4-dimensional (u,v,x,y)-space, so we can-
not visualize them directly. In particular, we cannot see how—or whether—the
graph of the derivative is tangent to the graph of the map.

We faced this dimension problem with the graph of a linear map of the plane in
Chapter 2. There, we solved the problem by looking at images instead of graphs; we
do the same here. Differentiability is then manifested as local linearity: we compare
the image of f in a microscope window centered at a to the image of the linear
map dfa in that window.

The polar coordinate change is the map that pulls back Cartesian coordinates toFirst example:
polar coordinates polar coordinates:

f :

{
x = r cosθ ,

y = r sin θ .

f

r

θ

(3, π /6)

x

y

θ = π/6

r = 3

The map f puts a grid of rays and concentric circles on the (x,y)-plane, correspond-
ing to the rectangular grid θ = constant and r = constant in the (r,θ )-plane itself.
By convention, only the positive half of each ray is used; that is, we assume r > 0.
(In other words, the domain U2 for f is the open right half-plane.) Sometimes it is
useful to allow r = 0, as well. This is the θ -axis; the map f collapses it to a single
point, the origin in the target.
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According to Taylor’s theorem, any smooth map is approximately a polynomial Local behavior of f near
(r,θ) = (3,π/6)when its domain is restricted to a small enough region. The closeness of the ap-

proximation is directly related to the degree of the polynomial, but even a linear
polynomial can provide an impressive approximation. Let us focus on the point
(r,θ ) = (3,π/6) and see how f becomes approximately linear as it acts on smaller
and smaller regions centered at this point. In the process we also see that the ap-
proximation is precisely the linear term in the Taylor polynomial of f, the map that
we call the derivative of f at (r,θ ) = (3,π/6) and denote with the symbol df(3,π/6).

r

θ

2.6 3 3.4

π/6 + .4

π/6

π/6 − .4

∆r

∆θ

f

x

y

3√3/2 − .4 3√3/2 3√3/2 + .4

1.9

1.5

1.1

∆x

∆y

3.96 3 3.04

π/6 + .04

π/6

π/6 − .04

∆r

∆θ

f

3√3/2 − .04 3√3/2 3√3/2 + .04

1.54

1.5

1.46

∆x

∆y

The figure above shows what f does to a a grid of squares in a small window
centered at the point (r,θ ) = (3,π/6). The image is a grid of radial lines and circular
arcs in another small window centered at the image point (x,y) = (3

√
3/2,3/2). To

describe the action of f in these windows it is natural to use coordinates ∆r, ∆θ , ∆x,
and ∆y that measure displacements from the center of each window:

∆r = r−3, ∆x = x−3
√

3/2,

∆θ = θ −π/6, ∆y = y−3/2.

In the figure, there are two pairs of windows at different levels of magnification. In Views of f in two
“microscope” windowsthe upper pair the grid spacing is 0.1 units and the windows themselves measure

0.8 units on a side. The radial lines we see in the image window therefore have a
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separation of ∆θ = 0.1 radians and the concentric circular arcs have a separation of
∆r = 0.1 units. At this level of magnification the arcs are still noticeably curved.

Each lower window is a tenfold magnification of the center of the window above
it. The radial lines in the image are now only ∆θ = 0.01 radians apart; they look
nearly parallel. The concentric circular arcs are spaced ∆r = 0.01 units apart and
likewise appear to be straight and parallel. In this microscopic view, f looks like a
linear map, because it maps a grid of congruent squares to a grid of (nearly) congru-
ent parallelograms, rectangles, in fact.

Can we describe f in the lower windows in the fashion of a linear map? The lineNear (3,π/6), f is a
stretch and rotation ∆θ = 0 in the source (the ∆r-axis) is just the horizontal line θ = π/6, so its image

is the radial line that makes an angle of π/6 radians, or 30◦, as it passes through
the origin (∆x,∆y) = (0,0) of the microscope window in the target. In other words,
f rotates the ∆r-axis by 30◦; the figure makes it clear that the whole (∆r,∆θ )-plane
undergoes essentially the same rotation. In addition, before f rotates the plane it
stretches it vertically; by eye, the stretch factor appears to be about 3.

Now compare this action with the action of the derivative df(3,π/6). At an arbitraryThe derivative df(r,θ)

point (r,θ ) = (r0,θ0), the derivative df(r0,θ0) is defined (see p. 112) to be the linear
map

df(r0,θ0) : R
2 → R

2 :

(
∆r
∆θ

)
7→
(

∆x
∆y

)

whose matrix is

df(r0,θ0) =

(
∂x/∂ r ∂x/∂θ
∂y/∂ r ∂y/∂θ

)∣∣∣∣
(r,θ)=(r0,θ0)

=

(
cosθ0 −r0 sinθ0

sinθ0 r0 cosθ0

)
.

Notice that df(r0,θ0) factors neatly into a pair of matrices, a stretch (or strain) S1,r0 ,The derivative splits
into two factors followed by a rotation Rθ0 :

(
cosθ0 −r0 sinθ0

sinθ0 r0 cosθ0

)
=

(
cosθ0 −sinθ0

sinθ0 cosθ0

)

︸ ︷︷ ︸
Rθ0

(
1 0
0 r0

)

︸ ︷︷ ︸
S1,r0

.

∆r

∆θ

S1,r0

∆ξ

∆η

Rθ 0

∆x

∆y

Factoring df(r0,θ0) means that we can describe its effect in two stages. First, S1,r0

stretches the plane vertically (i.e., in the direction of the ∆θ -axis) by the factor r0;
then Rθ0 rotates the result by θ0 radians. (The coordinate names ∆ξ , ∆η in the
intermediate window are just arbitrary choices.)



4.2 Maps of the plane 115

In particular, we can now conclude that df(3,π/6) is a threefold vertical stretch f ≈ df near (3,π/6)

followed by a 30◦ rotation. But this is exactly how f itself behaves in a microscope
window centered at (r,θ ) = (3,π/6). This suggests we say that f is locally linear in
a small neighborhood of (3,π/6).

The example is leading us to say that a map f : U2 → R2 : u 7→ x will be locally
linear—or differentiable—at a point u = a if

∆x = f(a + ∆u)− f(a)

differs from a linear function of ∆u by an amount that vanishes faster than ∆u. Here
is a precise definition.

Definition 4.3 The map x = f(u) is differentiable, or locally linear, at u = a if there Differentiability and
local linearityis a linear map L : R2 → R2, called the derivative of f at a, for which

f(a + ∆u) = f(a)+ L(∆u)+ooo(1).

Theorem 4.5. If f : U2 → R2 is differentiable at u = a, then L = dfa. In particular,
all the partial derivatives appearing in the matrix dfa exist.

Proof. See Chapter 4.4, where the theorem is restated (as Theorem 4.6) for the
general case f : U p → Rq. ⊓⊔

The theorem makes it clear that if f is locally linear at a, then its linear approxi- The microscope
equationmation is its derivative dfa. Note that if we rewrite the window equation

∆x = f(a + ∆u)− f(a) = dfa(∆u)+ooo(1)

without the remainder term ooo(1), we get an approximation that is, in effect, a new
form of the microscope equation:

∆x ≈ dfu0(∆u).

In other words, the microscope equation emerges as a (rather condensed) way of
expressing the differentiability or local linearity of a map. We have already noted
the connection between the microscope equation and Taylor’s theorem in Chapter 3
(p. 83; p. 95).

Definition 4.4 If f : U2 → R2 is differentiable at a, its local area multiplier at a is Local area multiplier
the area multiplier of its derivative dfa.

For the polar coordinate map x = f(r), we find that the area multiplier of dfr0

is r0:

detdfr0 = det
(

cosθ0 −r0 sinθ0

sinθ0 r0 cosθ0

)
= r0 cos2 θ0 + r0 sin2 θ0 = r0.

Thus we say that r0 is the local area multiplier for f itself at the point r0 = (r0,θ0).
It is evident in the figure below that the local area multiplier of f varies from point to
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point and increases with the radius r; our calculations show that the local multiplier
is exactly r.

f

r

θ

A

B

C x

y

f(A)

f(C)

f(B)

For plane maps f like the polar coordinate map, we have used the notionsLocal linearity versus
“looking linear locally”

f is arbitrarily close to dfa near a and f “looks like” dfa near a

more or less interchangeably. However, the two are subtly different. The first, of
course, is what we now call local linearity. The second, however, may not be true if
dfa fails to be invertible; it is a stronger condition. To help bring into sharper focus
the distinction between these two notions—and to see how the second condition can
fail—we analyze a second map.

Consider the quadratic map f : R2 → R2, defined by the equationsSecond example:
a quadratic map

f :

{
x = u2 − v2,

y = 2uv.

Although the action of the polar coordinate change map was immediately evident
on a global level (i.e., on the entire right half-plane r > 0), the same is not true for
the quadratic map f. However, the action is not hard to describe; we now show f
squares the distance of any point from the origin and doubles the angle that point
makes with the positive horizontal axis.

u

v

a
b

1 2

f
x

y

f(a)

f(b)

1

We can show that f acts this way by translating our formulas for f into polarPolar coordinate
overlays coordinates, because they provide the angles and distances we wish to measure.
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That is, think of polar coordinates (r,θ ) as an “overlay” on the (x,y)-plane, and
introduce the same overlay on the (u,v)-plane using new polar coordinates (ρ ,ϕ):
u = ρ cosϕ , v = ρ sinϕ . Then the formulas for f that define x and y in terms of u
and v translate into expressions for r and θ in terms of ρ and ϕ :

r cosθ = x = u2 − v2 = ρ2 cos2 ϕ −ρ2 sin2 ϕ = ρ2 cos2ϕ,

r sinθ = y = 2uv = 2ρ cosϕ ·ρ sinϕ = ρ2 sin2ϕ.

In other words, r cosθ = ρ2 cos2ϕ and r sinθ = ρ2 sin2ϕ , so

r = ρ2 and θ = 2ϕ .

Thus, in terms of the polar coordinate overlays on the source and target, f squares f doubles angles
and squares distances

from the origin
the distance of a point from the origin (r = ρ2) and it doubles the angle that that
point makes with the horizontal (θ = 2ϕ).

The angle-doubling means f “fans out” the upper half-plane v ≥ 0 in the source
to cover the entire target (x,y)-plane. The lower half-plane v ≤ 0 also covers the
entire (x,y)-plane, so the source covers the target twice, except for the origin. More f is a “double cover”
precisely, let V 2 be the plane minus the origin: V 2 = R2 \ (0,0). Then f : V 2 → V 2

is a 2–1 map. Every point in the target V 2 is the image of exactly two points in the
source V 2 (that lie 180◦ apart at the same distance from the origin). The unit circle
maps to itself. A concentric circle inside the unit circle maps to another one even
closer to the origin; one outside the unit circle is mapped to another farther from the
origin.

With this clear picture of the global behavior of f, it is easy to analyze its local Behavior of f near
(u,v) = (

√
3/2,1/2)behavior near a given point. For example, take the point (u,v) = (

√
3/2,1/2). Its

image is (x,y) = (1/2,
√

3/2). These points are 1 unit from the origin (ρ = r = 1)
and make angles of ϕ = 30◦ = π/6 radians and θ = 60◦ = π/3 radians, respectively.

u

v

1 2

f

x

y

1

∆u

∆v

30° line

f
∆x

∆y

image line at 60°
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The figure above uses the polar coordinate overlays to show how f acts in micro-
scope windows centered at these two points. In the polar grid in the source window,
the spacing between adjacent circular arcs is ∆ρ = 1/36 ≈ 0.028 units; the spacing
between radial line segments is ∆ϕ = 1.5◦ ≈ 0.026 radians. Because these numbers
are nearly equal and relatively small, the grid looks approximately square.

The target window shows the image of the source grid under the map f. TheRotation and
linear expansion 30◦-line from the source gives us our bearings. At the macroscopic level, f maps

it to the 60◦-line, so in the microscope window f rotates it by 30◦. The entire grid
is carried along by this action, so f rotates all points in the source by 30◦, more
or less. Obviously, there is also linear expansion we must take into account. The
image grid is still approximately square; thus f must be close to a uniform dilation.
Moreover, a single square in the image grid is about the size of a 2×2 square in the
source grid, so the linear expansion factor is about 2 (and the area expansion factor
is about 4). Therefore, in the microscope windows it appears that f approximately
doubles all lengths and rotates points by about 30◦, or π/6 radians. In other words, f
approximates the linear map 2Rπ/6 in a small neighborhood of (u,v) = (

√
3/2,1/2).

We expect, therefore, that the derivative of f at (
√

3/2,1/2) must equal 2Rπ/6.The derivative of f
at (

√
3/2,1/2) Can we confirm this? First of all, at an arbitrary point (u,v) = (a,b), the derivative

of f is given by the matrix

df(a,b) =

(
∂x/∂u ∂x/∂v
∂y/∂u ∂y/∂v

)∣∣∣∣
(u,v)=(a,b)

=

(
2a −2b
2b 2a

)
= 2

(
a −b
b a

)
.

Therefore,

df(
√

3/2,1/2) = 2
(√

3/2 −1/2
1/2

√
3/2

)
= 2

(
cosπ/6 −sinπ/6
sinπ/6 cosπ/6

)
= 2Rπ/6,

so df(
√

3/21/2) is indeed the local linear approximation to f at (
√

3/2,1/2).

Before we consider the local behavior of f at a second point, we pause to notedf(a,b) is a
rotation–dilation matrix that our formula, above, for the derivative df(a,b) shows that it is a rotation–dilation

matrix (cf. p. 39 ff.). We exclude the special case (a,b) = (0,0), where df(0,0) is just
the zero matrix. Thus, assuming (a,b) 6= (0,0),

df(a,b) = 2
(

a −b
b a

)
= 2
√

a2 + b2 Rarctan(b/a).

This says that df(a,b) is rotation by θ = arctan(b/a) followed by a uniform linear

dilation by the factor 2
√

a2 + b2. The local area multiplier for f at (a,b) is therefore
4(a2 + b2).

In Euclidean geometry, a rotation–dilation matrix such as df(a,b), with (a,b) 6=Conformal maps
(0,0), is also known as a similarity transformation. Even when df(a,b) alters lengths

(i.e., when 2
√

a2 + b2 6= 1), angles remain unchanged.; therefore, a plane figure and
its image under df(a,b) are similar. A map such as f whose derivative is a similarity
at each point in an open region is said to be conformal on that region.
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For our second illustration, let us study the local behavior of f at the point (u,v) = Behavior of f near
(−3

√
2/4,3

√
2/4)(−3

√
2/4,3

√
2/4) (so (ρ ,ϕ) = (3/2,3π/4)). The derivative is

df(−3
√

2/4,3
√

2/4) =

(
−3

√
2/2 −3

√
2/2

3
√

2/2 −3
√

2/2

)
= 3R3π/4.

Therefore, if f is locally linear at (−3
√

2/4,3
√

2/4), we expect f will approximately
triple all lengths and rotate all points by 3π/4 radians (i.e., 135◦) in a microscope
window centered at (−3

√
2/4,3

√
2/4).

u

v

f
x

y

∆u

∆v

f
∆x

∆y

The figure shows the action of f. To describe it, we again use a polar grid overlay
in the source. At the macroscopic level, f “fans out” the second quadrant to cover the
third and fourth quadrants. At the microscopic level, the spacing between concentric
circular arcs in the source grid is ∆ρ = 1/36 ≈ 0.028 units, just as it was in our
first illustration. However, we have reduced the spacing between radial lines in the
grid to ∆ϕ = 1◦ = π/180 radians, but because ρ ≈ 1.5 in the window, the width
between adjacent rays is about 1.5× π/180 ≈ 0.026 units. (By the definition of
radian measure, an angle of ϕ radians at the center of a circle of radius ρ cuts off
an arc of length ρ ·ϕ on the circle.) This adjustment keeps the source grid roughly ϕ

ρ

ρ⋅ϕ

square.
It is evident from the image in the target window that f is, once again, approx-

imately a rotation coupled with a uniform dilation. This time the 135◦-line is our
landmark; f maps it to the 270◦-line in the target, rotating all points in the window
therefore by about 135◦. A square in the image grid is about the size of a 3× 3
square in the source grid, so the linear dilation factor is about 3. Hence df is indeed
the local linear approximation to f at (−3

√
2/4,3

√
2/4).

Our third illustration analyzes the action of f at the origin. Here we finally get to Locally linear versus
looking linear locallysee the difference between looking linear and local linearity. At the origin, the local

action of f is the same as its global action: in any microscope window, no matter how
small, f doubles angles and squares lengths. But no linear map does this, so f near
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the origin does not “look like” any linear map. In particular, f does not “look like”
its derivative df(0,0) there. Nevertheless, f is locally linear at the origin; we show this
in order to confirm that f is well-approximated by df(0,0) there.

How can this be? How can f be locally linear at a point and not look linear atLocal linearity for
the quadratic map that point? How can a map be “well-approximated” by a linear map and not “look

like” that linear map? The explanation lies in the definition of local linearity. A map
f is locally linear at u = a (p. 115) if

∆x = f(a + ∆u)− f(a)= dfa(∆u)+ooo(1);

that is, if the difference ∆x−dfa(∆u) vanishes more rapidly than ∆u. To see that this
is indeed true for our quadratic map, note first that we can compute ∆x = (∆x,∆y)
exactly:

∆x = (a + ∆u)2 − (b + ∆v)2− (a2 −b2)

= 2a∆u−2b∆v +(∆u)2− (∆v)2,

∆y = 2(a + ∆x)(b + ∆v)−2ab

= 2b∆u + 2a∆v + 2∆x∆y.

These window equations take the vector form

∆x = dfa(∆u)+ f(∆u),

showing us that the remainder term is just f(∆u). But f(∆u) = OOO(2) because f(∆u)
is quadratic, and this, in turn, implies the weaker condition f(∆u) = ooo(1) for local
linearity. Thus, f is “well-approximated” by the linear map dfa near a, for every
point a, including the origin. But whether f “looks like” its linear approximation dfa
in a microscope window centered at a will depend on the relative sizes of the two
terms in the formula for ∆x.

For example, in the window centered at a = (
√

3/2,1/2) (i.e., the first window),At (
√

3/2,1/2),
2Rπ/6(∆u) dominates the window equation for f is

∆x = 2Rπ/6(∆u)+ f(∆u).

The linear term is the rotation and uniform dilation 2Rπ/6(∆u). This linear map is
invertible, so it vanishes exactly to order 1 (Exercise 3.28, p.104). By contrast, the
second term is the remainder f(∆u) and, as such, vanishes at least to order 2. Thus,
when ∆u≈ 0 (in other words, in the microscope window), the linear term dominates,
precisely because it vanishes to a lower order in ∆u. This is why the map f looks
like its linear approximation 2Rπ/6 near (

√
3/2,1/2).

The behavior of f in the second window (where a = (−3
√

2/4,3
√

2/4)) is en-
tirely similar: the linear term 3R3π/4(∆u) is invertible so it again dominates the
quadratic one f(∆u). Thus in the second window f looks like its linear approxima-
tion 3R3π/4(∆u).
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At the origin, the window equation still expresses the local linearity of f, but it At (0,0),
f(∆u) dominateshas the fundamentally different form

∆x = df0(∆u)+OOO(2) = 0 + f(∆u).

The linear term, which had been dominant in the other windows, here contributes
nothing. It vanishes to infinite order, meaning it vanishes at least to order p for
every p > 0. The value of ∆x is determined solely by the quadratic term f(∆u). This
is what accounts for the angle-doubling and distance-squaring. By default, f(∆u) is
the dominant term; in fact, it vanishes exactly to order 2 (see Exercise 4.12), so we
are justified in saying it dominates any map (such as df0) that vanishes to higher
order. Thus, in a microscope window centered at the origin, f does not look like
its linear approximation, because the linear approximation is not the dominant term
in ∆x. Instead, f looks like (indeed, is equal to) the quadratic term f(∆u).

In summary, f will look like its linear approximation when that linear approxi- f “looks like” df
if df is invertiblemation is invertible, but need not otherwise. At the moment, we are relying only on

an intuitive undertanding of what it means for one map to “look like” another. We
make the idea precise in the chapter on inverse maps (Chapter 5), where we say that
two maps look alike if we can transform one into the other by a coordinate change.
This is the same approach we took in Chapter 2 for linear maps. In that case, the
coordinate change also involved finding a certain inverse map.

4.3 Parametrized surfaces

For another useful set of examples to illustrate the role of the derivative, we turn to Parametrizing a surface
surfaces in R3 given parametrically. Such a surface is the image of a map f : U2 →R3

of a 2-dimensional region U2 (in the same way that a parametrized curve is the
image of a 1-dimensional interval). Our aim is to see how the derivative dfu is related
to the map f near u.

Our first example is the unit sphere in R3, given parametrically as Example: unit sphere

f :






x = cosθ cosϕ ,

y = sinθ cosϕ ,

z = sinϕ .

The image is indeed the unit sphere centered at the origin because every image point
is exactly 1 unit from the origin:

x2 + y2 + z2 = cos2 θ cos2 ϕ + sin2 θ cos2 ϕ + sin2 ϕ = cos2 ϕ + sin2 ϕ = 1.

Because cosθ and sinθ have period 2π , it is sufficient to take −π ≤ θ ≤ π . When
ϕ = 0, we have

x = cosθ , y = sinθ , z = 0;
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thus f(θ ,0) traces out the unit circle in the (x,y)-plane, the equator of the sphere.
When ϕ = ±π/2, we have x = y = 0 and z = ±1, the north and south poles of the
sphere. It follows that f already covers the entire image even if we restrict θ and ϕ
to the rectangular domain U2:

−π ≤ θ ≤ π , −π
2
≤ ϕ ≤ π

2
.

x

y

z

θ

ϕ

f(a)

f(b)

θ

ϕ

a

b

−π/2

π/2

−π π

f

Note how the images of the θ - and ϕ-axes appear on the sphere, as the equatorθ = longitude;
ϕ = latitude and the prime meridian, respectively. The parameters θ and ϕ are evidently just the

familiar longitude and latitude. The points a and b that are marked on the (θ ,ϕ)-
plane, and their images f(a) and f(b) on the sphere, are the two sites where we
compare f with its derivative.

We first view the action of f itself in a microscope window centered at each point,
and then compare that with the action of the derivative at that point. The source is
2-dimensional, so a window will still be a small square. The target, however, is
3-dimensional, so each target window will be a small cube.

The first point a = (θ ,ϕ) = (π/2,0) has its image f(a) on the equator at 90◦ eastAction of f at (π/2,0)

longitude, a point that has target coordinates (x,y,z) = (0,1,0). In the figure below,
the microscope window centered at (θ ,ϕ) = (π/2,0) is a square 0.2 units on a side;
the target window is a cube of the same dimensions centered at (x,y,z) = (0,1,0).
Following the figure is Mathematica 5code that produces the image of the (∆θ ,∆ϕ)-
plane in the target window.

∆θ

∆ϕ

θ = π/2

ϕ = 0
f

∆θ
∆ϕ

∆x
∆y

∆z

ParametricPlot3D[{Cos[u] Sin[v], Sin[u] Sin[v], Cos[v]},
{u, Pi/2 - 0.1, Pi/2 + 0.1}, {v, -0.1, 0.1},
PlotRange->{{-0.1,0.1}, {0.9,1.1}, {-0.1,0.1}},
ViewPoint->{3.103, 2.109, 2.299}, PlotPoints->9]
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The image is the portion of the sphere that lies in this window; it is nearly flat The target window
shows a small piece

of the sphere
because the window is small. It approximates the plane ∆y = 0, that is, the (∆x,∆z)-
plane. It appears that f preserves lengths and angles: the image grid has the same
size and shape as the source grid. The image of the ∆ϕ-axis does not quite coincide
with the ∆z-axis, but is tangent to it. Likewise, the image of the ∆θ -axis is tangent
to the ∆x-axis, but has the opposite orientation.

Let us now determine the action of the derivative df(π ,2,0) in the same microscope Action of df(π/2,0)

window. At an arbitrary point (θ ,ϕ), the derivative map df(θ ,ϕ) : R2 → R3 : ∆θθθ 7→
∆x given by the 3×2 matrix

df(θ ,ϕ) =




−sinθ cosϕ −cosθ sin ϕ
cosθ cosϕ −sinθ sinϕ

0 cosϕ



 .

For each (θ ,ϕ) (except when cosϕ = 0), the image will therefore be a plane in R3.
When (θ ,ϕ) = (π/2,0), the map ∆x = df(π/2,0)(∆θθθ ) is




∆x
∆y
∆z



=




−1 0
0 0
0 1




(

∆θ
∆ϕ

)
, or just

∆x = −∆θ ,

∆y = 0,

∆z = ∆ϕ .

This is relatively easy to interpret. The equation ∆y = 0 tells us the image is the
(∆x,∆z)-plane. The ∆ϕ-axis is mapped to the ∆z-axis without stretching, and the
∆θ -axis is mapped to the ∆x-axis, reversing direction but without stretching.

Our visual evidence indicates that df(π/2,0) is just the “flattening-out” of f in a f looks like df(π/2,0)

near (π/2,0)microscope window centered at (π/2,0). It seems reasonable to say that f is locally
linear at (π/2,0) and “looks like” its derivative there.

At the second point b = (θ ,ϕ) = (π/4,π/3), both f and its derivative are a Action of f at (π/4,π/3)

bit more complicated to describe. The image f(b) lies in the northern hemisphere,
at 60◦ north latitude and 45◦ east longitude; its target coordinates are (x,y,z) =
(
√

2/4,
√

2/4,
√

3/2).

∆θ

∆ϕ

θ = π/4

ϕ = π/3
f ∆θ

∆ϕ

∆x
∆y

∆z

In the figure above, the microscope windows (both the square and the cube) are
again 0.2 units on a side. The image is nearly flat, and is only about half as wide
as it is tall. The image of the ∆θ -axis is horizontal; that is, it lies in the (∆x,∆y)-
plane. The image of the ∆ϕ-axis lies in the vertical plane where ∆x = ∆y. It would
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seem that we cannot tell by eye the angle between this image and the ∆z-axis. But
remember that we are just viewing a small portion of the sphere at 60◦ north latitude.
That makes it obvious that the image of the ∆ϕ-axis makes an angle of 60◦ with the
vertical at the center of the window.

The sides of the image seem pinched together, more so at the top than at thef does not yet
look linear bottom; the grid of latitude and longitude lines is relatively far from rectangular.

This is only to be expected, though. Away from the equator, longitude lines do
pinch together toward the poles. In a linear map, parallel lines always have parallel
images, so we must conclude that f does not look linear, at least at this scale.

But according to Taylor’s theorem, f is indeed locally linear (everywhere away
from the poles). We see that better when we magnify the view; the figure below is a
tenfold magnification over the previous one.

∆θ

∆ϕ

θ = π/4

ϕ = π/3
f ∆θ

∆ϕ

∆x
∆y

∆z

At this magnification, the quadrilaterals in the image grid now look like congruentf under further
magnification rectangles, so f now looks like a linear map. In the ∆ϕ-direction, lengths are unal-

tered (the image rectangles are as tall as the original squares in the source), but in
the ∆θ -direction, lengths are halved.

The map ∆x = df(π/4,π/3)(∆θθθ ) defined by the derivative isAction of df(π/4,π/3)




∆x
∆y
∆z



=
1
4




−
√

2 −
√

6√
2 −

√
6

0 2




(

∆θ
∆ϕ

)
.

The two vectors



∆x
∆y
∆z



=




−
√

2/4√
2/4
0



 ,




∆x
∆y
∆z



=




−
√

6/4
−
√

6/4
1/2



 ,

are the images of the unit vectors on the ∆θ - and ∆ϕ-axes, respectively. We can see
immediately that these image vectors are orthogonal, and you can check that their
lengths are 1/2 and 1, respectively. Thus, a square grid in the (∆θ ,∆ϕ)-plane has for
its image a rectangular grid with rectangles exactly half as wide as the squares. The
image of the ∆θ -axis lies in the (∆x,∆y)-plane because the image vector has ∆z = 0.
For a similar reason, the image of the ∆ϕ-axis lies in the vertical plane ∆x = ∆y.
Moreover, because the dot product of the image vector with the unit vector in the
∆z-direction is 2/4 = 1/2, the image makes an angle of 60◦ with the ∆z-axis.
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Once again we have compelling visual evidence. This time it indicates that f looks like df(π/4,π/3)

near (π/4,π/3)df(π/4,π/3) matches f in a sufficiently small microscope window centered at the
point (π/4,π/3). It seems reasonable to say that f is locally linear at (π/4,π/3)
and “looks like” its derivative there.

We noted that unit vectors on the ∆θ - and ∆ϕ-axes are mapped to orthogonal Area magnification
at (π/4,π/3)vectors in the target that have lengths 1/2 and 1, respectively. Thus, a unit square

maps to a rectangle with area 1/2; the local area multiplier at (θ ,ϕ) = (π/4,π/3)
appears to be 1/2. In fact, the area multiplier for the linear map df(π/4,π/3) : R2 →R3

is (Theorem 2.25, p. 55)
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A similar calculation at (θ ,ϕ) = (π/2,0) (using the matrix for df(π/2,0)) gives a
local area magnification factor of

√∣∣∣∣
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−1 0

∣∣∣∣
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+
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∣∣∣∣
2

=
√

0 + 1 + 0 = 1;

this agrees with our discussion of the local action of f in the microscope window at
(π/2,0).

These examples lead us to the following definition.

Definition 4.5 If the surface parametrization f : U2 → R3 is differentiable at a, its Local area multiplier
local area multiplier is the area multiplier of its derivative dfa : R2 → R3.

At an arbitrary point (θ ,ϕ) in the domain of the sphere parametrization, the local
area multiplier is cosϕ ; see the exercises.

The next example is called a crosscap. It has a simple parametrization f : R
2 →R3 The crosscap

in terms of polynomials defined on the entire plane.

f :






x = u,

y = uv,

z = −v2.

a = (1,0)

b = (−1,1)

c = (0,0)

f(a) = (1,0,0)

f(b) = (−1,−1,−1)

f(c) = (0,0,0)

u

v NENW

SW SE

a

b

c
f
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yz

v

f(a)

f(b)

SE
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The image is a kind of parabolic arch that “crosses through” itself in the way shown
in the figure. The u-axis is mapped to the x-axis along the ridge of the arch. The
image of the v-axis folds back on itself along the line of self-intersection; both halves
map to the negative z-axis. We do a local analysis at three different points. This time,
though, we first compute the derivative and then compare it to the map itself.

At an arbitrary point p = (p,q), the derivative dfp : R2 →R3 is given by the 3×2Action of df
at a = (1,0) matrix 


1 0
q p
0 −2q



 .

At (p,q) = a = (1,0), the derivative dfa is the map




∆x
∆y
∆z



=




1 0
0 1
0 0




(

∆u
∆v

)
or

∆x = ∆u,

∆y = ∆v,

∆z = 0.

This is just the identity map of the (∆u,∆v)-plane to the (∆x,∆y)-plane in the target.
All lengths and angles are preserved; the local area magnification factor is therefore
equal to 1.

Compare this with the action of f itself in a square microscope window, 0.2 unitsAction of f near
a = (1,0) on a side, centered at (p,q) = (1,0). Its image is the portion of the crosscap that

appears in the small cubical window of the same dimensions, centered at f(a) =
(1,0,0).

∆u

∆v

u = 1

v = 0
f

∆x

∆y

∆z

∆u

∆v

Apart from the slight curving (which would become even less noticeable if we in-
creased the magnification), the image is the same size and shape as the source:
f essentially preserves all lengths and angles in mapping the microscope window to
the target, so f “looks like” df(1,0) near (1,0).

At (p,q) = b = (−1,1), the derivative dfb is the mapAction of df
at b = (−1,1) 


∆x
∆y
∆z



=




1 0
1 −1
0 −2




(

∆u
∆v

)
or

∆x = ∆u,

∆y = ∆u−∆v,

∆z = −2∆v.
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∆u

∆v

u = −1

v = 1
f

∆x

∆z

∆u

∆v

As always, the image is spanned by the images of the unit vectors in the ∆u- and
∆v-directions. In this case, the spanning vectors are (1,1,0) and (0,−1,−2) in
(∆x,∆y,∆z)-space. The first lies in the (∆x,∆y)-plane, and the second lies in the
(∆y,∆z)-plane, pointing downward (i.e., in the negative ∆z-direction). The image of
a coordinate grid of unit squares in the source consists of congruent parallelograms
whose sides have lengths

√
2 and

√
5. Locally, areas are tripled (see the exercises).

The figure above shows the action of f itself in a microscope window centered at Action of f near
b = (−1,1)(p,q) = b = (−1,1). The source window is a square 0.2 units on a side; the image

cube is larger, about 0.4 units on a side, so that it can contain the entire image. As
we see, the image of the ∆u-axis lies in the (∆x,∆y)-plane, whereas the image of the
∆v-axis lies in the (∆y,∆z)-plane, oriented so that the positive ∆v-axis points down.
The image coordinate grid appears to consist of congruent parallelograms that are
taller than they are wide. The same figure serves to represent both dfb and f near b;
it shows that f “looks like” its linear approximation near b = (−1,1).

At the origin the situation is not so simple. Perhaps this is to be expected, because Action of df
at c = (0,0)it is the place where the crosscap “crosses” itself. The derivative dfc is the linear map




∆x
∆y
∆z



=




1 0
0 0
0 0




(

∆u
∆v

)
or

∆x = ∆u,

∆y = 0,

∆z = 0.

The rank of the matrix has dropped to 1. This means the image has dimension 1
instead of 2; instead of a plane, it has collapsed to a line. Indeed, the equations
indicate the image is just the ∆x-axis. Furthermore, the local area magnification
factor is equal to 0.

In the exercises you compute the window equation Action of f near
c = (0,0)

∆x = f(p+ ∆u)− f(p) = dfp(∆u)+ R1,p(∆u)

for the crosscap map f at an arbitrary point p. Because f is a simple quadratic map,
you get an explicit (quadratic) formula for the remainder R1,p. At the origin, p =
c = 0, the formula for ∆x reduces to
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∆x =df0(∆u)+ R1,0(∆u),

∆x = ∆u + 0 = O(1),
∆y = 0 + ∆u∆v = O(2),
∆z = 0 + −(∆v)2 = O(2).

Thus, in a microscope window centered at x = 0, the values of ∆y and ∆z are an
order of magnitude smaller than ∆x. And that is what we see in the figure below.

∆u

∆v

u = 0

v = 0
f

∆x

∆y

∆z

∆u
∆v

The image has been squeezed in the ∆v-direction so that it fits into a narrow tube
along the ∆x-axis. The source and target windows are both 0.2 units on a side, but
the tube’s dimensions are only 0.01×0.01 in the ∆y- and ∆z-directions; they are an
order of magnitude smaller than the long dimension.

Does f “look like” df0 in this window? Not quite. In the ∆x-direction, the deriva-How f differs from df0

tive df0 vanishes only to order 1 but the remainder R1,0 vanishes to infinite order.
The derivative dominates, and f does indeed look like df0 in that direction. But in
the ∆y- and ∆z-directions, df0 now vanishes to infinite order, but R1,0—and thus f
itself—vanishes only to order 2. The remainder dominates; f therefore looks like
the remainder in those directions, and not like its derivative. So, even though f is
“well-approximated” by its derivative at u = 0 (i.e., even though f is differentiable),
it does not look like its derivative in a microscope window centered there.

In our study of the quadratic map in the previous section we noted that thef “looks like” df if
df has maximal rank quadratic map (pp. 116–121) failed to look like its derivative locally at a point where

the derivative itself failed to be invertible. Invertibility is out of the question here, be-
cause the source and target have different dimensions (the derivative is not a square
matrix). The proper analogue is maximal rank:

If dfa has maximal rank, f will look like dfa near a.

We investigate this point further in the chapter on implicit functions (Chapter 6).
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4.4 The chain rule

In elementary calculus, every formula is assembled from a few simple types of
functions—think of them as “atoms”—by using arithmetic and composition. We
calculate the derivative of any such formula by knowing the derivatives of the atoms
and the rules for differentiating arbitrary sums, products, quotients, and chains (or
compositions). In this section we develop rules for derivatives of maps that general-
ize the sum, product, and chain rules. As in the one-variable case, the most important
is the chain rule; with it we show how the derivatives of a map and its inverse are
related.

Before considering the differentiation rules, we must say what it means for a map Differentiability
of a mapbetween spaces of arbitrary dimension to be differentiable. Our definition is just the

generalization of the ones we have used in special cases (Definitions 4.1, p. 106
and 4.3, p. 115); U p is a window of the form |ui −ai| < qi, i = 1, · · · , p.

Definition 4.6 The map f : U p → Rq is differentiable, or locally linear, at u = a if
there is a linear map L : Rp → Rq, called the derivative of f at a, for which

f(a + ∆u) = f(a)+ L(∆u)+ooo(1).

Theorem 4.6. Suppose f : U p → Rq is differentiable at u = a; then L = dfa. In
particular, if the component functions of f are fi(u), then all the partial derivatives
∂ fi/∂u j(a) exist.

Proof. Suppose the element in the ith row and jth column of the matrix representing
L is ℓi j. We show that the partial derivative ∂ fi/∂u j(a) exists and is equal to ℓi j.
Let e j = (0, . . . ,0,1,0, . . . ,0), the vector in R

p with 1 in the jth coordinate and 0
elsewhere. Then, by definition,

∂ fi

∂u j
(a) = lim

h→0

fi(a + he j)− fi(a)

h
.

By hypothesis, fi(a+he j)− fi(a) = Li(he j)+Ri(hu) = hLi(e j)+Ri(hu), where Li

is the ith component of L and Ri is the ith component of the remainder map that is
represented by the symbol ooo(1). Therefore,

∂ fi

∂u j
(a) = lim

h→0

fi(a + he j)− fi(a)

h
= lim

h→0

hLi(e j)+ Ri(he j)

h

= Li(e j)+ lim
h→0

Ri(he j)

h
= ℓi j.

The final equation holds because Li(e j) = ℓi j, and Ri(he j)/h → 0 is simply a con-
sequence of Ri(∆u) = o(1). ⊓⊔

The theorem shows L is unique. We continue to equate differentiability and local Differentiability is
local linearitylinearity: f is differentiable at a if and only if ∆x = f(a + ∆u)− f(a) agrees with the
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linear map dfa(∆u) to order greater than 1 as ∆u → 0. We use this characterization
repeatedly in the rest of the section.

Given two maps f,g : U p → Rq, their sum and difference,Derivative of a sum

(f±g)(u) = f(u)±g(u),

are themselves maps of the same type: f±g : U p → Rq. The following theorem ex-
tends to maps the familiar rule: the derivative of a sum is the sum of the derivatives.

Theorem 4.7. If f and g are differentiable on U p, then so are f±g, and

d(f±g)a(∆u) = dfa(∆u)±dga(∆u)

at any point a in U p.

Proof. The statements are probably intuitively clear, but we prove them to illustrate
our characterization of a differentiable map. Because f and g are differentiable at a,
we can write

(f±g)(a + ∆u) = f(a + ∆u)±g(a + ∆u)

= f(a)+ dfa(∆u)+ooo(1)± (g(a)+ dga(∆u)+ooo(1))

= (f±g)(a)+ (dfa±dga)(∆u)+ooo(1).

Thus (f± g)(a + ∆u)− (f± g)(a) agrees with the linear map (dfa ± dga)(∆u) to
order greater than 1; by Theorem 4.6, the maps f± g are differentiable at a, and
d(f±g)a = dfa ±dga. ⊓⊔

There are product rules, too, at least when the products themselves are definedDerivative of
a scalar product in meaningful ways. For example, we can compute the ordinary cross-product (or

vector product) of maps whose target is R3, and we can compute the dot product (or
scalar product) of any maps whose targets have the same dimension.

Theorem 4.8. If f,g : U p → Rq are differentiable on U p, then so is the scalar prod-
uct f ·g : U p → R, and

d(f ·g)a(∆u) = f(a) ·dga(∆u)+ dfa(∆u) ·g(a).

Proof. By definition of the scalar product function, and then by the differentiability
of f and g, we have

(f ·g)(a + ∆u = f(a + ∆u) ·g(a + ∆u)

=
(
f(a)+ dfa(∆u)+ooo(1)

)
·
(
g(a)+ dga(∆u)+ooo(1)

)
.

When we expand the right-hand side, we get nine individual scalar terms, five of
which have ooo(1) as a factor. Those five therefore all vanish to order greater than 1,
so we combine them into a single (scalar) symbol o(1):
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(f ·g)(a + ∆u) = f(a) ·g(a)+ f(a) ·dga(∆u)+ dfa(∆u) ·g(a)

+ dfa(∆u) ·dga(∆u)+ o(1).

To decide whether f · g is differentiable, Theorem 4.6 suggests we rewrite the last
equation (after setting f(a) ·g(a) = (f ·g)(a)) in the form

(f ·g)(a + ∆u)− (f ·g)(a)= f(a) ·dga(∆u)+ dfa(∆u) ·g(a)

+ dfa(∆u) ·dga(∆u)+ o(1).

Let us now consider, in turn, the first three terms on the right. We know dga(∆u) is
a linear function of ∆u, and so is its dot product with the scalar f(a). The second
term is likewise a linear function of ∆u. In the third term, each of the two factors
is linear; by Exercise 3.28 (p. 104), each factor vanishes at least to order 1. That is,
there are constants Cf and Cg such that

‖dfa(∆u)‖ ≤Cf‖∆u‖, ‖dga(∆u)‖ ≤Cg‖∆u‖.

Therefore, because |A ·B| ≤ ‖A‖‖B‖ for any two vectors in Rq,

|dfa(∆u) ·dga(∆u)| ≤ ‖dfa(∆u)‖‖dga(∆u)‖ ≤CfCg‖∆u‖2,

implying that dfa(∆u) · dga(∆u) is O(2) and hence can be absorbed into the term
denoted o(1). Thus we see (f · g)(a + ∆u)− (f · g)(a) agrees with the linear func-
tion f(a) · dga(∆u) + dfa(∆u) · g(a) to order greater than 1, so it follows that
d(f ·g)a(∆u) = f(a) ·dga(∆u)+ dfa(∆u) ·g(a). ⊓⊔

We turn now to the chain rule. For functions of a single variable, the chain rule The chain rule for
one-variable functionsis commonly written two different ways, corresponding to the two ways we write

derivatives. Suppose s = f (u) and x = ϕ(s); then x = ϕ( f (u)) and x therefore de-
pends on u through the action of a new function composed of f and ϕ . We write
the composed function as x = (ϕ ◦ f )(u), and write its derivative in terms of the
derivatives of the components f and ϕ as either

dx
du

=
dx
ds

ds
du

or (ϕ ◦ f )′(a) = ϕ ′( f (a)) f ′(a).

These are two formulations of the chain rule. The first uses the Leibniz notation for
derivatives; its appeal is that it looks like an ordinary rule for multiplying fractions.
The second calls attention to the fact that the derivatives of the individual functions
ϕ and f must be evaluated at different points. It also reminds us that x depends on u
one way (namely, through ϕ ◦ f ) but on s a different way (namely, through ϕ alone).
The Leibniz notations dx/du and dx/ds suggest the same thing, though somewhat
more obliquely.

Now suppose f : U p → Rq and ϕϕϕ : Sq → Rr are differentiable maps with the Diagrams of maps
image of f contained in the domain of ϕϕϕ : f(U p) ⊆ Sq. Then the composite ϕϕϕ ◦ f :
U p → R

r is defined for all u in U p: (ϕϕϕ ◦ f)(u) = ϕϕϕ(f(u)). Visually, we can think of
f and ϕϕϕ as maps coming one after another in a linear “chain” as on the left, below.
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However, to show how they are related to the composite map ϕϕϕ ◦ f, it is natural to
put the three maps in a triangle:

U p f−−−−→ Sq ϕϕϕ−−−−→ Rr

U p

Sq

Rr
�

��7 S
SSw

-

f ϕϕϕ

ϕϕϕ ◦ f

The chain rule for maps says that the derivative of a composite is the compositeThe chain rule
for maps of its derivatives. We state and prove the theorem below. You should check that the

proof is just a rigorous version of the following “plausibility argument” based on
the microscope equations for f, ϕϕϕ , and ϕϕϕ ◦ f. Starting with

∆s ≈ dfa(∆u) and ∆x ≈ dϕϕϕ f(a)(∆s),

it follows that
∆x ≈ dϕϕϕ f(a)

(
dfa(∆u)

)
= (dϕϕϕf(a) ◦dfa)(∆u).

But, by definition, ∆x ≈ d(ϕϕϕ ◦ f)a(∆u); because the linear map in the microscope
equation is unique, d(ϕϕϕ ◦ f)a = dϕϕϕf(a) ◦dfa.

Theorem 4.9 (Chain rule). If f : U p → Sq is differentiable at a, and ϕϕϕ : Sq → Rr is
differentiable at f(a), then the composite map ϕϕϕ ◦ f : U p → Rr is differentiable at a
and

d(ϕϕϕ ◦ f)a = dϕϕϕ f(a) ◦dfa.

U p

Sq

Rr
�

��7 S
SSw

-

f ϕϕϕ

ϕϕϕ ◦ f
Rp

Rq

Rr
�

��7 S
SSw

-

dfa dϕϕϕf(a)

d(ϕϕϕ ◦ f)a

Proof. It is possible to prove this result in terms of the component functions of
the maps. However, we work directly with the maps themselves. According to our
characterization of differentiability (and taking into account that dϕϕϕ f(a)

(
dfa(∆u)

)
=

dϕϕϕ f(a) ◦dfa(∆u) by definition), we must therefore show

(ϕϕϕ ◦ f)(a + ∆u)− (ϕϕϕ ◦ f)(a) = dϕϕϕf(a)

(
dfa(∆u)

)
+ooo(1).

This will prove that the derivative of ϕϕϕ ◦ f at a is dϕϕϕ f(a) ◦dfa.

To begin, the differentiability of f at a allows us to write

(ϕϕϕ ◦ f)(a + ∆u) = ϕϕϕ
(
f(a + ∆u)

)
= ϕϕϕ

(
f(a)︸︷︷︸

b

+dfa(∆u)+ooo(∆u)︸ ︷︷ ︸
∆s

)
.

We write ooo(∆u) here, instead of just ooo(1), to stress that this particular remainder
vanishes (to order greater than 1) with ∆u. Now use the differentiability of ϕϕϕ at
f(a) = b to expand the right-hand side. This yields a second remainder ooo(∆s) that
vanishes with ∆s and is thus distinct from ooo(∆u):
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ϕϕϕ(b)+ dϕϕϕb(∆s)+ooo(∆s) = ϕϕϕ(f(a))+ dϕϕϕf(a)

(
dfa(∆u)+ooo(∆u)

)
+ooo(∆s)

= (ϕϕϕ ◦ f)(a)+ dϕϕϕf(a)

(
dfa(∆u)

)
+ dϕϕϕf(a)

(
ooo(∆u)

)
+ooo(∆s).

We used the linearity of dϕϕϕ f(a) to split the second term into two. We write the new
remainder as ooo(∆s) to indicate that it is a function of ∆s rather than ∆u and that, as
such, it vanishes to order greater than 1 with ∆s. At this stage we have

(ϕϕϕ ◦ f)(a + ∆u)− (ϕϕϕ ◦ f)(a) = dϕϕϕf(a)

(
dfa(∆u)

)
+ dϕϕϕf(a)

(
ooo(∆u)

)
+ooo(∆s).

It remains only to show that the last two terms on the right vanish to order greater
than 1 in ∆u.

Lemma 4.1. dϕϕϕ f(a)(ooo(∆u)) = ooo(∆u).

Proof. Because dϕϕϕ f(a) is a linear map, we know (Exercise 3.28, p. 104) there is a
positive constant C for which ‖dϕϕϕf(a)(ooo(∆u))‖ ≤C‖ooo(∆u))‖. Therefore,

lim
∆u→0

‖dϕϕϕf(a)(ooo(∆u))‖
‖∆u‖ ≤ lim

∆u→0

C‖ooo(∆u)‖
‖∆u‖ = 0,

by the definition of ooo(∆u). Thus dϕϕϕ f(a)(ooo(∆u)) = ooo(∆u). ⊓⊔

Lemma 4.2. Let ∆s = dfa(∆u)+ooo(∆u); then ∆s = OOO(∆u).

Proof. The first term, dfa(∆u), is linear, so by Exercise 3.28.a, it vanishes at least
to order 1 in ∆u. The second term certainly vanishes at least to order 1 in ∆u, so
∆s = OOO(∆u). ⊓⊔

Lemma 4.3. If ∆s = OOO(∆u), then ooo(∆s) = ooo(∆u).

Proof. We must show ‖ooo(∆s)‖/‖∆u‖ → 0 as ∆u → 0; note that there are different
variables in the numerator and the denominator. The two variables are linked, how-
ever: ∆s = OOO(∆u). In fact, this hypothesis means ∆s → 0 as ∆u → 0, suggesting that
we write

‖ooo(∆s)‖
‖∆u‖ =

‖ooo(∆s)‖
‖∆s‖ · ‖∆s‖

‖∆u‖ .

Now the second factor on the right is bounded as ∆u → 0, because ∆s = OOO(∆u).
The first factor tends to zero as ∆s → 0, by definition of ooo(∆s). Because ∆s → 0
as ∆u → 0, it appears we have shown that ‖ooo(∆s)‖/‖∆u‖ does indeed tend to 0 as
∆u → 0.

But ∆s may be zero for some ∆u 6= 0, so the first factor ‖ooo(∆s)‖/‖∆s‖ is unde-
fined and the argument fails. We need to avoid quotients here. Fortunately, Exer-
cise 3.17 (p. 102) provides an alternate formulation of “little oh” without quotients.
The alternate formulation of the condition ooo(∆s) = ooo(∆u) that we seek to prove is
as follows. For any given ε > 0, we must be able to find a δ > 0 so that

‖ooo(∆s)‖ ≤ ε‖∆u‖ when ‖∆u‖ < δ .
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To find δ , first note that ∆s = OOO(∆u) means, by definition, that there are posi-
tive constants δ1 and C for which ‖∆s‖ ≤ C‖∆u‖ when ‖∆u‖ < δ1. The alternate
formulation of “little oh” implies that, for the ε already given, we can choose δ2 so
that

‖ooo(∆s)‖ ≤ ε
C
‖∆s‖ when ‖∆s‖ < δ2.

Finally, if we let δ be the smaller of δ1 and δ2/C, then ‖∆u‖ < δ implies first that
‖∆s‖ ≤C‖∆u‖ < Cδ ≤ δ2 and consequently that

‖ooo(∆s)‖ ≤ ε
C
‖∆s‖ ≤ ε‖∆u‖. ⊓⊔

To complete the proof of the theorem, we just need to combine the results of
Lemmas 4.2 and 4.3 to conclude that if ∆s = dfa(∆u)+ooo(∆u), then ooo(∆s) = ooo(∆u).

⊓⊔

Here is an example that shows how the chain rule works for a pair of maps of theExample: a chain of
maps of the plane plane. The first, f, is the polar coordinate map and the second, ϕϕϕ , is the conformal

quadratic map; these are Examples 1 and 2 in Chapter 4.2.

ϕϕϕ :

{
x = u2 − v2,

y = 2uv.
f :

{
u = ρ cosϕ ,

v = ρ sin ϕ ,

Their composite is

ϕϕϕ ◦ f :

{
x = ρ2 cos2 ϕ −ρ2 sin2 ϕ = ρ2 cos2ϕ ,

y = 2ρ cosϕ ·ρ sin ϕ = ρ2 sin 2ϕ.

With these formulas for the component functions of ϕϕϕ ◦ f, we can compute the
derivative directly, without using the chain rule. At an arbitrary point (ρ ,ϕ), the
derivative is

d(ϕϕϕ ◦ f)(ρ ,ϕ) =

(
2ρ cos2ϕ −2ρ2 sin2ϕ
2ρ sin2ϕ 2ρ2 cos2ϕ

)
.

Let us compare this with the derivative obtained with the chain rule. We start with
the derivatives of the individual maps ϕϕϕ and f:

dϕϕϕ(u,v) =

(
2u −2v
2v 2u

)
, df(ρ ,ϕ) =

(
cosϕ −ρ sinϕ
sin ϕ ρ cosϕ

)
.

These have been evaluated at arbitrary points in the domains of the maps. But, in
the chain rule, dϕϕϕ must be evaluated at f(ρ ,ϕ) = (ρ cosϕ ,ρ sinϕ). Thus,

dϕϕϕf(ρ ,ϕ) =

(
u −v
v u

)∣∣∣∣u=ρ cosϕ
v=ρ sinϕ

=

(
2ρ cosϕ −2ρ sinϕ
2ρ sinϕ 2ρ cosϕ

)
,

and the matrix product we seek is
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dϕϕϕ f(ρ ,ϕ) ◦df(ρ ,ϕ) =

(
2ρ cosϕ −2ρ sinϕ
2ρ sinϕ 2ρ cosϕ

)(
cosϕ −ρ sinϕ
sinϕ ρ cosϕ

)

=

(
2ρ cos2 ϕ −2ρ sin2 ϕ −2ρ2 cosϕ sinϕ −2ρ2 sinϕ cosϕ

2ρ sinϕ cosϕ + 2ρ cosϕ sinϕ −2ρ2 sin2 ϕ + 2ρ2 cos2 ϕ

)

=

(
2ρ cos2ϕ −2ρ2 sin2ϕ
2ρ sin2ϕ 2ρ2 cos2ϕ

)
= d(ϕϕϕ ◦ f)(ρ ,ϕ).

The chain rule evidently holds in this case.

For a second example, we consider two maps of the plane defined by arbitrary Example: arbitrary
maps of the planecomponent functions:

ϕϕϕ :

{
x = ϕ(s,t),

y = ψ(s,t),
f :

{
s = f (u,v),

t = g(u,v).

The derivatives of these maps are the matrices

dϕϕϕ(s,t) =




∂ϕ
∂ s

∂ϕ
∂ t

∂ψ
∂ s

∂ψ
∂ t


 , df(u,v) =




∂ f
∂u

∂ f
∂v

∂g
∂u

∂g
∂v


 ,

whose product is the derivative of the composite map ϕϕϕ ◦ f:

d(ϕϕϕ ◦ f)(u,v) =




∂ϕ
∂ s

∂ f
∂u

+
∂ϕ
∂ t

∂g
∂u

∂ϕ
∂ s

∂ f
∂v

+
∂ϕ
∂ t

∂g
∂v

∂ψ
∂ s

∂ f
∂u

+
∂ψ
∂ t

∂g
∂u

∂ψ
∂ s

∂ f
∂v

+
∂ψ
∂ t

∂g
∂v


 .

When we write out the components of the composite map,

ϕϕϕ ◦ f :

{
x = ϕ( f (u,v),g(u,v)),

y = ψ( f (u,v),g(u,v)),

we express x and y directly as functions of u and v; if we use ∂x/∂u, and so forth,
to denote the partial derivatives of these functions, then

d(ϕϕϕ ◦ f)(u,v) =




∂x
∂u

∂x
∂v

∂y
∂u

∂y
∂v


 .

We now have two formulas for the derivative d(ϕϕϕ ◦ f)(u,v). Together they give us the
chain rule for the individual component functions:
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∂x
∂u

=
∂ϕ
∂ s

∂ f
∂u

+
∂ϕ
∂ t

∂g
∂u

,
∂x
∂v

=
∂ϕ
∂ s

∂ f
∂v

+
∂ϕ
∂ t

∂g
∂v

,

∂y
∂u

=
∂ψ
∂ s

∂ f
∂u

+
∂ψ
∂ t

∂g
∂u

,
∂y
∂v

=
∂ψ
∂ s

∂ f
∂v

+
∂ψ
∂ t

∂g
∂v

.

There are clear patterns in these four equations that allow us to see what form theChain rule for
component functions component derivatives will take in the general case. We start with two variables

(u and v) that first determine two others (s and t) directly and then two more (x
and y) indirectly. The partial derivative of x with respect to u, for example, must
have terms that take into account how x varies with u via s (viz. ∂ϕ/∂ s · ∂ f/∂u)
and via t (∂ϕ/∂ t ·∂g/∂u)).

In the general case, p variables (u1, . . . , up) first determine the values of q new
variables (s1, . . . , sq) directly, and then r additional variables (x1, . . . , xr) indirectly:

xk = ϕk(s1, . . . ,sq) and s j = f j(u1, . . . ,up),

for k = 1, . . . ,r and j = 1, . . . ,q. Thus, a partial derivative of xk, for example, must
take into account how xk varies with each ui via each of the q intermediate vari-
ables s j:

∂xk

∂ui
=

∂ϕk

∂ s1

∂ f1

∂ui
+ · · ·+ ∂ϕk

∂ sq

∂ fq

∂ui
, i = 1, . . . , p.

The following theorem summarizes this discussion, with the single variable y re-
placing the various x1, . . . , xr.

Theorem 4.10. Suppose the functions y = ϕ(s1, . . . ,sq) and s j = f j(u1, . . . ,up), with
j = 1, . . . ,q, are all differentiable; then

∂y
∂ui

=
q

∑
j=1

∂ϕ
∂ s j

∂ f j

∂ui
, i = 1, . . . , p. ⊓⊔

The following corollary of the chain rule says that the derivative of the inverseDerivative
of the inverse (of a given map) is the inverse of the derivative (of that map).

Corollary 4.11 Suppose f : Un → Sn is invertible, and f−1 : Sn →Un is its inverse.
Suppose that both f and f−1 are differentiable; then

(dfu)
−1 = d(f−1)f(u).

Proof. Let I : Un →Un be the identity map, I(u) = u. Then f−1◦ f = I; by the chain
rule

I = dIu = d(f−1)f(u) ◦dfu,

where I is the linear map represented by the n× n identity matrix. The equation
implies that d(f−1)f(u) is the inverse of dfu. ⊓⊔

The corollary focuses our attention on maps f : Un → Sn whose source and targetLocal orientation and
volume magnification have the same dimension. We have already studied some examples when n = 2 in the
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second section of this chapter; in particular, we saw we could use the area multiplier
of the derivative to assign a local area multiplier (p. 115) to the map itself at each
point. The following definition carries these ideas over to higher dimensions.

Definition 4.7 Suppose f : Un → Rn is differentiable; the local volume multiplier
of f at a, written Jf(a), is detdfa, the volume multiplier of the derivative of f at a.
Also, f is orientation-preserving or reversing at a according as its derivative dfa is
orientation-preserving or reversing.

The chain rule implies that the local volume multiplier of a composite is the product Volume magnification
in a chainof their individual multipliers, as we would expect.

Corollary 4.12 If f : Un → Sn and ϕϕϕ : Sn → Rn are differentiable, then

Jϕϕϕ◦f(a) = Jϕϕϕ(f(a)) Jf(a).

Proof. The proof is just a consequence of the fact that the determinant of a product
is the product of the determinants:

Jϕϕϕ◦f(a) = detd(ϕϕϕ ◦ f)a = det(dϕϕϕ f(a) ◦dfa)

= detdϕϕϕ f(a) detdfa = Jϕϕϕ(f(a)) Jf(a). ⊓⊔

The traditional name for Jf(a) is the Jacobian; hence the letter “J”. In this con- The Jacobian
text, the matrix dfa is the Jacobian matrix (the Jacobian itself is always the deter-
minant). The Jacobian plays a central role in multiple integrals. We show it is the
analogue of the factor ϕ ′(s) that appears in the transformation dx = ϕ ′(s)ds of dif-
ferentials (pp. 3–5). For that reason, we write it another way (also traditional) that
suggests the connection with derivatives more directly. To illustrate, let

f :

{
x = f (u,v),

y = g(u,v);

then our alternate notation for the Jacobian of f is

J(u,v) =
∂ (x,y)
∂ (u,v)

=
∂ ( f ,g)

∂ (u,v)
.

Here we write J(u,v) without the subscript for the map f. This is frequently done, Jacobian notation
and it directs attention to the Jacobian as a function of the input variables. The
second and third expressions are the more common ones; they remind us that the
Jacobian involves partial derivatives. The Jacobian of the polar coordinate map is

∂ (x,y)
∂ (r,θ )

=

∣∣∣∣∣∣∣∣

∂
∂ r

r cosθ
∂

∂θ
r cosθ

∂
∂ r

r sinθ
∂

∂θ
r sinθ

∣∣∣∣∣∣∣∣
=

∣∣∣∣
cosθ −r sinθ
sinθ r cosθ

∣∣∣∣= r.
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This agrees with our original determination of the local area multiplier for polar
coordinates (p. 115).

Definition 4.8 Suppose f : Un → Rn is differentiable and has component functions

xi = fi(u1, . . . ,un), i = 1, . . . ,n.

Then the Jacobian of f is the determinant

J(u1, . . . ,un) =
∂ (x1, . . . ,xn)

∂ (u1, . . . ,un)
=

∂ ( f1, . . . , fn)

∂ (u1, . . . ,un)
= det

(
∂ fi

∂u j

)
= detdfu.

The following are restatements of Corollaries 4.11 and 4.12 using Jacobian notation.
Because they deal with inverses and with Jacobians, it becomes practical to replace
function names by names of output variables (e.g., to replace si = fi(u1, . . . ,un) by
si = si(u1, . . . ,un)).

Corollary 4.13 If a map and its inverse are both differentiable,

f :






s1 = s1(u1, . . . ,un),
...

sn = sn(u1, . . . ,un),

f−1 :






u1 = u1(s1, . . . ,sn),
...

un = un(s1, . . . ,sn),

then
∂ (u1, . . . ,un)

∂ (s1, . . . ,sn)
=

1
∂ (s1, . . . ,sn)

∂ (u1, . . . ,un)

. ⊓⊔

Corollary 4.14 If the following are differentiable,Chain rule
for Jacobians

ϕϕϕ :






x1 = x1(s1, . . . ,sn),
...

xn = xn(s1, . . . ,sn),

f :






s1 = s1(u1, . . . ,un),
...

sn = sn(u1, . . . ,un),

then
∂ (x1, . . . ,xn)

∂ (u1, . . . ,un)
=

∂ (x1, . . . ,xn)

∂ (s1, . . . ,sn)

∂ (s1, . . . ,sn)

∂ (u1, . . . ,un)
. ⊓⊔

These results obviously remind us of the one-variable cases: if u = u(s) is the inverse
of s = s(u), and x = x(s), then

du
ds

=
1

ds/du
and

dx
du

=
dx
ds

ds
du

.

Although Jacobians are determinants and consequently involve an equal numberLocal area multiplier
on a surface patch of input and output variables, they can appear in other circumstances. For example,



4.4 The chain rule 139

the parametrization of a surface patch, f : U2 → R3, involves three functions of two
real variables:

f :






x = f (u,v),

y = g(u,v),

z = h(u,v).

The linear map dfa : R2 → R3 has an area magnification factor that is a kind of
“Pythagorean formula” (Theorem 2.25, p. 55). The formula involves the 2× 2 mi-
nors of dfa, which can be written in a simple and direct way using Jacobians; the
result is given in the following definition.

Definition 4.9 The local area multiplier for the parametrized surface patch f :
U2 → R3 : (u,v) 7→ (x,y,z) is

M(u,v) =

√[
∂ (y,z)
∂ (u,v)

]2

+

[
∂ (z,x)
∂ (u,v)

]2

+

[
∂ (x,y)
∂ (u,v)

]2

.

For example, the crosscap we analyzed earlier (pp. 126–128) has the parametri- Example: the crosscap
zation

f :






x = u,

y = uv,

z = −v2,

dfu =




1 0
v u
0 −2v



 ,

so the local area multiplier is
√∣∣∣∣

v u
0 −2v

∣∣∣∣
2

+

∣∣∣∣
0 −2v
1 0

∣∣∣∣
2

+

∣∣∣∣
1 0
v u

∣∣∣∣
2

=
√

4v4 + 4v2 + u2.

At (u,v) = (1,0), the multiplier is 1. This agrees with what we saw earlier: near
(1,0), f preserves areas. At (u,v) = (−1,1), the multiplier is 3. This too agrees with
our earlier analysis: near (−1,1), f triples areas.

The chain rule gives us a way to prove the mean-value theorem for maps of the A mean-value theorem
for mapsform f : U p → Rq. The mean-value theorem says that, for any two points a and b in

U p,
‖f(b)− f(a)‖ ≤ M‖b−a‖,

where M is a bound on the size of the derivative of f at points along the line from a
to b. We need to establish what the “size” of the derivative is.

In Theorem 3.8 and the discussion preceding it (pp. 76–77), we had q = 1. The norm of
a derivativeTherefore we were able to identify the derivative with a vector and the size of the

derivative with the magnitude of that vector. When q ≥ 2, the derivative is a more
general linear map; to measure its size, we use its norm (see Exercise 3.28.b, p. 104).
The norm of dfu is

9dfu9 = max
‖∆v‖=1

‖dfu(∆v)‖;
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we have ‖dfu(∆v)‖ ≤ 9dfu 9‖∆v‖ for all ∆v in Rp. The norm of a linear map is the
largest amount by which it stretches any vector.

Theorem 4.15 (Mean-value theorem). Suppose the map f : U p → Rq is continu-
ously differentiable and U p contains every point on the line segment from a to b.
Then

‖f(b)− f(a)‖ ≤ max
u

9dfu 9‖b−a‖,

where the maximum is taken over all points u on the line from a to b.

Proof. We begin by constructing the analogue of the error formulaWrite the difference
as an integral ∫ 1

0
f ′(a + t∆x)∆xdt = f (a + ∆x)− f (a)

with which we began the discussion of Taylor’s theorem (cf. pp. 78–79). Set ∆u =
b−a; then u(t) = a+ t∆u, 0 ≤ t ≤ 1, is the line segment from a to b. All the points
on this segment are also in U p; therefore the map

ϕϕϕ(t) = f(u(t)) = f(a + t∆u)

is continuously differentiable on [0,1]. By the chain rule,

ϕϕϕ ′(t) = dϕϕϕt = dfu(t)(dut) = dfa+t∆u(∆u);

we have used dut = u′(t) = ∆u. Thus

∫ 1

0
dfa+t∆u(∆u)dt =

∫ 1

0
ϕϕϕ ′(t)dt = ϕϕϕ(1)−ϕϕϕ(0)

= f(a + ∆u)− f(a)= f(b)− f(a).

This is, in fact, just Taylor’s formula with remainder in degree 0 for the map f. It
implies

‖f(b)− f(a)‖=

∥∥∥∥
∫ 1

0
dfa+t∆u(∆u)dt

∥∥∥∥≤
∫ 1

0
‖dfa+t∆u(∆u)‖dt.

Because ∆u = b−a is fixed, we have

‖dfa+t∆u(∆u)‖ ≤ max
0≤t≤1

‖dfa+t∆u(∆u)‖ ≤ max
0≤t≤1

9dfa+t∆u 9‖∆u‖.

The right-hand side is independent of t, so (with u = a + t∆u)

‖f(b)− f(a)‖ ≤ max
0≤t≤1

9dfa+t∆u 9‖∆u‖ ≤ max
u

9dfu 9‖b−a‖. ⊓⊔
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Exercises

4.1. Determine the derivative of the given function z = f (x,y) at the given point
(x,y) = (a,b). Write the derivative as a linear function of the variables ∆x =
x−a, ∆y = y−b.

a. f (x,y) = 7x−3y + 9, (a,b) = (4,5).
b. f (x,y) = 1− cosx + y2/2, (a,b) = (0,1).
c. f (x,y) = arctan(y/x), (a,b) = (4,−3).
d. f (x,y) = αx2 +2β xy+ γy2 +δx+ εy+κ , (a,b) arbitrary (and α , β , γ , δ ,

ε , κ are all constants).

4.2. a. Let f (x,y) = x2 − y2. Plot the graph of z = f (x,y) in a window centered at
(x,y) = (2,−1), making the window small enough for the graph to appear
to be a flat plane.

b. Confirm that the plane appearing in (a) is the graph of the derivative
d f(2,−1). Because the derivative is expressed in terms of the displacement
variables ∆x = x− 2, ∆y = y + 1, it is necessary to include the constant
term f (2,−1) = 3 in the equation for the second graph.

c. Construct a contour plot of f (x,y) in two windows centered at (x,y) =
(2,−1). Make the first window 2.0 units on a side, and make the sec-
ond 0.2. Confirm that f changes its appearance from nonlinear to linear
from the first to the second window, and confirm that the level curves of f
are indistinguishable from the level curves of its derivative there.

4.3. a. Determine the equation of the tangent plane to the graph of z = f (x,y) =
sinxsiny at the point (x,y) = (π/3,−π/2).

b. Sketch, together, the graph of f and this tangent plane over the square
0 ≤ x ≤ π , −π ≤ y ≤ 0.

c. Select a smaller square centered at (π/3,−π/2) on which the graph of f
and this tangent plane become indistinguishable; sketch the two surfaces
over that square.

d. Sketch together contour plots of f and the derivative of f at (π/3,−π/2)
on the square 0 ≤ x ≤ π , −π ≤ y ≤ 0. Sketch them again in the smaller
square you selected in part (c).

4.4. a. Explain what cost − 1 = o(1) means, and then show that it is true. (Sug-
gestion: Use l’Hôpital’s rule.)

b. Is sin t = o(1) true? Explain.
c. Explain what sin t − t = o(2) means, and then show that it is true. Is it true

that sin t − t = o(3)? Explain. Is sin t − t = O(3) true? Explain.

4.5. Show f (x) = x2 sin(1/x) is differentiable at x = 0, that f ′(0) = 0, and even
that f (∆x) = f (0)+ f ′(0)∆x +O(2). Show that, nevertheless, f ′′(0) does not
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exist. Moreover, show that f ′(x) is not a continuous function: If xn = 1/(2πn),
then f ′(xn) = 1; however, f ′(xn) 6→ f ′(0) even though xn → 0.

4.6. Let z = f (x,y) be the “manta ray” function (pp. 108–109). Show analyti-
cally that z = 0 is not the tangent plane to f at the origin by showing the
gap f (∆x,∆y)− f (0,0) does not vanish to order greater than 1; that is, show
directly (cf. Definition 3.14, p. 98) that the ratio

f (∆x,∆y)− f (0,0)

‖(∆x,∆y)‖ =
(∆x)2∆y/((∆x)2 +(∆y)2)√

(∆x)2 +(∆y)2

does not have the limit 0 as (∆x,∆y) → (0,0).

4.7. Let f (0,0) = 0, f (x,y) =
2xy√
x2 + y2

for (x,y) 6= (0,0).

a. Sketch the graph of z = f (x,y) near the origin. Use a polar coordinate
overlay to clarify the picture.

b. Show that the partial derivatives fx(0.0) and fy(0,0) exist, and determine
their values.

c. Show that the directional derivative Du f (0,0) does not exist if u is not an
axis direction. Explain this result in terms of the graph of f .

d. Conclude that f , like the “manta ray” counterexample, fails to be differ-
entiable at the origin. (In fact, for both this function and the “manta ray,”
f (x,y) = O(1) is true but f (x,y) = o(1) is false.)

4.8. Let f (0,0) = 0, f (x,y) =
x3y

x4 + y2 for (x,y) 6= (0,0).

a. Sketch the graph of z = f (x,y) near the origin. (A polar coordinate overlay
is not as helpful here; it does not simplify our view of the graph.)

b. Show that the directional derivative Du f (0,0) exists and equals 0 in every
direction u. (In particular, fx(0,0) = fy(0,0) = 0; therefore, if f were dif-
ferentiable at (0,0), the tangent plane to its graph at the origin would be
the (x,y)-plane.)

c. Compute the partial derivatives fx(x,y) and fy(x,y) at any arbitrary point,
and show they are not continuous at (x,y) = (0,0).

d. Add to your sketch in part (a) the curve z = f (x,x2) in the graph of f
that lies over the parabola y = x2. Show that z = x/2 along the parabola,
implying that f vanishes exactly to order 1 on the parabola. Conclude that
f cannot be differentiable at the origin.

4.9. Let f : R2 → R2 and g : R2 → R2 be given by

f :

{
x = au + bv + k,

y = cu + dv + l,
g :

{
r = αx + β y + κ ,

s = γx + δy + λ .
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a. Determine the derivative dfu at an arbitrary point u = (u,v). Does the
derivative depend on (u,v)? How is dfu related to f?

b. Determine dgx and then use the (components of the) substitution x = f(u)
to express the derivative in terms of u: dgx = dgf(u).

c. Compute the components of the composite map h = g ◦ f. That is, deter-
mine r and s in terms of u and v; h(u) = g(f(u)).

d. Determine dhu and verify that dhu = dgf(u) · dfu. (This is the chain rule;
see Theorem 4.9, p. 132.)

4.10. Let f : U2 → R
2 be the polar coordinate map, and let f−1 : R

2 → U2 be its
inverse:

f :

{
x = r cosθ ,

y = r sinθ ,
f−1 :

{
r =

√
x2 + y2,

θ = arctan(y/x).

a. Compute the matrix of the derivative df−1
x at an arbitrary point x = (x,y).

b. Compute the inverse matrix (dfr)
−1 at an arbitrary point r = (r,θ ).

c. Use the coordinate change x = f(r) to express df−1
x in terms of r: df−1

x =

df−1
f(r). Then verify that (dfr)

−1 = df−1
f(r). (The derivatives of inverse maps

are themselves inverses of each other. To see this it is first necessary, how-
ever, to express them in terms of the same variables. See Theorem 4.11,
p. 136.)

d. Compute the determinants

detdf−1
x and detdfr,

and show that they are reciprocals. Use an appropriate change of variables
on one of the expressions to compare the two.

4.11. Let x = f(r) be the polar coordinate map of the previous exercise, and let
u = g(x) be the map

g :

{
u = x2 + y2,

v = x2 − y2.

a. Determine dgx at an arbitrary point x = (x,y); then use the coordinate
change x = f(r) to express the derivative in terms of r = (r,θ ): dgf(r).

b. Compute the components of the composite map h = g ◦ f. That is, deter-
mine u and v in terms of r and θ ; u = h(r) = g(f(r)).

c. Verify that

dhr =

(
2r 0

2r cos2θ −r2 sin2θ

)

and also verify that dhr = dgf(r) ·dfr. (This is another instance of the chain
rule.)
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In Exercises 4.12–4.20, f : R2 → R2 is the quadratic map discussed in the text:

f :

{
x = u2 − v2,

y = 2uv.

4.12. Compute ‖f(∆u)‖2 to show that ‖f(∆u)‖ = ‖∆u‖2. Note: this means that
f(∆u) vanishes exactly to order 2 (by the extension of Definition 3.4 used
in Exercise 3.28). That is, there are positive constants C1, C2 for which

C1 ≤
‖f(∆u)‖
‖∆u‖2 ≤C2

for all ∆u 6= 0. (It is evident we can take C1 = C2 = 1.)

4.13. Let U2 = {(x,y) | y > 0} be the upper half-plane, and let g+ : U2 →R2 be the
map

g+ :






u =

√√
x2 + y2 + x

2
,

v =

√√
x2 + y2 − x

2
.

a. Show that f(g+(x)) = x for all x in U2. In other words, g+ is a (partial)
inverse for f.

b. Describe the action of g+ in terms of polar coordinate overlays on the
source and target (cf. pp. 116–121). In other words, describe what happens
to the angle a point makes with the positive horizontal axis change, and
what happens to its distance from the origin change.

c. Describe the image of g+(U2)

4.14. Show that g+(x) (Exercise 4.13) can be extended to the two sides of the x-axis
(y = 0) as follows:

u =
√

x,

v = 0,
if x ≥ 0;

u = 0,

v =
√
|x|,

if x ≤ 0.

What, therefore, is the image of the x-axis under this extension of g+?

4.15. a. Compute d(g+)x, where g+ is the map of Exercise 4.13.
b. Use the coordinate change x = u2 − v2, y = 2uv (provided by the inverse

map f) to express d(g+)x in terms of u and v, giving d(g+)f(u).
c. Verify that d(g+)f(u) is the inverse of dfu.

4.16. The object of this exercise is to study the action of g+ (Exercise 4.13) in a
microscope window centered at x0 = (1/2,

√
3/2).

a. Determine the center g+(x0) of the target window.
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b. Explain why g+ maps the 60◦-line in the window at x0 to the 30◦-line in
the target window. (Suggestion: Use results from Exercise 4.13.)

c. Show that d(g+)x0 = λ Rθ , for certain λ > 0 and θ < 0; Rθ is rotation by θ
radians. What are the values of λ and θ? Does g+ “look like” its derivative
d(g+)x0 in this microscope window? Explain, in terms of what you know
about the action of g+.

4.17. Let L2 = {(x,y) | y < 0} be the lower half-plane, and let g− : L2 → R2 be the
map

g− :






u = −

√√
x2 + y2 + x

2
,

v =

√√
x2 + y2 − x

2
.

Note that g− differs from g+ only in the sign of u.

a. Show that f(g−(x)) = x for all x in L2. In other words, g− is also a partial
inverse for f.

b. Describe the action of g− in terms of polar coordinate overlays on the
source and target (cf. Exercise 4.13).

c. Determine the image g−(L2).

4.18. a. Show that g−(x) can be extended to the two sides of the x-axis (y = 0) as
follows:

u = −
√

x,

v = 0,
if x ≥ 0;

u = 0,

v =
√
|x|,

if x ≤ 0.

What, therefore, is the image of the x-axis under this extension of g−?
b. Show that g+ and g− agree on the negative x-axis but disagree on the pos-

itive x-axis. Excluding, therefore, the positive x-axis from the domain of
g−, explain how g+ and g− together define a single map on the whole
plane R2 that serves as an inverse for f. Show that this combined map is
not continuous across the positive x-axis.

4.19. a. Compute d(g−)x, where g− is given in Exercise 4.17.
b. Use the coordinate change x = u2 − v2, y = 2uv (provided by the inverse

map x = f(u)) to express d(g−)x in terms of u = (u,v), giving d(g−)f(u).
c. Verify that d(g−)f(u) is the inverse of dfu.

4.20. The object of this exercise is to study the action of g− (Exercise 4.17) in a
microscope window centered at x0 = (0,−9/4).

a. Determine the center g−(x0) of the target window.
b. Explain why g− maps the 270◦-line in the window at x0 to the 135◦-line in

the target window.
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c. Show that d(g−)x0 = λ Rθ , for certain λ > 0 and θ < 0. What are the values
of λ and θ? Does g− “look like” its derivative d(g−)x0 in this microscope
window? Explain, in terms of what you know about the action of g−.

4.21. Let f : R
2 → R

2 : (u,v) 7→ (x,y) be the map defined by

f :

{
x = u,

y = v2.

a. Describe the global behavior of f by showing what happens to an ordinary
Cartesian grid in the source. In particular, indicate the effect of the equation
y = v2. This map is sometimes called a fold; your picture should explain
why.

b. Determine the derivative df(a,b) at each point (u,v) = (a,b).
c. Show that the local area multiplier of f at (a,b) is b. Hence the local area

multiplier along the horizontal axis (the u-axis) is 0; why? What feature of
the map f does this reflect?

d. Sketch the effect of f in a microscope window centered at (u,v) = (3,2),
and indicate how this corresponds to the effect of the derivative df(3,2).

e. Sketch the effect of f in a microscope window centered at (u,v) = (3,0),
and indicate how this corresponds to the effect of the derivative df(3,0).
(Note: the local area multiplier here is 0, and the derivative df(3,0) is non-
invertible. Thus we do not expect f to look like df(3,0) in a microscope
window centered at (3,0).)

4.22. a. Obtain the derivative dqa of the map

q :

{
x = u3 −3uv2,

y = 3u2v− v3.

b. Show that dq(a,b) is a similarity transformation (cf. p. 118), that is, a ro-
tation by an angle θ combined with a uniform dilation by a factor λ . De-
termine θ and λ in terms of a and b. Conclude that q is conformal on the
whole plane minus the origin. Why must the origin be excluded?

c. Use a polar coordinate overlay to create a description of the action of q that
is analogous to the description of the quadratic map (as one that doubles
angles and squares distances from the origin).

4.23. Repeat all the steps of the previous exercise for the map

s :

{
x = u4 −6u2v2 + v4,

y = 4u3v−4uv3.

In particular, find λ = 4(a2 + b2)3/2 and θ = arctan

(
3a2b−b3

a3 −a3b2

)
.
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4.24. a. Show that the local area magnification factor at the parameter point (θ ,ϕ)
on the unit sphere is cosϕ .

b. Show that the arc length of the “parallel of latitude” at latitude ϕ0 is
2π cosϕ0. Show that the arc length of a “meridian of longitude” at lon-
gitude θ0 is π , independent of θ0.

4.25. a. Compute the matrix of the derivative df(π/3,π/6) of the unit sphere map f,
and describe its image in R3.

b. Sketch the image of the unit sphere map f in a microscope window at the
point (π/3,π/6). Show that the window can be made small enough so the
image is indistinguishable from the image of the derivative df(π/3,π/6).

4.26. Show that the local area magnification factor at the parameter point (p,q) on
the crosscap is

√
p2 + 4q2 + 4q4. Confirm that the local area magnification

factors at the points a, b, and c discussed in the text are, respectively, 1, 3,
and 0.

4.27. Show that the window equation

∆x = f(p+ ∆u)− f(p) = dfp(∆u)+ R1,p(∆u)

for the crosscap parametrization f at an arbitrary point p = (p,q) can be writ-
ten with the remainder R1,p explicitly as

∆x = dfp(∆u) + R1,p(∆u),

∆x = ∆u + 0,
∆y = q∆u + p∆v + ∆u∆v,
∆z = −2q∆v + −(∆v)2.

Note that R1,p(∆u) is purely quadratic in ∆u and is independent of p.

In exercises 4.28–4.30, the map tR,a : U2 → R3 (where 0 < a < R) parametrizes
a torus:

tR,a :






x = (R + acosϕ)cosθ ,

y = (R + acosϕ)sinθ ,

z = asinϕ ,

0 ≤ θ ≤ 2π ,
−π ≤ ϕ ≤ π .

4.28. Make a sketch of the entire image of t3,1. From this, describe what R and a
measure on the torus. What happens to the shape of the torus if R < a?

4.29. a. Compute the (matrix of the) derivative d(tR,a)(θ ,ϕ) at an arbitrary point
(θ ,ϕ) and for arbitrary R and a.

b. Determine the local area magnification factor of tR,a at an arbitrary point
(θ ,ϕ), and confirm that it is independent of θ . For which value of ϕ is
the factor largest, and for which is it smallest? Is this consistent with your
sketch of the action of t3,1?
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4.30. a. Sketch the image of t3,1 in a microscope window at (θ ,ϕ) = (π/4,π/3),
and compare it to the image of the derivative of t3,1 at that point.

b. Do the same at the point (θ ,ϕ) = (0,π/2).

4.31. Let x = g(v) > 0 be a smooth function for a≤ v≤ b. The surface parametrized
as

r :






x = g(v)cosθ ,

y = g(v)sinθ ,

z = v,

0 ≤ θ ≤ 2π ,
a ≤ v ≤ b,

is a surface of revolution. The curve x = g(z) is called its generator.

a. Determine the derivative dr(θ ,v) at an arbitrary point, and determine the
local area magnification factor.

b. Confirm that the local area magnification factor is independent of θ , and is
smallest where g(v) has its minimum.

c. Show that when g(v)= 2+sinkv, and k is properly chosen, the largest local
area magnification factor does not occur where g(v) has its maximum.

4.32. Suppose y = f (x) is differentiable at x = a; show that d fa(∆x) = f ′(a) ·∆x.

4.33. Show that a linear map is differentiable everywhere, and is its own derivative:
if L : Rp → Rq is linear then dLa = L, for every a in Rp.

4.34. Let f : U2 → R2 : (ρ ,ϕ) 7→ (u,v) be the polar coordinate map (p. 134), and let

f−1 :

{
ρ =

√
u2 + v2,

ϕ = arctan(y/x),

be its inverse. Show that their derivatives are inverses; that is, show that

d(f−1)f(ρ ,ϕ) = (df(ρ ,ϕ))
−1.

Note that, for the equality to hold, the two sides must be expressed in terms of
the same variables; thus, the derivative df−1

(u,v) must be determined at the point
(u,v) = (ρ ,ϕ) = (ρ cosϕ ,ρ sinϕ).

4.35. Determine the Jacobians ∂ (x,y)/∂ (u,v) and ∂ (u,v)/∂ (x,y) when

x = u3 −3uv2,

y = 3u2v− v3.

4.36. Let ϕ(t) = Φ(x(t),y(t)), where Φ is differentiable and x = x(t) and y = y(t)
be differentiable functions of t.

a. Verify that ϕ ′(t)= Φx(x(t),y(t))x′(t)+Φy(x(t),y(t))y′(t), or, more briefly,
ϕ ′ = gradΦ · (x′,y′).
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b. Suppose Φ is a potential for F: F(x) = gradΦ(x) (cf. p. 25), and ~C is an
oriented curve. Fill in the details to show that

∫

~C
F ·dx =

∫ b

a
dϕ = Φ(x)

∣∣∣∣
end of ~C

start of ~C
.

4.37. Suppose f : U2 → R
2 : (u,v) 7→ (x(u,v),y(u,v)) is a continuously differen-

tiable map, not necesarily invertible. Let ~C be a piecewise-smooth oriented
curve in U2 for which f(~C) is also piecewise smooth and oriented (cf. p. 9).
Assume ~C and f(~C) have a common decomposition into smooth oriented
curves:

~C = ~C1 + · · ·+~Cm, f(~C) = f(~C1)+ · · ·+ f(~Cm);

each ~Ci and f(~Ci) is either a simple closed curve or a simple curve (i.e., no
self-intersections). If u = ui(t), ai ≤ t ≤ bi is a continuously differentiable
parametrization of ~Ci, i = 1, . . . ,m, then x = f(ui(t)) is a continuously differ-
entiable parametrization of f(~Ci).

a. Let P(x,y) and Q(x,y) be continuously differentiable functions defined on
f(U2); show that

∫

f(~Ci)
Pdx + Qdy =

∫

~Ci

(P∗xu + Q∗yu)du +(P∗xv + Q∗yv)dv.

Here, P∗ = P∗(u,v) = P(x(u,v),y(u,x)), xu = ∂x/∂u, and so forth. The
equation describes how the path integral on the left is transformed into the
one on the right by the change of variables (x,y) = f(u,v).

b. Deduce that
∫

f(~C)
Pdx + Qdy =

∫

~C
(P∗xu + Q∗yu)du +(P∗xv + Q∗yv)dv.

4.38. Let f : (r,θ ) 7→ (x,y) be the polar coordinate map, and let ~C be any continu-
ously differentiable oriented curve in the (r,θ )-plane with r > 0. Determine
how the path integral

I =

∫

f(~C)

−y
x2 + y2 dx +

x
x2 + y2 dy

is transformed by polar coordinates. Use the transformed integral to show that

I = ∆θ = θ
∣∣∣∣
end of f(~C)

start of f(~C)

.

4.39. Let f : (x,y) = (u2 − v2,2uv) be the quadratic map, and let ~C be any contin-
uously differentiable oriented curve in the (u,v)-plane that avoids the origin.
Show that
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∫

f(~C)

−y
x2 + y2 dx +

x
x2 + y2 dy = 2

∫

~C

−v
u2 + v2 du +

u
u2 + v2 dv

and conclude that

∫

f(~C)

−y
x2 + y2 dx +

x
x2 + y2 dy = 2arctan

( v
u

)∣∣∣∣
end of ~C

start of ~C
.



Chapter 5

Inverses

Abstract Inverses help us solve equations: if 5 = x3, then x = 3
√

5. Equations also
imply relations between their variables. For example, if x2 + y2 − 1 = 0, then we
can “solve for y” to get either y = +

√
1− x2 or y = −

√
1− x2. We soon learn that a

formula for an inverse or for an implicitly defined function is seldom available. Usu-
ally, the most we can expect to know is that such a function exists. As we show, even
this apparently limited knowledge can simplify and clarify our view of a problem,
the same way that changing coordinates can simplify an integration. In this chapter,
we look only briefly at explicit formulas. We give the bulk of our attention to the
way inverses give us a powerful tool for understanding maps, and to the conditions
that guarantee their existence. The next chapter does the same for implicitly defined
functions.

5.1 Solving equations

The first inverse operations we learn are subtraction and division; after all, x = y/m Early examples
is the inverse of y = mx. And division is the first place where we see that an inverse
may not exist: “You cannot divide by zero” is the way we say that y = 0× x has no
inverse. We use subtraction and division to solve equations, at the start, just linear
equations of the form y = mx + b. After this come polynomial equations and the
square root x =

√
y , introduced as the inverse of y = x2. The square root function

shows us that an inverse may have a restricted domain of definition (y ≥ 0 in this
case) and a restricted range (we need x = −√

y along with x = +
√

y).
For each new function in calculus, an inverse is introduced with it; the exponen- Inverse of the

hyperbolic cosinetial and logarithm functions provide a good example. The immediate use of inverses
is in solving equations, including even those that give alternate formulas for inverses
themselves. For example, the hyperbolic cosine function y = coshx has an inverse
that is written simply x = arccoshy (or x = cosh−1 y). But we can get a different—
and possibly more useful—expression for the inverse by solving the defining equa-
tion
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y = coshx =
ex + e−x

2
for x algebraically. Some simple computations give

2yex = e2x + 1 and then e2x −2yex + 1 = 0.

Notice that this is an ordinary quadratic equation in ex; the quadratic formula (an
inverse!) gives

ex =
2y±

√
4y2 −4

2
= y±

√
y2 −1.

We can finally solve for x itself by using the logarithm (yet another inverse):Branches of the inverse

x = ln
(
y±
√

y2 −1
)

= arccoshy.

x

y

y = cosh x

y’ = 0

x

y

x = ln(y + √y2 − 1)

x = ln(y − √y2 − 1)
 = −ln(y + √y2 − 1)

The “±” in the formula for x means that the inverse splits into two parts, or
branches, with a separate formula for each. The graph of x = arccoshy on the right,
above, helps us see why. It is the reflection of the graph of y = coshx across the line
y = x. It splits into two halves at the point (x = 0) where y′ = 0:

upper, x ≥ 0 : x = ln
(
y +
√

y2 −1
)
,

lower, x ≤ 0 : x = ln
(
y−
√

y2 −1
)
.

The two branches imply that we should think of the inverse as a 1–2 map: for each
y > 1, the inverse gives two x-values.

There is more to say here: the graphs of those two branches are symmetric across
the y-axis, implying that the two corresponding x-values must be negatives of each
other. In other words, the equation of the lower half should be

x = − ln
(
y +
√

y2 −1
)
.

There is no conflict, however. Note that
(
y−
√

y2 −1
)(

y +
√

y2 −1
)

= y2 − (y2 −1) = 1,
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so

ln
(
y−
√

y2 −1
)

= ln

(
1

y +
√

y2 −1

)
= − ln

(
y +
√

y2 −1
)
.

Finally, notice that the term y2 − 1 under the radical implies the inverse is defined
only for y ≥ 1, a fact borne out by the graph.

In a similar way, you can show that arcsinhy = ln
(
y+
√

y2 + 1
)

(there is no “±” Inverses of other
hyperbolic functionsambiguity here) and use this formula with the pullback substitution y = sinhx to

show that ∫
dy√
1 + y2

= ln
(
y +
√

y2 + 1
)
.

See the exercises for this and other questions involving the hyperbolic functions and
their inverses.

Inverses play a crucial role in solving problems even when there is no formula Inverses without
formulasor explicit expression for the inverse in terms of elementary functions. For example,

consider the differential equation

dy
dx

=
y

y−1
.

This equation, as written, indicates that y changes with x, so x is the independent
variable. Thus, we are looking for a function y = f (x) for which the equation

f ′(x) =
f (x)

f (x)−1

is an identity in x, at least for all x in some interval.

y

x

1

1 + c x = y − lny + c

y

x

1

1 + c

y = fc,1(x)

y = fc,2(x)

A solution is shown above, at the right. We can obtain this solution and others Separating variables
by using the method of separation of variables. The method begins by rewriting the
original differential equation as

dx =
y−1

y
dy =

(
1− 1

y

)
dy
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(a differential equation was originally “an equation involving differentials”). Inte-
grating this, we get an expression involving an arbitrary constant c,

x = y− ln(y)+ c, y > 0,

whose graph is shown on the left, above. Of course, the function y = f (x) we seek
is the inverse, whose graph is shown on the right.

We put a hole in the graph of x = y − lny + c at (x,y) = (1 + c,1) becauseBranches
of the solution the original differential equation is undefined when y = 1. The inverse hence has

two branches; we call them y = fc,1(x) and y = fc,2(x). The branches have different
ranges, 0 < fc,1(x) < 1, 1 < fc,2(x), but the same domain, x > 1+c. We can describe
the two functions by their graphs or by the words “the two branches of the inverse
of x = y− lny + c.” They have no formulas.

Separate branches here are welcomed, because they provide the flexibilityInitial-value problems
needed to solve different initial-value problems. For example, sketched below are
the two particular solutions fα and fβ to the differential equation that satisfy the
different initial conditions

fα(1) = 1
2 , fβ (0) = 2.

y

x

1

2

1

y = fα(x)

y = fβ(x)

These examples raise an obvious question: what is the solution if the initial value is
not positive? We can extend our formula for x to y < 0 by

x = y− ln(−y)+ k,

where k is a constant unconnected to c. The inverse y = fk,3(x) here is the branch
we need; its range is y < 0. See the exercises.

Our rather ad hoc way of solving equations can, with some luck, be carried overSolving two equations
in two unknowns to several functions of several variables, for example, to produce formulas for the

inverse of a map. Consider the quadratic map

f :

{
x = u2 − v2,

y = 2uv,

from Chapter 4. The inverse of f expresses u and v in terms of x and y. We do this—
that is, we solve for u and v—by isolating each of these variables in its own separate
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equation. The key is to notice that

x2 + y2 = u4 −2u2v2 + v4 + 4u2v2 =
(
u2 + v2)2

.

We are then able to isolate u and v by adding and then by subtracting the pair of
equations

u2 + v2 =
√

x2 + y2,

u2 − v2 = x;

this gives us the components of f−1:

u = ±

√√
x2 + y2 + x

2
, v = ±

√√
x2 + y2 − x

2
.

(The expressions for u and v are real because
√

x2 + y2 = u2 + v2 ≥ 0.)
The “±” signs put the image point in the four different quadrants of the (u,v)- Choosing signs

for f−1plane. To decide which signs to use, recall that the original map f : (u,v) 7→ (x,y)
“doubled angles.” In particular, it mapped the first quadrant of the (u,v)-plane to the
upper half-plane y ≥ 0 and the second quadrant to the lower half-plane y ≤ 0. Thus
f−1 maps y ≥ 0 to the first quadrant,

u = +

√√
x2 + y2 + x

2
, v = +

√√
x2 + y2 − x

2
, if y ≥ 0,

and y ≤ 0 to the second quadrant,

u = −

√√
x2 + y2 + x

2
, v = +

√√
x2 + y2 − x

2
, if y ≤ 0.

These are the formulas for g+ (Exercise 4.13) and g− (Exercise 4.17) on pages 144ff.
What happens on the overlap y = 0? If x < 0 and y = 0, then Do the formulas agree

on the overlap?

v =

√√
x2 − x

2
=

√
|x|− x

2
=

√
−x− x

2
=

√
−x =

√
|x| > 0,

and

u = ±
√

|x|+ x
2

= ±
√

−x + x
2

= 0.

The two pairs of formulas agree: for both, the image of the negative x-axis is the
positive v-axis. On the other hand, if x > 0 and y = 0, then |x| = x, so

v =

√
|x|− x

2
= 0, and u = ±

√
|x|+ x

2
= ±

√
|x|.
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Here there is a conflict: the first pair of formulas (where the sign of u is “+”) maps
the positive x-axis to the positive u-axis, but the second pair maps it to the negative
u-axis.

One way to eliminate the conflict is to remove the positive x-axis from the domainf−1 is discontinuous
of the second pair of formulas. Then f−1 is well defined on the whole plane R2.
However, there is a cost: along the positive x-axis, f−1 is discontinuous. For example,
as the points p and q, below, become arbitrarily close, their images do not.

u

v

f−1(p)f−1(q)x

y

p
q

f−1

There is a radical way to solve this problem that builds on the fact f is a 2–1 mapGive f−1

a second branch (because diametrically opposite points in the (u,v)-plane have the same image un-
der f). This suggests that f−1 is, more properly, a 1–2 map and therefore has a second
branch. (Consider, for a moment, the 1-dimensional analogue of f: x = f (u) = u2;
f−1 has the two familiar branches u = +

√
x and u = −√

x. Not coincidentally, the
two u-values are opposites.) If f−1 already assigns to the point x the point u in the
upper half-plane, then we can easily get the second branch by having f−1 assign to
x also the diametrically opposite point −u in the lower half-plane:

f−1(x) = ±u.

Here is a set of formulas that expresses both branches in terms of components. The
two branches are distinguished from each other by the “±”signs:

(u,v) = f−1(x,y) =






±




√√

x2 + y2 + x
2

,

√√
x2 + y2 − x

2



 , y ≥ 0,

±



−

√√
x2 + y2 + x

2
,

√√
x2 + y2 − x

2



 , y ≤ 0.

The second branch eliminates the discontinuity along the positive x-axis. For ex-
ample, f−1(q) in the figure above now becomes the pair of points ±f−1(q), and
similarly f−1(p) branches into ±f−1(p). Then, although ±f−1(q) is not close to
±f−1(p), it is close to ∓f−1(p).

There is another important method we can use to solve equations: find the fixedSolving equations
by finding fixed points points of a suitably chosen map by iterating the map. We show immediately below
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how this gives us a valuable computational tool; in Chapter 5.3, we show that it
provides the theoretical key to the proof of the inverse function theorem.

Definition 5.1 Suppose g : X → X is a map of a set X to itself; then x̂ is a fixed
point of g if g(x̂) = x̂.

Suppose, now, we must solve the numerical equation y = f (x) for x when y is
given. Let g(x) = f (x)− y + x; then the following chain of implications shows that
every fixed point of g is a solution of f (x) = y, and conversely:

g(x̂) = x̂ ⇐⇒ f (x̂)− y + x̂ = x̂ ⇐⇒ f (x̂) = y.

The formula g(x) = f (x)− y+ x is just one way to construct a function whose fixed
points are the solutions to y = f (x); there are others. One familiar example is pro-
vided by the Newton–Raphson method for finding roots of f (x) = 0:

g(x) = x− f (x)
f ′(x)

.

Another is provided by the ancient Babylonian algorithm for finding square roots. The Babylonian
algorithmWe look at this in detail in order to see how well the fixed-point approach lends

itself to computation. Given a > 0, our goal is to find x̂ > 0 so that x̂2 = a. We have

x̂ = a/x̂ so 2x̂ = x̂+ a/x̂ and x̂ =
x̂ + a/x̂

2
.

In other words, x̂ =
√

a is a fixed point of

g(x) =
x + a/x

2
.

But g is just the function; the algorithm itself tells us how to find x̂: pick x0 arbitrarily
(but reasonably close to

√
a), and then set

x1 = g(x0), x2 = g(x1), x3 = g(x2),

and so on. The sequence x0, x1, x2, . . . converges to the fixed point x̂ =
√

a. An
example makes it clear how rapid this convergence can be. Take a = 6 and let x0 = 2.
Then

n xn x2
n

1 2.5 6.25
2 2.45 6.0025
3 2.449489795918367 6.000000260308205
4 2.449489742783179 6.000000000000004
5 2.449489742783178 5.999999999999999

To fifteen decimal places, x̂ = 2.449489742783178. The convergence here is espe-
cially rapid: the number of correct digits roughly doubles with each iteration.
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The Babylonian algorithm suggests the following general procedure for findingFixed points
by iteration a fixed point. Take a point x0 and construct its iterates under g: xn+1 = g(xn), n =

0,1,2, . . . . If the sequence has a limit, let x̂ be that limit. Then

g(x̂) = g
(

lim
n→∞

xn

)
= lim

n→∞
g(xn) = lim

n→∞
xn+1 = x̂

if g is continuous. (Continuity is needed to be sure that the limit can be taken either
before or after g is evaluated.) Thus x̂ is a fixed point of g. The Newton–Raphson
method is implemented by the same kind of iteration.

Of course, in order to use this procedure, we have to make certain that the iteratesContraction mappings
have a limit, and the map g is continuous. For a contraction mapping (Definition 5.3,
p. 167), these conditions are satisfied, and the contraction mapping principle (The-
orem 5.1, p. 167) then guarantees the existence of a unique fixed point.

5.2 Coordinate changes

We already use coordinate changes in integration, to simplify an integrand or to
convert it into a more recognizable form. In this section we put coordinate changes
to larger use, to simplify the geometry of a map. For instance, we saw in Chapter 4
that a map frequently “looked like” its derivative near a point. The derivative, being
linear, was essentially simple; the resemblance between the map and its derivative
meant that the map itself was simple, too, at least near that point. Our goal in this
section is to explain what it means for one map to look like a second; in fact, it
means that, when the first map is expressed using appropriate new coordinates, it
will be identical to the second one. To see how coordinate changes play this vital
role, we consider several examples.

At the point x = 1, the tangent to the graph of y = f (x) =
√

x is a straight lineExample 1:
f (x) =

√
x at x = 1 of slope 1/2. Let us analyze f in a window centered at (x,y) = (1,1), first using

coordinates ∆x = x−1, ∆y = y−1 based at the center of the window. Then

∆y = y−1 =
√

x−1 =
√

1 + ∆x−1,

∆s

∆y

−1 −0.6 −0.2 0.2 0.6 1

0.8−1−2

graph of f
tangent

ϕ ∆x

∆y

−1 −0.6 −0.2 0.2 0.6 1
graph of f

tangent
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so the formula for f in the window coordinates is ∆y = −1 +
√

1 + ∆x. The graph
is the familar one shown in black on the right, above. With it, in gray, is the graph
of the derivative, ∆y = df1(∆x) = 1

2 ∆x. The black and gray graphs “share ink” near
∆x = 0, ample evidence that the square root map “looks like” its derivative there.
But we can do even more: with the proper coordinate change ∆x = ϕ(∆s), we can
make the formula for f become ∆y = 1

2 ∆s. In the new (∆s,∆y) window, the graph
of f will be straight.

How can we find ϕ? Because our goal is to simplify the formula for f , and A pullback to simplify
the formula for fbecause that formula involves

√
1 + ∆x, a reasonable approach is to make 1 + ∆x a

perfect square. Thus, let

1 + ∆x = 1 + ∆s+
(∆s)2

4
=

(
1 +

∆s
2

)2

.

Then

∆x = ∆s+
(∆s)2

4
= ϕ(∆s)

is a pullback substitution that does what we want:

f : ∆y = −1 +
√

1 + ∆x = −1 +
√

1 + ϕ(∆s)

= −1 +

√
1 + ∆s+

(∆s)2

4
= −1 +

(
1 +

∆s
2

)
= 1

2 ∆s.

Thus the formula for f in the (∆s,∆y) window is identical to the formula for df1 in
the (∆x,∆y) window.

Let us extend our pullback to a map ϕϕϕ : (∆s,∆y) 7→ (∆x,∆y) of one window to The pullback map
the other:

ϕϕϕ :

{
∆x = ϕ(∆s),

∆y = ∆y.

We see the effect of ϕϕϕ in the figure above, on the left. For a start, ϕϕϕ pulls back
the uniform grid to the nonuniform one shown. The numbers at the bottom of the
vertical grid lines are the ∆x-values in both cases. Pick a vertical line with the same
∆x value in each of the windows; you should check that, at a point where the black
graphs cross those lines, the ∆y coordinates agree. This means that the black line
in the (∆s,∆y) window is the graph of the same function—namely f —as the black
curved line in the (∆x,∆y) window.

The pullback gradually stretches the grid on the left and compresses it on the Nonlinearity of
the pullbackright. This is just a geometric manifestation of the nonlinearity of the map ϕϕϕ . Near

the origin, there is virtually no distortion in the grid. In other words, the “coordinate
change” does not change anything there. (This is a consequence of ϕ ′(0) = 1.) The
nonlinearity of ϕϕϕ makes it possible to straighten the curved graph of f . Of course,
the same nonlinearity causes the straight tangent line to bend into a curve, in this
case the parabolic curve
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∆y =
1
2

(
∆s+

(∆s)2

4

)
.

In terms of its own coordinate, the (∆s,∆y) window covers the horizontal range
−2 ≤ ∆s ≤ 2(−1+

√
2) ≈ 0.8. The points ∆s = −2, −1, and 0.8 are marked on the

∆s-axis; compare them to nearby values of ∆x.
We just converted f into its derivative by changing the source variable x. We canChanging y

instead of x accomplish the same thing in a different way by making an appropriate change in
the target variable y. In the exercises you are asked to find an explicit formula for a
push-forward substitution ∆w = ψ(∆y) that converts

f : ∆y = −1 +
√

1 + ∆x

into ∆w = 1
2 ∆x. The figure below shows the form that the coordinate change takes:

to straighten the graph of f , the bottom of the (∆x,∆y) window must be compressed
(quite severely near ∆y = −1), and the top stretched.

∆x

∆y

−1

−0.6

−0.2

0.2

0.6

1

ψ

∆x

∆w

−1
−0.6

−0.2

0.2

0.6

1

The two maps ϕϕϕ and ψψψ suggest a general principle: to convert a curved graphExample 2:
semi-log paper to a straight one, plot it on a suitable nonuniform grid. Perhaps the most familiar

example of this is semi-log graph paper, on which an exponential function plots as
a straight line. We take this now as our second example of a coordinate change that
simplifies the geometry of functions.

To be concrete, consider the function g(x) = 3×100.1x. We use base 10 here be-
cause the usual semi-log paper is geared to it (rather than to base e, for example).
On the left, below, is the graph of g; it has, of course, the familar shape of an ex-
ponential curve. The coordinate change Y = log10 y (a push-forward substitution)
gives

Y = log10 y = log10

(
3×100.1x)= 0.1x + log10 3,

making Y a linear function of x. Its graph is the straight line shown in black, on the
right. For comparison, the graph of y = 10x is shown in gray. It is also a straight line,
with a slope 10 times steeper than the black graph.
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You can verify that the semi-log map, The semi-log map
and exponentials

sl :

{
x = x,

Y = log10 y,

x

y

0

5

10

−4 −2 0 2 4

y = 3 × 100.1x

sl

x

yY = log10 y

y = 3 × 100.1x
Y = 0.1x + log10 3

−4 −2 0 2 4
1

5

10

50

100

0

1

2
y = 10x

shown above, converts any exponential function y = Bakx into a linear one:

Y = (k log10 a) x + log10 B;

see the exercises. It compresses the image of a uniform grid more and more in the
vertical direction. In particular, notice that the vertical spacing is ∆y = 1 on the lower
half of the image grid but ∆y = 10 on the upper. (Although the grid immediately
below Y = 0 is not shown, you will find it repeats the same nonuniform pattern
but with a spacing of ∆y = 0.1.) Semi-log paper has two virtues that are commonly
exploited. First, it allows data values that vary over several orders of magnitude to
be plotted in a small space. Second, it makes exponential growth or decline easier
to discern and to quantify, by plotting it on a straight line. You can explore these
features, and the related log–log map, in the exercises.

For our third example we move to a 2-dimensional source and target, and to the Example 3: the
quadratic mapquadratic map (Chapter 4.2)

f :

{
x = u2 − v2,

y = 2uv,
df(a,b) :

(
∆x
∆y

)
=

(
2a −2b
2b 2a

)(
∆u
∆v

)
.

Let us see how a suitable coordinate change near an arbitrary point (u,v) = (a,b)
can convert f into its derivative df(a,b). As usual, we set

∆u = u−a, ∆x = x− (a2 −b2),

∆v = v−b, ∆y = y−2ab,

to get coordinates (∆u,∆v) in a window centered at (u,v) = (a,b) and coordinates
(∆x,∆y) in a window centered at the image point (x,y) = f(a,b) = (a2 − b2,2ab).
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In window coordinates, we represent the map f by the window map ∆f (see below,
p. 172) defined by

(∆x,∆y) = ∆f(∆u,∆v) = f(a + ∆u,b + ∆v)− f(a,b).

The formula for ∆f is therefore

∆x = (a + ∆u)2− (b + ∆v)2− (a2 −b2) ∆y = 2(a + ∆u)(b + ∆v)−2ab

= 2a∆u−2b∆v +(∆u)2− (∆v)2, = 2b∆u + 2a∆v + 2∆u∆v.

Our goal is to change coordinates in the source window,

h :

{
∆s = h(∆u,∆v),

∆t = k(∆u,∆v),

so that, in terms of the new coordinates, the formula for ∆f becomes the formula
for df(a,b). That is, ∆f expresses ∆x and ∆y as the linear functions

∆f :

{
∆x = 2a∆s−2b∆t,

∆y = 2b∆s+ 2a∆t.

Note that we now have two expressions for ∆x (and, likewise, for ∆y), one in-Solving for ∆s and ∆t

volving ∆u and ∆v, the other ∆s and ∆t. To find the functions h and k that connect
∆s and ∆t with ∆u and ∆v, we can begin by equating those expressions (in matrix
form): (

2a −2b
2b 2a

)(
∆s
∆t

)
=

(
2a −2b
2b 2a

)(
∆u
∆v

)
+

(
(∆u)2 − (∆v)2

2∆u∆v

)
.

Then, to solve for ∆s and ∆t, we need only multiply by the appropriate inverse
matrix: (

∆s
∆t

)
=

(
∆u
∆v

)
+

1
2(a2 + b2)

(
a b
−b a

)(
(∆u)2 − (∆v)2

2∆u∆v

)
.

This is the coordinate change we seek; in effect, h = (dfa)
−1 ◦∆f. The individual

components of h are

h :






∆s = h(∆u,∆v) = ∆u +
a(∆u)2 + 2b∆u∆v−a(∆v)2

2(a2 + b2)
,

∆t = k(∆u,∆v) = ∆v +
−b(∆u)2 + 2a∆u∆v + b(∆v)2

2(a2 + b2)
.

Incidentally, it is not yet evident that h is a coordinate change: that is, that the map
h(∆u,∆v) has an inverse defined in some neighborhood W of (∆s,∆t) = (0,0). In
fact, there is such a local inverse, but rather than go through a proof in this particular
case, we simply appeal to the inverse function theorem, proven later in this chapter.
(In particular, see Corollary 5.4, page 176. It says h will have a local inverse at
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(∆s,∆t) = (0,0) if its derivative is continuous near (0,0) and invertible at (0,0). All
these conditions are satisfied; in particular, dh(0,0) = I, the identity map.)

By using the vectors Why f “looks like” dfa

∆u = (∆u,∆v), ∆s = (∆s,∆t), ∆x = (∆x,∆y), a = (a,b),

we can write the formula that connects the maps f, h, and dfa as

f(a + ∆u)− f(a) = ∆f(∆u) = ∆x = dfa(h(∆u)) = dfa(∆s).

Think of the formula this way. Each point p in the window centered at a has two
different coordinate labels, ∆u and ∆s. The map h connects those labels. The image
of p under the action of f (i.e., ∆f) has coordinate ∆x1 = ∆f(∆u). The image of p
under the action of dfa has coordinate ∆x2 = dfa(∆s). But ∆x1 = ∆x2; these are the
coordinates of the same point q. Thus, f (written as ∆f in the window W ) and dfa
both map p to q. That is why f “looks like” dfa; they are just different coordinate
descriptions of the same map. All of this is diagrammed on the left, below, and
summarized more briefly on the right.

p h q

∆s
dfa ∆x2

∆u
∆f

∆x1
∆u

∆s

∆x
∆f

h dfa

Thus we have ∆f = dfa ◦h. If we think of composition of maps as a kind of prod- f factors through h
uct, then we can say ∆f factors into h and dfa. In effect, we constructed the coordi-
nate change map h so that, in a small window centered at a, ∆f factors through h.

We can get a better idea how the coordinate change h converts ∆f (or f) into Converting ∆f to df
at (

√
3/2,1/2)df(a,b) by focusing on a specific point. In the figure below, we have taken (a,b) =

(
√

3/2,1/2) and used windows that measure 1 unit on a side. Thus, the square grid
in the (∆s,∆t)-window at the top has a spacing of 0.1 unit. The same grid appears
in the lower-left window, “pulled back” by h; it becomes curved there because h is
nonlinear. The lower-left window therefore demonstrates concretely what we said
above: that each point in the source has two sets of coordinates. The curved grid
provides (∆s,∆t) whereas the “native” coordinates (whose square grid is not drawn)
are (∆u,∆v). Thus, for example,

(−0.3,−0.1) = (∆s,∆t) ↔ p ↔ (∆u,∆v) ≈ (−0.3754,−0.0996).

The curved grid is the key to visualizing both the action of f (as ∆f) and the Mapping the
curved gridconnection between f and its derivative. First, follow f as it maps the source on the

left directly to the target on the right; it sends the curved grid to the grid of large
squares, straightening all grid lines in the process. Second, follow h and df(

√
3/2,1/2)

into and out of the upper window. This time h itself straightens the curved grid,
mapping it to the “native” grid in the (∆s,∆t)-window. The linear map df(

√
3/2,1/2)
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then carries the (∆s,∆t) grid to the grid of large squares in the target. Now we
already know that

df(
√

3/2,1/2) = 2Rπ/6

(rotation by π/6 radians with all lengths doubled; see p. 118), so the large squares
in the (∆x,∆y)-window are 0.2 units on a side and make an angle of 30◦ with the
horizontal.

h df(√3/2, 1/2)

∆f

f
∆u
∆s

∆v ∆t

p

W

∆s

∆t

p

∆x

∆y

f(p)

The figure has even more to say about the map h that pulls back the (∆s,∆t)Details of the
(∆s,∆t) coordinates coordinates to the (∆u,∆v) window. The curves that make up the new grid are, of

course, just contour lines of the two functions

∆s = h(∆u,∆v), ∆t = k(∆u,∆v)

defined in the window. Contours of h give the roughly vertical curves; contours of k
give the roughly horizontal ones. The following Mathematica 5 code generates the
curved grid in the (∆u,∆v)-window.

scon = ContourPlot[u + Sqrt[3](uˆ2 - vˆ2)/4 + u v/2,
{u, -.5, .5}, {v, -.5, .5}, Contours ->
{-.6, -.5, -.4, -.3, -.2, -.1, 0, .1, .2, .3, .4, .5, .6},
ContourShading -> False, FrameTicks -> None]
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tcon = ContourPlot[v + Sqrt[3]u v/2 + (vˆ2 - uˆ2)/4 ,
{u, -.5, .5}, {v, -.5, .5}, Contours ->
{-.6, -.5, -.4, -.3, -.2, -.1, 0, .1, .2, .3, .4, .5, .6},
ContourShading -> False, FrameTicks -> None]

Show[scon, tcon]

The two sets of curves are everywhere orthogonal. This is not automatic. It hap-
pens because the map h is conformal (p. 118); see Exercise 5.19. Note furthermore
how the axes are pulled back: the ∆s-axis is tangent to the ∆u-axis, and the ∆t-axis
to the ∆v-axis. Moreover, the grid squares around the origin undergo almost no dis-
tortion: the pullbacks are nearly the same size and shape as the original. This is a
consequence of dh0 = I.

Because the coordinate lines ∆s = constant and ∆t = constant become curved Curvilinear coordinates
when they appear in the (∆u,∆v)-window, we say that ∆s and ∆t are curvilinear
coordinates there. As we have just seen, curvilinear coordinates can simplify our
view of a map. This is a trade-off, of course: to simplify the map, we complicate
the coordinates. But this is a cost we have already accepted when, for example, we
plot exponential functions on semi-log paper. We have also accepted it when we use
polar coordinates: it was a curved polar coordinate grid that first clarified the action
of the quadratic map f. Here is our earlier view (p. 117) of the local action of f in a
window centered at (

√
3/2,1/2):

∆u

∆v

f
∆x

∆y

Compare this figure now with the new one (p. 164) that uses the curvilinear (∆s,∆t)
coordinates in the (∆u,∆v)-window.

Summary: Under a suitable coordinate change, a complicated situation can often
be made simpler; for example, it may be possible to convert a map locally into its
derivative.

5.3 The inverse function theorem

As we have seen, coordinate changes give us a powerful tool to simplify the descrip-
tion of a map. But a coordinate change must be invertible, a condition that is often
difficult to verify directly. In this section we state and prove the inverse function
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theorem. Simply put, the theorem says that if the derivative of a map is continuous
and invertible at a point, the map itself is invertible locally near that point. The proof
uses several tools, beginning with the contraction mapping principle, which can be
nicely illustrated by the model village found in Bourton-on-the-Water.

Bourton-on-the-Water is in the English Cotswold hills, near Oxford. Filling theThe nested models of
Bourton-on-the-Water back garden of one of its houses is a scale model of the whole village. Now every

point in the model village corresponds to a point in the actual village, so some
point in the model must correspond exactly to itself. Which one? Because the model
contains a copy of everything in the village, you would expect it to contain a copy
of the model itself. It does; you can see it in the foreground of the photo above. The
model of the model is small, of course; it covers only a few square meters. And that
smaller model likewise contains a copy of everything, so it has a still smaller copy of
itself. In theory, the nested copies could go on forever, getting smaller and smaller
and converging, ultimately, to a single point. However, the third iteration was the
last that was practical to build. Now return to our question about the point in the
model that corresponds to itself. It is in the first model, by definition, but it must
be in the second model, too, and the third, and so on. The point that corresponds to
itself—the point that is left fixed by the model—must therefore be the limit point of
the nested sequence of models.

A little more formally, the model defines a map m : V → V of the village, V , toA more formal view
itself, and the point in the model that corresponds to itself is the fixed point of that
map (Definition 5.1, p. 157). The model is built at the scale σ = 1/9. Thus, if x and
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y are any points in V , and m(x) and m(y) are their copies in the model, then

‖m(x)−m(y)‖ = σ ‖x−y‖.

Now x appears in the model of the model at the point

m(m(x)) = (m◦m)(x) = m2(x);

it appears in the model of the model of the model at m3(x), and so forth. For the kth
iterate of the model, the scale factor would be σ k:

‖mk(x)−mk(y)‖ = σ k ‖x−y‖.

Because σ < 1, σ k → 0 as k → ∞; the size of the kth iterate shrinks to zero. Intu-
itively, this forces the nested models to converge to a single point, say p. Now p is
in every iterate, so it must be the fixed point of the model: m(p) = p.

Although the contraction mapping principle can be stated quite generally, we Contraction mapping
principleneed only the special circumstance of maps defined on a ball in Rn.

Definition 5.2 The ball Br of radius r centered at the origin in Rn is the set of all
points x in R

n for which ‖x‖ ≤ r.

Definition 5.3 A contraction mapping on Br is a map m : Br → Br for which

‖m(x)−m(y)‖ ≤ σ ‖x−y‖

for some σ < 1 and for all x, y in Br.

A contraction mapping is thus somewhat more general than a “scale model” map,
where all distances are contracted by exactly the same factor. Here the factor can
vary, as long as it is bounded by a fixed σ < 1. The additional generality does not
weaken the contraction mapping principle, nor does it make the proof more difficult.

Theorem 5.1 (Contraction mapping principle). A contraction mapping m on Br

has a unique fixed point x̂ in Br. Moreover, for any x in Br,

x̂ = lim
k→∞

mk(x).

Proof. Pick x0 arbitrarily in Br, and let xk = mk(x0). For the “telescoping” sum

xk −xk+l = xk −xk+1 + xk+1 −xk+2 + · · ·+ xk+l−1 −xk+l,

we have

‖xk −xk+l‖ ≤ ‖xk −xk+1‖+‖xk+1−xk+2‖+ · · ·+‖xk+l−1 −xk+l‖.

Now, for any i ≥ 0,

‖xk+i −xk+i+1‖ = ‖mk+i(x0)−mk+i(x1)‖ ≤ σ k+i ‖x0 −x1‖;
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therefore the previous inequality implies

‖xk −xk+l‖ ≤ σ k ‖x0 −x1‖+ σ k+1‖x0 −x1‖+ · · ·+ σ k+l−1‖x0 −x1‖

≤ σ k ‖x0 −x1‖
(

1 + σ + σ2 + · · ·σ l−1
)

= σ k‖x0 −x1‖
1−σ l

1−σ
.

Because σ k → 0 as k → ∞, the last inequality implies that

lim
k→∞

‖xk −xk+l‖ = 0 for any integer l > 0.

Let x( j)
k be the jth coordinate of xk; then

∣∣x( j)
k − x( j)

k+l

∣∣2 ≤
∣∣x(1)

k − x(1)
k+l

∣∣2 + · · ·+
∣∣x(n)

k − x(n)
k+l

∣∣2 = ‖xk −xk+l‖2.

Thus, for each fixed l ≥ 0 and for every j = 1,2, . . . ,n,

lim
k→∞

∣∣x( j)
k − x( j)

k+l

∣∣= 0.

Lemma 5.1. If yk is a sequence of real numbers for which |yk−yk+l | → 0 as k → ∞,
(for any positive integer l), then yk has a limiting value, ŷ, as k → ∞.

Proof. See an analysis text for a proof of this basic fact (“Every Cauchy sequence
of real numbers has a limit”). ⊓⊔

The lemma permits us to define

x̂( j) = lim
k→∞

x( j)
k , j = 1,2, . . . ,n, and then x̂ = (x̂(1), . . . , x̂(n)).

In other words, x̂ = lim
k→∞

xk.

Lemma 5.2. The contraction map m : Br → Br is continuous at every point of Br.

Proof. We must show m(xn) → m(x) when xn → x. But we have

‖m(xn)−m(x)‖ ≤ σ‖xn −x‖→ 0.

(In fact, the inequality implies that m is uniformly continuous, even if σ ≥ 1; see an
analysis text.) ⊓⊔

Because m is continuous (i.e., it commutes with limit processes),

m(x̂) = m
(

lim
k→∞

xk

)
= lim

k→∞
m(xk) = lim

k→∞
xk+1 = x̂,

so x̂ is a fixed point of m. Here is a different argument, which does not depend
explicitly on the continuity of m. It begins with the “telescoping” sum
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x̂−m(x̂) = x̂−xk+1 + m(xk)−m(x̂),

which implies

‖x̂−m(x̂)‖ ≤ ‖x̂−xk+1‖+‖m(xk)−m(x̂)‖ ≤ ‖x̂−xk+1‖+ σ‖xk− x̂‖,

an inequality that is true for all k. But because xk → x̂ as k → ∞, the right-hand side
vanishes as k → ∞, leaving ‖x̂−m(x̂)‖ = 0, or x̂ = m(x̂).

It remains to verify that the fixed point is unique. If ŷ is also a fixed point, then

‖x̂− ŷ‖ = ‖m(x̂)−m(x̂)‖ ≤ σ ‖x̂− ŷ‖.

If ‖x̂− ŷ‖ 6= 0, we can divide both sides of this inequality and get 1 ≤ σ , contradict-
ing our assumption that σ < 1. This forces x̂ = ŷ. ⊓⊔

Theorem 5.2 (Inverse function theorem). Suppose f : Un → Rn is continuously
differentiable on Un, and its derivative is invertible at the point a in Un. Then f
itself is invertible on the image dfa(B) in the target of some ball B of positive radius
centered at the point a. The inverse is continuously differentiable on its domain, and
d(f−1)q = (dff−1(q))

−1 for all q in dfa(B).

Proof. Our proof expands an argument found in Lang [10, 11].. The proof is long;
therefore we split it into a number of steps.

Wa

a
B

f−1(q)

∆u

U n

f

f−1

d fa

n

Wf(a)

f(a)

q
∆x

The inverse is a local object, that is, one defined essentially in some window Step 1
centered at the image point f(a). Therefore, we begin by setting up windows and
introducing window coordinates. Let Wa be a window centered at a in the source,
with coordinate ∆u = u−a. Similarly, let Wf(a) be a window in the target centered
at f(a); its coordinate is ∆x = x− f(a). Finding f−1 means solving the equation

f(a + ∆u)− f(a) = ∆x

for ∆u in Wa, given ∆x in some suitable region in Wf(a). In fact, the ∆u we seek is a
fixed point of the map

g(∆u) = ∆u+(dfa)
−1[∆x− (f(a + ∆u)− f(a))].
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The bulk of the proof of invertibility involves showing that g is a contraction map-
ping on a suitable ball Br, implying that ∆u exists. The map (dfa)

−1 is needed here
to bring the point ∆x− (f(a + ∆u)− f(a)) from Wf(a) back to Wa, where it can be
added to ∆u.

Our analysis of g begins with the portionStep 2

ϕϕϕ(∆u) = (dfa)
−1(f(a + ∆u)− f(a)

)
,

which is a map ϕϕϕ : Wa →Wa. By the chain rule,

dϕϕϕ∆v = (dfa)
−1 ◦dfa+∆v

for every ∆v in Wa. By hypothesis, dfa+∆v depends continuously on ∆v; therefore,

Wa

Wf(a)

Waϕϕ

f (dfa)−1

dϕϕϕ∆v depends continuously on ∆v, as well. Furthermore, dϕϕϕ0 = (dfa)
−1 ◦dfa = I.

Define h : Wa →Wa byStep 3

h(∆u) = ∆u−ϕϕϕ(∆u);

then dh∆v = I −dϕϕϕ∆v is likewise continuous as a function of ∆v. It follows that the
real-valued function

N(∆v) = max
‖∆u‖=1

‖dh∆v(∆u)‖

is a continuous function of ∆v, as well. Because dh0 = 0, the zero linear map, we
have N(0) = 0, and continuity implies that N(∆v) will be small when ∆v is small.
Specifically, choose r > 0 so that

‖∆v‖ < 2r =⇒ |N(∆v)| < 1
2 .

The value of r now set in Step 3 allows us to specify both the ∆x-values that weStep 4
allow (for the domain of f−1) and the domain of g itself. First, we require that ∆x be
in the image dfa(Br/2) (Br/2 is the ball of radius r/2 at the center of Wa); this means

‖(dfa)
−1(∆x)‖ ≤ r/2.

Second, we require that the domain of g be restricted to Br; this means

‖∆u‖ ≤ r.

The next three steps show that g maps Br to itself and is a contraction mapping there.
Because g = h+(dfa)

−1(∆x), that is, g and h just “differ by a constant,” most ofStep 5
what we still need to prove about g can be done by working with h.

Lemma 5.3. If ‖∆v‖ < 2r, then ‖dh∆v(∆w)‖ < 1
2‖∆w‖ for all ∆w.

Proof. We can assume ∆w is nonzero; then ∆u = ∆w/‖∆w‖ is a unit vector and
∆w = ‖∆w‖∆u. Because dh∆v is linear, we have

‖dh∆v(∆w)‖ = ‖dh∆v(‖∆w‖∆u)‖ = ‖∆w‖ ‖dh∆v(∆u)‖ ≤ ‖∆w‖N(∆v) < 1
2‖∆w‖.
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We have used the fact that ‖dh∆v(∆u)‖ ≤ N(∆v) for any ∆v and for all unit vectors
∆u, by the definition of N (Step 2). ⊓⊔

Suppose ∆u1 and ∆u2 are in the ball of radius r, then the entire line segment Step 6
∆v = ∆u1 + t(∆u2 −∆u1) (0 ≤ t ≤ 1) is likewise, and we have

‖dh∆u1+t(∆u2−∆u1)(∆w)‖ ≤ 1
2‖∆w‖

for all ∆w. This inequality and the continuous differentiability of h (Step 2) allow
us to use the mean value theorem for maps (Theorem 4.15, p. 140) to conclude

‖h(∆u2)−h(∆u1)‖ ≤ 1
2‖∆u2 −∆u1‖.

Moreover, if we set ∆u1 = 0, then ‖h(∆u2)‖ ≤ 1
2‖∆u2‖ ≤ r/2. In other words, h

maps the ball of radius r into the ball of radius r/2.
We now move on to g itself. Step 7

Lemma 5.4. For any ∆x in dfa(Br/2), g : Br → Br.

Proof. Because ∆u is in Br, by hypothesis, we have ‖h(∆u‖ ≤ r/2 (Step 6). Also
by hypothesis, ‖(dfa)

−1(∆x)‖ ≤ r/2, so

‖g(∆u)‖ = ‖h(∆u)+ (dfa)
−1(∆x)‖ ≤ ‖h(∆u)‖+‖(dfa)

−1(∆x)‖ ≤ r. ⊓⊔

Lemma 5.5. For any ∆x in dfa(Br/2), g is a contraction mapping on Br.

Proof. Because g(∆u) = h(∆u)+ (dfa)
−1(∆x), it follows that

g(∆u2)−g(∆u1) = h(∆u2)−h(∆u1);

therefore, by Step 6,

‖g(∆u2)−g(∆u1)‖ = ‖h(∆u2)−h(∆u1)‖ ≤ 1
2‖∆u2 −∆u1‖. ⊓⊔

Let ∆̂x be an arbitrary point in dfa(Br/2). This choice determines a specific map Step 8

g : Br → Br, and g has a unique fixed point ∆̂u in Br, by the contraction mapping
principle. Because ∆̂x determines ∆̂u uniquely, and

f(a + ∆̂u)− f(a) = ∆̂x,

we now have the required inverse map f−1 : dfa(Br/2) → Br : ∆̂x 7→ ∆̂u.
Before showing that f−1 is continuously differentiable, we pause to call attention Step 9

to the relation between a map and the way we write it within a window. For example,
in Wa and Wf(a), the equation x = f(u) has the form

f(a)+ ∆x = x = f(u) = f(a + ∆u) = f(a)+ f(a + ∆u)− f(a).
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The underlined elements are equal (this is the “window equation”), and theyWindow map
and equation define the window map ∆f for f:

∆x = ∆f(∆u) = f(a + ∆u)− f(a).

Conversely, we can reconstruct the original formula x = f(u) from its window equa-
tion ∆x = ∆f(∆u). Furthermore, by solving the window equation for ∆u, we obtain
the window equation of the inverse u = f−1(x) (at the point b = f(a)):

∆u = ∆f−1(∆x) = f−1(b+ ∆x)− f−1(b).

In preparation for showing f−1 is differentiable, we first show that it is uniformlyStep 10
continuous, by working with the window map ∆f−1.

Lemma 5.6. There is a positive constant K such that, for any two points ∆x1, ∆x2
and their corresponding images ∆u1, ∆u2 under ∆f−1,

‖∆u2 −∆u1‖ ≤ K‖∆x2 −∆x1‖.

Proof. Recall the definition of the map h (now written using the window map for f):

h(∆u) = ∆u−ϕϕϕ(∆u) = ∆u− (dfa)
−1(∆f(∆u)) = ∆u− (dfa)

−1(∆x).

If we now evaluate this equation at ∆u1 and then at ∆u2, subtract the first from the
second, and use the linearity of (dfa)

−1, we get

∆u2 −∆u1 = h(∆u2)−h(∆u1)+ (dfa)
−1(∆x2 −∆x1).

It follows that

‖∆u2 −∆u1‖ ≤ ‖h(∆u2)−h(∆u1)‖+‖(dfa)
−1(∆x2 −∆x1)‖

≤ 1
2‖∆u2 −∆u1‖+C‖∆x2−∆x1‖.

for some positive C (see Exercise 3.28, p. 104). The first term on the right side of
the second inequality is a consequence of the contraction property of h (Step 6). A
final subtraction gives

1
2‖∆u2 −∆u1‖ ≤C‖∆x2 −∆x1‖,

implying we can take K = 2C. ⊓⊔
The lemma establishes that ∆f−1 is uniformly continuous (see the comment in

the proof of Lemma 5.2, above).

Because we claim the derivative of f−1 at the point q will be (dfp)
−1, whereStep 11

p = f−1(q) is a point in the ball Br, we must first show dfp is invertible.

Lemma 5.7. Suppose p = a + ∆v for some ‖∆v‖ ≤ r (i.e., p is in Br); then dfp is
invertible.
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Proof. From the definition

h(∆u) = ∆u+(dfa)
−1( f (a + ∆u)− f(a))

in Step 2, it follows that

dh∆v = I − (dfa)
−1 ◦dfa+∆v, or I = dh∆v +(dfa)

−1 ◦dfp.

Therefore, when the maps in the last equation are supplied with input ∆u, we get

∆u = dh∆v(∆u)+ (dfa)
−1(dfp(∆u)),

and hence

‖∆u‖ ≤ ‖dh∆v(∆u)‖+‖(dfa)
−1(dfp(∆u))‖

≤ 1
2‖∆u‖+C‖dfp(∆u)‖

for some C > 0, exactly as in Lemma 5.6. A bit of algebra now gives

1
2C

‖∆u‖ ≤ ‖dfp(∆u)‖.

This inequality implies dfp(∆u) 6= 0 when ∆u 6= 0. In other words, the kernel of dfp

contains only 0, so dfp is invertible. ⊓⊔
We now show f−1 is differentiable at an arbitrary point q in the domain dfa(Br/2), Step 12

and its derivative is (dfp)
−1 there (p = f−1(q)). We work in windowsWq and Wp with

local coordinates ∆y and ∆v, respectively, and with the window equations

∆v = ∆f−1(∆y) = f−1(q+ ∆y)− f−1(q),

∆y = ∆f(∆v) = f(p+ ∆v)− f−1(p).

To prove f−1 is differentiable at q, and has derivative (dfp)
−1 there, it is necessary

and sufficient to show R(∆y) = ooo(∆y), where

∆v = ∆f−1(∆y) = (dfp)
−1(∆y)+ R(∆y).

To analyze R, apply dfp to both sides of this equation,

dfp(∆v) = ∆y + dfp(R(∆y)),

and then solve for ∆y = ∆f(∆v) to get

∆f(∆v) = dfp(∆v)−dfp(R(∆y))
︸ ︷︷ ︸

ooo(∆v)

.
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This equation expresses the differentiability of f itself at p, so the last term must be
ooo(∆v), as indicated. Because L(ooo(u)) = ooo(u) for any linear map L (cf. the proof of
Lemma 4.1, p. 133),

R(∆y) = (dfp)
−1(ooo(∆v)) = ooo(∆v).

However, we need ooo(∆y) on the right, not just ooo(∆v). The uniform continuity of
∆f−1 (Lemma 5.6) in this setting implies ‖∆v‖ ≤ K‖∆y‖. Therefore, as ∆y → 0, we
also have ∆v → 0 and

‖R(∆y)‖
‖∆y‖ ≤ K

‖R(∆y)‖
‖∆v‖ → 0.

(Lemma 4.2, p. 133 makes essentially the same point.) This proves that R(∆y) =
ooo(∆y) and thus that f−1 is differentiable at q.

The last fact to prove is that the derivative d(f−1)q depends continuously on q.Step 13
But d(f−1)q = (dff−1(q))

−1 = (dfp)
−1; therefore we can use the following chain of

argument.

• The entries of the n×n matrix (dfp)
−1 are polynomial functions of the entries of

dfp, and hence depend continuously on them.

• dfp depends continuously on p.

• p = f−1(q) depends continuously on q.

This completes the proof of the inverse function theorem. ⊓⊔

Corollary 5.3 Suppose f : Un → Rn satisfies the conditions of the inverse function
theorem at the point a in Un. Then the image f(Un) contains a ball B̂ of positive
radius centered at the point f(a) in the target of f.

Proof. The conditions of the inverse function theorem apply to the inverse map f−1

at f(a). For B̂ take the ball provided by the theorem. ⊓⊔
The inverse function theorem assumes that the derivative is continuous. This hy-The role of continuous

differentiability pothesis is invoked, for example, at the point in the proof where the mean value
theorem of maps is used (Steps 6 and 7) to show that g was a contraction mapping.
But is continuity necessary? Our proof needs it, but does the theorem itself? Can we
find a better proof that dispenses with that hypothesis?

In fact, the hypothesis is indispensable: there are differentiable functions that
have an invertible derivative at a point but are not themselves invertible on any open
neighborhood of that point. One such example is

f (x) =
x
2

+
x2

2
sin

π
x

if x 6= 0, f (0) = 0.

The function undergoes infinitely many oscillations near x = 0, but because thef ′(x) exists but is not
continuous at x = 0 graph is squeezed between the parabolas y = (x± x2)/2, it follows that f ′(0) = 1

2 .
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The derivative map d f0(∆y) = 1
2 ∆x is thus invertible. Now consider f ′(x) for x 6= 0;

a direct computation gives

f ′(x) =
1
2

+ xsin
π
x
− π

2
cos

π
x
.

At the points 1/n → 0, f ′(1/n) is alternately positive and negative. In particular,
f ′(1/2n) = (1−π)/2, so

1−π
2

= lim
n→∞

f ′
(

1
2n

)
6= f ′

(
lim
n→∞

1
2n

)
= f ′(0) =

1
2
.

Thus, although f is differentiable everywhere, that derivative is not continuous at
the origin.

x

y

c1c2c3…
11/21/3…

y = f(x)
y = x + x2

2

y = x − x2

2

However, f ′ is continuous away from the origin, so it must change sign at some f (x) is not 1–1
near x = 0point cn between 1/(n+1) and 1/n. That is, f ′(cn) = 0; in fact the cn are alternately

local maxima and minima of f . Because 1/n is an infinite sequence that converges to
0, the same must be true of the interlaced sequence cn. Near each local extremum cn,
f is a 2–1 map. Inasmuch as cn → 0, there is no open interval around x = 0 on which
f is 1–1. In other words, the oscillations make f noninvertible near the origin.

In our analysis of several examples of maps of the plane in Chapter 4.2, we When will
f “look like” dfa?found that a map usually “looked like” its derivative locally. When we returned

to the quadratic map above (pp. 161–165), we actually converted the map into its
derivative within a window by expressing the derivative in terms of appropriate
curvilinear coordinates. The curvilinear coordinates were supplied by a map h for
which

∆f = dfa ◦h.

We claimed that the new variables could indeed serve as coordinates; that is, we
claimed, in effect, that h was invertible. Because dfa was obviously invertible, we
defined h as

h = (dfa)
−1 ◦∆f.
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But this, in itself, does not prove h invertible. Now, however, we can settle the
question: If f is continuously differentiable (and thus invertible in a neighborhood
of a, by the inverse function theorem), then h is invertible and

h−1 = ∆f−1 ◦dfa.

This discussion leads to the following corollary of the inverse function theorem.

Corollary 5.4 If f : Un → Rn is continuously differentiable on an open neighbor-
hood Un of a, and dfa is invertible, then there is a coordinate change h : V n → Sn

on some possibly smaller neighborhood V n of a for which ∆f = dfa ◦h. ⊓⊔
Before leaving the inverse function theorem, let us compare it with Taylor’s the-Comparison with

Taylor’s theorem orem as a tool for understanding the geometric action of a map. Suppose we use
Taylor’s theorem to expand the map f : Un → Rn at a point a:

∆x = ∆f(∆u) = dfa(∆u)+OOO(2).

This equation was the basis for our frequent observation, in Chapter 4, that the
derivative dfa approximates f in a sufficiently small window centered at a. The equa-
tion gives only an approximation because the difference OOO(2) between ∆f and dfa

is nonzero, in general. But the approximation is a good one in the sense that the
difference vanishes like ‖∆u‖2 as ∆u → 0.

By contrast, suppose dfa is invertible. The inverse function theorem then says
that new coordinates ∆s = h(∆u) can be found so that

∆x = dfa(∆s).

In these circumstances, dfa equals ∆f in a sufficiently small window (at least when
∆f is expressed in terms of the proper curvilinear coordinates); the remainder OOO(2)
is dispensed with. There are some minor technical differences, too. For Taylor’s the-
orem, the components of f must have continuous second derivatives; for the inverse
function theorem, only continuous first derivatives are needed.

The Taylor approximation goes a long way toward clarifying the action of f;
however, the inverse function theorem provides the ultimate simplification: it shows
that f is essentially linear near a. Perhaps most significantly, the inverse function
theorem gives us a new tool to analyze maps: curvilinear coordinates and, more
generally, alternative coordinate systems.

Exercises

5.1. Show that arcsinhy = ln
(
y +

√
y2 + 1

)
; use this, the pullback substitution

y = sinhx, and other properties of hyperbolic functions to show

∫
dy√
1 + y2

= ln
(
y +
√

y2 + 1
)
.
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5.2. a. Show that arctanhy = 1
2 ln

(
1 + y
1− y

)
.

b. Use the pullback y = tanhx (not partial fractions) to determine
∫

dy
1− y2 .

5.3. Use y = sinhx to show
∫

dy

(1 + y2)3/2
=

y√
1 + y2

.

5.4. Use suitable hyperbolic pullbacks to determine

∫
dy

(y2 −1)3/2
and

∫
dy

(1− y2)3/2
.

5.5. a. Sketch the graphs of y = sechx = 1/coshx and its inverse x = arcsechy.

b. Show that arcsechy = ln

(
1±
√

1− y2

y

)
.

c. Use both the graph and the formula for x = arcsechy to explain why its
domain is 0 < y ≤ 1.

d. Show that the two halves of the graph of x = arcsechy are negatives of each
other by showing

− ln

(
1 +
√

1− y2

y

)
= ln

(
1−
√

1− y2

y

)
.

5.6. a. Sketch the graph of x = y− ln(−y)+k, y < 0; use k = 2. Indicate the posi-
tion of the “landmark” point (x,y) = (−1+k,−1) on the graph. Determine
the limiting value of x as y →−∞, and check that your sketch reflects this
fact.

b. Sketch the inverse y = fk,3(x) of the function in part a. What are the domain
and the range of fk,3?

c. Show that the differential equation y′ = y/(y−1) has yet another solution
y = f4(x) ≡ 0.

d. Make a sketch of the (x,y)-plane that indicates there is precisely one so-
lution of the differential equation y′ = y/(y− 1) through each point (x,y)
in which y 6= 1. This sketch exhibits, visually, the general solution to the
differential equation.

5.7. Find the general solution of the differential equation

dy
dx

=
y

y2 + 1
.

Describe the solution in words and make a sketch that reflects its salient fea-
tures.
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5.8. a. Solve the following equations for x and y.

x

y (x, y)

1−1
θϕ

r1
r2

θ = arctan
(

y
x−1

)
, ϕ = arctan

(
y

x + 1

)
.

Note: θ and ϕ are called the biangular coordinates for the plane.
b. Compute the Jacobians

∂ (x,y)
∂ (θ ,ϕ)

and
∂ (θ ,ϕ)

∂ (x,y)
,

and show by direct computation that they are reciprocals.

5.9. a. Solve the following equations for x and y:

r1 =
√

(x−1)2 + y2, r2 =
√

(x + 1)2 + y2.

Note: r1 and r2 are called the two-center bipolar coordinates for the
plane.

b. Compute the Jacobians

∂ (x,y)
∂ (r1,r2)

and
∂ (r1,r2)

∂ (x,y)
,

and verify directly that they are reciprocals.

5.10. The following equations express Cartesian coordinates for space in terms of

θ

ϕ

ρ

(x, y, z) = (ρ, θ, ϕ)

r

r = ρ cosϕx

y

z

x

y

z

spherical coordinates ρ , θ , and ϕ (cf. Exercise 3.27, p. 104):

x = ρ cosθ cosϕ ,

y = ρ sinθ cosϕ ,

z = ρ sinϕ .

a. Solve the equations for the spherical coordinates ρ , θ , ϕ .
b. Compute the Jacobians

∂ (x,y,z)
∂ (ρ ,θ ,ϕ)

and
∂ (ρ ,θ ,ϕ)

∂ (x,y,z)
,

and verify directly that they are reciprocals.

5.11. The following equations express Cartesian coordinates for space in terms of
cylindrical coordinates r, θ , z:

x = r cosθ ,

y = r sin θ ,

z = z.
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Show that
∂ (r,θ ,z)
∂ (x,y,z)

=
1√

x2 + y2
=

1
r
,

and explain why this is already evident from your knowledge of polar coordi-
nates in the plane.

5.12. a. Show that the formulas that express spherical coordinates (ρ ,θ ,ϕ) in
terms of cylindrical coordinates in the new order (r,z,θ ) are identical to
the formulas that express cylindrical coordinates in the same order in terms
of Cartesian coordinates:

ρ = f (r,z,θ ), r = f (x,y,z),

θ = g(r,z,θ ), z = g(x,y,z),

ϕ = h(r,z,θ ), θ = h(x,y,z).

It will be sufficient to determine f , g, and h.
b. Determine

∂ (ρ ,θ ,ϕ)

∂ (r,θ ,z)
and

∂ (r,z,θ )

∂ (x,y,z)

and verify directly that

∂ (ρ ,θ ,ϕ)

∂ (x,y,z)
=

∂ (ρ ,θ ,ϕ)

∂ (r,θ ,z)
∂ (r,θ ,z)
∂ (x,y,z)

.

5.13. Use the Babylonian algorithm to determine
√

10 to 12 decimal places accu-
racy. Take x0 = 3; how many iterations were required? Take x0 = 10; how
many iterations are required now?

5.14. a. To solve x2 = a, the Babylonian algorithm first rewrites the equation as
x = a/x and then finds iterates of the average of the left- and right-hand
sides: g(x) = (x+a/x)/2. This suggests solving x3 = a by iterating on the
average of x and a/x2: g1(x) = (x+a/x2)/2. Compute 3

√
10 by finding the

fixed point of g1 with x0 = 2. Convergence is relatively slow; how many
iterates were needed to get 8 decimal places accuracy?

b. Convergence can be sped up by iterating on a weighted average of x and
a/x2: g2(x) = (2x + a/x2)/3. Compute 3

√
10 by finding the fixed point of

g2 with x0 = 2. How many iterates were needed to get 8 decimal places
accuracy? How does this compare with convergence using g1?

c. Devise an effective algorithm for solving x4 = a (that is not just the orig-
inal Babylonian algorithm applied to the pair y2 = a, x2 = y). Use your
algorithm to find 4

√
120.

5.15. Use the Newton–Raphson method to find (to 6 decimal places) the three real
roots of f (x) = x3 −3x + 1. Sketch the graphs of y = x3 −3x and y = f (x) to
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get the approximate locations of the roots to serve as initial values x0 for the
three iterations.

5.16. Consider the linear map P : R2 → R2 given by

P :





s = 1

2 x−
√

3
2 y,

t =
√

3
2 x + 1

2 y.

a. The map P : (x,y) 7→ (s,t) is rotation by angle α; what is the value of α?
b. In the (s,t)-plane, sketch the images of the x- and y-axes. According to

your sketch, does rotation by α turn the positive s-axis to the image of the
positive x-axis?

c. Now let P pull back the variables s and t to provide a second coordinate
system in the (x,y)-plane. Describe how the new (s,t) coordinate grid is
related to the original (x,y) grid. In particular, describe the position of the
positive s-axis in relation to the positive x-axis.

d. If Rθ : (x,y) 7→ (s,t) is rotation by the angle θ , how does Rθ pull back the
(s,t) coordinate grid to the (x,y)-plane? In particular, describe where the
positive s-axis appears in this pullback.

5.17. This exercise uses the semi-log map sl (cf. page 161) and the fact that sl
transforms the exponential function y = Bakx into the linear function

Y = (k log10 a)x + log10 B.

a. Plot the US population census data for 1790–1900 on semi-log graph paper
and verify that the points lie approximately on a straight line L. Let the
horizontal coordinate x be years since 1790.

b. Estimate the slope and Y -intercept of the line L.
c. Use the estimates to obtain an exponential function y = B10kx that approx-

imates the US cenus values, where x denotes years since 1790.

5.18. Define the log–log map (cf. page 161) L : (x,y) → (X ,Y ) by

L :

{
X = log10 x,

Y = log10 y;
x,y > 0.

a. Show that the image of the graph of y = axp under the map L is a straight
line. Determine the equation of this line.

b. Using log–log paper in which the coordinates of the lower left hand
corner are (X ,Y ) = (0.1,0.1), plot the graphs of Y = (2/3)X + 4 and
Y = −2X + 1. Sketch the pullbacks of these graphs in the (x,y)-plane (us-
ing an ordinary uniform coordinate grid).
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5.19. This exercise concerns the quadratic map f of Example 3 (p. 161) and the
local coordinate change h that factors the window map ∆f (cf. p. 163). Write
h as ha to reflect the fact that this coordinate change depends on the point
a = (a,b) in the (u,v)-plane at which ∆f is constructed, and then write the
input (∆u,∆v) of ha more simply as p = (p,q).

a. Verify that f(u) = f(−u) for every u.
b. Verify that ha(000) = 000, ha(−a) = − 1

2 a, and ha(−2a) = 000.
c. Show that ha fails to be 1–1 on any neighborhood of −a by showing that

ha(−a(1 + ε)) = ha(−a(1− ε)) for any ε .
d. As noted in the text, ha is invertible on any sufficiently small square win-

dow W centered at p = 000. Give an upper bound on the length of the side
of W .

e. Show that ha is conformal everywhere inside W (part d) by showing the
derivative d(ha)p is a dilation–rotation matrix (or similarity transforma-
tion, p. 118) for each point p in W .

f. Show that the dilation factor of d(ha)p is

(a + p)2 +(b + q)2

a2 + b2 ,

and conclude that d(ha)−a is the zero linear map.
g. Determine the rotation angle θ of d(ha)p in terms of a and p, and deduce

that θ > 0 when p = (p,q) is above the line q = (b/a)p and θ < 0 below
it. Confirm this fact in the figure on page 164 that illustrates the action of
of h(

√
3/2,1/2).

5.20. Let W be the infinite strip −π/2≤ x ≤ π/2 in the (x,y)-plane; let s : W → R2

be the map

s :

{
u = sin x coshy,

v = cosx sinhy.

a. Determine the derivative ds(x,y). Determine the Jacobian J(x,y) and show
that J > 0 everywhere except at the two points (x,y) = (±π/2,0).

b. Show that the map s is conformal (cf. Exercise 5.19) everywhere except at
the two points (x,y) = (±π/2,0).

c. Show that the image of the horizontal line segment y = b is the upper half
of the ellipse ( u

coshb

)2
+
( v

sinhb

)2
= 1

if b > 0, and the lower half if b < 0. What happens if b = 0?
d. Show that the image of the vertical line x = a is the right branch of the

hyperbola ( u
sina

)2
−
( v

cosa

)2
= 1
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if 0 < a < π/2 and the left branch if −π/2 < a < 0. What happens if a = 0,
−π/2, or π/2?

e. Conclude that s is invertible on W \ (±π/2,0) (i.e., W with the two points
(±π/2,0) removed), and thus defines a coordinate change there.

f. The coordinate change s puts curvilinear (x,y) coordinates on the (u,v)-
plane. Sketch that coordinate grid in the square |u| ≤ 2, |v| ≤ 2. How does
this grid manifest the conformality of the map s?

g. Sketch the same curvilinear (x,y)-grid on the larger square where |u| ≤ 20,
|v| ≤ 20. On this square, the grid should look like the polar coordinate grid;
does it? Is conformality still evident?

5.21. Let U be the right half-plane u > 0, and let h : U → R2 be the map

h :

{
x = ue−v,

y = uev.

a. Show that the image h(U) is the first quadrant Q : x > 0,y > 0.
b. Find the inverse h−1 on Q to show that h is a coordinate change.
c. Determine the Jacobians ∂ (x,y)/∂ (u,v) and ∂ (u,v)/(∂ (x,y), and show

that they are reciprocals.
d. Sketch the curvilinear (u,v)-coordinate grid on Q, and the curvilinear

(x,y)-grid on U . Is the map h conformal?

5.22. Consider the map m : R
2 → R

2 defined by

m :

{
p = es cosh t,

q = es sinh t.

a. Determine the image M = m(R2) in the (p,q)-plane, and sketch the curvi-
linear (s,t)-coordinate grid there.

b. Determine the inverse m−1 on M to show that m is a coordinate change.
Sketch the curvilinear (p,q)-grid in the (s,t)-plane.

c. Determine the Jacobians ∂ (p,q)/∂ (s,t) and ∂ (s,t)/(∂ (p,q), and show
that they are reciprocals.

d. You should notice similarities between the maps h and m of the previous
exercise and this one. Show that the coordinate changes

u :

{
u = es,

v = t;
p :

{
p = (y + x)/2,

q = (y− x)/2;

convert h into m. That is, show m = p ◦ h ◦ u, and sketch all these maps
together.
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5.23. Let U be the upper half-plane y > 0 and let a : U → R2 : (x,y) → (θ ,ϕ) be
the map defined by the biangular coordinates (cf. Exercise 5.8):

a :

{
θ = arctany/(x−1),

ϕ = arctany/(x + 1).

a. Show that the image a(U) is the triangular region

θ

ϕ

π

ϕ = θ

T :
0 < θ < π ,
0 < ϕ < θ .

Conclude that a : U → T is a coordinate change.
b. Identify, within T , the images of the lines x = ±1. Also indicate the limit

of a(x,y) as y → 0 and (i) x < −1; (ii) −1 < x < 1; and (iii) 1 < x.
c. The curvilinear (x,y)-coordinate grid in T is shown in the margin. Identify

the grid lines x = const. and y = const., and indicate how x and y vary
through the grid. Indicate how the grid illustrates the limits you determined
in the previous part.

d. Referring to the curvilinear (x,y)-coordinate grid, indicate the geometric
action of a−1 on T . That is, indicate how a−1 “opens up” T to become the
upper half-plane. Does a−1 reverse orientation? How is the answer to this
question indicated in the geometric action?

e. Draw the (θ ,ϕ)-coordinate grid in the (x,y)-plane. (This is, in fact, easy
to do; do you see why?)

5.24. Let U be the upper half-plane y > 0 and let b : U → R2 : (x,y) → (r1,r2) be
the map defined by the two-center bipolar coordinates (cf. Exercise 5.9):

b :

{
r1 =

√
(x−1)2 + y2,

r2 =
√

(x + 1)2 + y2.

a. Show that r1 and r2 satisfy the inequalities

2 < r1 + r2, −2 < r2 − r1 < 2.

This defines a “half-infinite” strip S in the (r1,r2)-plane; b(U) = S.
b. Explain why the map b : U → S is a coordinate change. It follows that the

(image of the) Cartesian (x,y)-grid defines curvilinear coordinates in S.
Sketch this curvilinear grid. Are the curvilinear grid lines perpendicular?

c. Sketch, in U , the curvilinear coordinate grid defined by r1 and r2. (This is
easy to do.)

d. The map b is well defined on the x-axis. Sketch the image of the x-axis in
the (r1,r2)-plane; note in particular the images of the points (±1,0). How
is the image related to S?
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5.25. The following map σ : U4 → R4 : (r, t) → x defines the analogue of spherical
coordinates on R4:

σ :






x1 = r cos t1 cost2 cost3,

x2 = r sin t1 cost2 cost3,

x3 = r sin t2 cost3,

x4 = r sin t3;

U4 :

0 < r,
−π < t1 < π ,

−π/2 < t2 < π/2,
−π/2 < t3 < π/2.

a. Describe the image V 4 = σ(U4).
b. Obtain the derivative ds(r,t) and show that det(ds(r,t)) = r3 cost2 cos2 t3.

c. Deduce that σ is locally invertible everywhere in V 4.
d. Find a formula for the (global) inverse of σ on V 4.



Chapter 6

Implicit Functions

Abstract Given a relation between two variables expressed by an equation of the
form f (x,y) = k, we often want to “solve for y.” That is, for each given x in some
interval, we expect to find one and only one value y = ϕ(x) that satisfies the rela-
tion. The function ϕ is thus implicit in the relation; geometrically, the locus of the
equation f (x,y) = k is a curve in the (x,y)-plane that serves as the graph of the func-
tion y = ϕ(x). The problem of implicit functions—and the aim of this chapter—is
to determine the function ϕ from the relation f , or at least to determine that ϕ exists
when its exact form cannot be found. There are analogues of this problem in all di-
mensions; that is, x and y can be vectors, and the relation f (x,y) = k can expand into
a set of equations. However, we begin our analysis with a single equation, because
the various impediments to finding the implicit function already occur there.

6.1 A single equation

Perhaps the most familiar example of an implicitly defined function is provided by The circle as a graph
the equation f (x,y) = x2 +y2. The locus f (x,y) = k is a circle of radius

√
k if k > 0;

we can view it as the graph of two different functions,

y = ϕ±(x) = ±
√

k− x2.

But if k < 0, the locus is the empty set; there is no implicit function at all. This is
the first impediment: there may be no pairs (x,y) whatsoever that satisfy the relation
f (x,y) = k. We need to know, somehow, that the relation is nonempty; that is, there
is at least one point (a,b) for which f (a,b) = k, so ϕ(a) = b. Think of this point as
a kind of “seed” from which the function y = ϕ(x) can “grow.”

For example, when x2 + y2 = k > 0, we can take either (0,+
√

k) or (0,−
√

k) as “Growing ϕ from a
seed” on the locusa seed; then ϕ+ grows out of (0,

√
k), and ϕ− grows out of (0,−

√
k). This example

calls attention to the fact that we must expect the implicit function to be local, that is,
to be defined only on part of the locus f (x,y) = k. Different parts of the locus may
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therefore be graphs of different implicit functions. Any point of the form (a,b) =
(a,+

√
k−a2), with −

√
k < a <

√
k would serve equally well as a seed for ϕ+;

likewise, any point (a,−
√

k−a2) would serve for ϕ−.

x

y

(0, √k)

(0, −√k)

y = ϕ+(x)

y = ϕ−(x)

x2 + y2 = k

x

y

(√k, 0)

This leaves only the points (±
√

k,0). As the figure on the right shows, (
√

k,0)Points on the locus
that are not seeds cannot be a seed for a function of x, because the circle has no y-value at all when

x >
√

k and gives two y-values near y = 0 when x <
√

k and x is arbitrarily close
to

√
k. There is a similar problem for (−

√
k,0). (Of course, (

√
k,0) serves perfectly

well as a seed for a function x = ψ(y), but we concentrate on x as the independent
variable for the moment.) In a different way, there is no seed when k = 0. Certainly
there is a point on the locus—namely (a,b) = (0,0)—but nothing can grow out of
it, because the entire locus x2 + y2 = 0 is just this single point.

Although there is nothing wrong with having two different parts of the locus be

x

y

x2 − y2 = 0

the graph of two different implicit functions, we do require that only one implicit
function ϕ should be able to grow out of a given seed on that locus. This is a sig-
nificant restriction, and places yet another impediment in the way of obtaining ϕ .
We can illustrate the problem with the quadratic equation f (x,y) = y2 −x2 = 0. The
locus is a pair of lines that cross at the origin. Hence, we find that four different
implicit functions grow out of a seed at the origin:

ϕ1(x) = x, ϕ2(x) = −x, ϕ3(x) = |x|, ϕ4(x) = −|x|.

Nothing in either the locus or the seed indicates which of these we should choose;
therefore we have failed to determine the implicit function we seek.

The same problem appears in an even more exaggerated form when the locus isA “flat” function has
a 2-dimensional locus not a curve but is a full 2-dimensional region, such as the unit disk D : x2 + y2 ≤ 1.

This is what happens for the “flat” function that is defined by the formula

f (x,y) = the square of the distance from (x,y) to D

=

{
0 if x2 + y2 ≤ 1,

(
√

x2 + y2 −1)2 otherwise.

The graph of f is flat on D, so the locus f (x,y) = 0 is D itself; see below. The
points at zero distance from D are precisely the points of D. (Because f measures
the square of the distance to D, it is differentiable everywhere, including on the
boundary of D.) It is clear that the graph of any continuous function y = ϕ(x) that
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grows out of a seed (a,b) in the interior of D will lie in D, at least for x sufficiently
near a.

x

z

z = f (x, y)

x

y

D : f (x, y) = 0

(a, b)

y = ϕ(x)

Notice what is true about the tangent to the locus f (x,y) = k at a putative seed A conjecture
point (a,b) in each of our examples thus far. When there was no uniquely de-
fined ϕ(x), either there was no tangent (x2 + y2 = 0), there was more than one
tangent (both x2 − y2 = 0 and the function vanishing on the unit disk), or there
was a vertical tangent (x2 + y2 = k at (±

√
k,0)). We were successful only when the

locus had a single nonvertical tangent at the seed point. It seems reasonable, then,
to conjecture that this is a sufficient condition for the existence of a unique implicit
function of x.

Unfortunately, a single nonvertical tangent is not enough. Consider the locus

x

y

x2 − y4 = 0
y2 − x4 = (y− x2)(y + x2) = 0. It is the union of the two parabolas y = x2 and y =
−x2, and it has a single nonvertical tangent at every point, including the origin.
Nevertheless, there are still four different implicit functions that grow out of the seed
at the origin; the figure shows one of them. (Of course, every other point (a,±a2),
a 6= 0, on the locus is the seed for a unique implicit function.)

To revise the conjecture, let us make use of the fact that an implicit function Linearizing the locus
is a local object. Then we can search for it with basic tools of local analysis, in
particular, with Taylor’s theorem. Thus, if we suppose that f (x,y) has continuous
second derivatives in a neighborhood of (a,b), its first-order Taylor expansion is

f (x,y) = f (a,b)+ fx(a,b)∆x + fy(a,b)∆y + O(2)

in a window centered at (a,b); ∆x = x− a and ∆y = y− b are the usual window
coordinates. Because f (a,b) = k, the equation of the locus f (x,y) = k reduces to

fx(a,b)∆x + fy(a,b)∆y + O(2) = 0

in the window. That is, the terms after f (a,b) in the Taylor expansion must sum to
zero. Within the window, this is the equation of the locus. If we delete the higher-
order term O(2), the remaining equation is called the linearization of the locus at
(a,b):

fx(a,b)∆x + fy(a,b)∆y = 0.

This is a linear equation; if at least one coefficient fx(a,b), fy(a,b) is nonzero, it is
the equation of a straight line, the tangent line to the locus at (a,b). Furthermore, if
fy(a,b) 6= 0, we can solve the linearized equation for ∆y,
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∆y = − fx(a,b)

fy(a,b)
∆x,

implying that the tangent has finite slope m = − fx(a,b)/ fy(a,b).

x

y

(a, b)

(a, b)

f (x, y) = c

locus in window:
fx(a, b) ∆x + fy(a, b) ∆y + O(2) = 0

linearization:
fx(a, b) ∆x + fy(a, b) ∆y = 0 y = ϕ(x)

In the figure above, the locus f (x,y) = k has been linearized at two differentThe nature of
the linearization points (a,b), with fundamentally different results. At the lower right, the lineariza-

tion has finite slope and implicitly defines the linear function ∆y = m∆x. In particu-
lar, fy(a,b) 6= 0. Furthermore, it is evident that the locus itself determines a unique
implicit function y = ϕ(x) when x is near a and ϕ(a) = b. We can even see that ϕ is
differentiable at x = a and

ϕ ′(a) = m = − fx(a,b)

fy(a,b)
= − fx(a,ϕ(a))

fy(a,ϕ(a))
.

Now compare this to what happens at the second point, in the upper left. The
linearization there is the vertical line ∆x = 0. This means that fy(a,b) = 0, and the
linearization is not the graph of any implicit (linear) function of the form ∆y = m∆x.
Likewise, no implicit function of x can grow out of the seed point (a,b) on the
original locus.

According to our evidence, the condition fy(a,b) 6= 0 guarantees that the lin-The linearization
determines the
implicit function

earized locus determines a unique implicit function of x, and that is enough to ensure
that the original locus does too. The evidence also suggests that we can connect the
derivative of ϕ (where it exists) to the partial derivatives of f , extending the formula
for ϕ ′(a) we found above. Just differentiate the identity k = f (x,ϕ(x)) using the
chain rule to get

0 =
d
dx

f (x,ϕ(x)) = fx(x,ϕ(x))+ fy(x,ϕ(x))ϕ ′(x).

Because fy is continuous by hypothesis, the condition fy(a,b) 6= 0 implies fy(x,y) 6=
0 for all (x,y) sufficiently close to (a,b). This allows us to solve for ϕ ′(x):
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ϕ ′(x) = − fx(x,ϕ(x))
fy(x,ϕ(x))

.

Theorem 6.1 (Implicit function theorem). If f (x,y) has continuous first deriva-
tives in a neighborhood of the point (a,b), and f (a,b) = k, fy(a,b) 6= 0, then there
is a unique function y = ϕ(x) defined and continuously differentiable on an open
interval I containing a for which

• f (x,ϕ(x)) = k for all x in I.

• ϕ(a) = b.

• ϕ ′(x) = − fx(x,ϕ(x))
fy(x,ϕ(x))

for all x in I.

Before we prove the implicit function theorem, let us take a closer look at the No seed at
a critical pointcondition fy(a,b) 6= 0. It expresses our informal conjecture that the locus f (x,y) = k

should have a single nonvertical tangent at the seed point (a,b), but it is both more
precise and more restrictive. For example, although the locus f (x,y) = y2 − x4 = 0
(p. 187) appeared to have a single horizontal tangent at the origin, we find fx(0,0) =
fy(0,0) = 0, so the linearized locus is not a horizontal line; it is not a line at all. We
call the origin a critical point of f .

Definition 6.1 We say (a,b) is a critical point of the differentible function f (x,y)
if fx(a,b) = fy(a,b) = 0. If either partial derivative is nonzero, we say (a,b) is a
regular point of f .

The implicit function theorem rules out any critical point of f as a seed. Indeed,
in most of the problematic examples that led to our original conjecture, we were
attempting to make a critical point be a seed.

So suppose (a,b) is a regular point of the function z = f (x,y). Either fy(a,b) 6= 0 Near a regular point,
the locus is a curveand the locus f (x,y) = f (a,b) is the graph of a differentiable function of x near (a,b)

(by the implicit function theorem), or else fx(a,b) 6= 0 and, switching the roles of x
and y, we see the locus is the graph of a differentiable function of y. In either case,
the locus is the graph of some differentiable function and is thus a differentiable
curve near (a,b).

Definition 6.2 If (a,b) is a regular point of the continuously differentiable function
f (x,y), and f (a,b) = k, then we say (a,b) is a regular point of the curve f (x,y) = k.
If all points on the locus are regular, we say the curve itself is regular.

The locus f (x,y) = k is one of the level sets, or contours, of f . At a regular point
of a contour, at least one of the partial derivatives of f is different from zero. By con-
tinuity, that derivative remains nonzero at all sufficiently nearby points. Therefore,
near the given regular point, all contours are regular. The following theorem says
even more: it says that a suitably chosen coordinate change will “straighten out”
those contours. This implies that there is essentially only one way to arrange the
contours near a regular point. It also leads to a quick proof of the implicit function
theorem.
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Theorem 6.2. Suppose (a,b) is a regular point of a function z = f (x,y) that has
continuous first derivatives. Then there is a coordinate change (u,v) = h(x,y) de-
fined on a window centered at (a,b) that transforms the level curves of f into the
coordinate lines v = constant.

Proof. At least one of fx(a,b), fy(a,b) is nonzero; suppose fy(a,b) 6= 0. Define h
by the formulas

h :

{
u = x,

v = f (x,y).

(If fy(a,b) = 0, then fx(a,b) 6= 0; set u = y instead; see Exercise 6.10.) Because f
has continuous first derivatives, so does h. Moreover,

dh(x,y) =

(
1 0

fx(x,y) fy(x,y)

)
,

so detdh(a,b) = fy(a,b) 6= 0, implying that dh(a,b) is invertible. By the inverse func-
tion theorem (Theorem 5.2, p. 169), h has a continuously differentiable inverse de-
fined on a neighborhood of h(a,b) = (a, f (a,b)) = (a,k). Thus h is a valid co-
ordinate change near (a,b). Because v = f (x,y), h transforms each level curve
f (x,y) = λ into the coordinate line v = λ . ⊓⊔

x

y

a

b

levels of  f

h

u

v

a

k

Thus, near a regular point, the level curves of a real-valued function are part ofStraightening
level curves with a
nonlinear shear

a curvilinear coordinate system; near that point, those curves are always roughly
parallel and evenly spaced. We can see this in the figure above, which shows a
coordinate change that straightens the levels of f (x,y) = y2 − 4x2(2x− 1) near the
point (a,b) = (0.18,0.417); k = 0.35. (Note: The origin is not at the intersection of
the coordinate axes in either figure.) The coordinate change h is a nonlinear shear. It
maps each vertical line to itself; this is the geometric meaning of the equation u = x
in the definition of h. Each vertical line just slides up or down, stretched by different
amounts at different points. At the point (α,β ) on x = α , the vertical stretch factor
is fy(α,β ). For example, at points in the lower half of the figure above, we can see
that the stretch factor is less than 1 (though still positive), because h shrinks vertical
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distances there. You can analyze another example, with a simpler function f (x,y),
in Exercise 6.8.

We take up now the proof of the implicit function theorem, Theorem 6.1. Let us Proof of the implicit
function theoremwrite the inverse of h in terms of components:

h−1 :

{
x = u,

y = g(u,v).

The first component is just the first component of h itself. The second component,
g, is a continuously differentiable function of u and v. The inverse relation between
h−1 and h implies

(x,y) = h−1(h(x,y)) = h−1(x, f (x,y)) = (x,g(x, f (x,y)),

and, in particular, y = g(x, f (x,y)). Therefore, if v = f (x,y) = k, then y = g(x,k).
This is the implicit function we seek: ϕ(x) = g(x,k). ⊓⊔

x

y

a

b

y = g(u, v)
u = x
v = k

h−1

u

v

a

v = k

The idea behind the proof of Theorem 6.1 is that it becomes easy to find the Making coordinate
choicesimplicit function if we use the right coordinate system. We choose coordinates

(x,y) 7→ (u,v) in which the level curves of f (x,y) become coordinate lines v = λ .
Then the implicit function defined by f (x,y) = k is just the constant function v = k
in the new coordinates, and the inverse coordinate change (u,v) 7→ (x,y) converts
this line v = k into the graph of a (generally nonlinear) function y = ϕ(x).

Underlying the proof is a basic principle we have used several times: coordinates Geometry underlies
analysisare just labels for points, and we should choose labels that make the geometry most

intelligible. In this setting there are two fundamental objects, both geometric: the
first is the plane P and its constituent points p; the second is a real-valued map
F : P → R : p 7→ F (p) defined on P . To describe that map, we introduce analytic
tools: coordinates (x,y) to label the points, and the appropriate expression f (x,y) to
represent F :
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analytic level: R2 f−→ R

↑ ‖
geometric level: P

F−→ R

(x,y)
f−→ z

↑ ‖
p

F−→ z

In practice, we start at the analytic level. Conceptually, though, it helps to let the ge-
ometry come first; the analysis is then overlaid as a language with which to describe
it. For example, equations such as f (x,y) = k are a way to describe level curves of
the more fundamental geometric map p 7→ F (p).

We can take the language analogy further. Just as the world of objects and ideasCoordinates as
languages is described by a variety of human languages, the geometry of points and maps

can be described by a variety of coordinate systems and analytic expressions. Two
human languages are connected by a pair of translation dictionaries; the geomet-
ric analogue is a coordinate change. The following diagram shows how the two
coordinate systems we used to analyze the level curves of F are related by the
coordinate change h. In the diagram, “v” stands for a coordinate function as well
as a coordinate; as a function, it assigns to the ordered pair (u,v) the number v.

P

R2 R2

R

-h

J
J
J

J
J
Ĵ

f
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v
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(x,y) (u,v)

k
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J
J

J
J
J
Ĵ

f
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v

?

F
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���*

Before we resume our work on the implicit function theorem, let us pause toThe geometric view
recall a couple of places where the geometric view has already come to the fore.
One was in the study of 2×2 matrices. We viewed them as certain maps of the plane
that are characterized geometrically (Theorem 2.6, p. 40) by their eigenvalues and
eigenvectors. Like f and v in the diagram above, different matrices can represent the
same geometric map. We defined two matrices to be equivalent if a linear coordinate
change would convert one into the other, and we saw that equivalent matrices had
the same geometric action. Another place where we ended up with a geometric view
was with the inverse function theorem. According to Corollary 5.4 (p. 176), which
was suggested by our work in the example on pages 161–165, a nonlinear map
f : Un → Rn looks like its linear approximation dfa near any point a where the linear
approximation is invertible.

So geometry helps us simplify, and it does so by “lumping together” things (suchGeometry simplifies
as equivalent matrices) that we would otherwise treat as distinct. In the diagram
above, the coordinate change h that converts f into v allows us to “lump together”
those two functions, and therefore to say that f is essentially a coordinate function.
The simplification is this: near a regular point, any real-valued function is essentially
just a coordinate function. From this observation we then get, first, the structure of
the level curves, and second, the implicit function theorem.
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The move from two variables to three is straightforward. The meaning of a regu- Regular points with
three variableslar point of a function or of a locus carries over in a natural way, as does the geomet-

ric viewpoint generally. The following theorem and corollary are the main results.
Their proofs follow the proofs of the two-variable versions (see the exercises), and
also follow from the n-variable versions, below.

Theorem 6.3. Suppose (a,b,c) is a regular point of a function s = f (x,y,z) that has
continuous first derivatives. Then there is a coordinate change (u,v,w) = h(x,y,z)
defined on a window centered at (a,b,c) that transforms the level sets of f into the
coordinate planes w = constant. ⊓⊔

Corollary 6.4 (Implicit function theorem) Suppose the function s = f (x,y,z) has
continuous first derivatives in some open neighborhood of a point (a,b,c), and
f (a,b,c) = k. If fz(a,b,c) 6= 0, then there is a unique function z = ϕ(x,y) defined
on an open neighborhood N of (a,b) for which

• f (x,y,ϕ(x,y)) = k for all (x,y) in N.

• ϕ(a,b) = c.

• ϕ has continuous first derivatives on N, and

ϕx(x,y) = − fx(x,y,ϕ(x,y))
fz(x,y,ϕ(x,y))

, ϕy(x,y) = − fy(x,y,ϕ(x,y))
fz(x,y,ϕ(x,y))

. ⊓⊔

As stated, the corollary connects the condition that the partial derivative of f Different implications
of the corollarywith respect to z is nonzero to the conclusion that z depends on x and y near (a,b,c).

However, if instead it is the partial derivative with respect to either y or x that is
nonzero, we get the same conclusion mutatis mutandis (“the necessary changes be-
ing made”). Corollary 6.4 thus stands for three different statements; for example, if
fy(a,b,c) 6= 0, then y = ψ(x,z) for some ψ and

ψx(x,z) = − fx(x,ψ(x,z),z)
fy(x,ψ(x,z),z)

, ψz(x,z) = − fz(x,ψ(x,z),z)
fy(x,ψ(x,z),z)

.

x 2(x − 1) + y 2 + z 2 = 0.2

x 2(x − 1) + y 2 + z 2 = −0.1

x 2(x − 1) + y 2 + z 2 = 0

Even though the theorem and corollary above settle our questions about a func- An example
tion of three variables, it is still valuable to look at an individual level set and its



194 6 Implicit Functions

linearization at a point, as we did above with a function of two variables. We see
above, left, the zero level of

f (x,y,z) = x2(x−1)+ y2 + z2;

on the right, we get some idea how the zero level is nested within the collection of
nearby level sets. (Parts of some levels have been “peeled away” to help see inside.)

We expect the locus f (x,y,z) = k to be 2-dimensional, although it may fail to
be a proper surface at one or more of its points. That is, a point may fail to be a
regular point of the locus. This is what happens to f (x,y,z) = 0 at the origin, where
it has the shape of the vertex of a cone: no coordinate change can convert the vertex
into a simple plane. (In this example, however, every nearby level set contains only
regular points of f , at which Theorem 6.3 applies.) In general, a locus f (x,y,z) = k
can exhibit all the irregularities that f (x,y) = k did, and many more besides (see
Exercise 6.13).

By considering the linearization of s = f (x,y,z), we can see once again whatLinearization and
the tangent plane prompts the partial derivative condition that leads us to an implicit function. We

begin by assuming, as before, that f has continuous partial derivatives. Then the
first-order Taylor expansion of f at a seed point (i.e., f (a,b,c) = k) is

f (x,y,z) = f (a,b,c)+ fx(a,b,c)∆x + fy(a,b,c)∆y + fz(a,b,c)∆z+ O(2)

in a window centered at (a,b,c). We take

fx(a,b,c)∆x + fy(a,b,c)∆y + fz(a,b,c)∆z+ O(2) = 0

to be the equation of the locus f (x,y,z) = k in that window, and

fx(a,b,c)∆x + fy(a,b,c)∆y + fz(a,b,c)∆z = 0

to be the linearization of that locus. If (a,b,c) is a regular point of f , then at least
one of the coefficients is nonzero, and the equation describes a plane. Because the
difference between the locus and its linearization at (a,b,c) vanishes at least to
second order in (∆x,∆y,∆z), the plane is tangent to the original locus at (a,b,c).

(a, b, c)

locus:
f (x, y, z) = k

tangent plane:
fx(a, b, c) ∆x + fy(a, b, c) ∆y + fz(a, b, c) ∆z = 0

More particularly, if fz(a,b,c) 6= 0, then the linearization implicitly defines the linear
function

∆z = − fx(a,b,c)
fz(a,b,c)

∆x− fy(a,b,c)
fz(a,b,c)

∆y,
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and this is another version of the equation of the tangent plane at (a,b,c). The anal-
ogy with the two-variable case means that the implicit function z = ϕ(x,y) has this
equation as its linear approximation near (x,y) = (a,b), and

ϕx(a,b) = − fx(a,b,c)
fz(a,b,c)

, ϕy(a,b) = − fy(a,b,c)
fz(a,b,c)

.

Finally, let us suppose the number of variables x1,x2, . . . ,xn is arbitrary, with Regular points
with n variablesa single relation f (x1, . . . ,xn) = k holding between them. Then we expect one

of the variables, say xn, to depend on the others, implying there is a function
xn = ϕ(x1, . . . ,xn−1). The graph of ϕ is an (n−1)-dimensional hypersurface in Rn.
Nearby level sets f (x1, . . . ,xn) = λ , for λ near k, should be nested hypersurfaces
that together fill a portion of Rn. These expectations are borne out at a regular
point of f (x), that is, at a point (a1, . . . ,an) where at least one partial derivative
∂ f/∂xi(a1, . . . ,an) is nonzero.

Theorem 6.5. Suppose the function f : Xn → R : x 7→ f (x) has continuous first
derivatives on Xn, and x = a is a regular point of s = f (x). Then there is a coordi-
nate change u = h(x) defined on a window W n centered at x = a that transforms the
level sets of f into the coordinate hyperplanes un = constant.

Proof. Because a is a regular point of f , at least one of the partial derivatives fi(a)
is nonzero. (We define fi to be the partial derivative of f with respect to the i-
th variable, xi.) By permuting the variables xi, if necessary, we may suppose that
fn(a) 6= 0. Define h : Xn → Rn : x 7→ u by

h :






u1 = x1,

...

un−1 = xn−1,

un = f (x1, . . . ,xn).

Then h is continuously differentiable on Xn because f is, and

dhx =




1 · · · 0 0
...

. . .
...

...
0 · · · 1 0

f1(x) · · · fn−1(x) fn(x)


 .

Therefore detdha = fn(a) 6= 0, and the inverse function theorem implies h is invert-
ible on some neighborhood W n of a. The coordinate change h transforms the level
set f (x) = λ into the coordinate hyperplane un = λ . ⊓⊔
Corollary 6.6 (Implicit function theorem) Suppose the function s = f (x1, . . . ,xn)
has continuous first derivatives on some neighborhood of a point (a1, . . . ,an),
and f (a1, . . . ,an) = k. If fn(a1, . . . ,an) 6= 0, then there is a unique function xn =
ϕ(x1, . . . ,xn−1) defined on an open neighborhood Nn−1 of (a1, . . . ,an−1) for which
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• f (x1, . . . ,xn−1,ϕ(x1, . . . ,xn−1)) = k for all (x1, . . . ,xn−1) in Nn−1.

• ϕ(a1, . . . ,an−1) = an.

• ϕ has continuous first derivatives on Nn−1, and for i = 1, . . . ,n−1,

ϕi(x1, . . . ,xn−1) = − fi(x1, . . . ,xn−1,ϕ(x1, . . . ,xn−1))

fn(x1, . . . ,xn−1,ϕ(x1, . . . ,xn−1))
.

Proof. Let h be the coordinate change in Theorem 6.5; because it is the identity
on the first n− 1 coordinates, it is a nonlinear shear that maps each vertical line
(x1, . . . ,xn−1) = (c1, . . . ,cn−1) to itself. Its inverse must do the same, and thus has
the form

h−1 :






x1 = u1,

...

xn−1 = un−1,

xn = g(u1, . . . ,un).

Here g is a real-valued function with continuous derivatives on a neighborhood Pn

x1
xn−1

xn
Wn

a

(a1, …, an−1)

f (x) = k

N n−1

h h−1

u1
un−1

un

Pn

Pn−1

(a1, …, an−1)

un = k

of the image point h(a). Let Pn−1 be the intersection of Pn and the horizontal plane
un = k. Because h and h−1 preserve vertical lines, it is convenient to put the target
space (u1, . . . ,un) directly below the source. Also, for visual clarity, Pn is shown as
the sheared image of a box W n centered at a.

Because h−1 ◦h is the identity, we can write

(x1, . . . ,xn−1,xn) = h−1(h(x1, . . . ,xn−1,xn))

= h−1(u1, . . . ,un−1, f (x1, . . . ,xn−1,xn)).

Now assume that the point (u1, . . . ,un−1, f (x1, . . . ,xn−1,xn)) is in Pn−1. In particular,
this means f (x1, . . . ,xn) = k, and we can write

(x1, . . . ,xn−1,xn) = h−1(u1, . . . ,un−1,k)

= (x1, . . . ,xn−1,g(x1, . . . ,xn−1,k)).

The figure makes it clear that Nn−1 (which we must still define) and Pn−1 are in the
same vertical column. Thus we make Nn−1 the projection of Pn−1 to the coordinate
plane xn = 0; that is, (x1, . . . ,xn−1) is in Nn−1 if and only if (x1, . . . ,xn−1,k) is in
Pn−1. Finally, if we set ϕ(x1, . . . ,xn−1) = g(x1, . . . ,xn−1,k) when (x1, . . . ,xn−1) is in
Nn−1, then

f (x1, . . . ,xn) = k ⇐⇒ xn = ϕ(x1, . . . ,xn−1)

and ϕ(a1, . . . ,an−1) = g(a1, . . . ,an−1,k) = an. The expressions for the partial deriva-
tives of ϕ follow from the chain rule applied to

k = f (x1, . . . ,xn−1,ϕ(x1, . . . ,xn−1));

we find 0 = fi + fn ·ϕi, from which it follows that ϕi = − fi/ fn. ⊓⊔
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As it is written, the implicit function theorem assumes that fn(a) 6= 0 at the seed “Symmetrizing” the
implicit function

theorem
point a. But suppose fn(a) = 0; the theorem still holds, mutatis mutandis, if some
other partial derivative is nonzero there. For example, if f j(a) 6= 0, then we can solve
for x j in terms of the other variables to get a function

x j = ψ(x1, . . . , x̂ j, . . . ,xn).

Here the circumflex is used to indicate that the variable x j is missing from the list.
The theorem implies ψ(a1, . . . , â j, . . . ,an) = a j, and

ψi(x1, . . . , x̂ j, . . . ,xn) = − fi(x1, . . . ,ψ(x1, . . . , x̂ j, . . . ,xn), . . . ,xn)

f j(x1, . . . ,ψ(x1, . . . , x̂ j, . . . ,xn), . . . ,xn)

for every i = 1, . . . , ĵ, . . . ,n.

Suppose z = f (x) has continuous second partial derivatives at a, allowing us to Near a regular point a,
f looks like d fawrite the first-order Taylor expansion of f (in terms of window coordinates) at a:

∆z = f (a + ∆x)− f (a) = f1(a)∆x1 + · · ·+ fn(a)∆xn + O(2)

= dfa(∆x)+ O(2).

If a is a regular point of f , then it follows from Theorem 6.5 that there are new curvi-
linear coordinates in which the higher-order terms O(2) disappear: f is transformed
into precisely its linear approximation dfa near a. The details are in the following
corollary, which incidentally is stronger than Taylor’s theorem because it requires
only continuous first partial derivatives for f .

Corollary 6.7 Suppose x = a is a regular point of the continuously differentiable
function z = f (x). Then there is a coordinate change ∆v = g(∆x) in a window cen-
tered at a for which

∆z = f (a + g−1(∆v))− f(a) = dfa(∆v) = f1(a)∆v1 + · · ·+ fn(a)∆vn.

Proof. Express the coordinate change h that is provided by Theorem 6.5 in window
coordinates ∆x centered at a and ∆u centered at (a1, . . . ,an−1, f (a)) (so that ∆u =
h(∆x) and h(0) = 0):

h :






∆u1 = ∆x1,

...

∆un−1 = ∆xn−1,

∆un = f (a + ∆x)− f (a);

dh0 =




1 · · · 0 0
...

. . .
...

...
0 · · · 1 0

f1(a) · · · fn−1(a) fn(a)


 .

In terms of these coordinates, f is already transformed into the simple linear func-
tion ∆z = ∆un. That is,

∆z = f (a + h−1(∆u))− f (a) = ∆un.
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Now consider the linear map ∆u = dh0(∆v), whose nth component function is

∆un = f1(a)∆v1 + · · ·+ fn(a)∆vn.

Thus, if we set g = dh−1
0 ◦h (so that g−1 = h−1 ◦ dh0), then g is a valid change of

window coordinates in a window centered at a, and we get

∆z = f (a + g−1(∆v))− f (a)

= f (a + h−1(∆u))− f (a)

= f1(a)∆v1 + · · ·+ fn(a)∆vn. ⊓⊔

Although there is a certain “fitness” to showing that a function can be trans-Near a regular point,
f becomes a
coordinate function

formed exactly into its derivative at a regular point, it is useful to know that it can
also be transformed into a simple coordinate function. In other words, there is a
curvilinear coordinate system in which one of the coordinates is just the value of f
there. This result, stated in the next corollary, has already been demonstrated in the
last proof.

Corollary 6.8 Suppose x = a is a regular point of the continuously differentiable
function z = f (x). Then there is a coordinate change ∆u = h(∆x) in a window
centered at a for which

∆z = f (a + h−1(∆u))− f(a) = ∆un. ⊓⊔

6.2 A pair of equations

We now suppose that two separate conditions have been imposed on our variables:

f (x1, . . . ,xn) = k, g(x1, . . . ,xn) = l.

Because we expect these conditions will allow us to solve for two of the variables
in terms of the remaining ones, it is natural to assume that n > 2, that is, that there
are more variables than conditions. However, if we set aside the matter of implicit
functions for the moment, and just consider the geometric implications of the two
conditions, there is no reason to exclude n = 1 or 2. We take up this possibility in
the last section (cf. pp. 214ff.). To begin, however, we assume n = 3; this is the most
complicated case that we can visualize fully.

Thus, we are dealing with two conditions f (x,y,z) = k and g(x,y,z) = l on threeIn general, the locus
is a space curve variables. We expect the locus f = k to be a 2-dimensional surface S f in R

3, and
g = l to be another such surface, S g. Of course, either of these could fail to look like
an ordinary surface at one or more points; for the moment, though, let us assume
they are completely regular. The locus determined by two conditions together is the
intersection S f ∩ S g. We expect the intersection of two surfaces to be a curve in
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space, but it may not be, even when the surfaces themselves are regular; see the
counterexamples below.

x

z
Sf

Sg

Sf ∩ Sg

For simplicity, let us assume the intersection locus is, indeed, an ordinary space Solving for two
of the variablescurve. We should then be able to describe it parametrically:

S f ∩Sg : (x(t),y(t),z(t)), t1 ≤ t ≤ t2.

However, we should not be introducing a new variable t. In the spirit of implicit
functions, we should, instead, try to express two of x, y, z in terms of the remaining
one, and involve no new variable at all. To recover these implicit functions from
the parametrization, let us suppose that x = x(t) is invertible, perhaps for t in some
smaller interval. If t = τ(x) is the inverse (on x1 ≤ x ≤ x2), then

(x(t),y(t),z(t)) = (x,y(τ(x)),z(τ(x))) = (x,ϕ(x),ψ(x)).

If S f ∩S g has more than one point with a given x-value (as in the figure above), we
cannot parametrize all of it by x. Restricting the values of x as necessary, we can
solve for y and z in terms of x:

f (x,y,z) = k,

g(x,y,z) = l,
⇐⇒

y = ϕ(x),

z = ψ(x),
x1 ≤ x ≤ x2.

Although we can expect x(t) to be invertible on only a part of the locus S f ∩S g, on
a different part we may find that y(t) is invertible. On that subset we can solve for x
and z in terms of y; on a subset where z(t) is invertible, we can solve for x and y in
terms of z. To summarize: two conditions on three variables implicitly define two of
the variables in terms of the third.

Before we discuss precise conditions that allow us to determine those implicit Faulty intersections
functions, let us see how two ordinary surfaces can fail to intersect in a curve. Thus,
we suppose (a,b,c) is a regular point on each of surfaces,

S f : f (a,b,c) = k, S g : g(a,b,c) = l.

This means each locus has a well-defined tangent plane at (a,b,c); moreover (Theo-
rem 6.3, p. 193), each locus can be locally transformed into a flat plane by a suitable
coordinate change. For these reasons we can regard the locus as a regular surface
near (a,b,c).
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In each of the following three examples, (a,b,c) is the origin. Moreover, each
surface is the graph of a continuously differentiable function, so every point is reg-
ular. The first example is

Sf

Sg

Sf ∩ Sg

S f : x2 + y2 − z = 0, S g : −x2 − y2 − z = 0.

The surfaces are parabolic bowls that meet only at the origin; S f ∩S g is a point, not
a curve. The second example is

Sf Sg

Sf ∩ Sg

S f : x2 + y2 − z = 0, Sg : z = 0.

This time the intersection is a pair of crossed lines, so, once again, it is not a curve.
For the third example, let S f be the graph of the “flat” function defined on page 186,

Sf

Sg

Sf ∩ Sg

and let Sg again be the horizontal plane z = 0. The intersection is the whole unit disk
in the (x,y)-plane.

The problem with each example is that, even though the two surfaces meet atTransversality and
general position the origin, they do not cut cleanly across each other at that point. We say that the

surfaces fail to be transverse there. Surfaces whose intersections are all transverse
are also said to be in general position with respect to each other. We prove that
the intersection of two regular surfaces in general position is a regular curve. To
do this, we need to make our informal definition of transversality precise. The key
is to note that whenever two surfaces are transverse in the informal sense, so are
their tangent planes. But it is much easier to check transversality for the planes than
for the surfaces: two planes passing through the same point are either different or
identical.

Definition 6.3 We say that two surfaces in R3 are transverse at a regular point of
intersection if they have different tangent planes at that point.

For surfaces that are given as the loci of equations, the following theorem gives us
a simple and convenient analytic criterion for transversality.

Theorem 6.9. Suppose a = (a,b,c) lies on both surfaces S f : f (x,y,z) = k and Sg :
g(x,y,z) = l, and is a regular point of both f and g. Then S f and S g are transverse
at a if and only if the matrix

M =

(
fx(a) fy(a) fz(a)
gx(a) gy(a) gz(a)

)

has rank 2.

Proof. The equations of the tangent planes of S f and Sg at a are, respectively,

fx(a)∆x + fy(a)∆y + fz(a)∆z = 0,

gx(a)∆x + gy(a)∆y + gz(a)∆z = 0.

Because a is a regular point of both functions, each of these equations has at least
one nonzero coefficient, and thus determines a well-defined plane. The two planes
are different if and only if their coefficent vectors
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( fx(a), fy(a), fz(a)) and (gx(a),gy(a),gz(a))

are not scalar multiples of each other, and this is true if and only if the matrix M has
rank 2. ⊓⊔

We now return to the question of implicit functions. As in the past, the answer is a Straightening
the surfacesconsequence of a coordinate change that makes the loci straight. Thus, instead of just

S f : f (x,y,z) = k, we look at the whole family of nearby surfaces f (x,y,z) = κ , for
κ ≈ k. These are nested surfaces that fill a region containing the seed point (a,b,c).
Likewise, we look at the family of surfaces g(x,y,z) = λ (λ ≈ l) that are nested
around S g; they too fill a region around the seed point. If S f and S g are transverse
at (a,b,c), then (as we prove in a moment), all surfaces in the first family are in
general position with respect to all those in the second. After they are straightened
by the coordinate change, members of the two families look like the spacers in a
case of wine bottles; they intersect in parallel straight lines.

x

z

g = λ

f = κ

u

w

v = κ

w = λ

h

f

f ° h−1

s

t

κ

λ

The figure above suggests we should consolidate the functions f and g into a The map defined by
f and gmap f : X3 → R2,

f :

{
s = f (x,y,z),

t = g(x,y,z).

Then the surface S f is the pullback of the (vertical) coordinate line s = k by f:

f−1(k,t) = {(x,y,z) : f (x,y,z) = k}.

The other surfaces in the same family are the pullbacks f−1(κ ,t) of the other vertical
coordinate lines. The pullbacks f−1(s,λ ) of the horizontal coordinate lines are the
second family of surfaces, that is, the ones nested with S g. The intersection curve
S f ∩S g is the pullback of the single point (k, l) in the (s,t)-plane. (The terms locus
and pullback are roughly equivalent. The first is older and commonly used with
real-valued functions; the second is used more generally with maps to an arbitrary
target.)
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The map f also gives us a convenient way to indicate when S f and S g are trans-
verse at the seed point a = (a,b,c), because the matrix M of the previous theorem
is the derivative of f at a. Here is the theorem that “straightens” the surfaces f = κ
and g = λ simultaneously.

Theorem 6.10. Let f : X3 →R
2 be continuously differentiable in a neighborhood X3

of a point a = (a,b,c), let f(a,b,c) = (k, l), and assume the derivative dfa : R3 →
R2 has maximal rank. Then, on a smaller neighborhood N3 of (a,b,c), there is a
coordinate change h : N3 →R3 that maps each pullback f−1(κ ,λ ) to the coordinate
line v = κ , w = λ in h(N3).

Proof. The 2× 3 matrix dfa has rank 2; therefore it has two linearly independent
columns. By permuting the variables x, y, z, if necessary, we may assume the second
and third columns are linearly independent. Thus,

D(x) = det
(

fy(x) fz(x)
gy(x) gz(x)

)
6= 0

when x = a. Because f is continuously differentiable, D(x) is a continuous function
of x and therefore remains nonzero in some neighbborhoodY 3 of a. Define h : Y 3 →
R3 by

h :






u = x,

v = f (x,y,z),

w = g(x,y,z).

Then h is continuously differentiable, and

dhx =




1 0 0

fx(x) fy(x) fz(x)
gx(x) gy(x) gz(x)



 .

By construction, detdhx = D(x) 6= 0 for all x in Y 3. According to the inverse func-
tion theorem, h (on a possibly small neighborhood N3) has a continuously differen-
tiable inverse h−1. By the definition of f,

f (x,y,z) = κ ⇐⇒ v = κ ,

g(x,y,z) = λ ⇐⇒ w = λ ,

whenever (x,y,z) is in N3. ⊓⊔
Note that the proof goes beyond what the theorem states: it shows that the co-Extensions of

the theorem ordinate change transforms the individual surfaces f (x,y,z) = κ into the coordinate
planes v = κ , and the surfaces g(x,y,z) = λ into the coordinate planes w = λ of a
second family. Moreover, because the two families of coordinate planes are obvi-
ously in general position with respect to each other, the same must be true of the
original curved families.
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The figure also makes it clear that the map

f◦h−1 : (u,v,w) → (s,t)

is just projection along the first component. That is, each coordinate line (u,v,w) =
(u,κ ,λ ) parallel to the u-axis projects to the single point (κ ,λ ). Putting it another
way: the pullback (by f ◦h−1) of any point in the (s,t)-plane is the line parallel to
the u-axis that projects to that point.

Corollary 6.11 (Implicit function theorem) Let f (x,y,z) and g(x,y,z) have con-
tinuous first derivatives in some neighborhood of a point a = (a,b,c), and let
f (a,b,c) = k, g(a,b,c) = l. If the determinant

∣∣∣∣
fy(a) fz(a)
gy(a) gz(a)

∣∣∣∣

is nonzero, then there are unique functions y = ϕ(x), z = ψ(x) defined on an open
interval I containing x = a for which

• f (x,ϕ(x),ψ(x)) = k and g(x,ϕ(x),ψ(x)) = l for all x in I.

• ϕ(a) = b, ψ(a) = c.

• ϕ and ψ are continuously differentiable on I, and

ϕ ′(x) = −

∣∣∣∣
fx(x,ϕ(x),ψ(x)) fz(x,ϕ(x),ψ(x))
gx(x,ϕ(x),ψ(x)) gz(x,ϕ(x),ψ(x))

∣∣∣∣
∣∣∣∣
fy(x,ϕ(x),ψ(x)) fz(x,ϕ(x),ψ(x))
gy(x,ϕ(x),ψ(x)) gz(x,ϕ(x),ψ(x))

∣∣∣∣
,

ψ ′(x) = −

∣∣∣∣
fy(x,ϕ(x),ψ(x)) fx(x,ϕ(x),ψ(x))
gy(x,ϕ(x),ψ(x)) gx(x,ϕ(x),ψ(x))

∣∣∣∣
∣∣∣∣
fy(x,ϕ(x),ψ(x)) fz(x,ϕ(x),ψ(x))
gy(x,ϕ(x),ψ(x)) gz(x,ϕ(x),ψ(x))

∣∣∣∣
.

Proof. Let h be the coordinate change in Theorem 6.10. Because h is the identity
on the first coordinate, the same must be true of its inverse:

h−1 :






x = u,

y = p(u,v,w),

z = q(u,v,w).

Because h−1 ◦h is the identity where it is defined,

(x,y,z) = h−1 ◦h(x,y,z)

= h−1(x, f (x,y,z),g(x,y,z))

= (x, p(x, f (x,y,z),g(x,y,z)),q(x, f (x,y,z),g(x,y,z))),
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implying

y = p(x, f (x,y,z),g(x,y,z)), z = q(x, f (x,y,z),g(x,y,z)).

These equations reduce to

y = p(x,k, l), z = q(x,k, l),

when f (x,y,z) = k and g(x,y,z) = l, that is, when (x,y,z) lies in S f ∩ S g. Let
p(x,k, l) = ϕ(x) and q(x,k, l) = ψ(x); as components of the coordinate change h−1,
these functions are continuously differentiable in an open neighborhood of x = a.
By construction,

k = f (x,y,z) = f (x,ϕ(x),ψ(x)),

l = g(x,y,z) = g(x,ϕ(x),ψ(x)),

verifying the first condition on ϕ and ψ .
Because h(a,b,c) = (a,k, l), it follows that h−1(a,k, l) = (a,b,c). In terms of

components,

(a,b,c) = h−1(a,k, l) = (a, p(a,k, l),q(a,k, l)) = (a,ϕ(a),ψ(a)),

so b = ϕ(a) and c = ψ(a), thus verifying the second condition.
We obtain the derivatives of ϕ and ψ by applying the chain rule to the equations

k = f (x,ϕ(x),ψ(x)), l = g(x,ϕ(x),ψ(x)).

Suppressing the arguments of the functions for clarity, we find

0 =
dk
dx

=
d
dx

f (x,ϕ(x),ψ(x)) = fx + fy ·ϕ ′ + fz ·ψ ′,

0 =
dl
dx

=
d
dx

g(x,ϕ(x),ψ(x)) = gx + gy ·ϕ ′ + gz ·ψ ′.

If we write these equations in the matrix form
(

fy fz

gy gz

)(
ϕ ′

ψ ′

)
=

(
− fx

−gx

)
,

we can solve them using Cramer’s rule to get

ϕ ′ =

∣∣∣∣
− fx fz

−gx gz

∣∣∣∣
∣∣∣∣

fy fz

gy gz

∣∣∣∣
= −

∣∣∣∣
fx fz

gx gz

∣∣∣∣
∣∣∣∣
fy fz

gy gz

∣∣∣∣
, ψ ′ =

∣∣∣∣
fy − fx

gy −gx

∣∣∣∣
∣∣∣∣
fy fz

gy gz

∣∣∣∣
= −

∣∣∣∣
fy fx

gy gx

∣∣∣∣
∣∣∣∣
fy fz

gy gz

∣∣∣∣
. ⊓⊔
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We can also express the hypothesis and conclusion of the implicit function theo- Jacobians
rem in terms of Jacobians (cf. p. 137). The hypothesis is

∂ ( f ,g)

∂ (y,z)

∣∣∣∣
x=a

6= 0,

and the implicit functions y = ϕ(x), z = ψ(x) have derivatives given by

dy
dx

= − ∂ ( f ,g)

∂ (x,z)

/
∂ ( f ,g)

∂ (y,z)
,

dz
dx

= − ∂ ( f ,g)

∂ (y,x)

/
∂ ( f ,g)

∂ (y,z)

Expressed this way, the derivatives are strikingly similar in form to the derivative
of the function y = ϕ(x) that is implicitly defined by the single equation f (x,y) = k
(Theorem 6.1, p. 189):

dy
dx

= − ∂ f
∂x

/
∂ f
∂y

.

Let us return to the question we have already addressed several times before When does f
“look like” dfa?(Chapters 4.2, 4.3, 5.2, 5.3, especially pp. 119–121, 128–128, 163–165, 175–176):

to what extent—and in what way—does a map look like its linear approximation
near a given point? Theorem 6.10 deals with a map f : U3 → R2. Under that as-
sumption that dfa has maximal rank (namely 2), it shows that a suitable coordinate
change will make f look like the linear projection Π : R

1+2 → R
2 : (x,y,z) 7→ (y,z).

But according to Theorem 2.19 (p. 50), a coordinate change will likewise make dfa

into the same projection Π . Coordinate changes thus make f look like dfa near a.
Maximal rank is essential. To see this, consider the map f : R3 → R2 : (x,y,z) → Maximal rank

is essential(s,t):

f :

{
s = x,

t = (y− z)3.

We have

dfx =

(
1 0 0
0 3(y− z)2 −3(y− z)2

)
,

so the rank of dfx is only 1, not 2, at all points in the plane z = y (thus including the
origin). Near the origin, f is geometrically different from df0; see Exercise 6.16.

6.3 The general case

In the general case, p equations constrain the values of k+ p variables. We expect to
find that p of the variables are implicitly determined by the remaining k. Under what
conditions can we guarantee that happens, and which variables will be functions of
which? Here is the same question, in geometric terms: given a map from (an open
set in) Rk+p to Rp, what does the pullback of a point look like? As we have already
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seen in the low-dimension cases, an answer to the first will follow readily from an
answer to the second.

Because the source of the map is split into two factors, with k real variables inPartial derivatives
one and p in the other, it is useful to split the derivative of the map into the two
parts—its “partial” derivatives—that act separately on these two factors. To define
them, we assume f : Xk+p → Rn : (x,y) → z is differentiable and x = (x1, . . . ,xk),
y = (y1, . . . ,yp). If

f :






z1 = f1(x1, . . . ,xk,y1, . . . ,yp),
...

zn = fn(x1, . . . ,xk,y1, . . . ,yp),

then the derivative of f is given by the n× (k + p) matrix

df(x,y) =




f11 · · · f1k f1,k+1 · · · f1,k+p
...

. . .
...

...
. . .

...
fn1 · · · fnk fn,k+1 · · · fn,k+p


 ,

where

fi j =






∂ fi

∂x j
(x,y) if j = 1, . . . ,k,

∂ fi

∂yq
(x,y) if j = k + q and q = 1, . . . , p,

and i = 1, . . . ,n.

Definition 6.4 The partial derivatives of f : Xk+p →Rn are the linear maps ∂1f(x,y) =

∂xf(x,y) : Rk → Rn and ∂2f(x,y) = ∂yf(x,y) : Rp → Rn given by the matrices

∂1f(x,y) =




f11 · · · f1k
...

. . .
...

fn1 · · · fnk


 , ∂2f(x,y) =




f1,k+1 · · · f1,k+p
...

. . .
...

fn,k+1 · · · fn,k+p


 .

If the derivative of f is continuous, then so are its partial derivatives. The notationNotation: ∂1 = ∂x

“∂1” signifies the partial derivative with respect to the first factor, and the alternate
notation “∂x” signifies the partial derivative with respect to the x factor. As we have
done for functions of two real variables (e.g., as with f1(x,y) = fx(x,y)), we use
these notations interchangeably.

Theorem 6.12. Suppose the map f : Xk+p → Rp is continuously differentiable, and
the derivative df(a,b) : Rk+p → Rp has maximal rank p. Then there is a coordinate
change h : (x,y) → (u,v) defined in a neighborhood Nk+p of (a,b) that transforms
f into the projection ΠΠΠ : (u,v) 7→ v; that is, f◦h−1 = ΠΠΠ .

Proof. We know p columns of dfa are linearly independent. By permuting the vari-
ables, if necessary, we may assume that the final p columns are, so the partial deriva-
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tive ∂yf(a,b) : Rp → Rp is invertible. Now use the component functions of f to define

h :






u1 = x1,
...

uk = xk,

v1 = f1(x1, . . . ,xk,y1, . . . ,yp),
...

vp = fp(x1, . . . ,xk,y1, . . . ,yp);

schematically, h :

{
u = x,

v = f(x,y).

Then h is continuously differentiable on Xk+p (because f is), and

dh(x,y) =

(
I O

∂xf(x,y) ∂yf(x,y)

)
, detdh(x,y) = det∂yf(x,y),

implying that detdh(a,b) 6= 0. By the inverse function theorem (Theorem 5.2, p. 169),
h is invertible on some smaller neighborhood Nk+p of (a,b).

To show that f◦h−1 = ΠΠΠ , first write h−1 schematically as

h−1 :

{
x = u,

y = g(u,v),

for a suitable map g : h(Nk+p) → Rp. By the definition of an inverse,

(u,v) = h◦h−1(u,v) = h(u,g(u,v)) = (u, f(u,g(u,v)))

implying
v = f(u,g(u,v)) = f(h−1(u,v)),

as desired. More simply, we know f◦h−1(u,v) = v because f is the second compo-
nent of h, and h◦h−1(u,v) = (u,v). ⊓⊔
Corollary 6.13 (Implicit function theorem) Suppose f : Xk+p → Rp : (x,y) → z
is continuously differentable and f(a,b) = k. If the partial derivative map ∂yf(a,b) :
Rp → Rp is invertible, then there is a unique map y = ϕϕϕ(x) defined on a neighbor-
hood Nk of x = a in Rk for which

• f(x,ϕϕϕ(x)) = k for all x in Nk.

• ϕϕϕ(a) = b.

• ϕϕϕ is continuously differentiable on Nk, and

dϕϕϕx = −
(
∂yf(x,ϕϕϕ(x))

)−1 ◦ ∂xf(x,ϕϕϕ(x)) : R
k → R

p.

Proof. Let h be the coordinate change defined on the neighborhood Nk+p of (a,b)
in Rk+p, as provided by Theorem 6.12; let h−1 be its inverse. We wrote
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h−1(u,v) = (u,g(u,v))

for a suitably defined continuously differentiable map g on Pk+p = h(Nk+p), and
we saw that

v = f(u,g(u,v))

for every (u,v) in Pk+p. In particular, k = f(u,g(u,k)).

Nk

x

y
(x, ϕϕ(x))

f(x, y) = k

k

p

h h−1

u

k
(u, k)

Pk+p

Nk
k

p

Now define Nk by the condition

u is in Nk ⇐⇒ (u,k) is in Pk+p,

and set ϕϕϕ(x) = g(x,k). Then ϕϕϕ is defined on all of Nk, and the equation k =
f(u,g(u,k)) translates into

f(x,ϕϕϕ(x)) = k for every x in Nk.

This verifies the first condition. Also, because h(a,b) = (a, f(a,b)) = (a,k),

(a,b) = h−1(a,k) = (a,g(a,k)) = (a,ϕϕϕ(a)),

it follows that ϕϕϕ(a) = b, verifying the second condition.
The third condition follows from the chain rule applied to the equation k =

f(x,ϕϕϕ(x)). To carry out the differentiation, it will be helpful to define the map
ΦΦΦ : Nk → Rk+p : x 7→ (x,ϕϕϕ(x)). Then k = f◦ΦΦΦ(x), so

O
p×k

= dfΦΦΦ(x)

p×(k+p)

◦ dΦΦΦx

(k+p)×k

=
(
∂xf(x,ϕϕϕ(x)) ∂yf(x,ϕϕϕ(x))

)( I
dϕϕϕx

)

= ∂xf(x,ϕϕϕ(x))

p×k

◦ I
k×k

+ ∂yf(x,ϕϕϕ(x))
p×p

◦dϕϕϕx
p×k

.

Using the invertibility of ∂yf(x,ϕϕϕ(x)), we can solve for dϕϕϕx to get

dϕϕϕx = −
(
∂yf(x,ϕϕϕ(x))

)−1∂xf(x,ϕϕϕ(x)),

verifying the third condition. ⊓⊔
This final version of the implicit function theorem echoes the first one (Theo-Summary

rem 6.1, p. 189). In broad outline, it tells us that the locus f(x,y) = k is the graph
of a map y = ϕϕϕ(x) for which dϕϕϕx = (∂yf(x,ϕϕϕ(x)))

−1 ◦ ∂xf(x,ϕϕϕ(x)), assuming only that
∂yf(x,y) is invertible at a seed point (x,y) = (a,b), where f(a,b) = k. The key to the
proof is that f is equivalent to a projection near (a,b); in turn, this follows (Theo-
rem 2.19) from the fact that df(a,b) is onto.

A map whose derivative is onto is called a submersion. Ultimately, the proof ofSubmersions
the implicit function theorem can be traced back to the simple fact that f is a sub-
mersion. Submersions have useful behavior with important consequences (beyond
the implicit function theorem) that we now pause to explore.
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Definition 6.5 A continuously differentiable map f : Xn → Rp is a submersion at c
if dfc : Rn → Rp is onto.

Theorem 6.14. A map f : Xn → Rp is a submersion at c if and only if there is a
coordinate change h : Nn →Rn defined on a neighborhood Nn of c for which f◦h−1

is a projection.

Proof. Notice that the “only if” part of the theorem is just a restatement of Theo-
rem 6.12. To prove the converse (the “if” part), let f◦h−1 = ΠΠΠ , a projection. Then

dfx = dΠΠΠ h(x) ◦ dhx = ΠΠΠ ◦dhx,

so f is continuously differentiable on Nn and dfx is onto for every x in Nn because
ΠΠΠ and dhx are both onto. ⊓⊔

Thus, submersions are precisely the maps that are locally equivalent to projec- f “looks like” df
tions. Moreover, because f ◦ h−1 = ΠΠΠ = dfx ◦ dh−1

x , the local coordinate change
h−1 ◦ dhx transforms f into its linear approximation dfx. This is the generalization
of Corollary 6.7, page 197. The next result is a generalization of Corollary 6.8. The
result following that is a consequence of the fact that a submersion is equivalent to
a local projection.

Corollary 6.15 If f : Xn → Rp is a submersion at c, then there are curvilinear co-
ordinates defined near c in which p of the n coordinate functions are the component
functions of f.

Proof. This follows immediately from the definition of the coordinate change h in
the proof of Theorem 6.12. ⊓⊔

Corollary 6.16 If f : Xn → Rp is a submersion at c, then f maps Xn onto a neigh-
borhood of f(c). ⊓⊔

Submersions give us a valuable way to describe and deal with curved surfaces. Embedded
surface patchesTo see how this happens, consider first the locus S f : f(x,y) = k defined by the

submersion f. In general, S f is a curved subset of Rk+p, but of a special kind.
For suppose c = (a,b) is a seed point of f; that is, f(a,b) = k. Then the proof of
the implicit function theorem provides a coordinate change h : (x,y) → (u,v) that
“straightens” S f locally and makes it a flat k-dimensional plane near c. In effect,
(u1, . . . ,uk,v1, . . . ,vp) provides new curvilinear coordinates in (x,y)-space in which
equations of the form v1 = κ1, . . . ,vp = κp specify S f and the variables (u1, . . . ,uk)
provide a system of curvilinear coordinates on S f itself. The k coordinates u1, . . . ,
uk, imply S f is k-dimensional. We now use this characterization of S f as the basis
of the definition of an embedded surface patch.

Definition 6.6 A set S in Rn is an embedded surface patch of dimension kkk at the
point c if there are coordinates (u1, . . . ,uk,v1, . . . ,vn−k) in a window W n centered at
c so that S is given by the conditions v1 = κ1, . . . , vn−k = κn−k there. The variables
u = (u1, . . . ,uk) provide coordinates on S in W n.
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u1

uk

v1…vp

v1 = κ1...
vp = κp

c
S f

We may abbreviate this term to surface patch, embedding or just patch. We canSurface patches of
dimension 0 or n extend the definition to allow k = 0 and k = n. An embedded surface patch of di-

mension 0 at c is just the point c itself; it is specified by a full set of n equalities
v1 = κ1, . . . , vn = κn. An embedded surface patch of dimension n at c is just an open
set containing c. It is specified by an empty set of equalities.

Theorem 6.17. Suppose f : Xn →Rp is a submersion at a point c in Xn and f(c) = k.
Then the pullback f−1(k) is an embedded surface patch of dimension n− p at the
point c. ⊓⊔

This is just Theorem 6.12 restated using surface patches. The following theorem isSurface patches
and pullbacks its converse; the two taken together imply surface patches are precisely the pullbacks

of points by submersions.

Theorem 6.18. Suppose S is an embedded surface patch of dimension k at a point
c in Rn. Then there is a submersion g : Xn → Rn−k at c for which S = g−1(g(c)).

Proof. By hypothesis, there is a window Xn centered at c and a coordinate change
h : Xn → Rk+(n−k) : x → (u,v) in terms of which S is given by the equations v1 =
v1(c), . . . , vn−k = vn−k(c), where the constants v j(c) are the v-coordinates of the
point c. Let us write the components of h as

h :






u1 = h1(x1, . . . ,xn),

...

uk = hk(x1, . . . ,xn),

v1 = g1(x1, . . . ,xn),

...

vn−k = gn−k(x1, . . . ,xn),

and let g : Xn → Rn−k be defined by

g :






v1 = g1(x1, . . . ,xn),

...

vn−k = gn−k(x1, . . . ,xn).
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Then g is continuously differentiable because h is. Moreover, for every x in W n, the
matrix dgx has maximal rank n− k because it makes up the last n− k rows of the
invertible matrix dhx. In particular, dgc is onto, and

S = g−1(v1(c), . . . ,vn−k(c)) = g−1(g(c)). ⊓⊔

Although the point g(c) has dimension 0, its pullback g−1(g(c)) has dimension k. Dimension and
codimensionThe pullback does not preserve dimension. However, the difference in the dimen-

sions of the point and its containing space, namely n− k, is the same as the differ-
ence in the dimensions of the pullback and its containing space. This suggests that,
in discussing pullbacks, we focus on this difference, called the codimension. We
have already done this for vector spaces and pullbacks of onto linear maps. Accord-
ing to Definition 2.7 (p. 51), the codimension of a vector subspace W in a vector
space V is

codimW = dimV −dimW.

By Corollary 2.21, page 51, any onto linear map L : R
n →Rp preserves codimension

under pullback; that is, if W is a subspace of codimension m in the target Rp, then
the subspace L−1(W ) has the same codimension m in the source Rn.

Definition 6.7 We say an embedded surface patch S of dimension k in Rn has codi-
mension mmm === nnn−−−kkk.

Note that the codimension of a surface patch is the number of equations (including
m = 0 for an open set) that define the patch in Definition 6.6. Furthermore, the
codimension of the surface patch in Theorem 6.18 equals the dimension of the target
of the map g that defines the patch.

Theorem 6.19. Suppose f : Xn → Rp is a submersion at c, and S is an embedded Submersions
preserve embeddings

under pullback
surface patch of codimension m at the point k = f(c) in R

p. Then f−1(S) is an
embedded surface patch of codimension m at c in Xn.

c f

x1

xn f−1 (S): codim m

k g

S = g−1(g(k)): codim m

y1

yp

g (k): codim m

u1… um

Proof. According to Theorem 6.18, there is a submersion g : W p → Rm at k for
which S = g−1(g(k)). Because

f−1(S ) = f−1(g−1(g(k)) =
(
g ◦ f

)−1
(g(k)) =

(
g◦ f

)−1(
(g ◦ f)(c)

)
,
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it is sufficient to show that g ◦ f : Xn → Rm is a submersion at c. But by the chain
rule,

d
(
g◦ f

)
c = dgk ◦dfc,

and the composite is onto because the individual maps are. ⊓⊔
Submersions handle pullbacks properly; however, they do not behave well withImmersions and

injections push-forwards. That is, if S is a surface patch at c, and f is a submersion at c, the
image f(S ) is not, in general, a surface patch; see the exercises. We have faced this
dilemma already with linear maps in Chapter 2.3, and we resolved it there (Corol-
lary 2.28, p. 56) by switching from onto to 1–1 linear maps. To handle push-forwards
properly, we use an immersion, that is, a map whose derivative is 1–1.

Definition 6.8 A continuously differentiable map f : Xn → Rp is an immersion at c
if dfc : Rn → Rp is 1–1 (implying n ≤ p).

Recall (Theorem 2.27, p. 56) that every 1–1 linear map can be transformed in a
simple form, called an injection J : Rn → Rn+q, that is analogous to a projection Π :
Rp+k → Rp. The analogy is easily seen by looking at their matrix representatives:

J =

(
In×n

Oq×n

)
, Π =

(
Op×k Ip×p

)
.

Theorem 6.20. A map f : Xn → Rn+q is an immersion at c if and only if there is a
coordinate change h : Nn+q → R

n+q defined on a neighborhood Nn+q of f(c) for
which f = h◦ f is an injection.

Proof. To prove the “only if” part, we assume f is an immersion at c. Hence the (n+
q)× n-matrix dfc : Rn → Rn+q is 1–1 and consequently has n linearly independent
rows. By rearranging the rows (and the corresponding target variables), if necessary,
we assume that the first n rows are linearly independent. Write the target variables
as (y,z), where y = (y1, . . . ,yn), z = (z1, . . . ,zq), and write f in terms of (vector)
components as

f :

{
y = f1(x),

z = f2(x).

In particular, f1 : Xn → Rn is continuously differentiable and the condition on dfc

makes d(f1)c : Rn → Rn invertible. By the inverse function theorem (Theorem 5.2,
p. 169) f1 is invertible on some neighborhood Nn

1 of f1(c) in R
n. Let Nn+q = Nn

1 ×R
q,

and define h : Nn+q → Rn+q : (y,z) → (y,z) by the vector components

h :

{
y = f−1

1 (y),

z = −f2(f−1
1 (y))+ z.

Because its components are continuously differentiable on Nn+q, h is a valid coor-
dinate change, and it transforms f into
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f(x) = h◦ f(x) = h(f1(x), f2(x))

= (f−1
1 (f1(x)),−f2(f

−1
1 (f1(x)))+ f2(x))

= (x,−f2(x)+ f2(x))

= (x,0).

This is an injection.
To prove the converse (the “if” part), assume J = h◦ f is an injection. Rearrange

the variables, if necessary, so that J(x) = (x,0) in Rn+q. Then

f(x) = h−1(x,0),

implying that f is continuously differentiable wherever it is defined. We must show
it is defined on some open neighborhood of c.

Because h(Nn+q) is an open set containing h(f(c)) (by the inverse function theo-
rem), it contains an open “rectangle” Xn×Y q centered at h(f(c)) = (c,0). Therefore,
for any x in Xn, h−1(x,0) = f(x) is defined. Finally,

dfx = dh−1
J(x) ◦dJx = dh−1

(x,0) ◦ J

so dfx is 1–1 because injections and invertible maps are 1–1. ⊓⊔
Thus, immersions are precisely the maps that are locally equivalent to injections. f “looks like” df

Moreover, because h ◦ f = J = dhf(x) ◦ dfx, we see that coordinate changes locally
transform f into its linear approximation, so f “looks like” df. The following corol-
lary is an immediate consequence of the fact that an immersion is a local injection.

Corollary 6.21 If f : Xn → Rn+q is an immersion at c, then f is 1–1 on a neighbor-
hood of c. ⊓⊔

The next theorem, which says that the image of a surface patch under an immer-
sion is still a surface patch of the same dimension, has a more complicated proof
than its analogue for submersions because surface patches are naturally determined
by submersions (under pullbacks).

Theorem 6.22. Suppose f : Xn → Rn+q is an immersion at c, and S is an embedded Immersions
preserve embeddings

under push-forward
surface patch of dimension k at c in Xn. Then the image f(S) is an embedded surface
patch of the same dimension k at f(c) in Rn+q.

Proof. By the definition of an embedded surface patch (Definition 6.6), there is a
coordinate change g : Xn →Rn : x(n) → (y(k),z(n−k)) that “straightens” S near c. Let
us suppose that g(S) is given by equations z1 = κ1, . . . , zn−k = κn−k (i.e., z = κκκ) in
the new coordinates. To prove that f(S ) is an embedded surface patch of dimension
k at f(c), it is sufficient to find new coordinates (u(k),v(n−k),w(q)) in a neighborhood
Nn+q of f(c) in which f(S ) is specified by the n− k + q equations v = κκκ , w = 0.
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y(k)

z(n−k)

z = κ

u(k)

v(n−k)

w(q)

v = κ, w = 0

w = 0

g

f h

g × I

c f(c)
X n

N n+q

S

f(S)

h(f(S)) = (S, 0)

n

q

q

n

n

The figure shows how to build the new coordinates. First, use the hypothesis that
f is an immersion at c to get (from Theorem 6.20) a coordinate change h : Nn+q →
R

n×R
q : r(n+q) → (s(n), t(q)) on a neighboorhood Nn+q of f(c) that transforms f into

an injection to the first n coordinates:

(s, t) = (h◦ f)(x) = (x,0); (h◦ f)(S) = (S ,0).

Next, use the coordinate change g already introduced to define

g× I : R
n ×R

q → R
k ×R

n−k ×R
q : (s, t) → (u(k),v(n−k),w(q))

on a neighborhood of (c,0) in Rp. Then the composite coordinate change (g× I)◦h
“straightens” f(S ) near f(c): f(S ) is given by the n− k + q equations v = κκκ , w = 0.

⊓⊔

Corollary 6.23 If f : Xn → R
n+q is an immersion at a point c, then f(Xn) is an

embedded surface patch of dimension n at the point f(c) in Rn+q.

Proof. Because Xn is an open set in Rn, we can view it as a surface patch of dimen-
sion n (i.e., of codimension 0) at c in Rn. It follows from the theorem that its image
f(Xn) is a surface patch of dimension n at f(c) in Rn+q. ⊓⊔

vWe can think of the previous corollary as the basis for our study of curvesParametrized curves
and surfaces (in Chapter 1.2) and surfaces in space (Chapter 4.3). To see the connection, let f :

Xn → Rp be an arbitrary continuously differentiable map (i.e., not necessarily an
immersion); it is given by p component functions of n real variables:

f :






v1 = f1(x1, . . . ,xn),
...

vp = fp(x1, . . . ,xn).
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If n = 1 then f defines the parametrization of a curve in Rp. Our earlier definition
(Definition 1.2, p. 7) is more restrictive: f must be smooth (i.e., have continuous
derivatives of all orders) and dft = f′(t) must have a nonzero derivative at each inte-
rior point t. Smoothness is mainly just a technical convenience, but the requirement
that dft 6= 0 means f must be an immersion at each interior point. Consequently, a
curve as given by Definition 1.2 is actually embedded at each point: there are curvi-
linear coordinates (x1, . . . ,xp) in Rp in which the curve is specified by the conditions
x2 = · · ·xn = 0, and x1 serves as a parameter along the curve.

If n = 2 and p = 3, then f parametrizes an ordinary surface in space. Such a map
is an immersion at a point c only if the derivative dfc has rank 2, its maximal rank.
In the examples in Chapter 4.3, f was indeed an immersion at most points, so the
image surface was embedded there. That is, (by Corollary 6.23) we could introduce
coordinates (p,q,r) in a neighborhood of such a point so that the surface was given
locally by the equation r = 0 and (p,q) could serve as coordinates on the surface
near the point.

The notable example of a nonimmersion is the crosscap. The crosscap map

f :






x = u,

y = uv,

z = −v2,

dfu =




1 0
v u
0 −2v





fails to be an immersion at the origin (cf. pp. 127–128).

Exercises

6.1. a. Determine the location of the three saddle points and one relative maxi-
mum of f (x,y) = (3y2 − x2)(x−1).

b. Plot together the graphs of z = f (x,y) and z = 0 on the square for which
−0.3 ≤ x ≤ 1.3, −0.8 ≤ y ≤ 0.8. Determine the locus f (x,y) = 0 from
the intersection of the two graphs, and note the location of the four critical
points of f in relation to this intersection.

6.2. Solve the equation exy = 1 for y near the point (2,0). What is dy/dx at that
point? Sketch the locus exy = 1.

6.3. Solve the equation exy = e for y near the point (2,1/2). What is dy/dx at that
point? Sketch the locus exy = e.

6.4. Solve the equation y2 − 2ycosx − sin2 x = 0 for y, and determine dy/dx.
Sketch the locus y2 −2ycosx− sin2 x = 0.

6.5. Solve the equation y2 − 2ycosx + sin2 x = 0 for y; for which values of x is y
undefined (as a function of x)? Determine dy/dx; where is dy/dx = ∞? Sketch
the locus y2 −2ycosx + sin2 x = 0.
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6.6. a. Solve the equation x2 +3xy+4y2 = 14 for x in terms of y. Determine dx/dy
when y = 1.

b. Sketch the locus f (x,y) = x2 + 3xy + 4y2 = 14.
c. Determine the implicit function y = ϕ(x) for which f (x,ϕ(x)) = 14 and

ϕ(2) = 1. Determine ϕ ′(2) and relate it to the value of dx/dy that you
found in part (a).

6.7. Determine the linearization of the locus f (x,y) = 0 at the given point (a,b).
Indicate whether the linearization is the tangent line to the locus at that point.

a. f (x,y) = y2 + x2(x + 1); (a,b) = (−1,0).
b. f (x,y) = y2 + x2(x + 1); (a,b) = (0,0).
c. f (x,y) = (3y2 − x2)(x−1); (a,b) = (1,0).
d. f (x,y) = (3y2 − x2)(x−1); (a,b) = (1,1/

√
3).

e. f (x,y) = (3y2 − x2)(x−1); (a,b) = (0,0).
f. f (x,y) = x3 + y3; (a,b) = (0,0).
g. f (x,y) = x3 + y3; (a,b) = (1,−1).

6.8. a. Sketch representative level curves of f (x,y) = xy2 in the window W for
which 1 ≤ x ≤ 2, 1 ≤ y ≤ 2. Verify that every point of W is a regular point
of f .

b. Obtain the map h : W →R2 that straightens the level curves of f , using the
construction in the proof of Theorem 6.2. Then, using a suitable parame-
trization of a level curve, verify that it does indeed have a horizontal image
under h.

c. Show that the image of W is the set

1 ≤ u ≤ 2, u ≤ v ≤ 4u.

Sketch level curves of f that meet either the top or the bottom of W , and
then sketch their images under h. Where do those images meet the bound-
ary of h(W )?

d. Obtain the formula for the inverse of h on h(W ).

6.9. a. Sketch representative level curves of f (x,y) = x2 + y2 in window W for
which 1 ≤ x ≤ 2, 1 ≤ y ≤ 2. Verify that every point of W is a regular point
of f .

b. Obtain the map h : W →R2 that straightens the level curves of f , using the
construction in the proof of Theorem 6.2. Then, using a suitable parame-
trization of a level curve, verify that it does indeed have a horizontal image
under h.

c. Show that the image of W is the set

0 ≤ u ≤ 2, u2 + 1 ≤ v ≤ u2 + 4,
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and sketch the image, including imges of the level curves of f .

6.10. a. Let f (x,y) = x2 +y2 and let Z be the window 0≤ x ≤ 2, −1≤ y ≤ 1. Verify
that every point of Z except the origin is a regular point of f . Sketch the
level curves of f in Z. Note that fy = 0 at the center of Z.

b. Show that the map h : Z → R2,

h :

{
u = y,

v = f (x,y),

is a valid coordinate change near (1,0); that is, show h is continuously
differentiable with a continuously differentiable inverse in a neighborhood
of (1,0).

c. Show that h “straightens out” the level curves of f . Describe the salient
geometric features of the action of h; in particular, indicate what happens
to a horizontal line in Z.

6.11. Consider the function

f (u,v,w) =
1 + w
1−w

1−u
1 + u

1− v
1 + v

,

for −1 < u,v,w < 1. Think of u, v, and w as speeds expressed as fractions of
the speed of light. Note that f (0,0,0) = 1. This exercise studies the implicit
function w = ϕ(u,v) defined near (u,v)= (0,0) by the equation f (u,v,w) = 1.

a. Use f to compute the partial derivatives ∂ϕ/∂u and ∂ϕ/∂v, and deduce
that ϕ(u,v) = u + v + O(2).

b. Show that
w = ϕ(u,v) =

u + v
1 + uv

= u⊕ v.

This defines a binary operation called the law of addition of velocities in spe-
cial relativity. That is, if observer A is moving away from observer B with
velocity u (as a fraction of the speed of light), and B is moving away from C
along the same straight line with velocity v, then A will be moving away from
C with velocity w = u⊕ v. According to part (a), if u and v are small, then
u⊕ v ≈ u + v, but not otherwise.

c. Show that u⊕ v is defined for all |u| < 1 and |v| < 1, and that |u⊕ v|< 1.
d. Show that limu→1 u⊕v = 1, allowing us to extend ϕ so that 1⊕v = 1 (and,

by symmetry, u⊕1 = 1).

Thus, if A now represents a photon (a light particle), it moves away from
B and from C at the same speed, even though B is moving in relation to C.
Special relativity is built on the premise that the speed of light is an invariant
for all observers moving uniformly in relation to each other.
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6.12. Prove Theorem 6.3 and Corollary 6.4. (Suggestion: Adapt the proofs of their
2-dimensional analogues.)

6.13. Show that any set of points in the (x,y)-plane that can occur as the zero-
locus of a function of x and y can occur as the zero-locus of a suitably chosen
function of x, y, and z in the (x,y,0)-plane. (Suggestion: consider f (x,y,z) =
[g(x,y)]2 + z2.)

6.14. Sketch the intersection of the surfaces S f : x2 + y3 − z = 0, S g : z = 0. Is
the intersection the graph of a continuously differentiable function y = ϕ(x)
within the plane z = 0? Explain. Address the same question using a function
of the form x = ψ(y).

6.15. Show that the surfaces defined by (x + y)3 − z = 0 and z = 0 intersect in a
straight line. Verify that the surfaces are not transverse at any intersection
point.

6.16. Let f : R3 → R2 be defined by (s,t) = f(x,y,z) = (x,(y− z)3).

a. Determine the image of df0 and show thereby that it is 1-dimensional.
b. Show that f maps any window centered at x = (0,0,0) onto a small win-

dow centered at s = (0,0). In particular, show that, for any a, b near 0,
the equation f(x,y,z) = (a,b) has a one-parameter family (i.e., a curve) of
solutions. Determine that curve.

c. Conclude that f does not “look like” df0 near the origin.

6.17. In (x,y,z)-space, x2 + y2 = r2 is a cylinder of radius r > 0 whose axis is the
z-axis, and x2 + z2 = 1 is a cylinder of radius 1 whose axis is the y-axis.

a. Sketch the intersection of the two cylinders when r2 = 3/4. Now let r be
arbitrary, assuming only that r < 1. Find implicit functions y = ϕ(x) and
z = ψ(x) determined by the equations x2 + y2 = r2 and x2 + z2 = 1. Do
this for each of the four seed points (0,±r,±1). What are the domains of
definition of ϕ and ψ?

b. Sketch the intersection of the two cylinders when r2 = 4. Now let r be
arbitrary, assuming only that r > 1. Find implicit functions y = ϕ(x) and
z = ψ(x) determined by the equations x2 + y2 = r2 and x2 + z2 = 1 and the
four seed points (0,±r,±1). Now what are the domains of definition of ϕ
and ψ?

c. The implicit functions take simple forms when r = 1. What are those
forms, and what is the shape of the intersection?



Chapter 7

Critical Points

Abstract At a regular point, the linear terms of a function determine its local be-
havior, and there is a local coordinate change that transforms the function into one
of the new coordinates. At a critical point, the linear terms vanish, but there is still
an analogous result for the quadratic terms, called Morse’s lemma. However, the
quadratic terms may not determine the local behavior, but when they do (the critical
point is then said to be nondegenerate), Morse’s lemma provides a local coordinate
change that transforms the function into a sum of positive and negative squares of
the new coordinates. In this chapter we analyze Morse’s lemma and use it to char-
acterize critical points.

7.1 Functions of one variable

Let us see how a coordinate change can transform y = f (x) into a pure square near
a critical point x = a. As happens so often in local analysis, the key tool is Taylor’s
theorem. We need the first-order expansion; it helps us to write the remainder using
the explicit integral formula that is given in the original formulation of the theorem
(Theorem 3.9, p. 79). In fact, because f ′(a) = 0, the only nonconstant term in the
expansion is the remainder:

f (a + ∆x) = f (a)+ h(∆x)(∆x)2.

The variable coefficient h(∆x) in the remainder term is the integral

h(∆x) =

∫ 1

0
f ′′(a + t∆x)(1− t)dt.

Because we need h(∆x) to be continuously differentiable for all ∆x near 0, we re-
quire f to have a continuous third derivative. Then
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h′(∆x) =
∫ 1

0
f ′′′(a + t∆x)t(1− t)dt.

Substituting ∆x = 0 gives

h(0) = f ′′(a)

∫ 1

0
(1− t)dt =

f ′′(a)

2
, h′(0) = f ′′′(a)

∫ 1

0
t(1− t)dt =

f ′′′(a)

6
.

If a coordinate change ∆x→ ∆u is to transform ∆y = f (a+∆x)− f (a) into a pure
square, ∆y =±(∆u)2, then ∆u must be

∆u = p(∆x) = ∆x
√
|h(∆x)|.

It remains to see whether p is a valid coordinate change. Before we do this, note
how the “±” comes into play in the formula for ∆y. Because

(∆u)2 = (∆x)2|h(∆x)|=
{

(∆x)2h(∆x) = ∆y if h(∆x)≥ 0,

−(∆x)2h(∆x) =−∆y if h(∆x) < 0,

it follows that

∆y =

{
+(∆u)2 if h(∆x)≥ 0,

−(∆u)2 if h(∆x) < 0.

Now consider the function p. Formal differentiation gives

p′(∆x) =
√
|h(∆x)|± h′(∆x)

2
√
|h(∆x)|

∆x,

implying p has a continuous derivative on any interval where h(∆x) 6= 0. (The sign
in the formula for p′ is chosen to be the sign of h(∆x).) Moreover,

p′(0) =
√
|h(0)|=

√
| f ′′(a)|/2.

Thus, if f ′′(a) 6= 0, the inverse function theorem implies that p is a valid coordinate
change on an open interval containing ∆x = 0, and we then have

y =

{
f (a)+ (∆u)2 if f ′′(a) > 0,

f (a)− (∆u)2 if f ′′(a) < 0.

If f ′′(a) = 0, our argument fails to obtain the coordinate change p, but it is natural
to ask if a better argument would repair the problem. The answer is no; that is, if
f ′′(a) = 0, there may be no new coordinate ∆u for which y = f (a)± (∆u)2. We can
see this geometrically, because the equation y = f (a) + (∆u)2 necessarily implies
f has a minimum at a, and y = f (a)− (∆u)2 implies f has a maximum there. But
the function f (x) = x3 has a critical point at the origin for which f ′′(0) = 0, and the
origin is neither a minimum nor a maximum.
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For functions of a single variable, the preceding discussion establishes two re-
sults: Morse’s lemma and the more familiar second derivative test.

Theorem 7.1 (Morse’s lemma). Suppose y = f (x) has a continuous third derivative
on an open interval that includes a critical point x = a where f ′′(a) 6= 0. Then in a
sufficiently small window centered at x = a there is a coordinate change ∆u = p(∆x)
for which

∆y =±(∆u)2,

where the sign of (∆u)2 is chosen to be the sign of f ′′(a). ⊓⊔

Theorem 7.2 (Second derivative test). Suppose y = f (x) has a continuous third
derivative on an open interval containing a critical point x = a; then the critical
point is

• A local minimum of f if f ′′(a) > 0

• A local maximum of f if f ′′(a) < 0

If f ′′(a) = 0, the test is inconclusive. ⊓⊔

Thus, a function “looks like” its quadratic approximation near a point where the Degeneracy of
a critical pointlinear approximation breaks down (i.e., at a critical point), assuming the quadratic

approximation does not itself break down. We already have names to distinguish be-
tween points where the linear approximation to a function breaks down and where
it does not (critical and regular points, respectively). Morse’s lemma suggests we
make a similar distinction for critical points. Thus we say a critical point is degen-
erate if the quadratic approximation “breaks down,” or “degenerates,” in the sense
that it fails to determine the local behavior of the function. Otherwise, we say the
critical point is nondegenerate. For a function of one variable, the situation is clear-
cut: a critical point is degenerate if and only if the second derivative vanishes. For
functions of more than one variable, there are several second partial derivatives; as
we show in the following sections, a critical point may be degenerate even though
all of those second derivatives are nonzero. The relation between degeneracy and
the second derivatives is more subtle.

To see how Morse’s lemma works, let us apply it to f (x) = x−x3/3 at the critical
point x = 1. Because f ′′(1) =−2, the point is a local maximum. In terms of window
coordinates (∆x,∆y) centered at (x,y) = (1,2/3), the formula for f becomes

x

y

y = x − x3/3∆y = f (1 + ∆x)− f (1)

= 1 + ∆x−
(
1 + 3∆x + 3(∆x)2 +(∆x)3)/3− (1−1/3)

=−(∆x)2− (∆x)3/3 = (∆x)2(−1−∆x/3
)
.

Thus h(∆x) =−1−∆x/3, and so ∆y =−(∆u)2 when we set

∆u = p(∆x) = ∆x
√

1 + ∆x/3.
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∆x

∆y

A A′

∆y = − (∆x)2 − (∆x)3/3

p

∆u

∆y

A′

∆y = − (∆u)2

The coordinate change p maps the nonuniform grid on the left, above, to the uni-
form grid on the right, transforming the original cubic curve into a simple parabola.
Notice that p pushes points to the left of the origin closer together horizontally; this
happens because 0 < p′(∆x) < 1 when−2 < ∆x < 0. To the right of the origin, where
1 < p′(∆x), points are pushed apart. Finally, because p′(0) = 1, the two grids have
essentially the same spacing near ∆x = 0. That implies the cubic and the parabola
“share ink” near the origin, as the gray copy of the parabola on the left makes clear.

The figure also shows that the coordinate change reverses the concavity of partA coordinate change
can reverse concavity of the graph. For example, at the point A the original cubic is concave up, but at

its image A′ the parabola is concave down. We associate concavity with the sign
of the second derivative, so a coordinate change can reverse the sign of the second
derivative. If this were to happen at a critical point (A is not a critical point), the
second derivative test would be completely meaningless.

Let us see how a coordinate change can alter the sign of the second derivative atHow derivatives
depend on coordinates a noncritical point. Assume y = f (x) is a differentiable function with f (0) = 0, and

let x = h(u) be a coordinate change with h(0) = 0. Then

y = f (x) = f (h(u)) = g(u)

defines the transformed function g, and we compare g′′(0) with f ′′(0). We have

g′(u) = f ′(x) ·h′(u) and g′′(u) = f ′′(x) ·
(
h′(u)

)2
+ f ′(x) ·h′′(u),

and our assumptions about the values of h and f at the origin give us

g′(0) = f ′(0) ·h′(0) and g′′(0) = f ′′(0) ·
(
h′(0)

)2
+ f ′(0) ·h′′(0).

Because h is a coordinate change near the origin, h′(0) 6= 0 and the first equation
implies

g′(0) = 0 ⇐⇒ f ′(0) = 0.

In other words, the origin is a critical point in one coordinate system if and only
if it is a critical point in the other. A critical point is thus a geometric property of
a function; its presence does not depend upon the coordinates used to descibe the
function.

Now suppose the origin is a critical point. Then the equation for g′′(0) reduces toThe second derivative
at critical and
noncritical points g′′(0) = f ′′(0) ·

(
h′(0)

)2
,
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implying that the second derivatives of f and g have the same sign at the origin,
and confirming what is implicit in the second derivative test. If, on the contrary, the
origin is not a critical point, then f ′(0) 6= 0 and the equation for g′′(0) now includes
the term f ′(0) · h′′(0). When this additional term is taken into account, g′′(0) may
well differ in sign from f ′′(0).

Here is an example to illustrate the “volatility” of the sign of the second derivative
under a coordinate change near a regular point. Let

y = f (x) = ex, x = h(u) = 1
2 ln(u + 1); then y = g(u) =

√
u + 1.

The two graphs make the point immediately: the exponential function has a graph
that is everywhere concave up but the square root function has a graph that is every-
where concave down. Let us go through the analytic details. First note that the origin
is not a critical point, because f ′(0) = 1 and g′(0) = 1

2 . (The values of the deriva-
tives need not agree, but one cannot be zero unless the other is.) Second, we have
h′(0) = 1

2 and h′′(0) = − 1
2 . Finally, for the second derivatives we have f ′′(0) = 1

and
g′′(0) = f ′′(0) ·

(
h′(0)

)2
+ f ′(0) ·h′′(0) = 1 · 1

4 + 1 ·− 1
2 =− 1

4 .

One of the main objects of this book is to bring to the fore the geometric character Geometry and
local behaviorof functions and maps. The geometric attributes of a map are the ones left unchanged

when the coordinates change. The eigenvalues of a linear map are geometric in this
way, and so are its rank and nullity. For a nonlinear function, we tend to concentrate
on local behavior, for then we can hope to bring calculus to bear. Thus, critical
points are genuine geometric features of a function: if the first derivative equals
zero in one coordinate system, it will be zero in every other. The concavity of a
function at a critical point is likewise geometric: if the critical point is a minimum
in one coordinate system, it will be a minimum in every other.

But the concavity of a function at a noncritical point is not geometric. This does
not mean we cannot calculate concavity. We can; it is given by the sign of the sec-
ond derivative. Concavity is nongeometric because the graphs that represent the
same function in two different coordinate systems can have opposite concavities at
the same (noncritical) point. An individual representative will have a particular con-
cavity at a point, but other—equally valid—representatives will have the opposite
concavity.

A Taylor expansion gives us a good way to think about the role and the sig- Significance of the
various derivativesnificance of the various derivatives of a function. Expanding y = f (x) in window

coordinates near x = a gives

∆y = f ′(a)∆x + 1
2 f ′′(a)(∆x)2 + 1

6 f ′′′(a)∆x)3 + · · · .

The first nonzero term dominates. Thus, if f ′(a) 6= 0, then the local behavior of f
near a is entirely determined by f ′(a): the inverse function theorem implies there is
a coordinate change ∆x = h(∆u) for which

∆y = f ′(a)∆u.
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The linear term dominates; all the other terms vanish, implying all the higher deriva-
tives, including the second derivative, have become zero in the new coordinate sys-
tem.

If, by contrast, the linear term is missing, f ′(a)= 0, then dominance is transferred
to the quadratic term. If f ′′(a) 6= 0, that is exactly what happens. Morse’s lemma
implies there is a coordinate change ∆x = k(∆v) for which

∆y = 1
2 f ′′(a)(∆v)2.

In summary: f ′(a) determines the local behavior of f when f ′(a) 6= 0; f ′′(a) is
geometrically irrelevant. But if f ′(a) = 0, then f ′′(a) determines local behavior, at
least if f ′′(a) 6= 0. If f ′′(a) = 0, then the cubic term should dominate, and so forth.

7.2 Functions of two variables

The local behavior of a function of one variable near a critical point is determined by
the single quadratic term in the Taylor expansion, if that term is present. However,
critical points of a function of two or more variables are more complicated: the
local behavior of a function may not be determined by the quadratic terms, even
when they are all present. Let us see how this can happen.

x

z

x

y

z

x

y

z

z = f+ (x, y) = x2 + y4 z = f− (x, y) = x2 − y4 z = Q(x, y) = x2

Consider first the pair of functionsExample 1: bowls,
saddles, and gutters

f+(x,y) = x2 + y4 and f−(x,y) = x2− y4.

Each has a critical point at the origin, and each function serves as its own Taylor
expansion there. In both cases, the quadratic part of the expansion is Q f (x,y) = x2;
the y-variable is absent. If local behavior at a critical point were always determined
by the quadratic terms, we would have to conclude that f+ and f− have the same
local behavior at the origin. But they obviously do not: the graph of f+ is a bowl,
and f+ has a minimum at the origin. The graph of f− is a saddle, and f− has a
“minimax” there.
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The crucial distinction between f+ and f− lies in the way the y-variable appears
in their formulas, but Q f has no y-terms so it cannot “see” that distinction. The
missing terms mean that, although z = Q f (x,y) does have a minimum at the origin,
the minimum is nonisolated: all points along the y-axis are minima. (By contrast,
the minimum of f+ is an isolated critical point.) As a result, the graph of Qf is
neither a bowl nor a saddle; it has a new shape that we call a “gutter.” If the bottom
of the gutter were to be bent up (e.g., by the addition of +y4), it becomes a bowl;
bent down (e.g., by adding−y4), it becomes a saddle.

It appears we can attribute the degeneracy of the critical point of f+ or f− to this Example 2:
rotate example 1defect in Q f . In fact, this is true, but it is not the whole story: we now show that,

even if all three quadratic terms are nonzero, those terms may still not determine
local behavior. Transform f+ and f− by rotating coordinates 45◦ (dilating by

√
2, to

keep the formulas simple). That is, let

L :

{
x = u− v,

y = u + v,

and let

g+(u,v) = f+(L(u,v)) = u2−2uv + v2 + u4 + 4u3v + 6u2v2 + 4uv3 + v4,

g−(u,v) = f−(L(u,v)) = u2−2uv + v2−u4−4u3v−6u2v2−4uv3− v4.

Each of the new functions still has a critical point at the origin, and each formula
still serves as its own Taylor expansion there. There is no qualitative change, either:
g+, like f+, has a minimum at the origin, and g−, like f−, has a saddle. Because the
quadratic parts of the new functions are identical,

Qg(u,v) = u2−2uv + v2,

the new Qg does no better at determining local behavior than the original Qf did,
even though all three quadratic terms are present in Qg.

The formula for Qg is different from the formula for Q f ; however, its graph is Qg has the same
defect as Q fnot, because the rotation–dilation that transforms f± into g± also transforms Qf

into Qg. The graph of Qg is just the graph of Qf rotated 45◦, a gutter whose bottom
lies along the line v = u. Thus, without referring directly to the connection between
g+ and f+, we can still attribute the degeneracy of the critical point of g+ at the
origin to the fact that the graph of Qg is a gutter. In geometric terms, Qg has the
same defect as Q f .

In analytic terms, the defect arises because there is a coordinate change that trans-
forms Qg into a single square, z = ±x2, so that the other variable is completely
missing. To determine when a critical point is degenerate, we must therefore decide
when a general function of the form

Q(x,y) = Ax2 + 2Bxy +Cy2
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can be transformed into a single square. To do this it helps to use vector and matrix
notation.

Definition 7.1 A quadratic form in two variables is a function of the formQuadratic forms

Q(x,y) = Ax2 + 2Bxy +Cy2 =
(
x y
)(A B

B C

)(
x
y

)
= x†M x = Q(x).

The symmetric matrix M is called the matrix of the quadratic form. There is aQuadratic forms
and matrices 1–1 correspondence: Q↔M. That is, every symmetric matrix determines a unique

quadratic form, and every quadratic form determines a unique symmetric matrix.
The symmetry is essential for uniqueness, because, for example,

2xy =
(
x y
)(0 2

0 0

)(
x
y

)
=
(
x y
)(0 1

1 0

)(
x
y

)
.

This points up the fact that if we start with any 2×2 matrix A, the formula Q(x) =
x†Ax defines a unique quadratic form. However, if we start instead with the form
Q, there is only one symmetric matrix M for which x†M x = Q(x). (Thus we write
the xy coefficient of Q as 2B to simplify splitting it into two equal parts on the
“off-diagonal” of M, to make M symmetric.)

Suppose L is an invertible 2×2 matrix so x = Lu is a linear coordinate change.Transforming a
quadratic form Then, in terms of the new coordinates u = (u,v), the quadratic form Q(x) = x†M x

is transformed into

Q̂(u) = Q(Lu) =
(
Lu
)†

M
(
Lu
)

= u†(L†ML
)

u.

Thus Q̂ is also a quadratic form. Furthermore, L†ML is symmetric (here L† is the
transpose of L) because

(
L†ML

)†
= L†M†L†† = L†ML; therefore M̂ = L†ML is the

matrix of Q̂. For example, if

Q↔
(

5 3
3 −1

)
and L =

(
1 2
1 −1

)
, then Q̂↔

(
10 14
14 7

)
;

that is, L transforms Q = 5x2 +6xy−y2 to Q̂ = 10u2 +28uv+7v2; see the exercises.
Note that, because L is invertible by definition, L†ML is invertible if and only if M is.
The following theorem identifies the quadratic forms that have the defect we have
come to associate with degenerate critical points. Although the theorem is a special
case of Theorem 7.10 (see below, p. 244), we give it its own proof.

Theorem 7.3. Let Q(x) = x†M x be a quadratic form. Suppose a linear coordinate
change x = Lu can be chosen so that the variable u does not appear in the formula

Q̂(u,v) = Q̂(u) = u†L†MLu

for the transformed quadratic form. Then the matrix M of Q is noninvertible and
conversely.
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Proof. Let us first suppose M is noninvertible. Then there is a nonzero vector r in
its kernel: Mr = 0. Choose a second vector s so that {r,s} form a basis for R2, and
let L be the invertible matrix whose columns are the vectors r and s. If we write Q
as transformed by L in the form

Q̂(u,v) = u†L†MLu =
(
u v
)(α β

β γ

)(
u
v

)
,

then the variable u will be missing from this expression if α = β = 0, that is, if the
entries in the first row and the first column of L†ML equal 0.

To show that L†ML has this property, first write L and L† in the form

L =
(
r s
)
, L† =

(
r†

s†

)
.

(Note that r† and s† are row vectors.) Then matrix multiplication allows us to write
ML in a similar way, as

ML =
(
Mr Ms

)
=
(
0 Ms

)
.

It follows that

L†ML =

(
r†

s†

)(
0 Ms

)
=

(
r† 0 r†Ms
s† 0 s†Ms

)
=

(
0 r†Ms
0 s†Ms

)
.

The entries in the first column of L†ML are therefore zero, and because the matrix
is symmetric, the entries in its first row must be zero as well.

To prove the converse, we suppose that one of the variables in u = (u,v) is miss-
ing from the expression

Q̂(u) = u†L†MLu.

Then M̂ = L†ML has a row (and a column) of zeros, so detM̂ = 0, implying M̂ is
noninvertible. Consequently, M = (L†)−1M̂L−1 is noninvertible, as well. ⊓⊔

As a result of Theorem 7.3, we find that the natural way to distinguish between
quadratic forms is provided by the following definition.

Definition 7.2 A quadratic form Q(x) = x†Mx is nondegenerate if its matrix M is
invertible, and is degenerate otherwise.

Corollary 7.4 The quadratic form Q(x,y) = Ax2 + 2Bxy +Cy2 is nondegenerate if
and only if AC 6= B2.

Proof. The determinant of the matrix of Q is AC−B2; Q is nondegenerate if and
only if this determinant is nonzero. ⊓⊔

To connect these general results about quadratic forms back to the local behavior The Hessian
of a function at a critical point, we introduce the Hessian.
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Definition 7.3 Suppose the function z = f (x,y) has continuous second derivatives
on a neighborhood of a critical point (x,y) = (a,b). The Hessian of fff at (((aaa,bbb))) is
the symmetric matrix of second derivatives

H(a,b) =

(
fxx(a,b) fxy(a,b)

fyx(a,b) fyy(a,b)

)
.

The Hessian form of fff at (((aaa,bbb))) is the quadratic form associated with the Hessian.

Continuity of the second derivatives guarantees that H(a,b) is symmetric. Because
there is usually no chance for confusion, we use the symbol H(a,b) for the Hessian
form as well; thus

H(a,b)(x,y) = fxx(a,b)x2 + 2 fxy(a,b)xy + fyy(a,b)y2.

Now assume that f has continuous third derivatives near (a,b) so we can writeLocal behavior
and the Hessian the second-order Taylor expansion of f at (a,b). In terms of window coordinates

∆x = x−a, ∆y = y−b and ∆z = f (a + ∆x,b + ∆y)− f (a,b) and the Hessian form,
the expansion is simply

∆z = 1
2 H(a,b)(∆x,∆y)+ O(3).

This tells us the local behavior of f near (a,b), so we ask: when, and how, does the
Hessian determine that local behavior? In other words, when does the quadratic form
H(a,b)(∆x,∆y) dominate the higher-order terms represented by O(3)? The answer is
provided by Morse’s lemma.

Definition 7.4 Suppose the function z = f (x,y) has continuous second derivatives
near the critical point (a,b). Then (((aaa,bbb))) is nondegenerate if the Hessian H(a,b) of f
at (a,b) is nondegenerate, and is degenerate otherwise.

Theorem 7.5 (Morse’s lemma). Suppose z = f (x,y) has continuous third deriva-
tives in a neighborhood of a nondegenerate critical point (a,b). Then, in a suffi-
ciently small window centered at (a,b), there is a coordinate change (∆u,∆v) =
h(∆x,∆y) (nonlinear, in general) for which

∆z =±(∆u)2± (∆v)2.

The signs of (∆u)2 and (∆v)2 are the signs of the eigenvalues of the Hessian H(a,b)

of f at (a,b).

Proof. See the proof of the n-variable version, Theorem 7.16 (p. 248), in the next
section. ⊓⊔

The two eigenvalues of the Hessian are analogous to the single second deriva-Analogies
tive in the one-variable version (Theorem 7.1, p. 221). The Hessian is symmetric;
therefore its eigenvalues are real (Exercise 2.14.a, p. 60). The critical point is non-
degenerate; therefore the eigenvalues are nonzero; the sign of each is either positive
or negative.
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Corollary 7.6 (Second derivative test) Suppose z = f (x,y) has continuous third
derivatives in a neighborhood of a critical point (x,y) = (a,b). Then the nature of
the critical point depends on the values of the second partial derivatives of f , (all
evaluated at (a,b)), as follows.

• A saddle point if fxx fyy− f 2
xy < 0

• A local minimum if fxx fyy− f 2
xy > 0 and fxx + fyy > 0

• A local maximum if fxx fyy− f 2
xy > 0 and fxx + fyy < 0

If fxx fyy− f 2
xy = 0, the test is inconclusive.

Proof. According to Morse’s lemma, the nature of the critical point is determined
by the signs of the eigenvalues, as follows. If the eigenvalues have opposite signs,
then ∆z =±

(
(∆u)2−(∆v)2

)
, a saddle; if both are positive, then ∆z = (∆u)2 +(∆v)2,

a local minimum; if both are negative, then ∆z =−(∆u)2−(∆v)2, a local maximum;
if either is zero, Morse’s lemma does not apply.

If λ1 and λ2 are the eigenvalues of H(a,b), then

λ1λ2 = detHa = fxx fyy− f 2
xy, λ1 + λ2 = trHa = fxx + fyy.

All the assertions of the test now follow, including the final one about an inconclu-
sive result. ⊓⊔

We now work through the details of a rather rich and varied example to see how Example:
the wine bottleMorse’s lemma applies. The example begins with the function

z = f (x,y) = (x2 + y2−1)2.

First of all, because x and y appear only in the form x2 + y2, the graph must be
rotationally symmetric around the z-axis. Furthermore, z ≥ 0 (because z equals a
positive square), and z attains its minimum value, z = 0, everywhere on the circle
x2 + y2 = 1. (These minima are thus nonisolated critical points; cf. page 225.) If
(x,y) is near the origin, but (x,y) 6= (0,0), then z < 1. But z = 1 when (x,y) = (0,0),
so z has a local maximum at the origin. The graph of f therefore resembles the base
of a wine bottle. (The sediment that precipitates out of an old wine will settle into
the small space along the ring of minima.)

x

z

ring of minima

x

y

z = 0

z = 0.5
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The level curves reflect the circular symmetry; they are all concentric with the
origin. Each level 0 < z < 1 consists of a pair of circles on either side of the level
z = 0 (the unit circle). Each level above z = 1 is a single circle that lies outside the
unit circle.

Let us carry out a standard analysis of the critical points of f . We haveAnalyzing the
critical points of f

∂ f
∂x

= 4x(x2 + y2−1),
∂ f
∂y

= 4y(x2 + y2−1),

so (x,y) = (0,0) is a critical point in addition to each of the points where x2 +y2 = 1.
To apply the second derivative test, we need the Hessian, which equals

H(a,b) =

(
4(a2 + b2−1)+ 8a2 8ab

8ab 4(a2 + b2−1)+ 8b2

)

at an arbitrary point (a,b). At the origin,

H(0,0) =

(
−4 0
0 −4

)
,

so the test succeeds and tells us that the origin is a (nondegenerate) local maximum.
At any point on a2 + b2 = 1, however, the Hessian reduces to

H(a,b) =

(
8a2 8ab
8ab 8b2

)
but detH(a,b) = 64a2b2−64a2b2 = 0,

so the test fails. All points on the ring a2 +b2 = 1 of minima are degenerate critical
points of f . Consider now what this means for the Hessian form:

H(a,b)(∆x,∆y) = 8a2(∆x)2 + 16ab∆x∆y + 8b2(∆y)2 = 8(a∆x + b∆y)2.

The Hessian form involves only the square of a single quantity, a∆x + b∆y. Thus, ifThe Hessian form
is degenerate we introduce the new variables

∆u = a∆x + b∆y, ∆v =−b∆x + a∆y,

then the Hessian form is just 8(∆u)2. The variable ∆v is missing here, so the Hessian
is indeed degenerate in precisely the sense we have been using for quadratic forms.
The formulas for ∆u and ∆v give us new coordinates in the window centered at
(x,y) = (a,b); the coordinate change is the linear map defined by the matrix

P =

(
a b
−b a

)
.

Because a2 + b2 = 1, it follows that P is a pure rotation. Let θ be the angle fromThe missing variable
in the Hessian the positive x axis to the radial line from the origin to the point (a,b) (so θ =

arctan(b/a)). Then P is rotation by the angle arctan(−b/a) =−arctan(b/a) =−θ .
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This means that the positive ∆x-axis lies at the angle −θ from the positive ∆u-axis;
see Exercise 5.16, page 180. Consequently, the ∆u-axis points in the same direction
as the vector (a,b)—the radial direction—so the ∆v-axis is tangent to the ring of
minima. Compare this to our previous example: when the Hessian form had no y-
component, it had a line of critical points in the direction of the y-axis.

x

y

(a, b)

θ

local
maximum ∆x

∆y ∆v

∆u

−θ

ring of minima

The purpose of our extended example is to see how Morse’s lemma illuminates Modify the function
by tipping its graphthe structure of a function near a nondegenerate critical point. But the critical points

of the ring of minima are degenerate, so Morse’s lemma does not apply to them.
(Morse’s lemma does apply to the isolated maximum at the origin, but the character
of that critical point is already evident.) We have more success by first altering the
function so its ring of minima “breaks up” into just two isolated critical points. We
can do this by tipping the graph slightly, as in the figure in the margin, below. The
base, which had been sitting on the entire ring of minima, now shifts to rest on a
single point. This point is the absolute minimum of the new function. As we show
presently, the opposite point on the ring will shift into a saddle point. There are no
other critical points (besides the local maximum that persists near the origin). All
this happens no matter how slightly the graph is tipped.

Alhough it is easier to think of the tipping as a rotation—for example, a rotation
of the (x,z)-plane about the y-axis—the formula for the altered function will be
simpler if the tipping is done by a shear—again, of the (x,z)-plane; see the example
in the margin. A vertical shear with slope m is given by

x

z

z = fm(x, y)

Sm :






newx = x,

newy = y,

new z = mx + z.

x

z

z = f(x, 0)
1−1

Sm

x

z

1
z = fm(x, 0)
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The shear in the figure uses m = 0.4. We see it has the right sort of action on the
grid of squares and, at the same time, we see what it does to (a vertical slice of) the
graph of f . The formula for the sheared function fm is

z = fm(x,y) = mx + f (x,y) = (x2 + y2−1)2 + mx.

Notice that even the grid on the surface of the graph in the margin has been sheared.
Also, the shearing has carried part of the graph below the negative x-axis, as we
would expect.

The vertical slice shows that the critical points of z = fm(x,0) (marked by
the open dots in the (x,z)-plane on the right) are shifted in relation to those of
z = f (x,0): when m > 0, the minima move left and the maximum moves right.
In Exercise 7.3, you show that the critical points are approximately

maximum : x≈ m
4

, minima : x≈−m
8
±1, when m is small.

Let us now analyze the critical points of z = fm(x,y), where m is small butCritical points of fm

nonzero. We must have

∂ fm

∂x
= 4x(x2 + y2−1)+ m = 0,

∂ fm

∂y
= 4y(x2 + y2−1) = 0.

For ∂ fm/∂y = 0 to hold, either y = 0 or x2 + y2− 1 = 0. If we assume the second
of these equations, then ∂ fm/∂x = 0 reduces to m = 0; but this contradicts our
assumption that m 6= 0. Hence, no point on the ring of minima of the original f is
a critical point of the new function fm. So let us assume instead that y = 0. Then
∂ fm/∂x = 0 reduces to

4x(x2−1)+ m = 4x3−4x + m = 0.

When m is small, this cubic has three real roots, p1, p2, p3; see Exercise 7.3.

x

y

p1 p2 p3

∂fm∂x
 = 0

∂fm∂y
 = 0

The figure above shows an alternate geometric approach to locating the critical
points. They appear as the points of intersection of the critical curves on which
∂ fm/∂x = 0 (shown dotted in the figure; m = 0.3) and ∂ fm/∂y = 0 (the circle-plus-
line shown in gray). The curves intersect in the three points p1, p2, p3 on the x-axis.
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To determine the type of each critical point, we calculate the Hessian, restricting The type of each
critical pointourselves to points of the form (p,0):

H(p,0) =

(
12p2−4 0

0 4p2−4

)
.

When m is sufficiently small and positive, the three critical points satisfy

p1 <−1, 0 < p2 < 1/
√

3, 1/
√

3 < p3 < 1.

This allows us to make the following inferences about their Hessians:

H(p1,0) =

(
+ 0
0 +

)
, H(p2,0) =

(
− 0
0 −

)
, H(p3,0) =

(
+ 0
0 −

)
.

It follows that p1 is a (local) minimum, p2 a (local) maximum, and p3 a saddle.
(What happens if m < 0?)

x

z

x

y

p1 p2 p3

Think of the figure on the left, above, as showing the graph of fm filled with The crescent-shaped
level at the saddleliquid up to the level of the saddle point p3. The level curve of fm at that level

is a thin crescent that has the characteristic “X” shape (albeit elongated and bent)
where it passes through the saddle point itself. In the contour plot on the right, the
liquid surface is shown in gray. Outside the crescent, the spacing between successive
level curves is still ∆z = 0.25, as it was for the original function in the contour
plot on page 229. However, at that spacing, no further level curves will be found
inside the crescent; the minimum point p1 lies only about 0.2 units below the saddle.
The single curve that is shown inside (in the shaded crescent) is about 0.18 units
below the level of the saddle. As m→ 0, the shaded crecent shape gets thinner,
converging to the ring of minima when m = 0, and this contour plot becomes the
one on page 229.

Now let us see what Morse’s lemma tells us about the saddle point (p3,0). Fun-
damentally, it provides new curvilinear coordinates (∆u,∆v) that will reduce the
window equation to (∆u)2− (∆v)2. To understand this, we begin by constructing
the window equation at any point (p,0) on the x-axis:
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∆z = fm(p + ∆x,∆y)− fm(p,0)

= (4p3−4p + m)∆x +(6p2−2)(∆x)2 +(2p2−2)(∆y)2

+ 4p(∆x)3 + 4p∆x(∆y)2 +(∆x)4 + 2(∆x)2(∆y)2 +(∆y)4.

At a critical point, 4p3−4p + m = 0, so ∆z loses its linear term (as we expect).Completing the square
If the window equation were purely quadratic, of the form

∆z = A(∆x)2 + 2B∆x∆y +C (∆y)2,

with A, B, C constants, then we could make ∆z a sum of two squares by the familiar
process of completing the square (assuming A 6= 0):

∆z = A

(
(∆x)2 + 2

B
A

∆x∆y +
B2

A2 (∆y)2
)
− B2

A
(∆y)2 +C(∆y)2

= A

(
∆x +

B
A

∆y

)2

−
(

B2

A
−C

)
(∆y)2.

To finish, let us suppose A > 0; this makes the first square positive and the second
negative (we expect the squares to have different signs at a saddle). The coordinate
change

h :






∆u =
√

A∆x +
B√
A

∆y,

∆v = ∆y

√
B2

A
−C,

then gives ∆z = (∆u)2− (∆v)2, a simple sum of (positive and negative) squares.
However, because the given ∆z is not purely quadratic, this approach seems futile.Morse’s observations

But now Morse makes two crucial observations:

• The validity of the change of coordinates h does not depend on the coefficients A,
B, and C being constants; a quadratic form with variable coefficients can work,
too.

• The window equation at any critical point can be “disassembled” properly into a
quadratic form with variable coefficients.

He then provides (remarkably simple) instructions for disassembling the window
equation into the proper components. We define equivalent instructions below
(Lemma 7.3 p. 249), and they give us the following (see p. 251).

A = 6p2−2 + 4p∆x +(∆x)2 + 1
3 (∆y)2,

B = 4
3 p∆y + 2

3 ∆x∆y,

C = 2p2−2 + 4
3 p∆x + 1

3 (∆x)2 +(∆y)2.
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∆x

∆y

∆x

∆y

∆u

∆v

h

∆u

∆v

We see above the action of the map h : (∆x,∆y) 7→ (∆u,∆v), using the expressions “Squaring up” contours
near the saddle pointfor A, B, and C just given, with p = p3 = 0.9872574766623532. On the left is the

window with its “native” (∆x,∆y)-coordinates. In the middle is the same (∆x,∆y)-
window but now overlaid with the curvilinear coordinates (∆u,∆v) pulled back by h.
On the right is the (curved) image of the window as pushed forward by h to the
(∆u,∆v)-plane. The windows are very small; the spacing in both coordinate grids is
0.005. It is clear that h “squares up” the contours: the zero-level ∆z = 0 becomes the
pair of perpendicular straight lines ∆v = ±∆u. Notice that the zero-level intersects
the (∆u,∆v)-grid lines in exactly the same places in both windows. The other two
contours are not equally spaced with ∆z = 0 but are instead chosen at levels (namely,
∆z =−0.0002 and ∆z = 0.0006) that show up well in the original (thin) window.

It remains to verify that h is indeed a valid coordinate change—that is, an invert- h is invertible
ible map—on some neighborhood of (∆x,∆y) = (0,0). The functions that appear in
h are smooth where they are defined; thus the inverse function theorem says it is suf-
ficient to show that the derivative dh(0,0) is invertible. This follows (cf. Exercise 7.4)
from

dh(0,0) =

(√
6p2−2 0

0
√

2−2p2

)
≈
(

1.96165 0

0 0.225045

)
.
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The axes are eigendirections of the derivative dh(0,0); consequently, the image of
each axis under h itself is tangent to the corresponding axis in the target. Moreover,
h approximately doubles horizontal distances but compresses vertical distances to
less than a quarter of their original length. The figure above shows all this quite
clearly.

Morse’s lemma guarantees that there are curvilinear coordinates on some openThe domain of
invertibility set around the critical point on which the function appears as a sum of squares. But

how large is that open set? It is the set on which the coordinate change map h is
invertible. In this case, we can expect the invertibility to break down when the form

∆z = A

(
∆x +

B
A

∆y

)2

−
(

B2

A
−C

)
(∆y)2

becomes degenerate. This will happen if either coefficient vanishes. Here the crucial
coefficient is the second one. The figure in the margin shows that the curve B2 =
AC contains points very close to p3 : (∆x,∆y) = (0,0). Thus, only by keeping the
window at p3 relatively narrow was it possible to avoid that curve and thus avoid
losing the invertibility of h.

B2 = AC

p3 ∆x ≈ 0.038

We can obtain curvilinear coordinates that “square up” the contours of fm aroundCurvilinear coordinates
near the minimum its minimum point (x,y) = (p1,0) using essentially the same coordinate transfor-

mation h. Apart from the obvious change from p = p3 to p = p1, just one pair
of modifications is needed. First, because the critical point is now a minimum, the
window equation must be rewritten as a sum of positive squares,

∆z = A

(
∆x +

B
A

∆y

)2

+

(
C− B2

A

)
(∆y)2.

Note the change in the form of the coefficient of (∆y)2; this forces a corresponding
alteration in the formula for ∆v:

∆v = ∆y

√

C− B2

A
.

The result is shown below. The “native” window, on the left, has the same pro-
portions as the one we used for the saddle point, but it is half again as large. The
source and the target of h are drawn to the same scale (and a grid square in the
(∆u,∆v)-plane is 0.01 units on a side), making it evident that h stretches the hori-
zontal direction but compresses the vertical. What the grids actually show us are the
effects of the pullback by h−1: horizontal compression and vertical elongation. The
contours of f are equally spaced, at the levels ∆z = 0.0005, 0.0010, 0.0015, 0.0020.
Notice that each contour meets points of the (∆u,∆v)-grid in exactly the same places
in both windows.
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∆u

∆v

h

∆u

∆v

Details for the derivative dh(0,0) are very similar to those for the saddle point; note Invertiblility of h

that the slight change in the definition of ∆v has caused
√

2−2p2 to be replaced by√
2p2−2.

dh(0,0) =

(√
6p2−2 0

0
√

2p2−2

)
≈
(

2.0367 0

0 0.2222

)
.

Because dh(0,0) is once again a diagonal matrix, the image of each axis under h is
tangent to its corresponding axis in the target. Horizontal lengths are approximately
doubled and vertical ones are compressed by the factor 2/9. We conclude that h
is locally invertible, giving valid curvilinear coordinates (∆u,∆v) in some suitably
restricted window centered at the minimum point (x,y) = (p1,0).

We now consider briefly a second function that is simpler than the wine bot- Example: the folium
of Descartestle but nevertheless illustrates new aspects of Morse’s lemma. The function is one

introduced by Descartes:

z = f (x,y) = x3 + y3−3xy.
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Some of its level curves near the origin are shown in the figure below. In the shaded
region, where the function takes positive values, the contour interval is ∆z = 1.5; in
the unshaded region, we have used a smaller interval: ∆z = 0.2. The zero-level curve
that separates the two regions includes a leaf-shaped loop that has led to the curve
being called the folium (“leaf”) of Descartes. We use the same name to refer to the
function itself.

x

y

(1, 1)

The level curves make it clear that z = f (x,y) has a saddle at the origin and a
local minimum inside the “leaf,” and a quick calculation shows that the minimum is
at (x,y) = (1,1). In terms of window coordinates ∆x = x−1, ∆y = y−1 centered at
the minimum, the formula for f becomes

z = (1 + ∆x)3 +(1 + ∆y)3−3(1 + ∆x)(1 + ∆y)

= 1 + 3∆x + 3(∆x)2 +(∆x)3 + 1 + 3∆y + 3(∆y)2+(∆y)3

−3−3∆x−3∆y−3∆x∆y

=−1 + 3(∆x)2−3∆x∆y + 3(∆y)2 +(∆x)3 +(∆y)3.

This reduces to
∆z = A(∆x)2 + 2B∆x∆y +C (∆y)2,

with ∆z = z+ 1 and

A = 3 + ∆x, B =−3/2, C = 3 + ∆y,

The standard coordinate changeAction of the
coordinate change h

h :






∆u =
√

A

(
∆x +

B
A

∆y

)
,

∆v = ∆y

√
C− B2

A
,

in the window then transforms ∆z into

∆z = (∆u)2 +(∆v)2.
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The contours in the original (∆x,∆y)-window are roughly elliptical. The map h car-
ries them to concentric circles in the target (∆u,∆v)-plane. The figure below helps
us to follow the details. The curvilinear (∆u,∆v) coordinates that are overlaid on the
source on the left are the ones pulled back from the target by h. Therefore, the inter-
sections between the original contours and the curvilinear grid in the source match
exactly the intersections between the image circles and the square grid in the target.

∆u

∆v

h
∆u

∆v

At this scale (the source window is a unit square), the contours are close to ellipses, Action of h
and h looks almost linear. Its linear approximation at the origin is

dh(0,0) =

(√
3 −
√

3/2

0 3/2

)
.

The map resembles a horizontal shear that pushes points that lie above the horizontal
axis to the left and points below to the right. Horizontal distances are increased by
a factor of about

√
3≈ 1.7, and vertical ones by a factor of about 1.5. The effect of

the dilation is to make the ellipses both larger and somewhat wider; the effect of the
shear is then to turn them into circles.

Notice that the ∆u- and ∆v-axes we see overlaid on the source do not line up with Comparing the folium
and the wine bottlethe major and minor axes of the nested ellipses. This points to the main difference

between the folium and the wine bottle examples. At the minimum of the tipped
wine bottle, the curvilinear coordinate axes were aligned with the principal axes of
the (approximate) ellipses, so the coordinate change h had a simpler action there:
to turn the ellipses into circles, it just stretched the ellipses by two different factors
along their principal axes. As a consequence, the derivative dh(0,0) was a diagonal
matrix, representing a pure strain in the coordinate directions.
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At the minimum point of the folium, however, the derivative is not a diagonal
matrix. Appearances to the contrary notwithstanding, it is a pure strain, though,
(rather than the shear it appears to be) because its eigenvalues,

√
3 and 3/2, are real

and unequal (cf. Theorem 2.6, p. 40). Hence we can convert dh(0,0) into a diagonal
matrix by using a further coordinate change that will align the new coordinate axes
with the strain directions, that is, with the principal axes of the ellipses. In fact, if we
restrict ourselves to an ordinary quadratic form with constant coefficients, we can
show that the additional coordinate change can be taken as a rotation (that aligns the
coordinate axes with the symmetry axes of the level curves).

Here are two examples of typical quadratic forms with their level curves. ForQuadratic forms
under rotations each, we provide a rotation that transforms the form into a sum of squares, allowing

us to infer analytically the shape of its level curves.

Qell = 6x2−4xy + 3y2, Qhyp = x2 + 6xy + y2.

x

y
u

v

x

y

u

v

Under the respective coordinate changes

hell :






x =
u−2v√

5
,

y =
2u + v√

5
,

hhyp :






x =
u + v√

2
,

y =
−u + v√

2
,

the two quadratic forms pull back to

Q∗ell = 2u2 + 7v2, Q∗hyp =−2u2 + 4v2.

The map hell is rotation by θ = arctan2, and hhyp is rotation by θ = −45◦. The
rotations cause the (u,v)-coordinates to line up with what appear to be the symmetry
axes of the level curves. We say that the quadratic forms have been transformed to
principal axes.

The equation Q∗ell = r (r > 0) describes an ellipse whose principal axes are theThe ellipses
coordinate axes. All the different ellipses (i.e., for different r > 0) have the same
proportions; that is, they are similar figures in the sense of Euclidean geometry.
Because rotation preserves lengths and angles, we conclude that the level curves of
Qell are nested similar ellipses that share their principal axes.

Likewise, Q∗hyp = r describes a hyperbola whose principal axes are the coor-The hyperbolas
dinate axes. All the different hyperbolas have the same asymptotes; these are the
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straight lines (“degenerate hyperbolas”) defined by Q∗hyp = Qhyp = 0. In the (u,v)-

coordinates, the asymptotes have the equations v = ±u/
√

2; in the original (x,y)-
coordinates, we can get the equations either by substitution using hhyp or by com-
pleting the square:

−8x2 +(3x + y)2 = 0 or y = (−3±
√

8)x.

Because rotation preserves lengths and angles, we conclude that the level curves of
Qhyp are hyperbolas that share asymptotes and principal axes.

Not only do the signs of the coefficients in the formulas for Q∗ell and Q∗hyp have The coefficients
are eigenvaluesgeometric meaning, their ratio does, too: it determines the “aspect ratio” of the level

curves. For example, in the first figure, seven ellipses cross the v-axis in the same
distance that just two cross the u-axis. In the second figure, six hyperbolas cross the
v-axis in the distance that three cross the u-axis. Call the ratio of the numbers in
each pair the aspect ratio of the curves. This ratio is the same as (the absolute value
of) the ratio of the eigenvalues of the symmetric matrices that define the forms:

Mell =

(
6 −2
−2 3

)
, Mhyp =

(
1 3
3 1

)
,

pell(λ ) = λ 2−9λ + 14 phyp(λ ) = λ 2−2λ −8

= (λ −2)(λ −7), = (λ + 2)(λ −4).

Thus, the ratio of the eigenvalues determines the geometry of the level curves: the
sign of the ratio indicates the kind of curves (+ for ellipses, − for hyperbolas) and
its magnitude indicates their aspect ratio.

As we have seen (cf. p. 226), when a linear map x = Lu is used to change coor-
dinates in the quadratic form Q(x) = x†M x defined by a symmetric 2×2 matrix M,
the matrix of the transformed quadratic form is M∗ = L†ML:

Q∗(u) = Q(Lu) = (Lu)†M (Lu) = u†L†MLu = u†M∗u.

But the rotation matrices we are now using for coordinate changes have a special
property: the transpose of a rotation is its inverse:

R−1
θ = R−θ = R†

θ .

Therefore, when a rotation R is used to transform a quadratic form, we can write the
relation between the two matrices defining the forms in a new way: M∗ = R−1MR. In
particular, if the transformed Q∗ is a sum of squares, then its matrix M∗ is a diagonal
matrix, and we have the following result.

Theorem 7.7. If the rotation x = Ru transforms the quadratic form Q(x) = x†M x
into Q∗(u) = u†Du, where D is a diagonal matrix, then the diagonal elements of D
are the eigenvalues of M and the columns of R are corresponding eigenvectors.
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Proof. Let the diagonal elements of D be α1 and α2, and let e1 = (1,0)† and e2 =
(0,1)† be the standard basis vectors in R2. Then

De1 = α1e1, De2 = α2e2,

so αi is an eigenvalue of D with eigenvector ei, i = 1,2. By assumption, D = R†MR =
R−1MR, or RD = MR. Let vi = Rei; this is the i-th column of R. We find

αivi = R(αiei) = RDei = MRei = Mvi, i = 1,2,

implying that αi is an eigenvalue of M with eigenvector vi. ⊓⊔
Using Theorem 7.7 as a guide, we now have a way to transform a quadratic formTransforming to

principal axes to principal axes, that is, a way to construct a rotation x = Ru that will align the
u-coordinate axes with the principal axes of the curves Q(x) = constant and reduce
the form to a sum of squares.

Theorem 7.8 (Principal axes theorem). For any quadratic form Q(x) = x†M x,
there is a rotation x = Ru that transforms Q into a sum of squares Q∗(u) = λ1u2 +
λ2v2, where λ1 and λ2 are the eigenvalues of M.

Proof. We use a proof that extends naturally to quadratic forms in n variables. We
know M has a real eigenvalue λ1 with an eigenvector v that we can assume to be a
unit vector. Let w be a unit vector orthogonal to v, chosen so the square v∧w has
positive orientation (cf. p. 41). Let R be the matrix whose columns are v and w, in
that order:

R =
(
v w

)
, R† =

(
v†

w†

)
, R†R =

(
v† v v† w

w† v w† w

)
=

(
1 0

0 1

)
,

so R† = R−1. Then MR =
(
Mv Mw

)
=
(
λ1v Mw

)
, and

R−1MR = R†MR =

(
λ1 v† v v†Mw

λ1 w† v w†Mw

)
=

(
λ1 0

0 β

)
= D,

where β = w†Mw. The lower-left term of D is zero because v and w are orthog-
onal; the upper-right term is zero because D = R†MR is symmetric. The proof of
Theorem 7.7 shows that β = λ2, the second eigenvalue of M, and that w is a corre-
sponding eigenvector.

Finally, because v lies on the unit circle and w lies 90◦ counterclockwise from it,

v =

(
cosθ
sin θ

)
, w =

(
−sinθ
cosθ

)
,

for some 0≤ θ < 2π . Thus R = Rθ . ⊓⊔

Corollary 7.9 Level curves of the quadratic form Q(x) = x†M x are ellipses if
detM > 0 and are hyperbolas if detM < 0.
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Proof. Transforming Q to principal axes gives Q∗(u) = λ1u2 +λ2v2, where detM =
λ1λ2. The level curves are ellipses when this product is positive and hyperbolas
when it is negative. ⊓⊔

7.3 Morse’s lemma

In this section we show that the local behavior of a function z = f (x1, . . . ,xn) at a
nondegenerate critical point is determined by its Hessian matrix of second deriva-
tives at the critical point. The key step is Morse’s lemma, which provides a coordi-
nate change that reduces the function to a pure sum of squares near the critical point.
We begin by transferring to n dimensions all the terms and concepts introduced in
the previous section.

Definition 7.5 A quadratic form in n variables is a function of the form Quadratic forms

Q(x) = x†M x,

where x = (x1, . . . ,xn) (treated as a column vector) and M is an n×n matrix.

Note that the matrix M need not be symmetric, nor is it uniquely defined by Q; Antisymmetric matrices
see the exercises. In fact, adding a antisymmetric matrix R to M does not alter Q,
because R by itself defines the quadratic form that is identically zero. The next
lemma is the converse; it says that only the antisymmetric matrices define the zero
form. (An antisymmetric matrix is also said to be skew-symmetric.)

Lemma 7.1. Suppose the quadratic form Q0(x) = x†Rx is identically zero; then the
matrix R = (ri j) is antisymmetric; that is, r ji =−ri j for every i, j = 1, . . . ,n.

Proof. We evaluate Q0(x) for particular vectors x. First take x = ei, the ith standard
basis vector in Rn. Then 0 = Q0(ei) = rii. Next, take x = ei + e j, i 6= j; then 0 =
Q0(ei + e j) = ri j + r ji. ⊓⊔

According to the next lemma, with each quadratic form Q we can associate a Symmetric matrices
unique symmetric matrix M that defines the form: Q(x) = x†M x. We write Q↔M
to indicate this association.

Lemma 7.2. Suppose Q(x) = x†M x is a quadratic form, where M is an arbitrary
n× n matrix. Then M̃ = (M + M†)/2 is symmetric and defines the same quadratic
form. Moreover, if S is symmetric and Q(x) = x†S x, then S = M̃.

Proof. Let Q†(x) = x†M† x be the quadratic form defined by the transpose ma-
trix M†. Because Q†(x) is just a scalar (a 1×1 matrix), it is equal to its own trans-
pose; thus

Q†(x) = (x†M†x)† = x†M x = Q(x).

In other words, even when M and M† are different, they define the same quadratic
form. Now let Q̃ be the quadratic form defined by M̃. Then
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Q̃(x) = x† 1
2 (M + M†)x = 1

2

(
x†M x + x†M† x

)
= 1

2

(
Q(x)+ Q†(x)

)
= Q(x).

If Q(x) = x†S x; then the quadratic form Q0 defined by the symmetric matrix
R = S− M̃ must be identically zero: Q0(x) = x†Rx ≡ 0. By the previous lemma,
R is also antisymmetric, so R must be the zero matrix, implying that S = M̃. ⊓⊔

We now single out the degenerate quadratic forms as the ones that are either
missing a variable or can be so transformed by a suitable linear coordinate change.
We show, as we did in the two-variable case, that a form is degenerate in this sense
precisely when its associated matrix is noninvertible.

Theorem 7.10. Let Q(x) = x†M x be a quadratic form in n variables, where M is
the symmetric matrix associated with Q. Suppose a linear coordinate change x = Lu
can be chosen so that the variable u1 does not appear in the formula

Q̂(u1, . . . ,un) = Q̂(u) = Q(Lu) = u†L†MLu

for the transformed quadratic form. Then M is noninvertible, and conversely.

Proof. Let us first suppose M is noninvertible. Then there is a nonzero vector r
in its kernel: Mr = 0. Choose additional vectors s2, . . . , sn so that the n vectors
{r,s2, . . . ,sn} form a basis for Rn, and let L be the invertible matrix whose columns
are the vectors r, s2, . . . , sn, in that order. The variable u1 will be missing from

Q̂(u) = u†L†MLu

if all the entries in the first row and the first column of the matrix L†ML are zero.
To show that L†ML has this property, first write L and L† in the form

L =
(
r s2 · · · sn

)
and L† =




r†

s†
2
...

s†
n


 .

Then matrix multiplication allows us to write the n×n matrix ML is a similar way,
as

ML =
(
Mr Ms2 · · · Msn

)
=
(
0 Ms2 · · · Msn

)
.

In that case,

L†ML =




r†

s†
2
...

s†
n



(
0 Ms2 · · · Msn

)
=




r†0 r†Ms2 · · · r†Msn

s†
20 s†

2Ms2 · · · s†
2Msn

...
...

. . .
...

s†
n0 s†

nMs2 · · · s†
nMsn


 .

Every entry in the first column is 0; but L†ML is symmetric, so every entry in the
first row is 0, as well. Thus the first variable, u1, is everywhere missing from Q̂(u).
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To prove the converse, suppose that the jth variable is missing from the expres-
sion of a quadratic form. Then the jth row and jth column of the matrix associated
with the form contain only zeros, implying the determinant of the matrix is zero and
the matrix is noninvertible. ⊓⊔
Definition 7.6 A quadratic form Q is nondegenerate if its associated symmetric Nondegeneracy
matrix is invertible, and is degenerate otherwise.

Corollary 7.11 A quadratic form is nondegenerate if and only if the eigenvalues of
its associated symmetric matrix are all nonzero.

Proof. The determinant of a matrix equals the product of its eigenvalues, so the
matrix is invertible if and only if all its eigenvalues are nonzero. ⊓⊔

There is more we must say about the eigenvalues of the symmetric matrix M Eigenvalues of a
symmetric matrixof a quadratic form. Because we obtain eigenvalues as the roots of a polynomial,

in general those eigenvalues are complex numbers, even when the entries of M are
all real numbers. However, the eigenvalues associated with a quadratic form via its
symmetric matrix are all real.

Theorem 7.12. If M is a symmetric n×n matrix with real entries, then all the eigen-
values of M are real numbers.

Proof. Let p(λ ) be the characteristic polynomial of M (Definition 2.1, p. 35); by
the fundamental theorem of algebra, there are n (not necessarily distinct) complex
numbers λ1, . . . , λn that are the roots of p(λ ) = 0. For each distinct root λ = α + iβ
(with α and β real), there is a complex eigenvector z = x + iy such that Mz = λ z
and z 6= 0. Each of these has a complex conjugate:

λ = α− iβ , z = x− iy.

If λ = λ , then β = 0 so λ = α , a real number.
Thus, to prove the theorem, we show λ = λ ; to do this, we calculate the matrix

product z†Mz two ways. First,

z†Mz = z†(λ z) = λ (z†z).

In the second calculation, we use the fact that M† = M = M, because M is symmetric
and real, and we equate z†Mz and z†z with their transposes because they are scalars:

z†Mz = (z†Mz)† = z†M†z = z†Mz = z†λ z = λ (z†z) = λ(z†z)† = λ(z†z).

Thus λ (z†z) = λ (z†z), and because z†z = x†x + y†y = ‖x‖2 + ‖y‖2 > 0, we can
divide by z†z and conclude λ = λ . ⊓⊔

Although the eigenvalues of a real symmetric matrix must be real, the eigenvec- Eigenvectors with
real eigenvaluestors need not be. For example, every nonzero complex vector is an eigenvector of the

identity matrix (with real eigenvalue 1). However, we can show that, in a sense, the
complex eigenvectors are superfluous: there is always a real eigenvector associated
with each real eigenvalue of a real matrix, symmetric or otherwise.
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Theorem 7.13. Suppose z is a complex eigenvector of the real matrix M, associ-
ated with the real eigenvalue λ . Then the real and imaginary parts of z are (real)
eigenvectors of M associated with λ .

Proof. Write z = x+ iy; then λ (x+ iy) = λ z = Mz = M(x+ iy). The real and imag-
inary parts of this equation hold separately; because λ and M are real, the real and
imaginary are

λ x = Mx, λ y = My. ⊓⊔

Thus all the eigenvalues of a symmetric matric are real, and each distinct eigen-The Hessian
value has a corresponding real eigenvector. We are now ready to introduce the Hes-
sian of a function of n variables and begin the local analysis of that function near a
critical point.

Definition 7.7 Suppose the function z = f (x) has continuous second derivatives on
a neighborhood of a critical point x = a. The Hessian of fff at a is the symmetric
matrix of second derivatives

Ha =




f11(a) · · · f1n(a)
...

. . .
...

fn1(a) · · · fnn(a)


 .

The Hessian form of fff at a is the quadratic form associated with the Hessian.

As we noted already in the two-variable case, continuity of the second derivatives
guarantees that Ha is symmetric. Moreover, we continue to use the symbol Ha for
the Hessian form as well; thus

Ha(x1, . . . ,xn) = f11(a)x2
1 + 2 f12(a)x1x2 + · · ·+ fnn(a)x2

n.

Definition 7.8 Suppose the function z = f (x) has continuous second derivatives
near the critical point a. Then a is nondegenerate if the Hessian Ha of f at a is
nondegenerate, and is degenerate otherwise.

Our goal is to show that coordinate changes can put a function into a particularlyThe effect of
coordinate changes simple form near a nondegenerate critical point. But we must ask: can a coordinate

change eliminate a critical point, or can it convert a nondegenerate critical point into
a degenerate one? We now show that criticality and nondegeneracy are geometric
properties of functions, unaltered by coordinate changes.

Theorem 7.14. Suppose the coordinate change x = h(u) transforms f (x) into g(u):
f (x) = f (h(u)) = g(u). Then z = f (x) has a critical point at x = a = h(b) if and
only if z = g(u) has a critical point at u = b.

Proof. By the chain rule, dgb = dfa ◦dhb. Because dhb is invertible because h is a
coordinate change,

dgb = 0 ⇐⇒ dfa = 0. ⊓⊔
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Theorem 7.15. Suppose the coordinate change x = h(u) transforms f (x) into g(u),
where f and g have continuous third derivatives. Then u = b is a nondegenerate
critical point of z = g(u) if and only if x = a = h(b) is a nondegenerate critical
point of z = f (x).

Proof. We have f (x) = f (h(u)) = g(u). Let Ha be the Hessian matrix of f at a, and
let H∗b be the Hessian matrix of g at b; we must establish a connection between Ha
and H∗b that implies one is invertible precisely when the other is.

The Hessians appear in the respective Taylor expansions of f and g:

f (a + ∆x)− f (a) = 1
2 ∆x†Ha ∆x + O((∆x)3),

g(b+ ∆u)−g(b) = 1
2 ∆u†H∗b ∆u+ O((∆u)3).

However,
f (a + ∆x)− f (a) = ∆z = g(b+ ∆u)−g(b),

so we can begin to connect the two Hessians by writing

2∆z = ∆x†Ha ∆x + O((∆x)3) = ∆u†H∗b ∆u+ O((∆u)3).

Now express ∆x in terms of ∆u by using the differentiability of h at b:

∆x = x−a = h(b+ ∆u)−h(b) = dhb(∆u)+ooo(∆u) = L∆u+ooo(∆u).

For visual clarity we have set dhb = L here; the remainder is “little oh” of ∆u. By
Exercise 3.28 (p. 104), L∆u = OOO(∆u), so ∆x = OOO(∆u).

For every ∆u 6= 0, write ∆u = s∆y with ∆y a unit vector and a suitable s > 0.
Then O((∆u)3) = O(s3),

∆x = sL∆y +ooo(s) = s
(
L∆y +ooo(s)/s

)
, O((∆x)3) = O(s3),

and we can write the two expressions for 2∆z as

s2 (L∆y +ooo(s)/s
)†

Ha
(
L∆y +ooo(s)/s

)
+ O(s3) = s2 ∆y†H∗b∆y + O(s3).

Now divide the equation by s2 and take the limit as s→ 0, using o(s)/s→ 0 and
O(s3)/s2→ 0. The result is

(L∆y)†Ha (L∆y) = ∆y†(L†HaL
)
∆y = ∆y†H∗b ∆y

for every ∆y 6= 0. This implies L†HaL = H∗b and hence

detH∗b = detHa (detL)2.

Because detL = detdhb 6= 0 because h is a coordinate change, detH∗b 6= 0 if and
only if detHa 6= 0. ⊓⊔

The equations dgb = d fa ◦ dha and detH∗b = detHa (detdhb)
2 in the last two Analogous equations

proofs are the multivariable analogues of the earlier equations g′(0) = f ′(0)h′(0)
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and g′′(0) = f ′′(0)(h′(0))2 that showed criticality and nondegeneracy were geomet-
ric properties of single-variable functions (p. 222).

We are now ready to state and prove the main theorem. It first appears in an im-Morse theory and
Morse’s lemma portant paper on the topological properties of multivariable functions that Marston

Morse published in 1925 [13]. Because the theorem was just one of several technical
facts he needed to establish the paper’s main results (now called Morse theory), it
was natural for him to label this fact as a lemma. For us, however, the fact is central,
though it is still always called Morse’s lemma: at a nondegenerate critical point, a
function can always be converted into a sum of squares.

Theorem 7.16 (Morse’s lemma). Suppose z = f (x) has continuous third deriva-
tives on an open set Xn, the point x = a in Xn is a nondegenerate critical point of f ,
and the Hessian matrix Ha has r negative eigenvalues. Then, in a sufficiently small
window Wa centered at a, there is a coordinate change ∆u = h(∆x) for which

∆z = f (a + ∆x)− f (a)

=−(∆u1)
2−·· ·− (∆ur)

2 +(∆ur+1)
2 + · · ·+(∆un)

2.

Because the Hessian Ha is symmetric and the critical point is nondegenerate,
the eigenvalues of Ha are all real and nonzero. If all are positive (i.e., r = 0 in
the statement of the theorem), then there are no negative squares in the sum. If all
eigenvalues are negative (i.e., r = n), then there are no positive squares in the sum.

The proof of Morse’s lemma breaks up naturally into three parts. In the firstSurvey of the proof
part (Theorem 7.18), a coordinate change reduces the window equation for a func-
tion at an nondegenerate critical point into a simple quadratic form with variable
coefficients. In the second part (Theorem 7.19), a further coordinate change “diago-
nalizes” the quadratic form. This means that the form becomes a sum of positive and
negative squares (and the symmetric matrix associated with it becomes a diagonal
matrix). But significantly, it also means that the coefficients of the quadratic form
become constants. In other words, any function “looks like” a sum of squares near
a nondegenerate critical point. The third part of the proof of Morse’s lemma (Theo-
rem 7.25) shows that the number of negative squares in the sum does not depend on
the way the coordinate changes were chosen, but is always equal to the number of
negative eigenvalues in the Hessian of the given function at its critical point.

Morse begins the proof of the Morse lemma by expanding a function into linearMorse’s lemma, part 1:
expanding by powers and quadratic terms in a way that is uncannily similar to Taylor’s expansion. Tay-

lor’s formula splits the function into three simple pieces—a constant, a linear form,
and a quadratic form—plus a fourth piece that contains the remaining “complexity”
of the function. Morse recasts the formula so there is no separate remainder; the
coefficients of the quadratic form become variable, and contain all the complexity
that Taylor’s formula puts into the remainder. We have already seen Morse’s expan-
sion put to use: on pages 219–220 we used it to determine the local behavior of a
function of one variable near a critical point. Here, then, for the sake of comparison
are the theorems that provide the expansions of Taylor and Morse.
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Theorem 7.17 (Taylor). Suppose z = f (x) has continuous third derivatives on an
open set that contains the line segment from a to a + ∆x. Then

f (a + ∆x) = f (a)+
n

∑
i=1

∂ f
∂xi

(a)∆xi +
1
2

n

∑
i, j=1

∂ 2 f
∂xi ∂x j

(a)∆xi ∆x j + O((∆x)3). ⊓⊔

Theorem 7.18 (Morse). Suppose z = f (x) has continuous third derivatives on an
open set that contains the line segment from a to a+∆x. Then there are continuously
differentiable functions hi j(∆x) = h ji(∆x) for which

f (a + ∆x) = f (a)+
n

∑
i=1

∂ f
∂xi

(a)∆xi +
n

∑
i, j=1

hi j(∆x)∆xi ∆x j,

and hi j(0) =
1
2

∂ 2 f
∂xi ∂x j

(a).

Proof. For clarity, we separate the proof into a number of steps. One of our aims is to
provide explicit instructions for constructing the coefficients hi j(∆x) of the quadratic
form. Note, in what follows, similarities with the proof of Taylor’s theorem.

With the following lemma, we are able to build all the terms in Morse’s formula, Step 1
including the crucial coefficients hi j.

Lemma 7.3. Suppose z = F(x) has continuous derivatives of order k+1 on an open
set that contains the line segment from a to a + ∆x. Then there are functions pi(∆x)
with continuous derivatives of order k for which

F(a + ∆x) = F(a)+
n

∑
i=1

pi(∆x)∆xi,

and pi(0) =
∂F
∂xi

(a), i = 1, . . . ,n.

Proof. We express the difference ∆z = F(a + ∆x)−F(a) as an integral, as in the
beginning of the proof of Taylor’s theorem for a single-variable function (cf. p. 79):

∫ 1

0

d
dt

F(a + t∆x)dt = F(a + t∆x)

∣∣∣∣
1

0
= F(a + ∆x)−F(a) = ∆z.

In this multivariable setting, the chain rule gives us

d
dt

F(a + t∆x) =
n

∑
i=1

∂F
∂xi

(a + t∆x)∆xi,

so

∆z =
n

∑
i=1

(∫ 1

0

∂F
∂xi

(a + t∆x)dt

)
∆xi.
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Therefore we take

pi(∆x) =

∫ 1

0

∂F
∂xi

(a + t∆x)dt.

Because ∂F/∂xi has continuous derivatives of order k, so does pi. Moreover,

pi(0) =

∫ 1

0

∂F
∂xi

(a + t 0)dt =
∂F
∂xi

(a)

∫ 1

0
dt =

∂F
∂xi

(a). ⊓⊔

Now apply Lemma 7.3 to the function f itself to obtain functions gi(∆x) forStep 2
which

f (a + ∆x) = f (a)+
n

∑
i=1

gi(∆x)∆xi.

According to the same lemma, each function gi has continuous second derivatives,
and

gi(0) =
∂ f
∂xi

(a),

which gives us a start on Morse’s expansion.
Apply Lemma 7.3 again to each gi(∆x), i = 1, . . . ,n, this time taking a = 0. WeStep 3

get functions h̃i j(∆x), j = 1, . . . ,n, with continuous first derivatives for which

gi(∆x) = gi(0)+
n

∑
j=1

h̃i j(∆x)∆x j =
∂ f
∂xi

(a)+
n

∑
j=1

h̃i j(∆x)∆x j,

and h̃i j(0) =
∂gi

∂x j
(0).

Comment: Nominally, each gi is a function of the window variables ∆x j, but because
∆x j and x j differ merely by a constant (∆x j = x j−a j), the differential operators

∂
∂ (∆x j)

and
∂

∂x j

have the same action. For simplicity we therefore write

∂gi

∂x j
instead of

∂gi

∂ (∆x j)

here and in all the following work.

Now substitute the expression for gi(∆x) into the formula for f (a+∆x) in Step 2:Step 4

f (a + ∆x) = f (a)+
n

∑
i=1

∂ f
∂xi

(a)∆xi +
n

∑
i=1

n

∑
j=1

h̃i j(∆x)∆xi ∆x j.

This looks like Morse’s expansion; in particular, the last term is a quadratic form
with variable coefficients h̃i j(∆x). But nothing in Lemma 7.3 ensures that h̃ ji(∆x) =
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h̃i j(∆x) for every i, j = 1, . . . ,n, as required by the theorem. (In other words, the
matrix H̃(∆x) =

(
h̃i j(∆x)

)
that defines the quadratic form need not be symmetric.)

But we can use Lemma 7.2 to replace the matrix H̃ by the symmetric matrix Step 5
H = (H̃ + H̃†)/2 without altering the quadratic form. That is, if we let

hi j(∆x) =
h̃i j(∆x)+ h̃ ji(∆x)

2
,

then

f (a + ∆x) = f (a)+
n

∑
i=1

∂ f
∂xi

(a)∆xi +
n

∑
i=1

n

∑
j=1

hi j(∆x)∆xi ∆x j

and h ji(∆x) = hi j(∆x) for all i, j = 1, . . . ,n.

In remains only to verify that hi j(0) =
1
2

∂ 2 f
∂xi ∂x j

(a). We claim that, in fact, Step 6

h̃i j(0) =
1
2

∂ 2 f
∂x j ∂xi

(a) =
1
2

∂ 2 f
∂xi ∂x j

(a) = h̃ ji(0).

To prove the claim, note (Step 3) that h̃i j(0) =
∂gi

∂x j
(0). Therefore, because

gi(∆x) =
∫ 1

0

∂ f
∂xi

(a + t∆x)dt,

we can link h̃i j to f by calculating the appropriate partial derivative of gi. This
involves differentiation under the integral sign, a delicate matter but one that is al-
lowed here because the integrand is continuously differentiable; see an introductory
text on real analysis. We have (by the chain rule)

∂gi

∂x j
(∆u) =

∫ 1

0

∂
∂x j

(
∂ f
∂xi

(a + t∆x)

)
dt =

∫ 1

0

∂ 2 f
∂x j ∂xi

(a + t∆x) t dt,

from which it follows that

h̃i j(0) =
∂gi

∂x j
(0) =

∫ 1

0

∂ 2 f
∂x j ∂xi

(a) t dt

=
∂ 2 f

∂x j ∂xi
(a)

∫ 1

0
t dt =

1
2

∂ 2 f
∂x j ∂xi

(a).

This completes the proof of Theorem 7.18, and incidentally shows that, even though
the matrix H̃(∆x) may not be symmetric in general, at least it is when ∆x = 0. ⊓⊔

Let us see how the instructions provided in this proof (in Steps 2 and 3) give us Example:
constructing the hi jformulas for the functions hi j at a critical point of the “tipped wine bottle” function
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fm(x,y) = (x2 +y2−1)2 +mx (Chapter 7.2, pages 231–237). These are the formulas
for A, B, and C that appear on page 234.

To find the hi j, we must first construct the gi, and these involve partial derivatives
of the expression fm(x) (evaluated at x = a + t∆x). But the window function

∆z = fm(x)− fm(a)

has the same partial derivatives; the two functions merely differ by a constant. Fur-
thermore, when we restrict a to the form (p,0) (because we are interested only in
critical points), we can use the expression for ∆z we have already computed on
page 234:

∆z = (6p2−2)(∆x)2 +(2p2−2)(∆y)2

+ 4p(∆x)3 + 4p∆x(∆y)2 +(∆x)4 + 2(∆x)2(∆y)2 +(∆y)4.

Finally, keeping in mind the comment in Step 3 of the last proof, that derivatives
with respect to ∆xi and xi are interchangeable, we can now compute

∂ (∆z)
∂ (∆x)

= 2(6p2−2)∆x + 12p(∆x)2 + 4p(∆y)2 + 4(∆x)3 + 4∆x(∆y)2,

∂ (∆z)
∂ (∆y)

= 2(2p2−2)∆y + 8p∆x∆y + 4(∆x)2∆y + 4(∆y)3.

Thus,

g1(∆x,∆y) =

∫ 1

0

∂ (∆z)
∂ (∆x)

(t∆x,t∆y)dt

=

∫ 1

0

{
2t(6p2−2)∆x + 4t2[3p(∆x)2 + p(∆y)2]+ 4t3[(∆x)3 + ∆x(∆y)2]}dt

= (6p2−2)∆x + 4p(∆x)2 + 4
3 p(∆y)2 +(∆x)3 + ∆x(∆y)2.

In a similar way,

g2(∆x,∆y) =

∫ 1

0

∂ (∆z)
∂ (∆y)

(t∆x,t∆y)dt

= (2p2−2)∆y + 8
3 p∆x∆y +(∆x)2∆y +(∆y)3.

We are now ready to compute the four functions hi j. By definition, h11 = h̃11, so

h11(∆x,∆y) =
∫ 1

0

∂g1

∂ (∆x)
(t∆x,t∆y)dt

=

∫ 1

0

{
[6p2−2]+ t [8p∆x]+ t2[3(∆x)2 +(∆y)2]

}
dt

= (6p2−2)+ 4p∆x +(∆x)2 + 1
3 (∆y)2.
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(This is the function A(∆x,∆y) given on page 234). Next, notice that

∂g1

∂ (∆y)
= 8

3 p∆y + 2∆x∆y =
∂g2

∂ (∆x)
,

implying h̃12 = h̃21 = h12. We have

h12(∆x,∆y) =

∫ 1

0

∂g1

∂ (∆y)
(t∆x,t∆y)dt

=
∫ 1

0

{
t
[

8
3 p∆y

]
+ t2 [2∆x∆y]

}
dt = 4

3 p∆y + 2
3 ∆x∆y

= B(∆x,∆y).

Finally, because h22 = h̃22, we have

h22(∆x,∆y) =
∫ 1

0

∂ (∆g2)

∂ (∆y)
(t∆x,t∆y)dt

=

∫ 1

0

{
[2p2−2]+ t

[
8
3 p∆x

]
+ t2 [(∆x)2 + 3(∆y)2]} dt

= (2p2−2)+ 4
3 p∆x + 1

3(∆x)2 +(∆y)2.

Because this is the function C(∆x,∆y) given earlier, we have completed the example.

We now move on to the next part of the proof of Morse’s lemma. We can assume, Morse’s lemma, part 2:
diagonalizing the

quadratic form
by Theorem 7.18, that our function is already written in window coordinates as a
quadratic form with variable coefficients:

∆z = f (a + ∆x)− f (a) =
n

∑
i, j=1

hi j(∆x)∆xi ∆x j,

where h ji(∆x) = hi j(∆x) and

hi j(0) =
1
2

∂ 2 f
∂ui ∂u j

(a).

Our goal is to “diagonalize” this quadratic form. If the coefficients were constants
instead of functions, then linear algebra would provide a standard diagonalization
method that involves changing coordinates, one variable at a time, by “completing
the square.” We actually use this method because, as Morse pointed out, it works
just as well with variable coefficients.

The first step in completing the square is to divide by the leading coefficient The leading coefficient
(this is h11 in the quadratic form we are dealing with, and was A in the example we
worked through on pages 234–237); therefore that coefficient must be nonzero. Of
course, we have no reason a priori to expect h11 6= 0. Even in the simple example

Q(∆x1,∆x2) = 2∆x1 ∆x2,
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the leading coefficient is zero (h11 = h22 = 0, h12 = h21 = 1). In this case, though,
we can fix the problem with an obvious coordinate change:

∆x1 = ∆y1−∆y2, ∆x2 = ∆y1 + ∆y2.

Then
Q(∆x1,∆x2) = 2∆x1 ∆x2 = (∆y1)

2− (∆y2)
2 = Q∗(∆y1,∆y2),

so the coefficients of the form Q∗ that results from the coordinate change are h∗11 = 1,Making the leading
coefficient nonzero h∗12 = h∗21 = 0, h∗22 = −1. In fact, the following lemma says we can always make

the leading coefficient nonzero, at least if the form is nondegenerate. The lemma
concerns a quadratic form with variable coefficients

Q(∆x) =
n

∑
i, j=1

hi j(∆x)∆xi ∆x j, h ji(∆x) = hi j(∆x).

Lemma 7.4. Suppose the matrix hi j(0) is invertible. Then there is a linear coordi-
nate change ∆x = L(∆y) for which

Q(L(∆y)) = Q∗(∆y) =
n

∑
i, j=1

h∗i j(∆y)∆yi ∆y j,

with h∗11(0) 6= 0.

Proof. Let H(∆x) be the symmetric matrix with entry hi j(∆x) in the ith row and
jth column. Suppose first that one of the diagonal elements of H(0) is nonzero, say
hJJ(0) 6= 0. Define

L : ∆x1 = ∆yJ, ∆xJ = ∆y1, ∆xk = ∆yk, k 6= 1,J.

This is a transposition permutation and is its own inverse (and if J = 1, it is the
identity). In terms of the new variables, h∗11(∆y) = hJJ(∆x), so h∗11(0) 6= 0, and we
are done.

The alternative is that all diagonal elements of H(0) are zero. In that case, some
other element h1 j(0), j = 2, . . . ,n in the first row of H(0) must be nonzero. Other-
wise, detH(0)= 0, which is contrary to hypothesis. So suppose h1J(0) = hJ1(0) 6= 0,
where J 6= 1. Define

L : ∆x1 = ∆y1−∆yJ, ∆xJ = ∆y1 + ∆yJ, ∆xk = ∆yk, k 6= 1,J.

This L is also invertible; in fact, it is a rotation–dilation of the (∆x1,∆xJ)-plane.
To determine h∗11(∆y), we need to determine all places where (∆y1)

2 appears as a
quadratic factor in the form Q∗(∆y)= Q(∆x). There are three such places: in (∆x1)

2,
in (∆xJ)

2, and in ∆x1 ∆xJ . We find

h∗11(∆y) = h11(∆x)+ hJJ(∆x)+ 2h1J(∆x),

and thus



7.3 Morse’s lemma 255

h∗11(0) = h11(0)+ hJJ(0)+ 2h1J(0).

The first two terms are diagonal elements of H(0) and hence, by assumption, are
zero; the remaining term gives h∗11(0) = 2h1J(0) 6= 0. ⊓⊔

The following theorem carries out the diagonalization process that gives ∆z as Reducing the function
to a sum of squaresa sum of positive and negative squares. It is the heart of Morse’s lemma but does

not complete the proof because it does not determine how many of the squares are
positive and how many are negative.

Theorem 7.19. Suppose z = f (x) has continuous third derivatives on an open
set Xn, and the point a in Xn is a nondegenerate critical point of f . Then, in a suffi-
ciently small window Wa centered at a, there is a coordinate change ∆u = h(∆x) so
that

∆z = f (a + ∆x)− f (a) =±(∆u1)
2±·· ·± (∆un)

2.

Proof. We can assume by Theorem 7.18 (p. 249) that we have already written ∆z as
a quadratic form with variable coefficients:

∆z =
n

∑
i, j=1

hi j(∆x)∆xi ∆x j,

where h ji(∆x) = hi j(∆x) and

hi j(0) =
1
2

∂ 2 f
∂xi ∂x j

(a).

Moreover, because f has continuous third derivatives, the same theorem tells us that
the coefficients hi j(∆x) have continuous first derivatives.

This proof also goes in stages; at each stage, a coordinate change “splits off” one Proof by induction
more variable as a perfect square. In other words, we claim that after k stages, the
window equation will look like

∆z =±(∆v1)
2±·· ·± (∆vk)

2 +
n

∑
i, j=k+1

h∗i j(∆v)∆vi ∆v j,

and that the new coefficients h∗i j are rational functions of the coefficients from the
previous stage. Because each stage is like every other, the proof is a mathematical
induction. Thus, we assume that we have already reached the stage where k = M−1
squares have been “split off” from the quadratic form, and deduce that the next
stage, k = M, also holds. (The initial step in the induction is just the one where
M = 1, so we do not need to prove it separately.)

Thus we focus on the residual quadratic form

QM(∆v) =
n

∑
i, j=M

h∗i j(∆v)∆vi ∆v j.

Note that this is a quadratic form in just the variables ∆vM, . . . , ∆vn, although the
coefficients h∗i j remain functions of all the variables ∆v = (∆v1, . . . ,∆vn). The lead-



256 7 Critical Points

ing coefficient is h∗MM , and we can assume (by Lemma 7.4) that h∗MM(0) 6= 0. If we
separate out all appearances of ∆vM as a quadratic factor, we get

QM(∆v) = h∗MM(∆v)

(
(∆vM)2 + 2∆vM

n

∑
j=M+1

h∗M j(∆v)

h∗MM(∆v)
∆v j

)

+
n

∑
i, j=M+1

h∗i j(∆v)∆vi ∆v j.

Completing the square then gives usCompleting the square

QM(∆v) = h∗MM(∆v)

(
∆vM +

n

∑
j=M+1

h∗M j(∆v)

h∗MM(∆v)
∆v j

)2

−h∗MM(∆v)

(
n

∑
j=M+1

h∗M j(∆v)

h∗MM(∆v)
∆v j

)2

+
n

∑
i, j=M+1

h∗i j(∆v)∆vi ∆v j.

Together, the terms on the second line constitute a new quadratic form in the vari-
ables ∆vM+1, . . . ,∆vn alone, but with variable coefficients that still depend on all the
∆vi, in general. We write that new form as

QM+1(∆v) =
n

∑
i, j=M+1

ĥi j(∆v)∆vi ∆v j.

The formulas show that the new coefficients ĥi j are rational functions of the h∗i j

(in which only h∗MM appears in the denominator). Therefore, the new ĥi j have con-
tinuous first derivatives wherever the denominator h∗MM(∆v) does not vanish. This
confirms the assertion about the coefficients that is part of the induction.

Completion of the square leads us to the coordinate changeThe new residual form

hM :





∆wM =

√
|h∗MM(∆v)|

(
∆vM +

n

∑
j=M+1

h∗M j(∆v)

h∗MM(∆v)
∆v j

)
,

∆wi = ∆vi, i 6= M,

that transforms QM into

QM(∆v) =±(∆wM)2 + QM+1(∆w).

The new coordinates split off one more variable as a perfect square, and leave a new
residue QM+1 that is again a quadratic form, but with one less quadratic variable.
The coefficients of the new residual form are continuously differentiable functions
of the new coordinates.

The induction is therefore completed as soon as we prove that the map hM is aThe coordinate change
valid coordinate change. We use the inverse function theorem. First, note that the
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components of hM have continuous first derivatives near the origin, because they
are rational functions of

√
|h∗MM(∆v)| and h∗M j(∆v), j = M + 1, . . . ,n. Next,

d(hM)0 =




1 · · · 0 0 0 · · · 0
...

. . .
...

...
...

. . .
...

0 · · · 1 0 0 · · · 0

0 · · · 0
√
|h∗MM(0)|

h∗M,M+1(0)
√
|h∗MM(0)|

· · ·
h∗M,n(0)

√
|h∗MM(0)|

0 · · · 0 0 1 · · · 0
...

. . .
...

...
...

. . .
...

0 · · · 0 0 0 · · · 1




,

so detd(hM)0 =
√
|h∗MM(0)| 6= 0 and the linear map d(hM)0 is invertible. The inverse

function theorem then implies that hM itself is invertible on some window WM cen-
tered at a, and the inverse is continuously differentiable on the image UM = hM(WM).

The coordinate change ∆u = h(∆x) that will carry out the entire diagonalization
is the composite h = hn ◦ · · · ◦h1 that carries out the individual changes, one after
another. The proof makes it reasonably clear that the composite is well defined, that
is, that we can always carry out the next coordinate change in the sequence. Alter-
natively, note that each successive pair hi+1 ◦hi of changes is defined on the open
set Ui∩Wi+1, which is certainly nonempty because it contains 0 = hi(0). Finally, by
the chain rule, the composite h is continuously differentiable. ⊓⊔

We now come to the final part of the proof of Morse’s lemma, where we show Morse’s lemma, part 3:
role of the Hessianthat the number of negative squares in the new formula

∆z =±(∆u1)
2±·· ·± (∆un)

2

for f is equal to the number of negative eigenvalues in the Hessian of f at x = a. In
particular, it follows that this number does not depend on the choices we made in
constructing the coordinate change ∆u = h(∆x).

In terms of the new coordinates, ∆z is a particularly simple quadratic form. For
clarity, let us assume there are s negative squares and the coordinates have been
rearranged so all the negative squares come first in the new formula; then

∆z = QK(∆u) = ∆u†K∆u,

where the symmetric matrix K representing the form is

K =

(
−Is

In−s

)
,

and the off-diagonal entries are all zero. We can also write ∆z as the Taylor expan-
sion

∆z = 1
2 Ha(∆x)+ O((∆x)3) = 1

2 ∆x†Ha ∆x + O((∆x)3),
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in which Ha is the Hessian of f at the critical point in terms of the original x coor-
dinates. The next theorem provides the first link between the matrices K and Ha.

Theorem 7.20. Let ∆u = h(∆x) be the coordinate change of Theorem 7.19, and let
L = dh0 be the derivative of h at ∆x = 0; then

L†KL = 1
2 Ha.

Proof. The proof is left as an exercise; it is similar to the earlier proof (Theo-
rem 7.15, p. 247) that connects the Hessians of equivalent functions at correspond-
ing critical points. ⊓⊔
Corollary 7.21 The matrices 1

2 Ha and K represent the same quadratic form in the
coordinates ∆x and ∆u, respectively.

Proof. Let L = dh0, as in Theorem 7.20; then the linear coordinate change ∆u = L∆x
converts QK(∆u) = ∆u†K∆u into

Q̂K(∆x) = QK(L∆x) = (L∆x)†K(L∆x) = x†L†KL∆x = 1
2 ∆x†Ha ∆x. ⊓⊔

The corollary leads us to regard a quadratic form as a fixed geometric object thatDifferent coordinate
representations of
a quadratic form

has different representations in different coordinate systems. In other words, if we
give a “geometric” vector v coordinates in two different ways,

∆x←→ v←→ ∆u,

then there is a function Q (the “geometric” quadratic form) defined on such vectors
for which

Q̂K(∆x) = Q(v) = QK(∆u).

What properties do QK and Q̂K have in common? These are the geometric properties
of the underlying function Q.

Definition 7.9 We say the quadratic form Q is negative definite (respectively, pos-
itive definite) on a set S in Rn if Q(v) < 0 (respectively, Q(v) > 0) for every v 6= 0
in S.

Definition 7.10 The index of the quadratic form Q is the maximum dimension of a
subspace N of Rn on which Q is negative definite.

The index of a quadratic form is defined without reference to its representation in aThe index is a
geometric property particular coordinate system, so it is a geometric property of the form.

Theorem 7.22. The index of the quadratic form

QK(∆u) =−(∆u1)
2−·· ·− (∆us)

2 +(∆us+1)
2 + · · ·(∆un)

2

is equal to s.
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Proof. Let Ns be the s-dimensional linear subspace of vectors of the form

∆u = (∆u1, . . . ,∆us,0, . . . ,0).

Then
QK(∆u) =−(∆u1)

2−·· ·− (∆us)
2 < 0

for every nonzero ∆u in Ns, implying that the index of QK is at least equal to s.
We are done if we show that the index of QK is at most equal to s. First note

that, by a similar argument, QK is positive definite on the (n− s)-dimensional linear
subspace Pn−s of vectors of the form

∆u = (0, . . . ,0,∆us+1, . . . ,∆un).

Now suppose the index of QK were greater than s. Then there would be a linear
subspace Ns+1 of dimension s + 1 on which QK were negative definite. But then
the intersection Pn−s ∩Ns+1 would be a linear subspace of dimension at least 1,
and would thus contain nonzero vectors. The value of QK on such a vector would
be both positive and negative, an absurdity we attribute to the assumption that the
index could be greater than s. We reject the assumption and conclude that the index
is exactly s. ⊓⊔

By definition, the index of a quadratic form is independent of the coordinate QK and Q̂K both
have index rrepresentation. Therefore, because Q̂K and QK represent the same form in different

coordinates, Q̂K and QK must have the same index. Consequently, the Hessian form

Q̂K(∆x) = 1
2 ∆x†Ha ∆x

must have index s. It remains to show that s equals the number of negative eigenval-
ues of Ha. This involves “transforming Ha to principal axes” (cf. p. 242): using an
n-dimensional rotation to reduce the Hessian form Q̂K to a sum of squares in which
the eigenvalues of Ha appear as coefficients.

Definition 7.11 An n× n invertible matrix P is orthogonal if its transpose equals
its inverse: P† = P−1.

An orthogonal matrix gets its name from the fact that its columns are mutually
orthogonal unit vectors. That is, if we write

P† =




w†
1

...
w†

n


 , P =

(
w1 · · · wn

)
,

then the condition P†P = I implies ‖wi‖2 = w†
i wi = 1 for every i = 1, . . . ,n, and

w†
i w j = 0 for every i 6= j.
Let e1 ∧ ·· · ∧ en be the unit n-cube whose edges are the standard basis vectors

in Rn. Then
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P(e1∧·· ·∧ en) = P(e1)∧·· ·∧P(en) = w1∧·· ·∧wn,

so (Definition 2.5, p. 46) volw1∧·· ·∧wn = detP = ±1 for every orthogonal ma-
trix P.

Definition 7.12 An orthogonal matrix P is a rotation if detP = +1.

Thus, a rotation is an orthogonal matrix that preserves orientation. If P is orthogonalRotations and
orthogonal matrices but detP = −1, P can be converted into a rotation by changing the signs of the

entries in any one of its columns.

Theorem 7.23 (Principal axes theorem). If Q(x) = x†M x is a quadratic form in
n variables, then there is a rotation x = Ru of Rn that transforms Q into a sum of
squares

Q(Ru) = Q∗(u) = λ1u2
1 + · · ·+ λnu2

n,

where λ1, . . . ,λn are the eigenvalues of M.

Proof. The theorem asserts that, for any n×n symmetric matrix M, there is a rota-The theorem stated
in terms of matrices tion R for which

R−1MR = R†MR = D

is a diagonal matrix whose diagonal elements are the eigenvalues of M. We prove
the theorem in this form by using mathematical induction on n.

If n = 1 there is nothing to do; we can take R to be the 1× 1 identity matrix.
Now assume that any (n−1)× (n−1) symmetric matrix can be diagonalized by a
suitable rotation on R

n−1, and consider an n×n symmetric matrix M.
Let u1 be an eigenvector of M, Mu1 = λ1u1, and take u1 to be a unit vector.

Extend u1 to an orthonormal basis {u1,w1, . . . ,wn−1} of Rn. We may assume (by
changing the sign of wn−1, if necessary) that the n-cube u1 ∧w1 ∧ ·· · ∧wn−1 has
positive orientation, and thus that the matrix

R1 =
(
u1 w1 · · · wn−1

)

is a rotation. Then

MR1 =
(
Mu1 Mw1 · · · Mwn−1

)
=
(
λ1u1 Mw1 · · · Mwn−1

)
,

R†
1MR1 =




λ1 u†
1 u1 u†

1Mw1 · · · u†
1Mwn−1

λ1 w†
1 u1 w†

1Mw1 · · · w†
1Mwn−1

...
...

. . .
...

λ1 w†
n−1u1 w†

n−1Mw1 · · · w†
n−1Mwn−1




=




λ1 0 · · · 0
0 m∗11 · · · m∗1,n−1
...

...
. . .

...
0 m∗n−1,1 · · · m∗n−1,n−1


 , m∗i j = w†

i Mw j.
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The zeros appear in the first column because every wi ⊥ u1, and in the first row
because R†

1MR1 is symmetric. Also,

m∗i j = w†
i Mw j = (w†

i Mw j)
† = w†

jMwi = m∗ji,

so M∗ =
(
m∗i j

)
is an (n−1)× (n−1) symmetric matrix.

By the induction hypothesis, there is a rotation R∗ that diagonalizes M∗; that is,
(R∗)†M∗R∗ = D∗. Let

R2 =

(
1

R∗

)
;

this is the n× n matrix with 1 and R∗ on the diagonal, and with all off-diagonal
elenents not shown equal to zero. Then

R†
2 =

(
1

(R∗)†

)
and R†

2R2 =

(
1

(R∗)†R∗

)
=

(
1

In−1

)
= In,

the n×n identity matrix, thus R2 is orthogonal. Moreover, detR2 = 1×detR∗ = 1,
so R2 is a rotation.

Lemma 7.5. The matrix R = R2R1 is a rotation and diagonalizes M.

Proof. We know R is a rotation because it is a product of rotations. Moreover,

R†MR = R†
2R†

1MR1R2 = R†
2

(
λ1

M∗

)
R2 =

(
1

(R∗)†

)(
λ1

M∗

)(
1

R∗

)

=

(
λ1

(R∗)†M∗R∗

)
=

(
λ1

D∗

)
;

this is an n×n diagonal matrix. ⊓⊔

Lemma 7.6. If M is symmetric, P is orthogonal, and P†MP is a diagonal matrix
with diagonal elements αi, i = 1, . . . ,n, then αi is an eigenvalue of M and the i-th
column of P is a corresponding eigenvector.

Proof. This is the n-dimensional version of Theorem 7.7, page 241, and has a sim-
ilar proof. The key is that P†MP = D implies MP = PD because P† = P−1; see the
exercises. ⊓⊔
Thus the diagonal elements in the diagonal matrix of Lemma 7.5 are the eigenvalues
of M, and the proof of the principal axes theorem is complete. ⊓⊔

Our proof of the principal axes theorem indicates that the eigenvectors of a sym- Interlude
metric matrix have properties not shared by matrices in general. Before returning to
the analysis of critical points, we pause to establish some of those properties.

Definition 7.13 The eigenvalue α of the matrix M has multiplicity kkk if the the factor
λ −α appears k times in a factorization of the characteristic polynomial of M.
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Although each distinct real eigenvalue of an n×n real matrix M has a real eigen-Repeated eigenvalues
and eigenspaces vector associated with it (Theorem 7.13, p. 246), in general a repeated eigenvalue

may not possess additional linearly independent eigenvectors. Consequently, the
eigenvectors of such an n×n matrix may not span Rn. The first such examples we
saw were the shears M7 and M8 of Chapter 2 (pp. 38ff.). However, a symmetric
matrix has a “complete” set of eigenvectors.

Corollary 7.24 Suppose M is a symmetric matrix with an eigenvalue α of multiplic-
ity k. Then the eigenvectors associated with α form a k-dimensional subspace Eα
of Rn.

Proof. Sums and scalar multiples of eigenvectors associated with α are again eigen-
vectors associated with α , so they form a subspace Eα of Rn. Because α has multi-
plicity k, precisely k columns of the orthogonal matrix P of Lemma 7.6 are eigenvec-
tors associated with α . Those columns are linearly independent, so the dimension
of Eα is at least k.

We must now show the dimension of Eα is not greater than k. Let v1, . . . ,vn be
the columns of P; assume, by rearranging them if necessary, that the first k columns,
v1, . . . , vk, are the eigenvectors associated with α . Suppose w is in Eα ; because
{v1, . . . ,vn} is an orthonormal basis, we can write

w = v1v1 + · · ·+ vnvn,

where v j = w†v j = v†
jw by orthonormality of the basis. Let α j be the eigenvector

associated with v j; then α j = α if and only if j = 1, . . . ,k. We have

α jv j = α jw†v j = w†Mv j = (w†Mv j)
† = v†

jMw = αv†
jw = αv j;

Mw = αw because w is in Eα . Thus (α j −α)v j = 0. This forces v j = 0 for j > k,
implying that {v1, . . . ,vk} spans Eα . Hence dimEα = k. ⊓⊔

The subspace Eα is sometimes called the eigenspace associated with α . Thus, for
a symmetric matrix, the dimension of the eigenspace associated with an eigenvalue
equals the multiplicity of that eigenvalue.

To complete the third part of the proof of Morse’s lemma, we must show that,Sylvester’s
law of inertia whenever a coordinate change reduces ∆z to a sum of squares, the number of nega-

tive squares in that sum is always equal to the number of negative eigenvalues of the
Hessian matrix Ha. For a quadratic form with constant coefficients under a linear
coordinate change, the invariance of the number of negative squares and positive
squares was shown by J. J. Sylvester in 1852 [18]. He characterized the result as
“. . . a law to which my view of the physical meaning of quantity of matter inclines
me, upon the ground of analogy, to give the name of the Law of Inertia for Quadratic
Forms, as expressing the fact of the existence of an invariable number inseparably
attached to such forms.”

Sometimes, to underscore the invariant nature of the index of a quadratic form,Index of inertia
we add Sylvester’s term and call it the index of inertia.
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Theorem 7.25. Suppose z = f (x) has continuous third derivatives on an open set
Xn, x = a is a nondegenerate critical point of f in Xn, and the Hessian matrix Ha of
f at a has r negative eigenvalues. If ∆u = h(∆x) is a coordinate change in a window
centered at a that reduces ∆z to a sum of squares,

∆z =−(∆u1)
2−·· ·− (∆us)

2 +(∆us+1)
2 + · · ·+(∆un)

2,

then s = r.

Proof. By Theorem 7.20 (p. 258), the linear map ∆u = dh0(∆x) converts the
quadratic form

∆z = Q(∆u) =−(∆u1)
2−·· ·− (∆us)

2 +(∆us+1)
2 + · · ·+(∆un)

2

into
∆z = Q̂(∆x) = 1

2 ∆x†Ha ∆x.

Therefore, Q and Q̂ are just different coordinate representations of the same (ge-
ometric) quadratic form Q, and must therefore have the same index. By Theo-
rem 7.22, the index of Q is s. By transforming Q̂ to principal axes (Theorem 7.23),
we see the index of Q̂ is r. Thus s = r. ⊓⊔

This completes the third part of the proof of Morse’s lemma, and thus completes Proof is complete
the entire proof. ⊓⊔

One of the consequences of Morse’s lemma is that the second derivatives of a
function at a nondegenerate critical point determine the type of that point. In fact,
the type is completely characterized by a single number: the index of inertia of its
Hessian form. This leads to the following definition and theorem.

Definition 7.14 The index, or index of inertia, of a nondegenerate critical point of Index of a
critical pointa function is the index of its Hessian, that is, the number of negative eigenvalues of

the Hessian matrix at that point.

Theorem 7.26 (Second derivative test). Suppose x = a is a nondegenerate critical
point of a function z = f (x) that possesses continuous third derivatives. If r is the
index of a, then

• a is a local minimum if r = 0.

• a is a local maximum if r = n.

• a is a saddle if 0 < r < n. ⊓⊔
Morse’s lemma and the second derivative test classify nondegenerate critical Classifying

critical pointspoints: there are n+1 classes, one for each possible index. Two critical points are in
the same class if a coordinate change will transform one into the other. For degener-
ate critical points, the situation is very different. There are infinitely many classes,
and no complete classification exists, although there are partial results. The analysis
of (degenerate) critical points is part of the larger study of singularities of mappings,
an active area of current research.
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One useful observation we can make is that a nonisolated critical point—for ex-Nonisolated critical
points are degenerate ample, a point on the ring of minima of the wine bottle—is necessarily degenerate.

The proof (by Morse) is a nice application of the inverse function theorem.

Theorem 7.27. Suppose x = a is a nondegenerate critical point of a function z =
f (x) that has continuous second derivatives in some neighborhood Xn of a. Then a
is isolated, in the sense that there is some nonempty open ball Bε centered at a that
contains no other critical point of f .

Proof. The gradient of f defines a map ∇f : Xn→ Rn,

∇f :






u1 =
∂ f
∂x1

(x),

...

un =
∂ f
∂xn

(x),

that is continuously differentiable, because f is twice continuously differentiable.
By construction, a point b is a critical point of f if and only if ∇f (b) = 0; in par-

ticular, ∇f (a) = 0. Furthermore, the matrix of the derivative d(∇f )a coincides with
the Hessian matrix Ha, so the nondegeneracy of a implies that d(∇f )a is invertible.
The inverse function theorem then implies that the map ∇f itself is invertible on
some open ball Bε centered at a. In particular, ∇f is 1–1 there, so no point b 6= a is
mapped to 0. That is, no point b 6= a in Bε is a critical point of f . ⊓⊔

Earlier (see pp. 222–224), we observed that the value of the second derivativeVolatility of the
second derivatives at a regular point of a single-variable function could be transformed into any new

value whatsoever by a suitable coordinate change. At a critical point, this degree of
volatility does not occur: the sign of the second derivative cannot be changed. In
effect, the convexity of a function graph is a geometric invariant at a critical point
but not at a regular point. There is a similar distinction between the regular and the
critical points of a function of several variables. For suppose x = a is a regular point
of z = f (x). By the implicit function theorem (in particular, Corollary 6.8, p. 198),
local coordinates (∆u1, . . . ,∆un) can be chosen near a so that ∆z = ∆un. Thus, in
terms of the new variables, the function is linear, and all of its second derivatives
are identically zero. Whatever information we thought might be conveyed by the
original derivatives ∂ 2 f/∂xi ∂x j has vanished with the coordinate change.

By contrast, suppose x = a is a critical point of z = f (x). When a is nonde-
generate, Morse’s lemma tells us the index of inertia of the Hessian of f at a is a
geometric invariant. That is, if x = h(u) is a local coordinate change near a = h(b)
that transforms f into g(u) = f (h(u)) = f (x), then

• u = b is a nondegenerate critical point of z = g(u).

• The index of inertia of the Hessian of g at b equals the index of inertia of f at a.

If a is degenerate, then the rank of the Hessian is not maximal. In this case, though,
an extension of our methods can show that the rank and the index of inertia are both
geometric invariants.
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Exercises

7.1. Suppose y = f (x) has a continuous second derivative and f ′(0) 6= 0.

a. For any value of B, the function x = hB(u) = u+Bu2 is a coordinate change
near the origin; explain why.

b. Let g(u) = f (hB(u)) represent f under the coordinate change. Show that B
can be chosen so that g′′(0) = A, where A is an arbitrary number. Write a
formula that expresses how B depends on A.

7.2. Construct the symmetric matric that corresponds to each of the following
quadratic forms.

a. Q(x,y) = 5x2 + 18xy−2y2.
b. Q(x,y) = xy− x2− y2

c. Q(x,y) = (2x− y)(2y− x);

d. Q(x,y) =
(
x y

)( 1 5
−1 −5

)(
x
y

)
.

7.3. Show that, when m is small, the roots of 4x3− 4x + m = 0 (cf. p. 232) are
approximately m/4 and ±1−m/8. Specifically, you can show that

∂ fm

∂x

(
±1− m

8
,0
)

= O(m2),
∂ fm

∂x

(m
4

,0
)

= O(m3).

7.4. Verify that the derivative dh(0,0) of the coordinate change map given on
page 234 has the form shown on page 235.

7.5. Construct the symmetric matric that corresponds to each of the following
quadratic forms.
a. Q(x,y,z) = 10xy−2yz+ zx.
b. Q(x,y,z) = (x− y + z)(x + y− z).

c. Q(x1, . . . ,xn) =
n

∑
i=1

(i−5)x2
i .

d. Q(x1, . . . ,xn) =
n

∑
i=1

n

∑
j=1

(i+ j)xix j.

e. Q(x1, . . . ,xn) =
n

∑
i=1

n

∑
j=1

(i− j)xix j.

7.6. Let f (x,y) = 3x2− x3− y2.

a. Verify that (0,0) and (2,0) are critical points of f .
b. Find the second-order Taylor polynomial for f at (2,0); call it P(x,y).

Graph together f (x,y) and P(x,y) on a small neighborhood of (2,0);
specifically, use 1.9≤ x≤ 2.1, −0.1≤ y≤ 0.1.

c. Does P have a critical point at (2,0)? What kind? Do the graphs show that
P and f have the same type of critical point at (2,0)? What kind of critical
point does f have at (2,0)?

d. Find the second-order Taylor polynomial for f at (0,0); call it Q(x,y).
Graph together f (x,y) and Q(x,y) on a small neighborhood of (0,0);
specifically, use −0.1≤ x≤ 0.1,−0.1≤ y≤ 0.1.
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e. What kind of critical point does Q have at (0,0). Do the graphs show that
Q and f have the same type of critical point at (0,0)? What kind of critical
point does f have at (0,0)?

7.7. a. Find all critical points of f (x,y) = x3 + y3−3x−12y.
b. At each critical point P of f , construct the second-order Taylor polyno-

mial TP of f . Does TP(x,y) also have a critical point at P? What kind?
c. In a small neighborhood of each of the critical points P, sketch the graph

of f together with the Taylor polynomial TP. Does f resemble TP near P?
Is P the same type of critical point for f that it is for TP?

d. Conclusion: List the critical points of f , and indicate the type of each.

7.8. a. Find all critical points of f (x,y) = x3−3xy2− x2 + 3y2.
b. At each critical point P of f , construct the second-order Taylor polyno-

mial TP of f . Does TP(x,y) also have a critical point at P? What kind?
c. In a small neighborhood of each of the critical points P, sketch the graph

of f together with the Taylor polynomial TP. Does f resemble TP near P?
Is P the same type of critical point for f that it is for TP?

d. Conclusion: List the critical points of f , and indicate the type of each.

7.9. Locate the critical point of Q(x,y) = ax2 +2bxy+cy2 +dx+ey+k and deter-
mine its type. On which of the six parameters does the location depend, and
on which does the type depend?

7.10. Locate all the critical points of Φ(θ ,v) = 1− cosθ + 1
2 v2, and determine the

type of each.

7.11. Let z = f (x,y) = p2x2 + q2y2, 0 < p2 < q2, and let Da(x,y) be the square of
the distance from the point (0,0,a) on the z-axis to the point (x,y, f (x,y)) on
the graph of f .

a. Make a sketch.
b. Show that Da has a critical point at the origin, for every a.
c. For two values of a, that critical point is degenerate; determine those val-

ues.
d. At all other points a, determine how the type of the critical point depends

on a.

7.12. Show that the formula originally used for the quadratic terms in Taylor’s ex-
pansion (see Theorem 3.18, p. 94, and the discussion leading up to it) gives
the same value as the formula using the Hessian. That is, show

(∆u ·∇)2 f (a) = (∆u)† Ha ∆u,

where ∇ is the gradient differential operator.



Exercises 267

7.13. Let M be an n× n real symmetric matrix, and let λ be an eigenvalue of M.
The purpose of this exercise is to prove that λ is real. So suppose the contrary;
let λ = a + bi (with b 6= 0), and let Z = X + iY (where X and Y are real n×1
vectors) be a complex eigenvector for λ : MZ = λ Z and Z 6= 0.

a. Let λ = a− bi be the complex conjugate of λ , and let Z = X − iY be the
complex conjugate of Z. Show that λ is also an eigenvalue of M (Hint:
What is M?) with eigenvector Z.

b. Show that the 1×1 matrix Z
†
MZ equals λ‖Z‖2.

c. The conjugate transpose of the k× l matrix A is the l×k matrix A
†
. Show

that the conjugate transpose of Z
†
MZ equals λ‖Z‖2.

d. Compare Z
†
MZ and its conjugate transpose to conclude that λ = λ , show-

ing λ is real.

7.14. Let M be an n× n real symmetric matrix. The pupose of this exercise is to
show that eigenvectors of different eigenvalues must be orthogonal. So sup-
pose X1 is an eigenvector of M with eigenvalue λ1 and X2 is an eigenvector
with eigenvalue λ2 6= λ1.

a. Show that X†
2 MX1 = λ1(X2 ·X1), where X2 ·X1 is the ordinary “dot product”

of vectors.
b. Use (MX2)

† = X†
2 M (why is this true?) to show that X†

2 MX1 = λ2(X2 ·X1).
Conclude that X2 ·X1 = 0.

7.15. a. Find the functions pi(∆x,∆y), i = 1,2 provided by Lemma 7.3 for the func-
tion F(x,y) = ex siny when (a,b) = (0,0).

b. Verify that ex siny = p1(x,y)x + p2(x,y)y.

7.16. The folium of Descartes f (x,y) (p. 237) evidently has a saddle point at the
origin. This exercise provides new local coordinates (u,v) in which the folium
takes the form−u2 + v2.

a. Determine ϕ(ξ ,η) = f (ξ −η ,ξ + η); this is the form the folium takes
under a (global) 45◦ rotation and dilation c(ξ ,η).

b. Show that ϕ can be writen in the form α(ξ )ξ 2 + β (ξ )η2 and determine
α(ξ ) and β (ξ ).

c. Introduce a local coordinate change (u,v) = k(ξ ,η) near (ξ ,η) = (0,0)
that reduces ϕ to −u2 + v2. Prove that k is a coordinate change near the
origin.

d. Let h = k◦ c−1. Use a suitable graphing uility to sketch the pullback of a
coordinate grid in the (u,v)-plane by h to show that the pullback carries
level curves of −u2 + v2 to level curves of f (x,y). Compare your result
with the figure on page 239.

7.17. a. Sketch the zero-level of the function f (x,y) = (xy2−1)(x2y−1) in the first
quadrant and infer that f has a saddle point at (x,y) = (1,1).
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b. Express f in terms of window coordinates at (1,1); that is, determine ∆z =
f (1 + ∆x,1 + ∆y)− f (1,1) as a (sixth-degree) polynomial in ∆x and ∆y.

c. Show that the functions of Morse’s decomposition (Theorem 7.18) at the
saddle point are

h11 = 2 + ∆x + 8
3 ∆y + 3

2 ∆x∆y + 3
2 ∆y2 + 9

10 ∆x∆y2 + 3
10 ∆y3 + 1

5 ∆x∆y3,

h12 = 5
2 + 8

3 ∆x + 8
3 ∆y + 3

4 ∆x2 + 3∆x∆y + 3
4 ∆y2 + 9

10 ∆x2 ∆y + 9
10 ∆x∆y2

+ 3
10 ∆x2 ∆y2,

h22 = 2 + 8
3 ∆x + ∆y + 3

2 ∆x2 + 3
2 ∆x∆y + 3

10 ∆x3 + 9
10 ∆x2 ∆y + 1

5 ∆x3 ∆y.

d. Verify, by direct computation, that ∆z = h11 ∆x2 + 2h12 ∆x∆y + h22 ∆y2.
e. Complete the square to obtain the coordinate change (∆u,∆v) = h(∆x,∆y)

that reduces ∆z to the simple diagonal form ∆z = ∆u2−∆v2. Prove that h
is a coordinate change near the origin in the (∆x,∆y) window.

f. Use a suitable graphing utility to sketch the pullback of a coordinate grid
in the (∆u,∆v) window to show that level curves of ∆u2−∆v2 pull back to
level curves of ∆z in the (∆x,∆y) window. The figure in the margin shows
the (∆u,∆v) coordinate grid in the (∆x,∆y) window, together with level
curves of f . (Levels in the ∆u direction are twice as far apart as those in
the ∆v direction.)

∆v

∆u
∆x

∆y

7.18. a. The function g(x,y) = (x2− y2)3− 2x(x2− y2)+ 1 has a saddle point at
(x,y) = (1,0). (A 45◦ rotation–dilation converts the function f of the pre-
ceding exercise into g.) Carry out all the steps of the preceding exercise to
obtain the local coordinate change (∆u,∆v) = h(∆x,∆y) given by Morse’s
decomposition that reduces g to ∆u2−∆v2 in a window centered at (1,0).

b. Prove that the local coordinate change provided by Morse’s decomposition
in this exercise is not a rotation–dilation of the local coordinate change of
the preceding exercise. Suggestion: Consider the derivative of each coor-
dinate change at the origin.

7.19. Find the functions hi j(x1,x2) in Morse’s decomposition (Theorem 7.18) for
the function f (x1,x2) = cosx1 cosx2 at the point (a1,a2) = (0,0). Verify that

hi j(0,0) =
1
2

∂ 2 f
∂xi ∂x j

(0,0)

for every i, j.



Chapter 8

Double Integrals

Abstract Double integrals arise in a variety of scientific contexts, essentially as a
way to calculate the product of quantities that vary. They are introduced in the first
multivariable calculus course, together with the iterated (repeated) integrals that are
often used to evaluate them. This chapter concentrates on definitions and properties,
and begins with a problem in gravitational attraction that leads to double integrals. It
then introduces a precise notion of area called Jordan content, and uses that to define
the integral. The next chapter concentrates on evaluation, using iterated integrals,
curvilinear coordinates, and the change of variables formula.

8.1 Example: gravitational attraction

Newton’s law of universal gravitation says that between any two masses there is The gravitational field
an attractive force that is proportional to each of the masses and to the inverse square
of the distance between them.

Force is a vector quantity. To describe the force that one mass m exerts on an-
other µ , we begin with the vector r that gives the position of m with respect to µ .
Then the force acts in the direction of the unit vector u = r/‖r‖, and its magnitude
is proportional to µ and to m/‖r‖2. If we let G denote the proportionality constant,
as customary, then we can write

r1

r2

m1

m2

µ

f1

f2f
force = µf, where f =

Gm
‖r‖3 r.

According to Newton’s second law of motion, the vector f is the acceleration of the
“test mass” µ ; f depends only on the mass m and on the position of µ in relation to m.
Such a vector function of position is called a vector field. This particular vector field
is the gravitational field due to the mass m. To determine the gravitational force that
m exerts on a test mass µ located anywhere in space, just multiply the acceleration
field vector f at that point by the size µ of the test mass. The gravitational field
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defined by a collection of masses mi, i = 1, . . . ,N is just the vector sum of their
individual fields:

f =
N

∑
i=1

fi =
N

∑
i=1

Gmi

‖ri‖3 ri.

Our formula appears to define the gravitational field of only a finite number ofThe gravitational field
of a large square plate masses that are concentrated at discrete points. However, by using limit processes

(in which sums become integrals), we can extend the formula to continuous distri-
butions of matter. To see how this happens, let us analyze the gravitational field of
a large homogeneous plate of uniform thickness. For such a plate, the mass of any
piece is simply proportional to its area A:

mass = ρA.

The constant of proportionality ρ gives the mass per unit area, or the mass density,
of the plate. We determine the gravitational field of the plate only for points directly
above the center of the plate. (Eventually, we assume that the plate is so large that it
is effectively infinite in extent. In that case, every location on the plate is like every
other; we are able to think of any point on the plate as its “center.”)

x

y

z

a

R

−R

ffz (xi , yj)

(−xi , −yj) ∆x

∆y

For now, let the plate be the square −R ≤ x,y ≤ R in the (x,y)-plane. We want
to determine the gravitational field at the point (0,0,a), a > 0, on the z-axis. We
can use the additivity of the field: divide the plate into a number of small cells,
approximate the field due to each cell, and then add the results to get an estimate of
the field due to the whole plate.

We choose cells that form a grid of small congruent squares of dimensions ∆x =Approximating the field
∆y = R/k and mass ρ ∆x∆y. If R/k is small enough, we can approximate the field
due to a single square by imagining all its mass is concentrated at its center. If the
center is at (xi,y j,0), then

r = (xi,y j,0)− (0,0,a) = (xi,y j,−a),

so the gravitational field due to this one square is approximately

fi j =
Gρ ∆x∆y

(x2
i + y2

j + a2)3/2
(xi,y j,−a).
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As the figure above indicates, the horizontal component of fi j is canceled by the hor-
izontal component of the field due to the square centered at symmetrically opposite
point (−xi,−y j) on the plate. Thus, for the whole field f, only its vertical compo-
nent is nonzero. In fact, the four points (xi,y j), (xi,−y j), (−xi,y j), and (−xi,−y j)
contribute the same vertical component, so we can restrict ourselves to squares in
the first quadrant, writing the four contributions together as the scalar

4
Gρ ∆x∆y

(x2
i + y2

j + a2)3/2
· (−a) =

−4Gρa∆x∆y

(x2
i + y2

j + a2)3/2
.

Therefore, the vertical component of the field at z = a that is due to the whole plate
is approximately the double sum

field≈
k

∑
i=1

k

∑
j=1

−4Gρa∆x∆y

(x2
i + y2

j + a2)3/2
.

The coordinates (xi,y j) of the centers of the squares in the first quadrant start with
(x1,y1) = (∆x/2,∆y/2) and then increase by steps of ∆x and ∆y:

x1 = ∆x/2, y1 = ∆y/2,

xi = xi−1 + ∆x, i = 2, . . . ,k, y j = y j−1 + ∆y, j = 2, . . . ,k.

Using a simple program such as the the one below, we can compute the double Computing the
double sumsum for any given value of a. To simplify the computation, however, we first choose

units that make 4Gρ = 1. Then, keeping in mind that the dimensions of the plate
should be large in comparison to the distance to a point in the field (i.e., R≫ a), we
choose R = 32 and then do a sequence of calculations for a = 0.2, 0.1, and 0.05.

PROGRAM: The gravitational field of a large plate
a = .2
R = 32
k = 64
dx = R / k
dy = dx
sum = 0
x = dx / 2
FOR i = 1 TO k
y = dy / 2
FOR j = 1 TO k

sum = sum - a * dx * dy / (x ˆ 2 + y ˆ 2 + a ˆ 2) ˆ (3 / 2)
y = y + dy

NEXT j
x = x + dx

NEXT i
PRINT k, sum

The results appear in the table below. Each column indicates how the estimate How the sum
varies with kof field strength changes as the number of squares increases when a is fixed. (Note

that there are k2 squares, and thus more than a million when k = 1024.) It appears
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that the sums are converging to some fixed value as k increases. For example, when
a = 0.2, the first seven or eight digits of the sum have “stabilized” when k = 1024,
suggesting that a limit is emerging:

field at 0.2 = lim
k→∞

sum =−1.561957 . . . .

But for the same value of k, only the first four digits appear to have stabilized when
a = 0.1, and only the first two when a = 0.05. However, when k is doubled, even
the sum for 0.05 appears to have stabilized out to four digits. This suggests

field at 0.1 =−1.566 . . . , field at 0.05 =−1.568 . . . .

a = 0.2
k sum
64 −1.233

128 −1.526
256 −1.561691
512 −1.561957628

1024 −1.561957637

a = 0.1
k sum
64 −0.757

128 −1.238
256 −1.530399
512 −1.566110

1024 −1.566377

a = 0.05
k sum

128 −0.759
256 −1.240
512 −1.533

1024 −1.568320
2048 −1.568587

We recognize that the double sums are, in fact, Riemann sums for the functionThe Riemann integral
as a limit of sums

ϕa(x,y) =
−4Gρa

(x2 + y2 + a2)3/2
;

thus, the limiting value that we are seeking for each a is the Riemann integral of that
function for the given a:

field at a = lim
k→∞

k

∑
i=1

k

∑
j=1

ϕa(xi,y j)∆x∆y =
∫∫

0≤x≤R,
0≤y≤R

ϕa(x,y)dxdy.

In this expression, “dxdy” is sometimes called the element of area; it represents the
limit of the area ∆x∆y of a rectangle in the Cartesian grid. When other coordinates
are used, the element of area may have a different form. However, our expression
for a double integral always contains an element of area.

The integral arises here in a typical way: it is a number that is essentially the“Integral as product”
product of two quantities. (For example, field strength is the product of a mass and
the reciprocal of a distance squared.) But the quantities involved are variable, so
their product cannot be found directly as a single number. The remedy is to restrict
the quantities being multiplied to small cells on which they become nearly constant.
(For example, restrict to small squares on the plate). Now calculate a representative
product on each cell, and then add the results over all cells. The sum gives an ap-
proximation to the numerical value we seek. To get a better approximation, make
the cells even smaller. If the sums tend to a limit as the cells get smaller, that limit
is defined to be the integral. In Chapter 8.3, we use these ideas to define the integral
and catalogue some of its properties.
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Let us return to the estimates of the gravitational field provided by our calcula- How the field
varies with positiontions. Notice that field strength does not vary with the inverse square of the distance

a to the plate. On the contrary, the calculations suggest that field strength is es-
sentially constant for all a≪ R. If R = ∞, then a≪ R for all finite a, so it seems
reasonable to speculate that the gravitational field of an infinite plate is exactly con-
stant. But we cannot check this directly: if R = ∞, the Riemann sums we use to
estimate the field are not defined. (The BASIC program breaks down on its second
line.) Indeed, we define the Riemann integral only for a bounded domain.

But there is a standard way out of the difficulty: determine the value of the in- Improper integrals
tegral as a function of R, and then see if the values tend to a well-defined limit as
R→ ∞. When the limit exists, it is called the improper integral. Improper double
integrals arise from unbounded functions as well as from unbounded domains; we
define both kinds in Chapter 9. However, we can even now confirm that an infinite
homogeneous plate produces a constant gravitational field; we just need to start with
a different shape.

Because we are interested ultimately in the field of the infinite plate, let us allow The gravitational field
of a circular plateourselves to change the shape of its finite approximation. Specifically, we change the

plate from a square to a circle, and then exploit the circular symmetry by changing
from Cartesian to polar coordinates. This change leads to a one-variable improper
integral that determines the field of an infinite plate.

r

z

a

R

f
fz (ri , θj)

ri + ∆r/2

ri − ∆r/2

∆θ
∆r

(ri , θj)

area = ∆A(ri , ∆r, ∆θ)

Let the plate have radius R and be centered at the origin; then it is given by the
inequalities 0≤ r ≤ R, 0≤ θ < 2π . To divide the plate into small cells, it is natural
to use equally spaced concentric circles r = constant and radial lines θ = constant,
with spacings

∆r =
R
k
, ∆θ =

2π
l

, k, l positive integers.

The cells are not uniform in size; their areas grow with r. Choose the representative
point (ri,θ j) at the center of the cell. Each cell is the portion of a circular ring of Area of a cell
thickness ∆r that is cut out by a central angle ∆θ . The area of the whole ring between
ri−∆r/2 and ri + ∆r/2 is

π
(

ri +
∆r
2

)2

−π
(

ri−
∆r
2

)2

= 2πri∆r.
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A single cell occupies the fraction ∆θ/2π of this ring, so its area is
(

∆θ
2π

)
2πri∆r = ri ∆r ∆θ = ∆A(ri,∆r,∆θ ) = ∆A,

and we can write its mass as ρ ∆A. Assuming the mass is concentrated at (ri,θ j), we
estimate the cell’s contribution to the gravitational field at z = a is approximately

−Gρa∆A

(r2
i + a2)3/2

.

Therefore, the field at z = a that is due to the whole plate is now approximated by
the double sum

field at a≈
k

∑
i=1

l

∑
j=1

−Gρa∆A

(r2
i + a2)3/2

.

Notice that the values θ j are absent: all cells in a given ring (i.e., with fixed ri)Simplifications
due to symmetry make the same contribution. This symmetry with respect to θ means we can write

the inner sum (where i, and hence ri, is fixed) as

l

∑
j=1

−Gρa∆A

(r2
i + a2)3/2

=
−Gρa

(r2
i + a2)3/2

l

∑
j=1

∆A =
−Gρa

(r2
i + a2)3/2

2πri∆r,

because ∑∆A is just the area of an entire circular ring. Thus the field due to the
whole plate reduces to a sum over a single index:

field at a≈−2πGρa
k

∑
i=1

ri ∆r

(r2
i + a2)3/2

.

But this is just a Riemann sum for the one-variable function

h(r) =−2πGρa
r

(r2 + a2)3/2
.

Therefore, as k→∞ and ∆r→ 0, the sum becomes the ordinary (i.e., single) integral

∫ R

0
h(r)dr =−2πGρa

∫ R

0

r dr

(r2 + a2)3/2

= 2πGρa
1

(r2 + a2)1/2

∣∣∣∣
R

0
= 2πGρa

(
1

(R2 + a2)1/2
− 1

a

)
.

Because the sum becomes a better and better approximation to the field as ∆r→ 0
(when k→ ∞), we write

field at a =−2πGρa
∫ R

0

r dr

(r2 + a2)3/2
= 2πGρ

(
a√

R2 + a2
−1
)

.
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Let us compare this result with what we computed for the square. Thus we set Infinite plates and
improper integrals4Gρ = 1 and R = 32, and then find

field at 0.2 =−1.56098, . . . at 0.1 =−1.56589, . . . at 0.05 =−1.56834.

These values are virtually identical with the corresponding ones for the square. Now
that we have an exact formula for the field, it is easy to see what happens as the plate
becomes infinite in extent, that is, as we let R→ ∞. Because

lim
R→∞

a√
R2 + a2

= 0,

we find that
field = 2πGρ · (−1) =−2πGρ = constant;

the field is indeed independent of the distance a from the plate. Furthermore,
after the normalization 4Gρ = 1, the field strength takes on the constant value
−π/2 = −1.570793 . . .. In fact, we express the field of the infinite plate as an im-
proper integral, that is, as the limit of a sequence of “proper” integrals:

∫ ∞

0

r dr

(r2 + a2)3/2
= lim

R→∞

∫ R

0

r dr

(r2 + a2)3/2
= lim

R→∞

(
1

(R2 + a2)1/2
− 1

a

)
=−1

a
.

We evaluate improper double integrals in a similar way (cf. Chapter 9.2).

Let us return to the finite circular plane and the double sum formula Double integral
in polar coordinates

k

∑
i=1

l

∑
j=1

−Gρa∆A

(r2
i + a2)3/2

that expresses the approximate field strength in polar coordinates. As we did with
Cartesian coordinates, we can recognize that these are Riemann sums for the func-
tion

ψa(r,θ ) =
−Gρa

(r2 + a2)3/2
.

The exact value of the field strength is thus the Riemann integral that represents the
limit of these sums:

field at a = lim
k→∞
l→∞

k

∑
i=1

l

∑
j=1

ψa(ri,θ j)∆A =

∫∫

0≤r≤R,
0≤θ<2π

ψa(r,θ )dA.

In this expression, dA is the element of area (cf. p. 272); it represents the limit of
the area ∆A of a cell in the polar coordinate grid.

For a Cartesian grid, dA = dxdy is just the product of the “elements of length” dA = rdrdθ
dx and dy for the individual coordinates. However, dA 6= dr dθ for a polar grid. On
the contrary, we have already noted that ∆A = (∆r)(r ∆θ ). Although ∆θ is dimen-
sionless, r ∆θ does have the dimensions of a length: r ∆θ is the length of the arc
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subtended by the angle ∆θ on the circle of radius r. Informally, then, r dθ and dr

r
∆θ

r∆θ
are the “elements of length” whose product is the element of area dA = r dr dθ .
Thus we write

field at a =
∫∫

0≤r≤R,
0≤θ<2π

ψa(r,θ )r dr dθ =−Gρa
∫∫

0≤r≤R,
0≤θ<2π

r dr dθ
(r2 + a2)3/2

.

8.2 Area and Jordan content

The definition of the Riemann integral of a function over a region is simple in out-Riemann integration:
a sketch line. First, partition the region into many small pieces; then multiply the “size” of

each piece by a value that the function takes on somewhere in that piece, and sum
those products; finally, repeat the process with ever smaller pieces and take the limit
of the computed sums. To convert this sketch into something useful and precise, one
of the questions we must decide is what kind of pieces can be used to make up a
partition.

When the function depends on just a single real variable x, the answer is immedi-Partitioning
2-dimensional regions ate: each small piece is an interval a≤ x≤ b whose “size” is its length, b−a. But if

the function depends on two real variables, x and y, the answer is not so clear. Cer-
tainly there is a 2-dimensional analogue for an interval; it is a rectangle a ≤ x ≤ b,
c ≤ y ≤ d in the (x,y)-plane with sides parallel to the axes, whose “size” is given
by its area A = (b− a)(d− c). But now consider what happens under a change of
variables. On the line, a small interval is generally transformed into another small
interval. On the plane, however, a small rectangle is transformed into a quadrilateral
with curved sides (see Chapter 4), so these more general shapes appear in partitions
as naturally as rectangles do. We therefore get a better answer to the question by
focusing not on the shape of a small piece but on whether we can assign it a “size.”

The size of a region will be its area, of course; we have to worry about admissibleJordan content
shapes because not every region in the plane has a well-defined area. For example,
there is no consistent way to assign a nonzero area to the set of points in the unit
square that have rational coordinates (the rational points); see below, page 279.
If this is not immediately evident, however, it may be because our notion of area
is more intuitive than precise. Thus, we construct a precise notion of size (called
Jordan content) that captures our intuitive ideas about area, extends immediately to
higher dimensions, and fits well with the process of integration.

Before we discuss Jordan content, though, we must establish some basic topologyPlane topology
concerning the interior and the boundary of a set in the plane.

Definition 8.1 The open (respectively, closed) disk of radius r > 0 centered at the
point p in R2 is the set of all points x in R2 for which ‖x− p‖ < r (respectively,
‖x−p‖ ≤ r).
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Definition 8.2 A point p is an interior point of a set SSS in R2 if some open disk
centered at p is contained entirely in S.

Definition 8.3 A point q is an exterior point of SSS if it is an interior point of Sc, the
complement of S in R2. A point b is a boundary point of SSS if it is neither an interior
nor an exterior point of S.

Every interior point of S lies inside S, of course; what makes it an interior point, Open and closed sets
however, is the fact that it is surrounded by points that also lie inside S. Likewise,
every exterior point lies outside S and is surrounded by points outside S. An individ-
ual boundary point may lie either inside or outside S, but every open disk centered
at a boundary point contains at least one point in S and one point outside S (see
Exercise 8.5). For example, the open and closed disks with a given radius and cen-
ter have the same boundary points, namely the points on the circle with that radius
and center. They represent two extremes: the closed disk contains all its boundary
points, but the open disk contains none. These become the models for closed and

closed disk

boundary point

open disk
open sets in general.

Definition 8.4 A set is closed if it contains all its boundary points; it is open if it
contains none of them.

Thus every point of an open set is an interior point. It is more common to define
a closed set, however, as one whose complement is open. The following theorem
shows that our definition is equivalent to the usual one.

Theorem 8.1. The set S is closed⇔ The complement Sc is open.

Proof. S is closed⇔Sc contains no boundary points of S
⇔Sc contains only exterior points of S
⇔ all points of Sc are interior points of Sc

⇔Sc is open. ⊓⊔

Definition 8.5 The interior of SSS, denoted ◦◦◦SSS, is the set of interior points of S; the
boundary of SSS, denoted ∂∂∂SSS, is the set of boundary points of S; the closure of SSS,
denoted SSS, is S∪∂S.

Thus, S is open if S = ◦S and is closed if S = S. We “open” S (i.e., create its interior)
by removing from S all its boundary points; we “close” S (create its closure) by
adding to S all its boundary points. The symbol we have introduced for boundary
may have no good rationale at the moment, but its aptness should become clear
when we reconsider Green’s theorem in Chapter 10; see especially page 427.

When S is a familiar shape—such as a polygon—its interior, exterior, and bound- The boundary can be
nonintuitiveary are what we expect. But when S is less familar, intuition may be a poor guide.

For example, even though a polygon’s boundary separates the interior from the ex-
terior, this is not true for all sets. For one thing, the boundary may not be a finite
collection of curves or line segments. Take S to be the plane minus the origin; then
∂S is just the origin and there are no exterior points at all. According to Exercise 8.5,
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every disk centered at a boundary point must contain a point outside S; in this case,
the only such point is the center of the disk itself.

For an even more instructive example, take S to be the open unit disk centered
at the origin, minus the portion L of the x-axis that lies within 1 unit of the origin.
The exterior points q of S are those for which ‖q‖ > 1. The boundary of S is a pair
of curves: the unit circle and the line segment L. Any neighborhood of a point on

S

L
b

q

the unit circle does indeed contain both interior and exterior points of S, but that
is not true of L. At any point b of L, a sufficiently small open disk centered at b
will contain no exterior points of S whatsoever. Therefore, we cannot say that L
“separates” the interior of S from its exterior.

For a set that cannot be sketched easily, its interior and boundary may be even
more nonintuitive. For example, take S to be the set of all points in the closed disk of
radius 1 together with all rational points in the disk of radius 2, both centered at the
origin. The interior of S is the open disk of radius 1, and the exterior of S consists
of all points q with ‖q‖> 2. The boundary of S is everything else; it is the annulus

S:

S°

∂S

exterior of S

of points b with 1 ≤ ‖b‖ ≤ 2. Here is a set whose boundary is “thick;” although
∂S does separate the interior and the exterior of S, it is not a simple 1-dimensional
curve. Another example in the same vein is the set of all rational points in the plane.
The interior and the exterior are both empty, so the boundary is the entire plane. As
we show, sets such as these that have “thick” boundaries will always fail to have
Jordan content.

To define Jordan content, we use a method that we introduce now in an intuitive
and ad hoc way to find the areas of two particular sets. In one case, the method
succeeds; in the other, it does not, illustrating how a set can fail to have Jordan
content.

The fundamental shape whose area we know is a square. Consider how we mightAreas from squares
use only squares to approximate the area of the closed unit disk S. Cover the plane
with a grid of squares of width w. If L of them lie entirely inside S, then the area
of S must be at least Lw2. If U of them meet S, then the area of S can be no more
than Uw2. For example, if w = 1/5 and the origin is one of the grid intersection
points (below, left), then we can use 3–4–5 right triangles to show that L = 60 gray
squares (15 in each quadrant) lie inside S, and U = 104 squares altogether meet S,
implying

2.4 =
60
25

= Lw2 < areaS < Uw2 =
104
25

= 4.16.

x

y

x

y
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These are lower and upper bounds for the area, but neither is a good estimate for the
correct value, π ≈ 3.14. The smaller fails to count area that it should and the larger
counts area that it should not. The difference between the bounds—which indicates
the coarseness of the estimates—equals the total area 44/25 = 1.76 of the white
squares in the figure on the left.

To get better estimates, use smaller squares; then more of the area inside S will be Refine the grid to get
a better estimatecounted, and less outside. Take w = 1/10, giving us four small squares in each large

square (above, right). We find nine additional small squares (darker gray) inside S
in each quadrant, so L = 4× 60 + 36 = 276. Furthermore, 14 new small squares
(hatched) in each quadrant now lie completely outside S, so U = 4×104−56= 360,
and the new bounds are

2.76 = Lw2 < areaS < Uw2 = 3.6.

The difference between the new bounds (which is the area of the 84 small white
squares in the figure on the right) is less than half what it was in the previous stage;
in this sense, the new estimates are twice as good as the old. (Their average, 3.18, is
within 1 1

4 % of the true area.)
Calculations made with further refinements of the grid (see Exercise 8.17) sug- Area of the boundary

gest that the difference between the bounds—as measured by the area of the white
squares—shrinks to zero, forcing our estimates of the area of S toward a single
value. Notice that those white squares also cover the boundary circle, implying that
the area of the boundary is zero. The circle is, of course, a pair of graphs; as we show
(Theorem 8.10, p. 284), the graph of a continuous function on a bounded interval
will always have zero area. In summary, S has an area, and its boundary is “thin”
enough to have zero area.

For our second example, take S to be the set of rational points in the unit square A set with no area
that lies in the first quadrant with a corner at the origin. Let us use the same method
of counting squares to find the area of S, assuming it has an area. As before, we
cover the plane with a grid of squares of width w. But now, because S has no interior
points, no grid square lies entirely inside S. In other words, there are no solid gray
squares; L is always zero. On the other hand, many grid squares have a point in
common with S, so U > 0. For example, if w = 1/5, then we can count 25 such grid
squares inside the unit square itself, plus 5 more meeting the unit square along each
of its four sides, plus 1 more at each each corner; thus U = 25+4×5+4= 49. If S

S

does have an area, then

0 = Lw2 < areaS < Uw2 =
49
25

= 1.96.

When we set w = 1/10 to refine the grid, then U = 100 + 4×10 + 4 = 144 and
the bounds become

0 = Lw2 < areaS < Uw2 =
144
100

= 1.44.
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More generally, if w = 1/2n, then U = 22n + 4×2n + 4 and the bounds are

0 = Lw2 < areaS < Uw2 = 1 +
1

2n−2 +
1

22n−2 .

No matter how small we make w, the bounds never get any better than

0 < areaS ≤ 1.

Our method of counting squares thus fails to assign a meaningful value to the area
of S.

How is this failure connected to the size, or “thickness,” of ∂S? For the closedA boundary with
positive area disk, the difference Uw2−Lw2 was the area of the white squares that covered the

boundary circle; it served as an upper bound on the area of that circle. For the ratio-
nal points in the square, the difference is

Uw2−Lw2 = Uw2 > 1

for all w > 0; in particular, the difference does not converge to zero. Indeed, the area
of ∂S is 1. To see why, recall from our earlier examples (p. 278) that ∂S = S is the
closed unit square, so area∂S = areaS = 1. Thus, in contrast with the disk, the set
of rational points in the square does not have an area, but its boundary is “thick” and
does have positive area.

We can now formalize the method we use to define the Jordan content of a set.Defining Jordan content
There are three steps. First, we count grid squares to get monotonic sequences of
“inner” and “outer” areas. Second, we compute the limiting areas as the grids are
refined. Third, we see whether the two limits are equal; if they are, the set has Jordan
content equal to the common value. Although it might seem reasonable to choose the
grids based on how well they are adapted to a given set, it is not a priori evident that
the value obtained from one sequence of grids would then equal the value obtained
from another. Thus, to eliminate ambiguity, we always use just one collection of
grids, J 0, J 1, J 2, . . . . Later (pp. 287ff.), we in fact introduce other grids and prove
that they yield the same value given by the grids J k.

x

y

J0

x

y

J1

x

y

J2

The grid J 0 consists of the closed unit squares in the (x,y)-plane that are boundedThe grids J k

by the vertical lines x = integer and y = integer. To get the squares of the next
grid J 1, divide each unit square into four congruent subsquares. Because every
square of J 1 lies entirely in a single square of J 0, we say J 1 is a refinement of J 0.
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Use the same procedure to get J 2 as a refinement of J 1, and so on. The squares in
the grid J k at stage k have width w = 1/2k.

Definition 8.6 Let JJJ kkk(SSS) denote the total area of the squares in J k that are entirely J k(S) and Jk(S)

contained in the bounded set S, and let JJJkkk(SSS) denote the total area of the squares in
J k that intersect S.

The “inner” and “outer” area estimates for S (J k(S) and Jk(S), respectively) at the
various stages are nested together in the following chain:

0≤ J 0(S)≤ ·· · ≤ J k(S)≤ J k+1(S)≤ ·· · ≤ Jl+1(S)≤ Jl(S)≤ ·· · ≤ J0(S) < ∞.

To see this, note first that 0 ≤ J 0(S) because our squares all have positive area.
Also, J0(S) is finite because the bounded set S can meet only a finite number of unit
squares. The remaining inequalities in the chain follow from the next two lemmas.

Lemma 8.1. For any bounded set S and integer k ≥ 0, J k(S) ≤ J k+1(S) and
Jk+1(S)≤ Jk(S).

Proof. If a square is counted in J k(S), then its four subsquares, with the same total
area, are counted in J k+1(S); hence J k(S)≤ J k+1(S).

Similarly, if a square is counted in Jk+1(S), then the square in J k that contains it
is counted in Jk(S); that implies Jk+1(S)≤ Jk(S). ⊓⊔

Lemma 8.2. For any bounded set S and integers k, l ≥ 0, J k(S)≤ Jl(S).

Proof. First note that J j(S)≤ J j(S) for every j ≥ 0, because any square counted in
J j(S) is also counted in J j(S). Then (using Lemma 8.1),

k ≥ l ⇒ J k(S)≤ Jk(S)≤ Jl(S);

k < l ⇒ J k(S)≤ Jl(S)≤ Jl(S). ⊓⊔

The nested inequalities imply that the sequence J k(S) of “inner areas” is monotonic
increasing and bounded above; hence it has a finite limit. The sequence Jk(S) is
monotonic decreasing and bounded below, so it has a finite limit, too.

Definition 8.7 The inner and outer Jordan content of the bounded set S are the Inner and outer
Jordan contentrespective limits

JJJ(SSS) = lim
k→∞

J k(S) and JJJ(SSS) = lim
k→∞

Jk(S).

Lemma 8.2 implies that J(S) ≤ J(S), but J(S) and J(S) need not be equal. For
example, when S is the set of rational points in the unit square, our earlier work
shows that J(S) = 0 and J(S) = 1.

Definition 8.8 If J(S) = J(S), then we say S is Jordan measurable, or is a JJJ-set,
and its Jordan content is JJJ(SSS) = J(S) = J(S).
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The definition of Jordan content is now clear; however, it is not yet evident that theJordan content
and area Jordan content of a set equals its usual area, not even for one of the original grid

squares! Most of the rest of this section is devoted to establishing the properties
of Jordan content. From that emerges its connection with area. (Exercise 8.7, for
example, establishes that the Jordan content of a square in J k is indeed its area,
1/22k.) The first property is the fundamental one we saw in the two illustrative
examples: a set has Jordan content precisely when its boundary is “thin” enough to
have Jordan content equal to zero.

Theorem 8.2. The set S is Jordan measurable⇔ J(∂S) = 0.

Proof. We make use of the fact that

S is Jordan measurable⇔ lim
k→∞

(
Jk(S)− J k(S)

)
= 0.

The number Jk(S)− J k(S) is the total area of the squares that meet S but are not
entirely contained in S. Each such square thus contains a point p in S and a point q
not in S. Also, it is a convex set that contains the entire line segment connecting p
and q. Therefore, by Exercise 8.6, this square contains a point of ∂S, so it is counted
in Jk(∂S); hence

Jk(S)− J k(S)≤ Jk(∂S).

Conversely, suppose a square Q1 in J k contains a point b in ∂S. We claim b mustQ1 = Q2

b
S

also lie in one of the squares Q2 that is counted in Jk(S)− J k(S). If b is an interior
point of the square Q1, then every sufficiently small open disk centered at b lies
in Q1. But by Exercise 8.5, every such disk contains at least one point in S and at
least one point not in S. Thus we can take Q2 = Q1.

If, on the contrary, b lies on either a side or a corner of Q1, then it also meets

Q1 b

Q2 S

either one or three squares adjacent to Q1 in J k. Because b is in ∂S, at least one of
these (two or four) squares contains a point in S and at least one contains a point
not in S. For suppose each square contained exclusively one kind of point or the
other. Because b is in each of these squares, it must be both in S and not in S. This
is impossible, so at least one square Q2 contains both kinds of points; Q2 is counted
in Jk(S)− J k(S).

Thus, each square Q1 counted in Jk(∂S) is either equal to a square Q2 that is
counted in Jk(S)− J k(S), or it is one of the eight neighbors of Q2 in the grid J k.
The total area of squares Q1 is therefore not larger than nine times the total area of
squares Q2:

Jk(∂S)≤ 9
(
Jk(S)− J k(S)

)
.

The two displayed inequalities now allow us to write

S is Jordan measurable⇔ lim
k→∞

(
Jk(S)− J k(S)

)
= 0

⇔ lim
k→∞

Jk(∂S) = 0

⇔ J(∂S) = 0. ⊓⊔
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The next several results concern primarily outer Jordan content and sets whose Outer content and
Jordan content zeroJordan content is zero. They are useful on their own and they culminate in the the-

orem (Theorem 8.10) that the graph of continuous function on a bounded interval
has Jordan content zero.

Theorem 8.3. Let S and T be bounded sets with S⊆ T; then J(S)≤ J(T ).

Proof. Every square in J k that meets S also meets T , so Jk(S) ≤ Jk(T ). The in-
equality is preserved in the limit as k→ ∞, so J(S)≤ J(T ). ⊓⊔

Corollary 8.4 If T has Jordan content zero, then so does every subset of T .

Proof. If S ⊆ T and J(T ) = 0, then J(S) = 0. ⊓⊔

Theorem 8.5. If S and T are bounded sets, then J(S∪T )≤ J(S)+ J(T ).

Proof. Every square in J k that meets S∪T meets either S or T (or both); thus

Jk(S∪T )≤ Jk(S)+ Jk(T ).

The inequality is preserved in the limit as k→ ∞. ⊓⊔

Corollary 8.6 If S1, . . . ,Sp are bounded sets, then

J(S1∪·· ·∪Sp)≤ J(S1)+ · · ·+ J(Sp). ⊓⊔

Corollary 8.7 The union of a finite number of sets that have Jordan content zero
also has Jordan content zero. ⊓⊔

In particular, every finite set of points has Jordan content zero.

Corollary 8.8 Suppose that, for any ε > 0, the set S is contained in a finite number
of sets whose total Jordan content is less than ε . Then S has Jordan content zero.

Proof. Suppose S⊆ T1∪·· ·∪Tp and

J(T1)+ · · ·+ J(Tp) = J(T1)+ · · ·+ J(Tp) < ε.

Then J(S) < ε for every ε > 0, so J(S) = 0. ⊓⊔

Theorem 8.9. The Jordan content of a square in J k is its ordinary area, 1/22k, and
the Jordan content of the rectangle [a,b]× [c,d] is its ordinary area (b−a)(d− c).

Proof. See the exercises. ⊓⊔
We now introduce the notions of the floor and ceiling of a real number as conve- Floor and ceiling

nient tools for our work. They are used immediately in the next proof.

Definition 8.9 The floor of the real number xxx, denoted ⌊⌊⌊xxx⌋⌋⌋, is the largest integer m
for which m ≤ x. The ceiling of xxx, denoted ⌈⌈⌈xxx⌉⌉⌉, is the smallest integer M for which
x≤M.
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Theorem 8.10. The graph of a continuous function on a bounded interval has Jor-The Jordan content
of a graph dan content zero.

Proof. Let y = f (x) be continuous on the interval A ≤ x ≤ B. We show that the
graph of f is contained in a finite number of rectangles whose total area is less than
any preassigned ε > 0. Corollary 8.8 then implies that the graph has Jordan content
zero.

Because the interval is closed and bounded, f is uniformly continuous (see a text
on analysis), which means that for any ε > 0, there is a δ > 0 for which

|u− v|< δ ⇒ | f (u)− f (v)|< ε
4(B−A)

,

for any A≤ u,v≤ B. A bound like ε/4(B−A) is chosen with hindsight, of course;
the reason emerges below. Let

α =

⌊
A
δ

⌋
, β =

⌈
B
δ

⌉
,

so that αδ ≤ A < (α + 1)δ and (β − 1)δ < B ≤ β δ . Now partition the x-axis into
nonoverlapping closed intervals of length δ , beginning at αδ and ending at β δ .
Then A lies in the first interval and B in the last. For clarity, we want these two to
be different intervals, so we require (α + 1)δ < (β − 1)δ ; it is sufficient to take
2δ < B−A (Exercise 8.9).

Suppose u and v lie in the same interval. If x is the midpoint of that interval, then
|u− x| ≤ δ/2 < δ , |v− x| ≤ δ/2 < δ , so

| f (u)− f (v)| ≤ | f (u)− f (x)|+ | f (x)− f (v)|

<
ε

4(B−A)
+

ε
4(B−A)

=
ε

2(B−A)
.

The inequalities imply that the graph of y = f (x) is entirely contained inside β −α
closed rectangles, each of which is δ units wide and ε/2(B−A) units tall. (As the
figure below demonstrates, it may be necessary to take x to be A or B in the first or
last interval, so there may be some overlapping at the ends.) The total area of the
rectangles is

(β −α)× δ × ε
2(B−A)

.

x

A B (= x)

αδ (α+1)δ (α+2)δ … … (β−2)δ (β−1)δ βδ

δ

ε
2(B − A)

y = f (x)
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But (β −α)δ < B−A+2δ ; because we have also taken 2δ < B−A, it follows that
(β −α)δ < 2(B−A) and thus

total area =
(β −α)δ
2(B−A)

ε < ε.

The graph of f is therefore contained in a finite number of sets whose total Jordan
content can be made smaller than any preassigned positive number ε . By Corol-
lary 8.8, the graph of f has Jordan content zero. ⊓⊔

Corollary 8.11 Suppose S is a bounded set in the (x,y)-plane whose boundary con-
sists of a finite number of curves, each of which is the graph of a continuous function
y = f (x) or x = ϕ(y). Then S is Jordan measurable.

Proof. Each graph has Jordan content zero. There are only finitely many in ∂S, so
∂S likewise has Jordan content zero. By Theorem 8.2 (p. 282), S itself is Jordan

S

x

y y = f (x)

y = g(x)
x = ϕ(y)measurable. ⊓⊔

Theorem 8.12. If S and T are Jordan measurable sets, then so are S∪T and S∩T,
and

J(S∪T )≤ J(S)+ J(T),

J(S∩T )≤ J(S), J(S∩T )≤ J(T ).

Proof. Each boundary point of either S∪T or S∩T is a boundary point of S or of T :

∂ (S∪T )⊆ ∂S∪∂T, ∂ (S∩T )⊆ ∂S∪∂T.

By hypothesis, ∂S and ∂T have Jordan content zero; hence, so do their subsets
∂ (S ∪ T ) and ∂ (S∩ T ) (Corollary 8.4). Consequently, S∪ T and S∩ T are both
Jordan measurable. Theorem 8.5 then implies

J(S∪T ) = J(S∪T )≤ J(S)+ J(T ) = J(S)+ J(T).

Because S∩T ⊆ S, Theorem 8.3 implies J(S∩T ) = J(S∩T )≤ J(S) = J(S). Finally,
S∩T ⊆ T , so the same argument gives J(S∩T )≤ J(T ). ⊓⊔

Definition 8.10 Two sets overlap if their interiors have a nonempty intersection.
They are nonoverlapping if their interiors are disjoint.

Theorem 8.13. If S and T are bounded Jordan measurable sets that do not overlap,
then

J(S∪T ) = J(S)+ J(T).

Proof. Because S and T have disjoint interiors, a grid square Q1 that counts in the
area J k(S) cannot be entirely contained in T , so it does not count in J k(T ). Simi-
larly, a grid square that counts in J k(T ) does not count in J k(S). Of course, every
grid square that counts in one or the other counts in J k(S∪T ), so
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J k(S)+ J k(T )≤ J k(S∪T ).

In the limit, J(S)+ J(T )≤ J(S∪T ), and then J(S)+ J(T)≤ J(S∪T ) because S, T ,
and S∪T are Jordan measurable. Finally, with Theorem 8.12 we have

J(S)+ J(T) = J(S∪T ). ⊓⊔

This leads immediately to the finite additivity of Jordan content.Finite additivity of
Jordan content

Corollary 8.14 If S1, . . . , Sp are Jordan measurable sets, and no two overlap, then
S1∪·· ·∪Sp is Jordan measurable and

J(S1∪·· ·∪Sp) = J(S1)+ · · ·+ J(Sp). ⊓⊔

When sets overlap, there is still a definite relation between the area of their unionOverlapping sets
and their individual areas. We make use of the set difference TTT \\\SSS; this is the set
of points in T that are not in S (i.e., T \S = T ∩Sc). The definition does not assume
S ⊆ T .

Lemma 8.3. Suppose T and S ⊆ T are Jordan measurable; then T \ S is Jordan
measurable and J(T \S) = J(T )− J(S).

Proof. Becuase ∂ (T \ S) ⊆ ∂T ∪ ∂S (see Exercise 8.14.b), ∂ (T \ S) has area zero
and T \ S is Jordan measurable. Because T = (T \ S)∪ S and T \ S and S do not
overlap (they are disjoint), we have

J(T ) = J(T \S)+ J(S). ⊓⊔

Theorem 8.15. Suppose S and T are Jordan measurable; then

J(S∪T )+ J(S∩T) = J(S)+ J(T).

Proof. Because S ⊆ (S∪T ) and (S∩T ) ⊆ T , and all these are Jordan measurable,
the lemma applies to both set differencesS T

(S ∪ T) \ S

T \ (S ∩ T)
(S∪T )\ S = T \ (S∩T ).

Because the set differences are equal, the lemma implies

J(S∪T )− J(S) = J(T )− J(S∩T);

to get the theorem, just rearrange the terms. ⊓⊔
Another way to state the theorem that perhaps indicates more explicitly how the
overlap S∩T affects the area of the union is

J(S∪T ) = J(S)+ J(T)− J(S∩T).

We can equate the integral of a function with the Jordan content of the regionArea under a graph
under its graph, making a useful connection between area and Jordan content.
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Theorem 8.16. Let y = f (x) be continuous and nonnegative on a≤ x≤ b, and let S
be the region in the (x,y)-plane bounded by the vertical lines x = a and x = b, the
x-axis, and the graph of f . Then S is Jordan measurable and

J(S) =

∫ b

a
f (x)dx.

Proof. The boundary of S has Jordan content zero (Theorem 8.10), so S is Jordan
measurable.

To get estimates for the integral of f , subdivide the interval a≤ x≤ b into K equal
pieces I1, . . . , IK , each of length ∆x = (b− a)/K. Let m j and Mj the the minimum
and maximum values of y = f (x) on I j; then

m1∆x + · · ·+ mK∆x≤
∫ b

a
f (x)dx ≤M1∆x + · · ·+ MK∆x,

and these bounds converge to the value of the integral as K→ ∞.
Now let r j be the rectangle with base I j and height m j, and let R j be the rectangle

x

y

a bIj

rj

Rj
S

y = f (x)

with the same base but height Mj. Then r1, . . . , rK are nonoverlapping rectangles
whose union is contained in S, and R1, . . . , RK are nonoverlapping rectangles whose
union contains S:

r1∪·· ·∪ rK ⊆ S ⊆ R1∪·· ·∪RK .

By the finite additivity of Jordan content (Corollary 8.14),

J(r1∪·· ·∪ rK) = J(r1)+ · · ·+ J(rk),

J(R1∪·· ·∪RK) = J(R1)+ · · ·+ J(RK),

and the set inclusions imply

J(r1)+ · · ·+ J(rk)≤ J(S)≤ J(R1)+ · · ·+ J(RK).

But J(r j) = m j∆x and J(R j) = Mj∆x, so

m1∆x + · · ·+ mK∆x≤ J(S)≤M1∆x + · · ·+ MK∆x.

Thus, J(S) has the same bounds as the integral; these bounds therefore converge
to J(S) as well as to the integral. ⊓⊔

In elementary geometry, congruent figures have the same area; we now prove Jordan content
via other gridsthey have the same Jordan content, too. We need to show that Jordan content is

preserved by the translations, rotations, and reflections that link congruent figures.
Such invariance is not immediately obvious, because we have restricted ourselves
to a single collection of grids J k. For example, a translate of S does not, in general,
have the same relation to J k that S itself does. However, if we translate the grid
as well and can show that the translated grid yields the same Jordan content as the
original grid, then it follows that Jordan content is invariant under translations. This
leads us to the task of showing that the Jordan content of a set can be determined
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just as well by many other grids. We concentrate on grids obtained from J k by a
Euclidean motion or, more generally, by a coordinate change.

For simplicity, we begin with a Euclidean motion E : R
2→ R

2. The action of E
is given by an orthogonal matrix R (either a rotation or a reflection) followed by a
translation. We can write formulas for E and its inverse as

u = E(x) = Rx + a, x = E−1(u) = R−1(u−a) = R†u+ b,

where b =−R†a and R† = R−1 because R is orthogonal. If S is a bounded set in the
u

v

E(S)

E(Q) Jk

EE−1

x

y

S

Q Hk

plane, then its image E(S) under a Euclidean motion stands in the same relation to
the grid J k that S itself does to the new grid H k = E−1(J k). Each time a square Q
in H k counts in estimating the area of S, its image E(Q) in J k counts in estimating
the area of E(S).

But there is still a problem, because we do not know that Q has the same Jor-
dan content as E(Q). (This is precisely the question we are trying to settle: the
invariance of Jordan content under Euclidean motions!) Nevertheless, Q is certainly
Jordan measurable, because ∂Q is just a finite collection of line segments with Jor-
dan content zero. Making no assumption about the value of J(Q), we now construct
the analogues of J k, Jk, J, and J for the grids H k (cf. Definition 8.6, page 281).

Definition 8.11 Let HHH kkk(SSS) denote the total Jordan content of the squares in H k thatH k and Hk for H k

are entirely contained in the bounded set S, and let HHHkkk(SSS) denote the total Jordan
content of the squares in H k that intersect S.

We can express these very compactly using set and summation notation:

H k(S) = ∑
Q∈Hk
Q⊆S

J(Q), Hk(S) = ∑
Q∈Hk

Q∩S 6=φ

J(Q)

The values of H k(S) and Hl(S) are nested in the same way as the values of J k(S)
and Jl(S); this gives us the limits

H(S) = lim
k→∞

H k(S), H(S) = lim
k→∞

Hk(S),

and the inequality H(S)≤H(S).

Definition 8.12 If H(S) = H(S), we say that SSS is HHH measurable and we define theH content
HHH content of SSS to be HHH(SSS) = H(S) = H(S).

Lemma 8.4. Suppose S is Jordan measurable, then H k(S)≤ J(S)≤Hk(S) for every
k = 0,1,2, . . . .

Proof. Suppose Q1, . . . ,Qp are the squares of H k that are counted in H k(S). Be-
cause they are nonoverlapping and Q1 ∪ ·· · ∪Qp ⊆ S, the finite additivity of J im-
plies

H k(S) = J(Q1)+ · · ·+ J(Qp) = J(Q1∪·· ·∪Qp)≤ J(S).

The inequality J(S)≤Hk(S) is proven in a similar way. ⊓⊔
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Corollary 8.17 Suppose a Jordan measurable set S is also H measurable, then
H(S) = J(S). ⊓⊔

But must a J-measurable set also be H measurable? The corollary directs our atten-
tion to the difference Hk(S)−H k(S), because

S is H measurable⇔ lim
k→∞

(
Hk(S)−H k(S)

)
= 0

(cf. the comment at the beginning of the proof of Theorem 8.2, p. 282). Therefore,
if we can show that Hk(S)−H k(S) is smaller than any preassigned ε > 0 when k is
sufficiently large, we shall have shown that H(S) = J(S). To complete our argument,
it is useful to introduce the notion of a tubular neighborhood.

Definition 8.13 If S is a bounded set, the tubular neighborhood of SSS of width www>>>000
is the set of points T that are within distance w of some point of S.

The tubular neighborhood of S of width w is the union of the open disks of radius w
centered at all the points of S. If S is a smooth curve in space, and w is small enough,

S

tubular
neighborhood of S

then the tubular neighborhood looks like a tube with S at its core; together, they
resemble a coaxial cable.

Lemma 8.5. Suppose S has Jordan content zero and ε > 0 is given. Then S has a
tubular neighborhood T of some width δ > 0 for which J(T ) < ε .

Proof. Because J(S) = 0, we know Jk(S)→ 0 as k→ ∞. Choose K so large that
JK(S) < ε/9. The squares Q in J K that are counted in JK(S) cover S and have total
Jordan content less than ε/9.

Define T to be the tubular neighborhood of S of width δ = 1/2K, and let q be a

p

q

Q

S

T
δ

δ
point in T . By definition, q is within distance δ = 1/2K of some point p in S. Let Q
be a square counted in JK(S) that contains p. Because the squares in J K are closed
and have width δ = 1/2K , the point q is either in Q or one of the eight neighbors
of Q. Now q is an arbitrary point of T , so T is covered by the squares Q and their
immediate neighbors, whose total Jordan content is less than 9× ε/9 = ε; hence
J(T )≤ JK(T ) < ε . ⊓⊔

Theorem 8.18. Suppose S is Jordan measurable; then it is H measurable and
J(S) = H(S).

Proof. By Corollary 8.17 and the discussion following it, we need only show that,
given any ε > 0, there is a K such that

HK(S)−H K(S) < ε.

Note: the sequence Hk(S)−H k(S) decreases monotonically as k increases, so we
also have Hk(S)−H k(S) < ε for all k ≥ K.

By hypothesis, S is Jordan measurable, so ∂S has Jordan content zero. Therefore,
using the given ε > 0 and Lemma 8.5, we know ∂S has a tubular neighborhood T
of some width δ > 0 for which J(T ) < ε . Now choose K so that the diameter (see
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below, Definition 8.14) of any grid square Q in H K is less than δ . The diameter of
Q is its diagonal length

√
2/2K < 1/2K−1, so it is sufficient to choose

K > 1 + log2(1/δ ).

Consider the difference HK(S)−H K(S). Adapting the arguments of the proof of
Theorem 8.2 from J k to H K , we draw two conclusions:

• HK(S)−H K(S) is the total Jordan content of the squares Q in H K that meet S
but are not entirely contained in S.

• Each such square Q contains a point of ∂S.

The diameter of Q is less than δ (by construction); thus the entire square Q lies
within the tubular neighborhood T . Hence, the total Jordan content of the squares Q
counted in HK(S)−H K(S) is less than the outer Jordan content of T ; that is,

HK(S)−H K(S) < ε. ⊓⊔

One of our main objectives, to show that congruent figures have the same JordanJordan content of
congruent figures content, now follows as an immediate corollary.

Corollary 8.19 If S is Jordan measurable and E : R
2→ R2 is a Euclidean motion,

then E(S) is Jordan measurable and J(E(S)) = J(S).

Proof. J(E(S)) = H(S) = J(S). ⊓⊔
Thus, if a rectangle R with sides of length l and w lies anywhere in the (x,y)-Jordan content and

ordinary area plane, a Euclidean motion E will transform it into the rectangle E(R) : 0≤ x≤ l, 0≤
y≤ w. By Exercise 8.8, J(E(R)) = lw; therefore, J(R) = lw. If P is a parallelogram
with base b and height h, then P can be decomposed into nonoverlapping sets A and
B so that A and a translate E(B) are nonoverlapping and form a rectangle R with the
same base and height. Therefore,

J(P) = J(A)+ J(B) = J(A)+ J(E(B)) = J(R) = bh.

P R

A

B

A E(B)

b

h

b
h

If T is a triangle with base b and height h, then similar geometric arguments show
that J(T ) = 1

2 bh. Because a polygon can be written as a union of nonoverlapping
triangles, it follows that the Jordan content of any polygon equals its ordinary area.

Under what conditions will a more general collection G k (k = 0,1,2, . . .) of gridsGeneral grids G k
and G content on the plane determine Jordan content? We assume that each grid is a refinement of

its predecessor, and also that the individual cells P of a grid are closed, connected,
nonoverlapping sets with positive Jordan content that together cover R2. The cells
need not be congruent or even straight-sided. We define:
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• G k(S) is the total Jordan content of the cells P of G k that are entirely contained
in S;

• Gk(S) is the total Jordan content of the cells P of G k that meet S.

G k(S) = ∑
P∈Gk
P⊆S

J(P), Gk(S) = ∑
P∈Gk

P∩S 6=φ

J(P).

Because G k refines its predecessor, G k(S) increases monotonically with k to its lim-

Gk

P

iting value G(S), the inner G content of S. Likewise, Gk(S) decreases monotonically
to the outer G content, G(S), and

G k(S)≤ G(S)≤ G(S)≤ Gk(S).

If the inner and outer G content are equal, we say S is GGG measurable and has GGG
content GGG(SSS) = G(S) = G(S). Under what conditions will G(S) = J(S)? For H
content, the answer was provided by Theorem 8.18, whose proof involved the linear
dimensions (i.e., diameters) of the grid elements.

Definition 8.14 The diameter of the set S, denoted δδδ (SSS), is the maximum distance Diameter δ (S) and
mesh size ‖G‖between any two points in its closure S. The mesh size ‖G‖ of a grid G is the

smallest upper bound on the size of the diameters of the elements P of G .

Theorem 8.20. If ‖G k‖ → 0 as k → ∞, then every Jordan-measurable set S is
G measurable, and J(S) = G(S).

Proof. This argument imitates the proof of Theorem 8.18 and the lemmas preceding
it. First of all, because S is Jordan measurable,

G k(S)≤ J(S)≤ Gk(S)

(cf. Lemma 8.4). Hence, to prove the theorem it suffices to show

lim
k→∞

(
Gk(S)−G k(S)

)
= 0.

Suppose ε > 0 is given; we wish to show that there is an integer K = K(ε) for
which

Gk(S)−G k(S) < ε,

for all k > K. Because S is Jordan measurable, J(∂S)= 0 and ∂S has a tubular neigh-
borhood T of some width δ for which J(T ) < ε (Lemma 8.5). Because ‖G k‖ → 0
as k→ ∞, we can choose K so that ‖G k‖ < δ for all k > K. Each cell P in the grid
G k contains a point p in S and a point q not in S. Because P is connected, there is
a continuous path in P from p to q, and that path must contain a point of ∂P (Exer-
cise 8.6). If k > K, then the diameter of P is less than δ , so P is entirely contained
within the tubular neighborhood T . Hence the total Jordan content of the cells P
counted in Gk(S)−G k(S) is less than J(T ) < ε; that is,
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Gk(S)−G k(S) < ε. ⊓⊔

We are now able to extend to Jordan content our earlier observation about theArea magnification
by a linear map area magnification factor of a linear map (Theorem 2.8, p. 42). We make frequent

use of the fact that the Jordan content of a polygon P is its ordinary (absolute) area;
thus, if L(P) is its polygonal image under a linear map, then

J(L(P)) = |detL |J(P).

Lemma 8.6. If L : R2→ R2 is linear and J(S) = 0, then J(L(S)) = 0.

Proof. If L is not invertible, the proof is immediate, because the whole image L(R2)
is a line, so L(S) is a finite line segment and automatically has Jordan content zero.

If L is invertible (i.e., detL 6= 0), then we show that L(S) is contained in a union
of sets whose total Jordan content is less than any positive number ε . The lemma
then follows from Corollary 8.8 (p. 283).

By hypothesis, J(S) = 0 so JK(S) < ε/|detL | for some integer K. That is, S
is covered by squares Q whose total Jordan content is less than ε/|detL |. There-
fore L(S) is covered by the images L(Q) of those squares. Because J(L(Q)) =
|detL |J(Q), the total Jordan content of the sets covering L(S) is less than ε . ⊓⊔

Corollary 8.21 The image of a Jordan-measurable set under a linear map is Jordan
measurable. ⊓⊔

We can now show that the Jordan content multiplier of a linear map is the abso-The multiplier for
Jordan content lute value of its determinant.

Theorem 8.22. Suppose S is Jordan measurable and L : R
2 → R2 is linear; then

J(L(S)) = |detL |J(S).

Proof. If L is not invertible, then detL = 0, and L(S) is a bounded subset of the line
L(R2). Thus J(L(S)) = 0 = |detL |J(S).

x

y

S
L−1(Q) = P

Gk

L

L−1

u

v

L(S)

Q = L(P)

Jk

For an invertible map L, we adapt the argument we used to prove that a Euclidean
motion preserves Jordan content (pp. 287–290). The key to the argument is to note
that L(S) has the same relation to the grid J k that S itself does to the new grid
G k = L−1(J k) (see the figure below). Of course, to use the G-content functions
associated with G k (as defined above, p. 291), we want Theorem 8.20 to hold. We
must therefore check that the maximum diameter ‖G k‖ of a cell P of G k tends to
zero as k→∞. Exercise 8.16 establishes that the diameters of Q and P = L−1(Q) are
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linked by a constant σ that depends only on L−1 and not on k: δ (P) = σδ (Q). Thus
all cells P of G k have the same diameter: ‖G k‖= σδ (Q). Because δ (Q) =

√
2/2k,

it follows that ‖G k‖→ 0 as k→ ∞. By Theorem 8.20, the given Jordan-measurable
set S is also G measurable, and J(S) = G(S).

As P is contained in S precisely when Q = L(P) is contained in L(S), we have
(using P = L−1(Q) as well)

G k(S) = ∑
P∈Gk
P⊆S

J(P) = ∑
Q∈Jk

Q⊆L(S)

J(L−1(Q)).

Because Q is a polygon, J(L−1(Q)) = |detL−1|J(Q), so the last sum becomes

|detL−1| ∑
Q∈Jk

Q⊆L(S)

J(Q) = |detL−1| J k(L(S)),

or just G k(S) = |detL−1| J k(L(S)). Because |detL−1|= |detL |−1, we have

J k(L(S)) = |detL |G k(S).

In the limit as k→ ∞, J(L(S)) = |detL |G(S) = |detL |J(S). ⊓⊔
When we take up integration in the next section, we need an even larger class of Grids for integration

grids than sequences G 0,G 1,G2, . . . of successive refinements of the sort we have
considered so far. The nonnegative integers that we use to index these grids have a
natural order that is imparted to the grids themselves: there is a “first” grid, then a
“second,” and so on. When we say that each grid refines its predecessor, we make
implicit use of that order.

So when we enlarge the class of grids, such a larger collection {G} typically
has no natural ordering. Thus, even though one grid in the collection may be a
refinement of another, the notion of “predecessor” is now missing, and we are no
longer able to say that a grid refines its predecessor. Nevertheless, we still assume the
cells P in any grid are closed, connected, nonoverlapping sets with positive Jordan
content, and together they cover R2. Then we define (exactly as we did for the more
restricted class of grids G k):

• G G (S) is the total Jordan content of the cells P of G that are entirely contained
in S.

• GG(S) is the total Jordan content of the cells P of G that meet S.

G G (S) = ∑
P∈G

P⊆S

J(P), GG (S) = ∑
P∈G

P∩S 6=φ

J(P)

We should next get inner and outer G content (i.e., G(S) and G(S)). When grids G G (S) and GG (S)
vary with ‖G‖were indexed by integers k = 0,1,2, . . . , we just took limits of G k(S) and Gk(S) as

k→ ∞ (and monotonicity guaranteed that the limits existed). But for an arbitrary
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collection of grids {G}, there is no index that supplies an ordering. Nevertheless, if
we consider how G G (S) and GG (S) vary with mesh size ‖G‖, we see that they do
have well-defined limits, at least if S has Jordan content. We then have a way, once
again, to define G content.

To see how this happens, suppose S is Jordan measurable. Then, for any grid G ,

G G (S)≤ J(S)≤ GG (S)

(cf. Lemma 8.4). Therefore, if we can show that

lim
‖G‖→0

(
GG (S)−G G(S)

)
= 0,

then we know the following limits exist:

G(S) = lim
‖G‖→0

G G(S) = J(S), G(S) = lim
‖G‖→0

GG (S) = J(S).

We can then say

• S is G measurable.

• G(S) = G(S) = G(S).

• J(S) = G(S).

Hence, for any given ε > 0, we must show there is a δ > 0 for which

‖G‖< δ ⇒ GG (S)−G G(S) < ε.

By Lemma 8.5 we know that ∂S has a tubular neighborhood T of some positive
width δ for which J(T ) < ε . Now suppose ‖G‖< δ . Then, by essentially the same
argument as in the proof of Theorem 8.20, the total Jordan content of the cells P that
are counted in GG (S)−G G(S) is less than J(T ) < ε . In other words,

‖G‖< δ ⇒ GG (S)−G G(S) < ε,

as required. We state the conclusion as a theorem.

Theorem 8.23. If {G} is an infinite collection of integration grids whose mesh sizes
‖G‖ come arbitrarily close to zero, then G content is defined for all sets S that have
Jordan content, and G(S) = J(S). ⊓⊔

As we have seen, the Jordan content of any plane figure of elementary EuclideanUse area to denote
Jordan content geometry is its ordinary area. For that reason, we now go back to the simpler and

more familiar term area. Thus, we say that S has area if it is Jordan measurable; in
that case, the area of S is denoted A(S) = J(S). For a more general set S, its inner
area A(S) is its inner Jordan content J(S), and its outer area A(S) is its outer Jordan
content J(S).

With grids of cubes instead of squares, it requires virtually no alterations to trans-Volume in R3
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fer the theory of Jordan content from R2 to R3. Let us assume that has been done.
Then, following what we just did in R2, we call the Jordan content of a set S in R3

its volume, and write V (S) = J(S). In fact, we can use the same method to get the
analogue of area or volume in any dimension.

8.3 Riemann and Darbou integrals

We now introduce double integrals and establish their properties; in the next chapter
we develop methods for evaluating them. We define the Riemann integral of a func-
tion z = f (x,y) on a closed bounded set S that has area (i.e., is Jordan measurable).
We assume f is bounded on S and is extended to all of R2 by setting f (x,y) = 0
when (x,y) is not in S.

Let G be a grid of the sort we considered near the end of the previous section. Integration grids
Thus, the cells Q of G are closed, bounded, nonoverlapping sets that have area. We
let A(Q) denote the area of Q and δ (Q) its diameter (cf. p. 291); the diameters have
a finite bound ‖G‖, the mesh size of G . The cells of G must cover S, but they need
not cover all of R

2. Furthermore, those cells need not be congruent, nor need they
have straight sides. We call G an integration grid.

Let Q1, . . . ,QN be all the cells of G that meet S; we write the area A(Qi) as ∆Ai. Riemann sums
A Riemann sum for fff over SSS is an expression of the form

N(G)

∑
i=1

f (xi,yi)∆Ai,

x

y

z

(xi , yi)

Qi Qi

f(xi , yi)

z = f(x, y)

S
G

Pi

where (xi,yi) is a point of Qi, i = 1, . . . ,N. Note that the sum depends upon the grid
G and the points (xi,yi), as well as on f and S. By writing N = N(G) as well, we
call attention to the fact that the number of cells that meet S depends on G .

To interpret such a sum it helps to let f be positive and continuous, as in the fig- Approximating volumes
ure above. Then f (xi,yi) is approximately the height of the prism Pi that has base Qi,
vertical sides, and an irregular top formed by the graph of f ; f (xi,yi)∆Ai is approx-
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imately its volume. The Riemann sum therefore approximates the total volume of
the solid that lies above S and under the graph. To get a better aproximation, make
the individual cells smaller; more exactly, use a new grid G with a smaller mesh
size ‖G‖. In fact, we expect all Riemann sums will be as close as we wish to the
actual volume, as long as the mesh size is sufficiently small, independently of the
way the points are chosen in a grid. This leads us to the definition of the Riemann
integral.

Definition 8.15 If the Riemann sums for f over S have a limit that is independentThe Riemann integral
of the points (xi,yi) as ‖G‖→ 0, then we say fff is integrable over SSS and the integral
is that limit:

∫∫

S
f (x,y)dA = lim

‖G‖→0

N(G)

∑
i=1

f (xi,yi)∆Ai.

More exactly, this a Riemann integral, which is different from the Darboux integral
that we introduce presently, as well as from other kinds of integrals that we do not
consider. To make it clear that convergence to the limit is uniform with respect to the
points chosen in the cells of a grid, we put the definition more formally, as follows.
Given an ε > 0, there is a δ > 0 such that, for every grid G with ‖G‖< δ ,

∣∣∣∣∣

N(G)

∑
i=1

f (xi,yi)∆Ai−
∫∫

S
f (x,y)dA

∣∣∣∣∣< ε,

regardless of the choice of points (xi,yi) within the cells of G .

Because the domain is 2-dimensional, we call this a double integral. (A rectan-Absolute (unoriented)
double integrals gular grid, as in the following example, provides an even more compelling reason

for the name.) More particularly, this is an absolute, or unoriented, double integral,
because the grid cells Qi are given no orientation and their areas ∆Ai = A(Qi) are
always nonnegative.

x

y

a0 a1 a2 a3 ai−1 ai aI−2 aI−1 aI

b0

b1

b2

bj−1

bj

bJ−2

bJ−1

bJ

x1 x2 x3 xi xI−1 xI

y1

y2

yj

y
J−1

y
J

Ri,j

(xi , yj )

RI,J
R I,J
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Here is a special class of grids that are frequently used to construct Riemann Riemann double sums
sums. First partition the x- and y-axes into nonoverlapping intervals:

[ai−1,ai] : ai−1 ≤ x≤ ai, i = 1, . . . I,

[b j−1,b j] : b j−1 ≤ y≤ b j, j = 1, . . .J.

Let ∆xi = ai − ai−1 and ∆y j = b j − b j−1 denote the lengths of these intervals.
Now form the rectangles Ri, j : [ai−1,ai]× [b j−1,b j]; the area of Ri, j is the product
A(Ri, j) = ∆xi ∆y j. These rectangles are cells of a grid R I,J that is natural to index
with a pair of integers I,J (in contrast, e.g., to the grid J k).

Let xi be a point in the x-interval [ai−1,ai], and let y j be a point in the y-interval
[b j−1,b j]. Then (xi,y j) is a point in Ri, j, and a Riemann sum for f over S naturally
takes the form of a double sum:

I

∑
i=1

J

∑
j=1

f (xi,y j)∆xi ∆y j.

If f is integrable, then these sums approach the integral of f as the grid mesh size
tends to zero. In that case it is natural to replace the “element of area” dA by dxdy
and to write the limit itself as

∫∫

S
f (x,y)dxdy = lim

‖R ‖→0

I(R )

∑
i=1

J(R )

∑
j=1

f (xi,y j)∆xi ∆y j.

The two summation signs on the right now explain why we use a pair of integral
signs to denote the integral, and they also suggest why we call it a double integral.

As we have already noted, the terms in a Riemann sum are products of lengths
f (xi,yi) and areas ∆Ai, so we usually think of a Riemann sum and the resulting
integral as volumes. We pursue this below, but first we make a connection between
double integrals and areas.

Theorem 8.24. A constant function f (x,y) = c is integrable over every set S that
has area, and ∫∫

S
cdA = cA(S) = c× areaS.

Proof. Let {G} be an infinite collection of integration grids whose mesh sizes ‖G‖
get arbitrarily close to zero. Let GG be the outer content function associated with G
(cf. p. 293). Because f (x,y) = 0 outside S, by construction, the grid cells Qi of G
that make a nonzero contribution to a Riemann sum for f are precisely the ones that
meet S; thus

N

∑
i=1

c∆Ai = c∑
Qi∩S 6=φ

A(Qi) = c GG(S).

The collection {G} satisfies the hypotheses of Theorem 8.23; therefore, because S
has area, it is G measurable and G(S) = A(S). Hence, GG (S)→ A(S) as ‖G‖→ 0.
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This limit does not depend on the collection {G}; therefore we conclude all Rie-
mann sums have the same limit, namely cA(S), and f is thus integrable. ⊓⊔

Theorem 8.25. Any bounded function f on a set S of zero area is integrable, and
∫∫

S
f (x,y)dA = 0.

Proof. Suppose B is a bound on f : | f (x,y)| ≤ B for all (x,y) in R
2. Let ε > 0 be

given. By Lemma 8.5, we can construct a tubular neighborhood of S of width δ > 0
for which J(T ) < ε/B. Let G be any grid for which ‖G‖ < δ . In a Riemann sum,
the cells Qi of G that meet S are contained entirely in T ; thus, for any choice of pi

in Qi, we have
∣∣∣∣∣

N

∑
i=1

f (pi)∆Ai−0

∣∣∣∣∣≤
N

∑
i=1
| f (pi)|∆Ai ≤ B

N

∑
i=1

∆Ai ≤ B J(T ) < ε.

This shows that f is integrable and the value of the integral is 0. ⊓⊔
Arguments similar to those in the last proof can be used to establish the follow-Properties of

double integrals ing general properties of double integrals; see the exercises. These properties are
formally the same as those of integrals of a single-variable function.

Theorem 8.26. Suppose f and g are integrable over S; then so are cf and f ± g,
and ∫∫

S
cf dA = c

∫∫

S
f dA,

∫∫

S
( f ±g)dA =

∫∫

S
f dA±

∫∫

S
gdA. ⊓⊔

Theorem 8.27. Suppose f is integrable over the nonoverlapping sets R and S; then
f is integrable over R∪S and

∫∫

R∪S

f dA =

∫∫

R

f dA +

∫∫

S

f dA. ⊓⊔

The second theorem says that the integral is additive over sets in the same senseAdditivity and linearity
of the integral that area (Jordan content) is; see Corollary 8.14, page 286. The first theorem says

that the integral acts as a linear operator on functions.

Theorem 8.28. Suppose f is integrable over S and f (x,y) ≥ 0 on S; then
∫∫

S
f (x,y)dA ≥ 0. ⊓⊔

Corollary 8.29 Suppose f and g are integrable over S, and f (x,y) ≤ g(x,y) for
every point (x,y) in S; then

∫∫

S
f (x,y)dA≤

∫∫

S
g(x,y)dA. ⊓⊔
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Corollary 8.30 Suppose f is integrable over S and m≤ f (x,y)≤M for every point
(x,y) in S; then

mA(S)≤
∫∫

S
f (x,y)dA ≤M A(S). ⊓⊔

Proof. By Theorem 8.26, g(x,y) = f (x,y)−m≥ 0 is integrable, and

0≤
∫∫

S
g(x,y)dA =

∫∫

S
f (x,y)dA−

∫∫

S
mdA =

∫∫

S
f (x,y)dA−mA(S),

which leads to the first of the stated inequalities. The second is obtained in a similar
way. ⊓⊔

We have a standing assumption that integration applies only to bounded func- Integrate only
bounded functionstions. That assumption is essential in the last corollary. For example, let S be the

unit interval on the x-axis, so A(S) = 0 as a region in the plane. Let

f (x,y) =

{
1/
√

x 0 < x≤ 1, y = 0,

0 otherwise.

Now consider Riemann sums for f on S constructed with the grids J n used to define
Jordan content. Let Q1 be the square [0,1/2n]× [0,1/2n] and let p1 = (1/26n,0).
Then

f (p1)∆A1 =
1√

1/26n
· 1

22n = 23n · 1
22n = 2n→ ∞ as n→ ∞,

so no Riemann sum that contains this term can converge to a finite value. In other
words, f is not integrable, even though its domain has area zero.

We now turn to the Darboux integral. It is constructed from sums involving upper Bounds and the
Darboux integraland lower bounds of a function on each cell of a grid. Although the Darboux and

Riemann integrals have similar definitions (and we eventually show they have the
same value), the Darboux integral is defined more in the style of Jordan content:
there are analogues of inner and outer areas on a grid and inner and outer content as
limits.

Suppose f is bounded on S, and G is an integration grid whose cells Q1, . . . ,QN Least upper bound;
greatest lower boundcover S. We do not assume f is Riemann integrable over S. Let Mi be the smallest

of the upper bounds (the “least upper bound”) for f on Qi, and let mi be the largest
of the lower bounds (the “greatest lower bound”). In other words,

x

y

1

y = f(x)
mi ≤ f (pi)≤Mi

for all points pi in Qi, and these bounds are the best possible. To see what “best
possible” means here, consider the following example:

f (x) =

{
1 x = 0,

x 0 < x≤ 1,
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where Q : 0≤ x≤ 1. Then 0 is a lower bound for f on Q, but no larger number ε > 0
is a lower bound, because we can always choose x in Q so that f (x) < ε (e.g., take
x = ε/2). Thus m = 0 is the greatest lower bound, which is also called an infimum.
Because there is no “smallest” positive real number, the set of values f (x) has no
minimum, but it does have an infimum.

Definition 8.16 Any nonempty set of numbers Z that is bounded below has a great-inf and sup

est lower bound, glbglbglb ZZZ, or infimum, infinfinf ZZZ; if Z is bounded above, it has a least upper
bound, lublublub ZZZ, or supremum, supsupsup ZZZ.

Definition 8.17 The lower and upper Darboux sums for f over S and the grid GLower and upper
Darboux sums are, respectively,

D G ( f ,S) =
N

∑
i=1

mi ∆Ai, DG ( f ,S) =
N

∑
i=1

Mi ∆Ai.

Lower and upper Darboux sums give us lower and upper bounds on all possible
Riemann sums that can be constructed with the grid G ; that is,

D G ( f ,S)≤
N

∑
i=1

f (pi)∆Ai ≤ DG( f ,S),

no matter how pi is chosen in Qi. The following lemma, which says no lower sum
is larger than any upper sum, plays the same role here that Lemma 8.2, page 281,
does for the inner and outer area estimates of Jordan content.

Lemma 8.7. For every pair of integration grids H and G ,

D H ( f ,S)≤ DG ( f ,S).

Proof. We construct the common refinement, K , of H and G . The cells of K
consist of the intersections P∩Q, where P is a cell in H and Q is a cell in G . Then
K does indeed refine both H and G , so the usual arguments about refinements
imply

D H ( f ,S)≤ D K ( f ,S)≤ DK ( f ,S)≤ DG ( f ,S). ⊓⊔
Thus each upper sum is an upper bound for all lower sums, and each lower sum is a
lower bound for all upper sums. Consequently, the following least upper bound and
the greatest lower bound are well-defined.

Definition 8.18 The lower Darboux integral DDD( fff ,SSS) of fff over SSS is the least upperLower and upper
Darboux integrals bound of the numbers D G ( f ,S), over all grids G . Similarly, the upper Darboux

integral DDD( fff ,SSS) is the greatest lower bound of the numbers DG( f ,S).

Theorem 8.31. D( f ,S)≤ D( f ,S).

Proof. Choose G arbitrarily; by Lemma 8.7, DG ( f ,S) is an upper bound for all
possible lower sums, so it is at least as large as their least upper bound:
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D( f ,S)≤ DG ( f ,S).

By this inequality, the lower integral D( f ,S) is a lower bound for all possible upper
sums (because G is arbitrary), so it is at least as small as their greatest lower bound:

D( f ,S)≤ D( f ,S). ⊓⊔
Definition 8.19 If D( f ,S) = D( f ,S), then fff is Darboux integrable over SSS, and its The Darboux integral
Darboux integral is DDD( fff ,SSS) = D( f ,S) = D( f ,S).

The next two theorems establish that the two notions of integral are equivalent.

Theorem 8.32. If f is Riemann integrable on S, then it is also Darboux integrable,
and the two integrals are equal.

Proof. Because f is bounded, its upper and lower Darboux sums are defined for all
grids. To prove the theorem, it is enough to show that, for any given ε > 0, there is
a grid G for which

DG ( f ,S)−D G( f ,S) < ε.

Because ε > 0 is arbitrary, it then follows that D( f ,S)−D( f ,S) = 0 and that f
is Darboux integrable. Moreover, because every Riemann sum is trapped between
D G( f ,S) and DG ( f ,S), so is the Riemann integral. The Darboux integral is trapped
the same way, so the two integrals must be equal.

Using the given ε > 0 and the hypothesis that f is Riemann integrable, choose
δ > 0 so that, for every integration grid G with ‖G‖< δ ,

∣∣∣∣∣
N

∑
i=1

f (pi)∆Ai−
∫∫

S
f (x,y) dA

∣∣∣∣∣<
ε
4
,

regardless of how pi is chosen in the cell Qi of the grid G (cf. Definition 8.15). What
we take from this is the fact that the difference between any two Riemann sums for
f with the grid G is less than ε/2.

Fix a grid G for which ‖G‖< δ , and let Q1, . . . ,QN be the cells of G that meet S.
Construct the the lower and upper Darboux sums

D G( f ,S) =
N

∑
i=1

mi ∆Ai, DG ( f ,S) =
N

∑
i=i

Mi ∆Ai,

in the usual way, and set

A =
N

∑
i=i

∆Ai = GG(S),

the outer G content of S with respect to the grid G .
Because mi is the greatest lower bound of f (x) on Qi, mi + ε/4A is not a lower

bound. In other words, there is a point pi in each Qi for which

f (pi) < mi +
ε

4A
.
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Therefore,

N

∑
i=1

f (pi)∆Ai <
N

∑
i=1

mi ∆Ai +
ε

4A

N

∑
i=i

∆Ai,= D G( f ,S)+
ε
4
.

In a similar way, there is a point qi in each Qi for which

Mi−
ε

4A
< f (qi),

and a similar argument shows that

DG ( f ,S)− ε
4

<
N

∑
i=1

f (qi)∆Ai.

Subtracting the first inequality from the second, we find

DG ( f ,S)−D G( f ,S)− ε
2

<
N

∑
i=1

f (qi)∆Ai−
N

∑
i=1

f (pi)∆Ai <
ε
2
.

The last inequality in this sequence is just the fact that any two Riemann sums differ
by less than ε/2. Hence DG ( f ,S)−D G ( f ,S) < ε; by what was said above, this
completes the proof. ⊓⊔

Theorem 8.33. If f is Darboux integrable on S, then it is also Riemann integrable,
and the two integrals are equal.

Proof. Let D be the value of the Darboux integral of f on S. We must show that, for
any given ε > 0, there is a δ > 0 so that, for any integration grid G with ‖G‖< δ ,

∣∣∣∣∣
N

∑
i=1

f (pi)∆Ai−D

∣∣∣∣∣< ε,

regardless of how the point pi is chosen in the cell Qi of G .
Every Darboux integrable function is bounded, by definition; choose B so that

| f (x,y)| ≤ B on S. The definition also implies that upper and lower Darboux sums
for f get arbitrarily close to D. Thus, for the ε given above, we can select a particular
grid H for which

D− ε
2

< D H ( f ,S) and DH ( f ,S) < D+
ε
2
.

Suppose the cells of H that cover S are P1, . . . ,PJ . Let ∂P denote the set of boundary
points of all these cells. Because each Pj has area, A(∂Pj) = 0 and thus A(∂P) = 0.
By Lemma 8.5, page 289, ∂P has a tubular neighborhood T of some width δ > 0
for which

J(T ) <
ε

4B
.
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Now let G be any integration grid for which ‖G‖< δ . We claim that

D− ε < D G ( f ,S) and DG( f ,S) < D+ ε.

Every Riemann sum constructed with the grid G lies between D G( f ,S) and DG ( f ,S);
thus it follows from the claim that

D− ε <
N

∑
i=1

f (pi)∆Ai < D+ ε,

which is equivalent to what we need to prove.
We now prove the first of the inequalities in the claim; the second can be proven Proving

D− ε < D G ( f ,S)by essentially the same argument. We divide the cells of G into two classes, as
follows.

• R1, . . . ,RK lie entirely within the tubular neighborhood T .

• Q1, . . . ,QN contain points outside T .

Now let K be the common refinement of H and G ; by definition, the cells of K
are Pj ∩Qi and Pj ∩Rl . But because the diameter of each Qi is less than δ , Qi does
not meet ∂P, and thus lies entirely in a single cell Pj of H . In other words, Pj ∩Qi

is either empty or it is just Qi. The cells of K are therefore

Pj

Qi

Rk

∂P
T

part of G

part of H

δ

Q1, . . . ,QN , and

P1∩R1, . . . , P1∩RK ,
P2∩R1, . . . , P2∩RK ,

...
. . .

...
PJ ∩R1, . . . , PJ ∩RK .

We have
J

∑
j=1

A(Pj∩Rk) = A(Rk),
K

∑
k=1

A(Rk) < J(T ) <
ε

4B
.

We now construct the Darboux lower sums associated with G and K . For this
we need the greatest lower bound of f on each cell of each of these grids:

mi = inf
p∈Qi

f (p), m̂k = inf
p∈Rk

f (p), m jk = inf
p∈Pj∩Rk

f (p).

Then

D K ( f ,S) =
N

∑
i=1

mi A(Qi)+
K

∑
k=1

J

∑
j=1

m jk A(Pj ∩Rk),

D G ( f ,S) =
N

∑
i=1

mi A(Qi)+
K

∑
k=1

m̂k A(Rk) =
N

∑
i=1

mi A(Qi)+
K

∑
k=1

J

∑
j=1

m̂k A(Pj∩Rk).

Subtracting, we find
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D K ( f ,S)−D G ( f ,S) =
K

∑
k=1

J

∑
j=1

(m jk− m̂k)A(p j ∩Rk)

≤ 2B
K

∑
k=1

J

∑
j=1

A(Pj ∩Rk)≤ 2B
K

∑
k=1

A(Rk) < 2B · ε
4B

=
ε
2
,

or D K ( f ,S) < D G ( f ,S)+ ε/2. Because K is a refinement of H ,

D H ( f ,S)≤ D K ( f ,S).

We thus have a sequence of inequalities,

D− ε
2

< D H ( f ,S)≤ D K ( f ,S) < D G ( f ,S)+
ε
2
,

that together establish the first claim, D− ε < D G ( f ,S). ⊓⊔
The common value produced by the two definitions is sometimes called theThe Riemann-Darboux

integral Riemann–Darboux integral. However, we usually just call it the integral, and em-
ploy the two definitions interchangeably, depending on which is more useful in a
particular situation. For example, the proof of the next theorem uses the Darboux
characterization of the integral.

Theorem 8.34. Suppose f is integrable on S; then so is | f | and
∣∣∣∣
∫∫

S
f (x,y)dA

∣∣∣∣≤
∫∫

S
| f (x,y)|dA.

Proof. First we prove | f | is integrable; it is enough to show that, given any ε > 0,
there is a grid H for which

DH (| f |,S)−D H (| f |,S) < ε.

To analyze the upper and lower Darboux sums for both | f | and f , let Q1, . . . ,QN be
the cells in an arbitrary grid G , and let

m∗i = inf
p∈Qi
| f (p)|, mi = inf

p∈Qi
f (p),

M∗i = sup
p∈Qi

| f (p)|, Mi = sup
p∈Qi

f (p).

Now it is always true that M∗i −m∗i ≤ Mi −mi (see Exercise 8.20); thus, for any
grid G ,

DG (| f |,S)−D G (| f |,S) =
N

∑
i=1

(
M∗i −m∗i

)
∆Ai,

≤
N

∑
i=1

(
Mi−mi

)
∆Ai = DG ( f ,S)−D G ( f ,S).
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Because f is integrable, by hypothesis, there is always a grid H for which

DH ( f ,S)−D H ( f ,S) < ε;

then DH (| f |,S)−D H (| f |,S) < ε as well, so | f | is integrable.

Finally, because−| f (x,y)| ≤ f (x,y)≤ | f (x,y)| and the integral is monotone (cf.
Corollary 8.29),

−
∫∫

S
| f (x,y)|dA≤

∫∫

S
f (x,y)dA ≤

∫∫

S
| f (x,y)|dA. ⊓⊔

One of the fundamental results of calculus is that a continuous function is inte- The integral of a
continuous functiongrable. However, because we extend every function to the whole plane by setting

it equal to zero outside its given domain, even a continuous function becomes, in
general, discontinuous across the boundary of that domain. This causes difficulties
in proving integrability, because some cells of a grid straddle the boundary; in those
cells, the function can take widely different values, even if the cell is small. In prov-
ing that a continuous function is integrable, we, however, take all this into account,
and even allow certain other discontinuities in the function.

Theorem 8.35. Let Z be a subset of S with A(Z) = 0. If f is bounded and continuous
on S \Z, then f is integrable on S.

Proof. We show that, given any ε > 0, there is a grid J k (one of the original grids
of congruent squares) for which

DJk( f ,S)−D Jk
( f ,S) < ε.

Let B be a global bound for f ; that is, | f (x,y)| ≤B for all points (x,y) in R
2. Let T

be a tubular neighborhood of Z∪∂S of positive width, chosen so that J(T ) < ε/4B.

S

Z

T

∂S
Qi

Rl

part of Jk

Now T contains all points of discontinuity of f , so f is continuous everywhere on
S\T . Furthermore, T is open so S\T is closed and bounded, implying f is uniformly
continuous there. Thus, for the given ε , we can choose a δ > 0 so that if p and q are
in S\T , then
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‖p−q‖< δ ⇒ | f (p)− f (q)|< ε
2A(S)

.

Here A(S) is the area of S; by Theorem 8.25, we may assume that A(S) > 0.
Now consider any grid J k for which ‖J k‖< δ (k > 1 + log2(1/δ ) suffices), and

divide the squares of J k into two classes:

• Q1, . . . ,QN lie entirely within S \T .

• R1, . . . ,RL meet the tubular neighborhood T .

Let

mi = inf
p∈Qi

f (p), m̂l = inf
p∈Rl

f (p),

Mi = sup
p∈Qi

f (p), M̂l = sup
p∈Rl

f (p).

Then the difference between the upper and lower Darboux sums over J k is

DJk( f ,S)−D Jk
( f ,S) =

N

∑
i=1

(Mi−mi)A(Qi)+
L

∑
l=1

(M̂l− m̂l)A(Rl).

Consider the first sum on the right. Because f is continuous on each closed bounded
set Qi (because Qi lies entirely in S \ T ), Qi contains points qi and pi at which f
attains its supremum and its infimum, respectively:

Mi = f (qi), mi = f (pi).

But because Qi has diameter less than δ , we have ‖qi−pi‖< δ , so

Mi−mi = f (qi)− f (pi) <
ε

2A(S)
.

Therefore,

N

∑
i=1

(Mi−mi)A(Qi) =
N

∑
i=1

(
f (qi)− f (pi)

)
A(Qi) <

ε
2A(S)

N

∑
i=1

A(Qi).

All the squares Qi lie entirely within S; thus their total area is not greater than A(S),
implying

N

∑
i=1

A(Qi)≤ A(S) and
N

∑
i=1

(Mi−mi)A(Qi) <
ε

2A(S)
A(S) =

ε
2
.

Now consider the second sum, the one involving the cells Rl . Because M̂l and
−m̂l are both bounded by B,
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L

∑
l=1

(M̂l− m̂l)A(Rl)≤ 2B
L

∑
l=1

A(Rl).

Because the squares Rl cover T and they all meet T , they are precisely the squares
involved in computing the outer area of T with the grid J k:

L

∑
l=1

A(Rl) = Jk(T ).

By the definition of outer Jordan content, we know Jk(T ) decreases monotonically
to J(T ) as k→ ∞. Because J(T ) < ε/4B by construction, we must have JK(T ) <
ε/4B as well when K is sufficiently large, implying

L

∑
l=1

(M̂l− m̂l)A(Rl) < 2B · ε
4B

=
ε
2
.

Therefore, if k > K and k > 1 + log2(1/δ ), then

DJk( f ,S)−D Jk
( f ,S) <

ε
2

+
ε
2

= ε. ⊓⊔

For functions of a single variable, there is an analogue of the preceding theorem Integrating
single-variable

functions
that is particularly useful because it provides us with a large class of integrable
functions. For example, it implies that a function y = f (x) with only a finite number
of finite jump discontinuities is integrable. To prove it, just adapt—and simplify—
the preceding proof; see Exercise 8.18.

Theorem 8.36. Suppose f (x) is bounded and continuous on a closed interval [a,b]
minus a finite set of points; then f is integrable on [a,b]. ⊓⊔

The proof of Theorem 8.35 also implies that restricted Riemann sums, using Restricted
Riemann sumsonly the cells contained in the interior of the domain of integration, have the same

limit as unrestricted sums. The following corollary provides the details.

Corollary 8.37 Suppose f is bounded and integrable on S; then
∫∫

S
f (x,y)dA = lim

‖G‖→0
∑

Qj⊂◦S
f (q j)A(Q j),

where the sum is taken over only those cells Qj of G that lie within ◦S, the interior
of S.

Proof. Let ε > 0 be given. Then, because f is integrable over S, there is a δ > 0
such that any grid G with ‖G‖< δ has

∣∣∣∣∣

∫∫

S
f (x,y)dA− ∑

Pi∩S 6=φ
f (pi)A(Pi)

∣∣∣∣∣<
ε
2
.
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(The sum on the right is an ordinary, unrestricted Riemann sum over all cells Pi of
G that meet S.) Suppose | f (x,y)| ≤ B for all (x,y) in S. Let T be a tubular neigh-
borhood of ∂S for which J(T ) < ε/2B, and suppose that T has width w > 0 (cf.
Definition 8.13, p. 289). Further restrict G , if necessary, so that ‖G‖ < w; then all
the cells Pi of G that appear in the unrestricted Riemann sum above are contained
in S∪T . Divide these cells into two classes:

• Q1, . . . ,QJ lie entirely within S \ ∂S = ◦S.

• R1, . . . ,RK meet ∂S (and hence lie entirely within T ).

Then, for any rk in Rk, k = 1, . . . ,K,
∣∣∣∣∣∑Rk

f (rk)A(Rk)

∣∣∣∣∣≤∑
Rk

| f (rk)|A(Rk)≤ B∑
Rk

A(Rk),

but because R1∪ . . .RK ⊆ T , we have

∑
Rk

A(Rk)≤ J(T ) <
ε

2B
and

∣∣∣∣∣∑Rk

f (rk)A(Rk)

∣∣∣∣∣<
ε
2
.

Consequently, for any q j in Q j ( j = 1, . . . ,J),

∣∣∣∣∣

∫∫

S
f (x,y)dA−∑

Qj

f (q j)A(Q j)

∣∣∣∣∣

≤
∣∣∣∣∣

∫∫

S
f (x,y)dA−∑

Pi

f (pi)A(Pi)

∣∣∣∣∣+
∣∣∣∣∣∑Rk

f (rk)A(Rk)

∣∣∣∣∣< ε,

where pi = q j when Pi = Qj and pi = rk when Pi = Rk. This proves that the integral
is the limit of restricted Riemann sums. ⊓⊔

Theorem 8.35 also provides a way to connect double integrals to volumes. InIntegrals as volumes
the following theorem, the volume of a solid W is its 3-dimensional Jordan content,
denoted V (W ). We make use of the analogue of Theorem 8.9, that the volume of the
rectangular parallelepiped [a,a + l]× [b,b + w]× [c,c+h] is the product lwh.

Theorem 8.38. Suppose f ≥ 0 is bounded and integrable on a closed bounded set S
that has area, and W is the solid region in R3 that lies between S and the graph of
z = f (x,y). Then W has volume, and

V (W ) =

∫∫

S
f (x,y)dA.

Proof. We show that, given any ε > 0, there is a grid J k of squares in the plane for
which

DJk
( f ,S)− ε < V (W )≤V (W )≤ DJk( f ,S).
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(Here V (W ) is the inner volume of W—that is, the 3-dimensional inner Jordan Inner and outer volume
content J(W ); similarly,V (W ) = J(W ) is the outer volume.) Because f is integrable
over S and ε can be any positive number, the inequalities show that V (W ) exists and
equals the integral of f over S.

We begin by choosing a global bound B for f : | f (x,y)| ≤ B on R2. Then, because
A(∂S) = 0, we can choose k so large that the squares R1, . . . ,RL of J k that meet ∂S
have total area less than ε/B. Let Q1, . . . ,QN be the remaining squares of J k that
meet S; they lie entirely within S \ ∂S. Let

mi = inf
p∈Qi

f (p), m̂l = inf
p∈Rl

f (p),

Mi = sup
p∈Qi

f (p), M̂l = sup
p∈Rl

f (p).

Taking into account the fact that every m̂l ≤ B and that the total area of the squares
Rl is less than ε/B, we find that the lower Darboux sum for f over S is

DJk
( f ,S) =

N

∑
i=1

mi A(Qi)+
L

∑
l=1

m̂l A(Rl)≤
N

∑
i=1

mi A(Qi)+ B
L

∑
l=1

A(Rl)

<
N

∑
i=1

mi A(Qi)+ B · ε
B

=
N

∑
i=1

mi A(Qi)+ ε,

or

DJk
( f ,S)− ε <

N

∑
i=1

mi A(Qi) =
N

∑
i=1

V (Pi).

In the last sum, Pi is the parallelepiped with base Qi and height mi; its volume is
mi A(Qi). These parallelepipeds are nonoverlapping sets that are entirely contained
in W , so their total volume is not larger than the inner volume of W :

N

∑
i=1

V (Pi)≤V (W ).

This gives DJk
( f ,S)−ε < V (W ), the first of the two inequalities we must establish.

The second inequality is more straightforward. In the formula for the upper Dar-
boux sum,

DJk( f ,S) =
N

∑
i=1

Mi A(Qi)+
L

∑
l=1

M̂l A(Rl),

each term is the volume of a parallelepiped based on one of the squares Qi or Rl .
These parallelepipeds are nonoverlapping and their union entirely contains W . Con-
sequently, their total volume DJk( f ,S) is at least as large as the outer volume of W :

V (W )≤ DJk( f ,S). ⊓⊔
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With cubes replacing squares, we can define and calculate the Jordan content ofTriple integrals over
3-dimensional regions a region D in R3 (cf. p. 295). Then, modifying the exposition at the beginning of this

section by using a grid G whose cells are cubes Qi instead of squares we can define
the Riemann triple integral of a function f (x,y,z) over a 3-dimensional region D as

∫∫∫

D

f (x,y,z)dV = lim
‖G‖→0

N(G)

∑
i=1

f (xi,yi,zi)∆Vi,

where ∆Vi = J(Qi), the Jordan content, or volume, of Qi. Compare this to Defini-
tion 8.15 for double integrals. All the theorems and corollaries of this section have
natural extensions to triple integrals. In particular (cf. Theorem 8.35), a function
that is bounded and continuous on a region D \Z, where D has volume and Z has
volume zero, is integrable. Having made these observations, we now assume that
triple integrals are available for our future work.

Jordan content is an example of a set function: it assigns a real number to eachSet functions
of the sets in a certain collection. There are numerous other examples, including
integrals themselves. In many cases, a set function even has a derivative. We end this
section by showing that the derivative of a suitable set function is a point function
whose integral equals the original set function. This is, in fact, a version of the
fundamental theorem of calculus. To fix ideas, we first explore some examples.

Imagine a thin flat plate that lies over a portion of the (x,y)-plane, and supposeExample: mass and
mass density it has a continuous but nonuniform mass distribution. Let S be a subset of the plane

with positive area, and let M(S) be the total mass of the portion of the plate that lies
over S. If A(S) is the area of S, then

M(S)

A(S)
= average mass density over S.

Intuitively, the mass density ρ(x,y) of the plate at the point (x,y) should be the limit
of M(S)/A(S) as the set S “shrinks down” to (x,y), in the sense that δ (S)→ 0 for
sets S that contain (x,y); δ (S) is the diameter of S (Definition 8.14, p. 291). Thus,
mass distribution is a set function, mass density is a point function, and the second
is the derivative of the first. That is,

mass density at (x,y) = ρ(x,y) = M′(x,y) = lim
δ (S)→0

M(S)

A(S)
,

for (x,y) in S, if the limit exists. A related example is a 3-dimensional solid with
a continuous but nonuniform mass distribution. Let D be any region of positive
volume V (D) in R3 that contains the point (x,y,z), and let M(D) be the mass of the
portion of the solid that lies in D; then

ρ(x,y,z) = M′(x,y,z) = lim
δ (D)→0

M(D)

V (D)
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is the mass density of the solid at (x,y,z), if the limit exists.
Another physical example is the hydrostatic force a liquid applies to the walls of

its container. The force F(S) on any portion S of the surface of the container is a set
function. If S has area, then F(S)/A(S) is the average pressure (force per unit area)
on S; as S shrinks down to a point, this ratio approaches the pressure at that point.
Electric charge on a plate, and the related charge density, show that a set function
can take negative, as well as positive, values.

For a different kind of example (using subsets of R instead of R2, for simplicity), Example: probability
and probability densitysuppose X is a random variable (cf. p. 20) that takes real values. For any subset S

of R that has a length L(S), we define

P(S) = probability that X lies in S.

Probability is a set function. The corresponding probability density function p(x)
should be the limit of P(S)/L(S) as S “shrinks down” to x. A common example is
the normal density function

P′(x) = p(x) =
e−x2/2
√

2π
,

which determines the normal probability function

P(S) =
1√
2π

∫

S
e−x2/2 dx.

Here we find a set function that is the integral of its derivative.
Integrals provide a very general class of set functions. Define Example: set functions

of integral type

F(S) =
∫∫

S
f (x,y)dA,

where f (x,y) is a fixed function that is bounded and continuous on some fixed open
set Ω in R2. Then F is a set function; it assigns a real number to each subset S of Ω
that has area.

Let (x,y) be a point in Ω, and let Sn be a collection of closed subsets of Ω with
positive area that all contain (x,y). Let mn and Mn be the minimum and maximum
values, respectively, of f on Sn. Then, by Corollary 8.29, page 298,

mn ≤
F(Sn)

A(Sn)
≤Mn.

Suppose δ (Sn)→ 0 as n→ ∞. The continuity of f implies that mn → f (x,y) and
Mn→ f (x,y) as n→ ∞. In other words,

lim
n→∞

F(Sn)

A(Sn)
= f (x,y).
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Because this limit is independent of the choice of the sets Sn used to compute it, we
define it to be the derivative of F at (x,y), and write

F ′(x,y) = lim
n→∞

F(Sn)

A(Sn)
.

Although F is a set function, its derivative F ′ = f is a point function. We call F a
set function of integral type. The following theorem summarizes our observations.

Theorem 8.39. A set function of integral type has a deriviative, and the set function
is equal to the integral of its derivative. ⊓⊔

Note that continuous mass distributions and normal probability are both set func-A set function may not
be of integral type tions of integral type:

M(S) =

∫∫

S
ρ(x,y)dA, M′(x,y) = ρ(x,y);

P(S) =

∫

S

e−x2/2
√

2π
dx, P′(x) =

e−x2/2
√

2π
.

But not all set functions are. Here is a simple example to the contrary. Let

M̃(S) =

{
1 if S contains the origin,

0 otherwise.

You can think of M̃ as the set function associated with a unit point mass concentrated
at the origin on R. To show M̃ is not of integral type, suppose the contrary. That is,
suppose

M̃(S) =

∫

S
g(x)dx

for some integrable function g(x) (that need not even be continuous). Now suppose
Q1 = [−1,0], Q2 = [0,1], and S = [−1,1]; by definition of M̃,

M̃(Q1) = M̃(Q2) = M̃(S) = 1.

However, by assumption we have

M̃(S) =

∫ 1

−1
g(x)dx =

∫ 0

−1
g(x)dx +

∫ 1

0
g(x)dx = M̃(Q1)+ M̃(Q2) = 2,

a contradiction. The contradiction arises because the integral is additive on nonover-
lapping sets (Theorem 8.27, p. 298), but M̃ is not:

M̃(S1∪S2) 6= M̃(S1)+ M̃(S2).

A set function cannot be of integral type unless it possesses, at the outset, all the
relevant properties of a Riemann integral.



Exercises 313

Exercises

8.1. a. Adapt the program that estimates the gravitational field of a large plate
(p. 271) to a version of BASIC or a similar language and use it to reproduce
the table of values of the field that are found in the text.

b. In the original computation of the gravitational field, we assumed the plate
density was constant and took 4Gρ = 1. Recompute all the tabular val-
ues assuming that 4Gρ = 1/(1 + x2 + y2). This provides estimates for the
double integral

∫∫

0≤x≤R,
0≤y≤R

−adxdy

(1 + x2 + y2)(x2 + y2 + a2)3/2
.

c. In which case is the plate less massive, and in which case is the gravita-
tional field weaker? Does the less massive plate have the weaker field?

8.2. In Chapter 9.3, pages 342–343, the area of the curved region 1≤ x2− y2 ≤ 2,
1≤ 2xy≤ 3, in the (x,y)-plane is given by the double integral

∫∫

1≤u≤2,
1≤v≤3

dudv

4
√

u2 + v2
.

a. Approximate the integral by a Riemann sum using a 2×4 grid of squares
with the integrand evaluated at the center of each square. Use a modifica-
tion of the BASIC program in the previous question to show the value of
the Riemann sum is 0.204 806.

b. Obtain additional approximations using a 20× 40 grid and a 200× 400
grid. How close are these to the estimate 0.205 213 found anlytically on
page 342?

8.3. Adapt the previous BASIC program to estimate the value of the integral
∫∫

S
4(x2 + y2)dxdy

on the square S : 0.2≤ x≤ 1,0.2≤ y≤ 1 (cf. Exercise 9.38.c, p. 384). Evaluate
the function at the center of each grid square. Show that, with a 4×4 grid, the
value is 2.0992 and with a 20× 20 grid the value is 2.1156. How large must
the grid be to make the value 2.11626?

8.4. Is the interior of the complement of S equal to the complement of the interior
of S? If not, does either of these sets always contain the other?

8.5. Suppose b is a boundary point of S. Show that every open disk centered at b
contains at least one point p in S and also at least one point q that is not in S.
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8.6. Suppose p is a point in S and q is a point not in S. Show that at least one point
on any continuous curve from p to q is in ∂S.

8.7. Let Q be a square in the grid J k, and let m > k. Show that

J m(Q) =
1

22k and Jm(Q) =
1

22k + 4
2m−k

22m + 4
1

22m .

Conclude that Q is Jordan measurable and J(Q) = 1/22k.

8.8. Show that the rectangle a≤ x≤ b, c≤ y≤ d has Jordan content (b−a)(d−c).

8.9. Suppose δ > 0, αδ ≤ a < (α + 1)δ , and (β − 1)δ < b ≤ β δ . Show that
2δ < b−a implies (α + 1)δ < (β −1)δ .

8.10. Show that J(S) = 0⇔ ◦S = φ (i.e., the interior of S is empty).

8.11. Suppose S is Jordan measurable and ◦S ⊆ T ⊆ S. Show that T is Jordan mea-
surable and J(T ) = J(◦S) = J(S) = J(S).

8.12. Suppose R, S, and T are Jordan measurable; show thatR

S T

J(R∪S∪T) = J(R)+ J(S)+ J(T)

− J(R∩S)− J(S∩T)− J(T ∩R)+ J(R∩S∩T).

This includes showing that all the sets on the right-hand side of the equation
are Jordan measurable.

8.13. Generalize the result in the previous exercise to four sets, and then to p sets
S1, . . . ,Sp.

8.14. Let S and T denote Jordan-measurable bounded subsets of the plane.

a. Give an example in which ∂ (T \ S) has a point in ∂S that is not in ∂T .
b. Prove that ∂ (T \ S)⊆ ∂T ∪∂S.

8.15. Modify the proof of Lemma 8.5 so that it works with cubes and sets in R3.

8.16. Let the linear map L : R
2→ R2 be given by the matrix

L =

(
a b
c d

)
,

and suppose Q is the square 0 ≤ x ≤ w, 0 ≤ y ≤ w. Show that the ratio σ =
δ (L(Q))/δ (Q) of the diameters of Q and its image is the larger of the two
numbers

a2 + b2 + c2 + d2±2(ab + cd)√
2

,

and thus depends only on L, not on Q. Make a sketch to illustrate how these
numbers are connected to L(Q).
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8.17. Confirm (e.g., by writing suitable programs) that the inner and outer areas, J k
and Jk, of the unit disk have the values indicated in the following table.

k Inner Squares Outer Squares J k Jk
0 0 12 0 12
1 4 24 1 6
2 32 68 2 4.25
3 164 232 2.5625 3.625
4 732 864 2.859375 3.375
5 3080 3340 3.007813 3.261719
6 12596 13112 3.075195 3.201172
7 50920 51948 3.107910 3.170654
8 204836 206888 3.125549 3.156860
9 821424 825524 3.133484 3.149124

8.18. Prove Theorem 8.36.

8.19. Let S be the unit square in R2, and let

f (x,y) =

{
1 if x and y are irrational,

0 otherwise.

For an arbitrary grid G determine the upper and lower Darboux sums DG ( f ,S)
and DG ( f ,S). What are the values of the upper and lower Darboux integrals
of f on S? Is f Darboux integrable on S?

8.20. Suppose f is integrable on a closed cell Q, and

m∗ = inf
p∈Q
| f (p)|, m = inf

p∈Q
f (p),

M∗ = sup
p∈Q
| f (p)|, M = sup

p∈Q
f (p).

Show that M∗ −m∗ ≤M−m.

8.21. Suppose a thin flat plate is a disk of radius R centered at the origin of R
2.

Suppose its mass distribution is circularly symmetric and that the mass of the
disk of radius α centered at the origin is α/(1 + α), for every 0≤ α ≤ R.

a. What is the mass of an annulus whose radii are a−∆r/2 and a + ∆r/2?
b. What is the mass M(S) of the piece S of this annulus cut off by radial lines

θ = b−∆θ/2 and θ = b + ∆θ/2. What is the area A(S).
c. Determine the mass density at the point (a,b) on the plate as

ρ(a,b) = lim
∆r→0
∆θ→0

M(S)

A(S)
.
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d. Using ρ , verify that the mass of the disk of radius α has the value it should;
that is, verify ∫∫

x2+y2≤α2

ρ(x,y) dA =
α

1 + α
.

e. Repeat all the previous analysis assuming that the mass of the disk of ra-
dius α centered at the origin is just α .

8.22. Let S be a closed bounded set with area in the (x,y)-plane. The moment of S
about the y-axis is the integral

∫∫

S
x dA.

Estimate the moment of the square S : 0.2≤ x≤ 1,0.2≤ y≤ 1 about the y-axis
by adapting the BASIC program of Exercise 8.3, above. Use a 4×4 grid and
a 20×20 grid.



Chapter 9

Evaluating Double Integrals

Abstract Although the definition of the integral reflects its origins in scientific
problems, its evaluation relies on a considerable range of mathematical concepts
and tools. Most fundamental is the change of variables formula; the single-variable
version (“u-substitution”) is perhaps the core technique of integration in the intro-
ductory calculus course. By contrast, the method of iterated integrals has no single-
variable analogue; it evaluates a double integral by “partial integration” of one vari-
able at a time. This chapter connects double and iterated integrals, establishes the
change of variables formula, and discusses Green’s theorem as a tool for evaluating
double integrals and as a reason for orienting them.

9.1 Iterated integrals

We define iterated integrals in their own terms, independently of double integrals. Partial integration
First, suppose that S is the region in the (x,y)-plane that lies between the graphs
y = γ(x) and y = δ (x) when a ≤ x ≤ b. We assume γ and δ are continuous and
γ(x)≤ δ (x) everywhere on this interval; we can write

S :
a≤ x≤ b,

γ(x)≤ y≤ δ (x).

Now let f (x,y) be a continuous function on S; for each x in [a,b], compute the

S

x

y

a b

y = δ(x)

y = γ (x)

“partial integral” of f (x,y) with respect to y from γ(x) to δ (x):

F2(x) =

∫ δ (x)

γ(x)
f (x,y)dy, a≤ x≤ b.

This is a continuous function of x. As an example, let f (x,y) = x2y3 and let S be
the region between y = γ(x) = 1/2 and y = δ (x) =

√
x when 1/4≤ x≤ 1. Then the

S

x

y

1/4 1

y = √ x

y = 1/2

partial integral is

317
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F2(x) =

∫ √x

1/2
x2y3 dy =

x2y4

4

∣∣∣∣

√
x

1/2
=

x2(
√

x)4

4
− x2/16

4
=

x4

4
− x2

64
.

We can reverse the roles of the two variables if we start with a region T described
in the following way,

T :
c≤ y≤ d,

α(y)≤ x≤ β (y).

Then, for each y in the interval [α,β ], the partial integral of f (x,y) with respect to x
T

x

y

c

d

x = α(y)

x = β(y)

from α(y) to β (y) is

F1(y) =
∫ β (y)

α(y)
f (x,y)dx, c≤ y≤ d.

This is continuous if α and β are. It can happen that a particular region can be
described both ways. This is true for our example above:

S

x

y

1/2

1
x = y2

x = 1 S :
1/4≤ x≤ 1,

1/2≤ y≤√x;
and also S :

1/2≤ y≤ 1,
y2 ≤ x≤ 1.

Therefore

F1(y) =

∫ 1

y2
x2y3 dx =

x3y3

3

∣∣∣∣
1

y2
=

y3− y9

3
,

so the two partial integrals of x2y3 are certainly different; they are even functions of
different variables.

Now integrate each of the partial integrals F2(x) or F1(y) over its own domain:Iterated integrals

∫ b

a
F2(x)dx =

∫ b

a

(∫ δ (x)

γ(x)
f (x,y)dy

)
dx,

∫ d

c
F1(y)dy =

∫ d

c

(∫ β (y)

α(y)
f (x,y)dx

)
dy.

Note that in each we have performed a repeated, or iterated, integration of the orig-
inal function f (x,y), first with respect to one variable and then the other. These are
the iterated integrals of f (x,y).

To illustrate, let us return to our example f (x,y) = x2y3 over the region S. WeThe iterated integrals
have the same value have

∫ 1

1/4

(∫ √x

1/2
x2y3 dy

)
dx =

∫ 1

1/4

(
x4

4
− x2

64

)
dx =

x5

20
− x3

192

∣∣∣∣
1

1/4
=

459
10240

when the iteration is performed in one order, and

∫ 1

1/2

(∫ 1

y2
x2y3 dx

)
dy =

∫ 1

1/2

(
y3− y9

3

)
dy =

y4

12
− y10

30

∣∣∣∣
1

1/2
=

459
10240
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when it is performed in the other. These calculations suggest a general result: the two
iterated integrals are always equal (Corollary 9.4, below). As we show, this happens
because the iterated integrals, taken in either order, equal the double integral. Here
is the statement and proof when the domain S is a rectangle.

Theorem 9.1. Suppose f (x,y) is continuous on the rectangle R defined by a≤ x≤ b,
c≤ y≤ d; then

∫∫

R
f (x,y)dA =

∫ b

a

(∫ d

c
f (x,y)dy

)
dx =

∫ d

c

(∫ b

a
f (x,y)dx

)
dy.

Proof. We prove the double integral equals the first of the two iterated integrals; to
show it also equals the second, interchange x and y. Let

F2(x) =

∫ d

c
f (x,y)dy;

then we show ∫∫

R
f (x,y)dA =

∫ b

a
F2(x)dx

by proving that, for any ε > 0,
∣∣∣∣
∫∫

R
f (x,y)dA−

∫ b

a
F2(x)dx

∣∣∣∣< ε.

We begin by subdividing R with a grid of congruent rectangles. For positive
integers I and J, let

∆x =
b−a

I
, ∆y =

d− c
J

,

and then define

x1 = a + ∆x, y1 = c + ∆y,

xi = xi−1 + ∆x, i = 2, . . . , I, y j = y j−1 + ∆y, j = 2, . . . ,J.

x

y

a b

c

d R

∆x

∆y

x1 x2 x3 xI−2 xI−1 xI

y1

y2

yJ−2

yJ−1

yJ
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Each point (xi,y j) is the upper right corner of its cell. The mesh size of this grid,
δ =

√
(∆x)2 +(∆y)2, can be made as small as we wish by choosing both I and J

sufficiently large.
Now suppose ε > 0 is given. Because f is continuous on R, it is integrable there

(Theorem 8.35, p. 305). Consequently, all Riemann sums constructed using a grid
with a sufficiently small mesh will be arbitrarily close to the value of the double
integral of f over R. Therefore, we can choose I and J so large that

∣∣∣∣∣

∫∫

R
f (x,y)dA−

I

∑
i=1

J

∑
j=1

f (xi,y j)∆x∆y

∣∣∣∣∣<
ε
3
.

The continuous function F2 is likewise integrable over [a,b], so Riemann sums for
its integral are also arbitrarily close to the value of the integral if the partition of the
x-interval [a,b] is fine enough. Therefore, by increasing the size of I, if necessary,
we can make the inequality

∣∣∣∣∣

∫ b

a
F2(x)dx−

I

∑
i=1

F2(xi)∆x

∣∣∣∣∣<
ε
3

hold as well. Finally, each F2(xi) is itself an integral,

F2(xi) =

∫ d

c
f (xi,y)dy, i = 1, . . . , I,

and thus has Riemann sum approximations. Therefore, after a sufficiently large I
has been fixed, we can then increase the size of J, if necesary, so that all Riemann
sums for each of the integrals F2(x1), . . . , F2(xI) will be arbitrarily close to the value
of that integral:

∣∣∣∣∣F2(xi)−
J

∑
j=1

f (xi,y j)∆y

∣∣∣∣∣<
ε

3(b−a)
, i = 1, . . . , I.

Now consider the inequality we seek to prove. As often happens in such a proof,
we begin with a telescoping sum,

∫∫

R
f (x,y)dA−

∫ b

a
F2(x)dx =

∫∫

R
f (x,y)dA−

I

∑
i=1

J

∑
j=1

f (xi,y j)∆x∆y

+
I

∑
i=1

(
J

∑
j=1

f (xi,y j)∆y−F2(xi)

)
∆x

+
I

∑
i=1

F2(xi)∆x−
∫ b

a
F2(x)dx,

and then apply the triangle inequality:
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∣∣∣∣
∫∫

R
f (x,y)dA−

∫ b

a
F2(x)dx

∣∣∣∣≤
∣∣∣∣∣

∫∫

R
f (x,y)dA−

I

∑
i=1

J

∑
j=1

f (xi,y j)∆x∆y

∣∣∣∣∣

+

∣∣∣∣∣
I

∑
i=1

(
J

∑
j=1

f (xi,y j)∆y−F2(xi)

)
∆x

∣∣∣∣∣

+

∣∣∣∣∣
I

∑
i=1

F2(xi)∆x−
∫ b

a
F2(x)dx

∣∣∣∣∣ .

For I and J large enough, the first term on the right is bounded by ε/3, and so is the
third term; we claim the same is true for the second. We have
∣∣∣∣∣

I

∑
i=1

(
J

∑
j=1

f (xi,y j)∆y−F2(xi)

)
∆x

∣∣∣∣∣≤
I

∑
i=1

∣∣∣∣∣
J

∑
j=1

f (xi,y j)∆y−F2(xi)

∣∣∣∣∣∆x

<
I

∑
i=1

ε
3(b−a)

∆x =
ε

3(b−a)
· I∆x =

ε
3
,

as claimed. By what has been said above, this proves the theorem. ⊓⊔

Corollary 9.2 In the iterated integration of a continuous function with constant Order of integration
limits of integration, the order of integration can be reversed. ⊓⊔

Theorem 9.3. Let S be the region defined by a≤ x≤ b, γ(x)≤ y≤ δ (x), where γ(x)
and δ (x) are continuous functions of x on [a,b]. Let f (x,y) be continuous on S; then

∫∫

S
f (x,y)dA =

∫ b

a

(∫ δ (x)

γ(x)
f (x,y)dy

)
dx.

Proof. This theorem is similar to Theorem 9.1, and can be proven in essentially the
same way. We begin by constructing a rectangle

R :
a≤ x≤ b,
c≤ y≤ d,

where c ≤ γ(x) and δ (x) ≤ d, for all x in [a,b]. Now R contains S, and if we ex-

R

S

x

y

a b

c

d
y=δ(x)

y=γ (x)

tend f (x,y) in the usual way by having f (x,y) = 0 outside S, then f is continuous
everywhere in R, except (in general) on the graphs y = γ(x) and y = δ (x).

By Theorem 8.10 (p. 284), these graphs form a set Z of area zero. Because f
is continuous on R \ Z, it is integrable on R by Theorem 8.35 (p. 305). Moreover,
because S and R\ S are nonoverlapping sets (on each of which f is integrable), we
have ∫∫

R

f (x,y)dA =

∫∫

S

f (x,y)dA +

∫∫

R\S

f (x,y)dA =

∫∫

S

f (x,y)dA,

because the integral is additive (Theorem 8.27) and f = 0 on R\ S.
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Now fix x; then f (x,y) is a bounded function of y on the interval [c,d], and is
continuous except at the two points where y = γ(x) and y = δ (x). Therefore, the
partial integral of f with respect to y over [c,d] exists and equals the integral over
the smaller interval [γ(x),δ (x)] (because f = 0 outside that smaller interval). Let

F2(x) =
∫ d

c
f (x,y)dy =

∫ δ (x)

γ(x)
f (x,y)dy

denote the common value; then F2(x) is a continuous function of x on [a,b]. To prove
the theorem it is sufficient to show that

∫∫

R
f (x,y)dA =

∫ b

a

(∫ d

c
f (x,y)dy

)
dx =

∫ b

a
F2(x)dx.

Although this equation does not follow directly from the statement of Theorem 9.1
(because f is not continuous everywhere on R), we can show that it does follow
from the proof.

Cover R with a grid of rectangles whose width is ∆x = (b− a)/I and whose
height is ∆y = (d− c)/J, and define (xi,y j) for i = 1, . . . , I, j = 1, . . . ,J, as in that
proof (cf. p. 319). With these choices we can now construct the various Riemann
sums that appear in the following inequality, taken from the same proof:

∣∣∣∣
∫∫

R
f (x,y)dA−

∫ b

a
F2(x)dx

∣∣∣∣≤
∣∣∣∣∣

∫∫

R
f (x,y)dA−

I

∑
i=1

J

∑
j=1

f (xi,y j)∆x∆y

∣∣∣∣∣

+

∣∣∣∣∣
I

∑
i=1

(
J

∑
j=1

f (xi,y j)∆y−F2(xi)

)
∆x

∣∣∣∣∣

+

∣∣∣∣∣
I

∑
i=1

F2(xi)∆x−
∫ b

a
F2(x)dx

∣∣∣∣∣ .

Now choose ε > 0. Then, because f is integrable on R, because f (xi,y) is integrable
with respect to y for each i = 1, . . . , I, and because F2 is integrable on [a,b], we can
choose I and J large enough that each of the terms on the right is less than ε/3.
Because ε > 0 is arbitrary, the left-hand side of the inequality must equal zero. By
what has been said above, this completes the proof. ⊓⊔

The theorem holds with the roles of x and y reversed. That is, if f (x,y) is contin-Interchanging
the variables uous over the region T : c≤ y≤ d, α(y)≤ x≤ β (y), then

∫∫

T
f (x,y)dA =

∫ d

c

(∫ β (y)

α(y)
f (x,y)dx

)
dy.

This implies the following corollary.
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Corollary 9.4 Suppose f (x,y) is continuous over a region S that has the alternate
descriptions

S :
a≤ x≤ b,

γ(x)≤ y≤ δ (x),
S :

c≤ y≤ d,
α(y)≤ x≤ β (y);

then ∫ b

a

(∫ δ (x)

γ(x)
f (x,y)dy

)
dx =

∫ d

c

(∫ β (y)

α(y)
f (x,y)dx

)
dy.

Proof. Both iterated integrals equal the double integral
∫∫

S
f (x,y)dA. ⊓⊔

Here are two common ways to write an iterated integral that dispense with the Notation
large parentheses:

∫ b

a

(∫ δ (x)

γ(x)
f (x,y)dy

)
dx =

∫ b

a

∫ δ (x)

γ(x)
f (x,y)dy dx =

∫ b

a
dx
∫ δ (x)

γ(x)
f (x,y)dy;

∫ d

c

(∫ β (y)

α(y)
f (x,y)dx

)
dy =

∫ d

c

∫ β (y)

α(y)
f (x,y)dx dy =

∫ d

c
dy
∫ β (y)

α(y)
f (x,y)dx.

Most often, we use the first; the order of dx and dy indicates the order in which the
partial integrations are to be carried out.

A good example of the way we can evaluate a double integral with iterated single The gravitational field
by iterated integralsintegrals is provided by the gravitational field of a square plate (pp. 270–272) at a

point above the center of the plate:

field at a =

∫∫

S

−adA

(x2 + y2 + a2)3/2
, S :

0≤ x≤ R,

0≤ y≤ R.

(In this expression we have used 4Gρ = 1 and we have written the element of area
as dA.) As an iterated integral, the field is

field at a =

∫ R

0

∫ R

0

−ady

(x2 + y2 + a2)3/2
dx.

The first integration, with respect to y, can be done with the pullback substitution
y =
√

x2 + a2 tanθ (see Exercise 9.1); the result is

∫ R

0

−ady

(x2 + y2 + a2)3/2
=

−ay

(x2 + a2)(x2 + y2 + a2)1/2

∣∣∣∣
R

0

=
−aR

(x2 + a2)(x2 + R2 + a2)1/2
.

The antidifferentiation needed for the second integration is more readily done A closed-form formula
for field strengthwith a table or a computer algebra system:
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field at a =

∫ R

0

−aRdx

(x2 + a2)(x2 + R2 + a2)1/2

= −arctan

(
Rx

a
√

x2 + R2 + a2

)∣∣∣∣
R

0
=−arctan

(
R2

a
√

2R2 + a2

)
.

This gives us a closed-form expression for the field that can shed light on the nu-
merical results we found in Chapter 8. First note (see Exercise 9.2) that

R2

a
√

2R2 + a2
=

R2

aR
√

2
√

1 +(a/2R)2
=

R

a
√

2
+ O(a/R) as a/R→ 0;

from this we obtain the approximation

field at a≈−arctan
(

R

a
√

2

)
.

The following table gives the field strength (with R = 32) as determined by a Rie-Comparing estimates
of field strength mann sum (the numerical estimate from Chapter 8.1), by the approximation imme-

diately above, and by the complete formula derived from the iterated integrals.

a Numerical
Estimate −arctan

(
R

a
√

2

)
−arctan

(
R2

a
√

2R2 + a2

)

0.2 −1.561957 . . . −1.561957722 −1.561957636
0.1 −1.566 . . . −1.566376938 −1.566376927
0.05 −1.568 . . . −1.568586622 −1.568586620

We also noted in Chapter 8 that the computations suggest the field becomes con-
stant as the size of the plate increases, that is, as R→ ∞. The formula confirms this:
because

lim
R→∞

R2

a
√

2R2 + a2
= lim

R→∞

R

a
√

2
= ∞,

we can say

field of infinite plate at height a =−arctan(∞) =−π
2

=−1.570796327,

a value that is independent of the height a.

To continue our illustration, let us evaluate the field of a circular plate usingThe circular plate in
Cartesian coordinates Cartesian coordinates. Of course polar coordinates lead to a simpler evaluation;

however, we have already done that (cf. pp. 273–275), and got the result

field at a = 2πGρ
(

a√
R2 + a2

−1
)

.

Cartesian coordinates give us the chance to use iterated integrals to compare calcu-
lations.
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We can define the region occupied by the circular plate as

S :
−R≤ x≤ R,

−
√

R2− x2 ≤ y≤
√

R2− x2;

therefore,

field at a =
∫∫

S

−GρadA

(x2 + y2 + a2)3/2
=−Gρa

∫ R

−R

∫ √R2−x2

−
√

R2−x2

dy

(x2 + y2 + a2)3/2
dx.

We have already (p. 323) computed the inner antiderivative, and found

∫ √R2−x2

−
√

R2−x2

dy

(x2 + y2 + a2)3/2
=

y

(x2 + a2)(x2 + y2 + a2)1/2

∣∣∣∣

√
R2−x2

−
√

R2−x2

=
2
√

R2− x2

(x2 + a2)(R2 + a2)1/2
.

Consequently (again resorting to tables or a computer algebra system to find the
antiderivative),

field at a =
−2Gρa√
R2 + a2

∫ R

−R

√
R2− x2

x2 + a2 dx

=
−2Gρa√
R2 + a2

(
−arctan

(
x√

R2− x2

)
+

√
R2 + a2

a
arctan

(
x
√

R2 + a2

a
√

R2− x2

))∣∣∣∣∣

R

−R

Because

arctan
(

x√
R2− x2

)∣∣∣∣
x=±R

= arctan(±∞) =±π
2

,

and likewise

arctan

(
x
√

R2 + a2

a
√

R2− x2

)∣∣∣∣∣
x=±R

= arctan(±∞) =±π
2

,

we have

field at a =
−2Gρa√
R2 + a2

(
−π

2
+

√
R2 + a2

a
· π

2
− π

2
+

√
R2 + a2

a
· π

2

)

=
2πGρa√
R2 + a2

(
1−
√

R2 + a2

a

)
= 2πGρ

(
a√

R2 + a2
−1
)

,

in agreement with the computation using polar coordinates.
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Theorem 9.3 allows us to reduce a double integral to iterated single integrals;
however, it holds only for a restricted class of regions. For example, the horseshoe-

x

y

shaped region shown in the margin does not meet the restriction (at least for Carte-
sian coordinates). Nevertheless, it is the union of a finite number of nonoverlapping
sets (e.g., the five whose boundaries are shown by the white lines) that, separately,
do meet the restriction. The following theorem asserts that this is enough.

Theorem 9.5. Suppose f (x,y) is continuous on a bounded region R that is the union
of nonoverlapping sets S1, . . . , Sp, T1, . . . , Tq of the form

Si :
ai ≤ x≤ bi,

γi(x)≤ y≤ δi(x),
Tj :

c j ≤ x≤ d j,
α j(y)≤ x≤ β j(y);

then
∫∫

R
f (x,y)dA =

∫ b1

a1

∫ δ1(x)

γ1(x)
f (x,y)dy dx + · · ·+

∫ bp

ap

∫ δp(x)

γp(x)
f (x,y)dy dx

+

∫ d1

c1

∫ β1(y)

α1(y)
f (x,y)dx dy + · · ·+

∫ dq

cq

∫ βq(y)

αq(y)
f (x,y)dx dy.

Proof. Because R = S1∪·· ·∪Sp∪T1∪·· ·∪Tq is a decomposition into nonoverlap-
ping sets, we have

∫∫

R
f (x,y)dA =

∫∫

S1

f (x,y)dA + · · ·+
∫∫

Sp

f (x,y)dA

+

∫∫

T1

f (x,y)dA + · · ·+
∫∫

Tq

f (x,y)dA

by the additivity of the integral (Theorem 8.27, p. 298). The result now follows by
reducing each double integral on the right to the appropriate iterated integral. ⊓⊔

9.2 Improper integrals

The integral of a function is defined using values of the function and the sizes
of small regions, so it is natural to deal only with bounded functions over closed
bounded regions. However, scientific and mathematical questions just as naturally
involve unbounded functions and unbounded regions, so it is important to extend
the process of integration to these more general settings. Such extensions are called
improper integrals; they are evaluated as limits of “proper” integrals.

By a proper integral we mean one whose value is determined, in principle, as aA function without a
proper integral limit of Riemann sums. For example,

∫ 1

0

dx√
x
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is not a proper integral in this sense. Of course, in any Riemann sum for f (x) =
1/
√

x we must avoid the point x = 0 because f (0) is undefined. However, this is
not the heart of the problem. To see what is, subdivide the interval (0,1] into equal
subintervals of length ∆x = 1/k, for any positive integer k. Then form a Riemann
sum Σ whose first term is

f (1/k3) ·∆x =
1√
1/k3

· 1
k

=
√

k.

For the remaining terms in Σ , make any valid choices. Because those terms are all
positive, we have

x

y

√k3

y = 1
√ x

…

…

11
k3

1
k

area = √k

Σ ≥
√

k→ ∞ as k→ ∞.

Because these Riemann sums do not converge, there is no integral. The problem is
not that f (0) is undefined but that f (x) is unbounded on that first interval (0,∆x].
(We have already used this example in a slightly different form for a similar purpose
on page 299.) Theorem 8.36 (p. 307) confirms this; it says that if f (x) were bounded
on (0,1], it would be integrable on [0,1].

On any smaller interval [a,1]⊂ (0,1], f (x) is bounded and continuous and there-
fore integrable. Because this integral gives the area under the part of the graph that
lies above the interval [a,1] on the x-axis, and because that area increases monoton-
ically as [a,1]→ (0,1], it seems reasonable to define

∫ 1

0

dx√
x

= lim
a→0

∫ 1

a

dx√
x

if the values on the right converge to a finite limit. In fact,

∫ 1

a

dx√
x

= 2
√

x

∣∣∣∣
1

a
= 2
(
1−
√

a
)
→ 2.

Thus we can say the improper integral “converges” and has the value 2:

∫ 1

0

dx√
x

= 2.

Is this argument unnecesarily elaborate and painstaking? It would appear that we The need for
improper integralscould just write

∫ 1

0

dx√
x

= 2
√

x

∣∣∣∣
1

0
= 2

and get the correct value. However, this computation uses the fundamental theorem
of calculus, which says that

∫ b

a
f (x)dx = F(x)

∣∣∣∣
b

a
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when f (x) is continuous on [a,b] and F ′(x) = f (x) there. But in our case the fun-
damental theorem fails to apply, because f (x) = 1

√
x is not continuous on [0,1]. To

integrate 1/
√

x over (0,1], we must extend the definition of integral in some fashion;
the ordinary, or “proper,” integral does not exist.

More generally, to define the improper integral of a function f (x) that is contin-Unbounded functions
on bounded domains uous but unbounded on the open interval a < x < b, first take a < α < β < b and

compute the ordinary integral

I(α,β ) =

∫ β

α
f (x)dx

as a function of its endpoints α and β . (The integral exists because f is bounded and
continuous on [α,β ].) If the values I(α,β ) have a finite limit as α → a and β → b,
then the improper integral converges and its value is that limit:

∫ b

a
f (x)dx = lim

α→a
β→b

∫ β

α
f (x)dx.

More generally, if f (x) is continuous on the closed interval [a,b] except for the
points c1 < c2 < · · ·< ck at which it becomes unbounded (and a≤ c1, ck ≤ b), then
we define the improper integral

∫ b

a
f (x)dx =

∫ c1

a
f (x)dx +

∫ c2

c1

f (x)dx + · · ·+
∫ b

ck

f (x)dx

if all the intermediate improper integrals on the right converge.
Note that the intermediate improper integrals must converge separately and in-

dependently of each other. For example, the integral of 1/x over [−1,1] is improper
because 1/x is unbounded as x→ 0, so we must write

∫ 1

−1

dx
x

=

∫ 0

−1

dx
x

+

∫ 1

0

dx
x

.

But this fails to converge, because neither improper integral on the right converges:

∫ 0

−1

dx
x

= lim
β→0

∫ β

−1

dx
x

= lim
β→0

ln |β |=−∞,

∫ 1

0

dx
x

= lim
α→0

∫ 1

α

dx
x

= lim
α→0
− lnα = +∞.

If we were to link the two intermediate integrals in the following way,

∫ 1

−1

dx
x

= lim
α→0

(∫ −α

−1

dx
x

+

∫ 1

α

dx
x

)
,

we would reach the false conclusion
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∫ 1

−1

dx
x

= lim
α→0

(
lnα− lnα

)
= 0.

There are improper integrals for unbounded domains as well as for unbounded Unbounded domains
functions. If we try to calculate a Riemann sum for a function over an unbounded
domain, one of the cells must have infinite size. However, there is a natural way to
define an improper integral. Assuming that f is bounded and integrable on every
finite subinterval of a≤ x < ∞ or −∞ < x≤ b, respectively, we set

∫ ∞

a
f (x)dx = lim

B→∞

∫ B

a
f (x)dx,

∫ b

−∞
f (x)dx = lim

A→−∞

∫ b

A
f (x)dx.

Thus, for example,

∫ ∞

0

dx
1 + x2 = lim

B→∞

∫ B

0

dx
1 + x2 = lim

B→∞
arctanx

∣∣∣∣
B

0
= lim

B→∞
arctanB =

π
2

.

We sometimes find a sequence like this abbreviated to

∫ ∞

0

dx
1 + x2 = arctanx

∣∣∣∣
∞

0
= arctan∞ =

π
2

,

but we must always understand that the briefer calculation depends on the validity
of the longer one.

We can now turn from single to double integrals. Suppose R is a closed bounded Improper
double integralsregion with area in R2 and Z a set of area zero. If f (x,y) is bounded and continuous

on R \Z, then we know f is “properly” integrable over R (Theorem 8.35, p. 305).
But suppose we allow f to become unbounded on R\Z while remaining continuous
there; can we define the improper integral of f over R?

Single integrals suggest that we consider a monotonically increasing sequence Monotonic sequences
of subregionsS1 ⊆ S2 ⊆ ·· · of closed subsets of R \ Z for which A(Sk)→ A(R) as k→ ∞. On

each Sk, f is continuous and bounded, so it has a “proper” integral

Ik =

∫∫

Sk

f (x,y)dA.

If the sequence I1, I2, . . . has a finite limit, I, we would like to say that the improper
integral of f over R converges and has the value I.

However, in any definition that involves choices (as this does with the sequence
S1,S2, . . . ), we must make certain that the outcome does not depend on the choices
made. Thus, if T1 ⊆ T2⊆ ·· · is another sequence of closed subsets of R\Z for which
A(Tm)→ A(R), and

Jm =

∫∫

Tm

f (x,y)dA,

then we must verify that the sequence J1,J2, . . . also has a finite limit, J, and then
that J = I.
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Here is an example that illustrates how much variability there can be in the out-
come. Consider f (x,y) = 1/x on the unit square R : −1 ≤ x,y ≤ 1. Of course, f is
undefined on the y-axis Z : x = 0, and is continuous but unbounded on R\Z.

Let Vk be the infinite strip −1/k < x < 1/k that is centered symmetrically on
the y-axis, and let Sk = R \Vk. The sets Sk are nested monotonically and A(Sk) =
4−4/k→ 4 = A(R); furthermore,

Ik =
∫∫

Sk

dA
x

=
∫ 1

−1

∫ −1/m

−1

dx
x

dy +
∫ 1

−1

∫ 1

1/m

dx
x

dy = 0

by symmetry. In fact,

∫ 1

−1

∫ −1/m

−1

dx
x

dy =−
∫ 1

−1

∫ 1

1/m

dx
x

dy;

that is, the contributions to Ik from the left-half plane and the right-half plane exactly
cancel.

By contrast, let Wm be the asymmetric strip −1/m < x < 1/m2, and let Tm =
R \Wm. Now A(Tm) = 4− 2/m− 2/m2, so we still have A(Tm)→ A(R) as m→ ∞.
But this time the cancellation is incomplete; the integral over Tm reduces to

Jm =

∫∫

Tm

dA
x

=

∫ 1

−1

∫ 1/m

1/m2

dx
x

dy = 2
(

ln1/m− ln1/m2)= 2lnm.

(See the exercises.) Because Jm→ ∞, the two sets of integrals do not converge the
same way, so the improper integral fails to exist.

We can attribute the variability of the outcomes to the way f changes sign on R.
If we replace f by | f | then that variability disappears. In fact, the integrals

Îk =
∫∫

Sk

| f (x,y)|dA and Ĵm =
∫∫

Tm

| f (x,y)|dA

are now both unbounded monotonic increasing sequences of numbers.
Compare what is happening with the integrals to what can happen with certainA comparison with

infinite series infinite series. For example,

1− 1
2 + 1

3 − 1
4 + 1

5 − 1
6 + 1

7 − 1
8 + 1

9 + · · ·= ln2;

that is, the sequence of partial sums 1, 1− 1
2 , 1− 1

2 + 1
3 , . . . has the limiting value

ln2. But a rearrangement of the terms can change the sum:

1 + 1
3 − 1

2 + 1
5 + 1

7 − 1
4 + 1

9 + 1
11 − 1

6 + · · ·= 3
2 ln2.

(Instead of strictly alternating positive and negative terms, the new series includes
two positive terms for every negative one; see the exercises.) Choosing the order of
terms here is analogous to choosing how the subsets Sk and Tm expand to fill out
R\Z. In both cases, different choices lead to different outcomes. Finally, replacing
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f by | f | is analogous to making all terms in the series be positive. In this case we
get the harmonic series:

1 + 1
2 + 1

3 + 1
4 + 1

5 + 1
6 + 1

7 + 1
8 + 1

9 + · · ·= ∞.

The harmonic series diverges; its sequence of partial sums is monotonically increas- Conditional
convergenceing and unbounded. Because the alternating series for ln2 converges but the related

series of absolute values (the harmonic series) does not, we say the series for ln2 is
conditionally convergent. By contrast, both the alternating (geometric) series

1− 1
2 + 1

4 − 1
8 + 1

16 − 1
32 + 1

64 − 1
128 + · · ·= 2

3

and the corresponding series of absolute values

1 + 1
2 + 1

4 + 1
8 + 1

16 + 1
32 + 1

64 + 1
128 + · · ·= 2

converge, so we say the alternating series for 2
3 is absolutely convergent. An ab- Absolute

convergencesolutely convergent series is more robust: rearranging its terms does not change its
value.

The improper integral we define is the analogue of an absolutely convergent se-
ries; its value will not change when we change the way the region R \ Z is “filled
up” by closed subsets Sk or Tm.

Theorem 9.6. Let R be a closed bounded set with area, let Z be a set with area zero,
and let S1,S2, . . . be a monotonic increasing sequence of closed subsets of R\Z for
which A(Sk)→ A(R) as k→ ∞. Suppose f (x,y) is continuous but unbounded on
R\Z, but

Îk =

∫∫

Sk

| f (x,y)|dA ≤ B

for some bound B and for all k. Then the numbers

Ik =
∫∫

Sk

f (x,y)dA

have a finite limit I as k→ ∞. Furthermore, the value of I is independent of the way
the closed subsets Sk are chosen.

Proof. To show that various limits exist we use the Cauchy convergence criterion:
the sequence a1,a2, . . . of real numbers has a finite limit if and only if, for every
ε > 0, there is an N = N(ε) such that

i, j > N =⇒ |ai−a j|< ε.

The criterion says that the limit exists if all the ai are arbitrarily close to one another
when i is sufficiently large; for a proof see a text on analysis.

We first show that the integrals Ik converge for a particular collection of sets Sk.
Suppose i > j; then Si ⊇ S j so we have
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∫∫

Si

f (x,y)dA =

∫∫

S j

f (x,y)dA +

∫∫

Si\S j

f (x,y)dA,

and similarly for | f (x,y)|. Because | f (x,y)| ≥ 0, the sequence Î1, Î2, . . . is monotonic
increasing; by hypothesis, it is bounded above so it has a finite limit. Therefore, by
the Cauchy convergence criterion, we know that for any ε > 0, we can find an N for
which

Îi− Î j = |Îi− Î j|< ε

whenever i > j > N. But

Îi− Î j =
∫∫

Si

| f (x,y)|dA−
∫∫

S j

| f (x,y)|dA =
∫∫

Si\S j

| f (x,y)|dA,

so ∫∫

Si\S j

| f (x,y)|dA < ε.

For any closed set Q in R\Z, we have
∣∣∣∣
∫∫

Q
f (x,y)dA

∣∣∣∣≤
∫∫

Q
| f (x,y)|dA.

Therefore, when i > j > N we have

|Ii−I j|=
∣∣∣∣
∫∫

Si

f (x,y)dA−
∫∫

S j

f (x,y)dA

∣∣∣∣=

∣∣∣∣∣∣∣

∫∫

Si\S j

f (x,y)dA

∣∣∣∣∣∣∣
≤
∫∫

Si\S j

| f (x,y)|dA < ε.

By the Cauchy convergence criterion, the sequence I1, I2, . . . converges to a finite
limit.

Now let T1 ⊆ T2 ⊆ ·· · be another sequence of closed sets with A(Tm)→ A(R).
We claim

Ĵm =

∫∫

Tm

| f (x,y)|dA≤ B

for the same bound B. The foregoing proof would then imply that the sequence

Jm =

∫∫

Tm

f (x,y)dA

also has a limit, J.
To prove the claim, let T be any one of the sets Tm. We know f (x,y) is bounded

on T : | f (x,y)| ≤M for some M (that depends on T ). Because T \ (T ∩Sk) = T \Sk,
we have ∫∫

T

g(x,y)dA−
∫∫

T∩Sk

g(x,y)dA =

∫∫

T\Sk

g(x,y)dA,
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where g(x,y) stands for either f (x,y) or | f (x,y)|. Therefore,
∣∣∣∣∣∣

∫∫

T

g(x,y)dA−
∫∫

T∩Sk

g(x,y)dA

∣∣∣∣∣∣
≤
∫∫

T\Sk

|g(x,y)|dA

=

∫∫

T\Sk

| f (x,y)|dA ≤M ·A(T \Sk)

by Corollary 8.30. Now A(T \ Sk)→ 0 as k→ ∞, because T \ Sk ⊆ R \ Sk and we
have

A(T \Sk)≤ A(R\Sk) = A(R)−A(Sk)

by Lemma 8.3, and A(Sk)→ A(R) by hypothesis. It follows that
∫∫

T

f (x,y)dA = lim
k→∞

∫∫

T∩Sk

f (x,y)dA and
∫∫

T

| f (x,y)|dA = lim
k→∞

∫∫

T∩Sk

| f (x,y)|dA.

Using the second equation and T ∩Sk ⊆ Sk, we find
∫∫

T

| f (x,y)|dA = lim
k→∞

∫∫

T∩Sk

| f (x,y)|dA ≤ lim
k→∞

∫∫

Sk

| f (x,y)|dA≤ B,

proving the claim and showing that the limit J exists.
To prove that I = J, we begin by noting that
∣∣∣∣∣∣∣

∫∫

T

f (x,y)dA−
∫∫

T∩S j

f (x,y)dA

∣∣∣∣∣∣∣
= lim

i→∞

∣∣∣∣∣∣∣

∫∫

T∩Si

f (x,y)dA−
∫∫

T∩S j

f (x,y)dA

∣∣∣∣∣∣∣

= lim
i→∞

∣∣∣∣∣∣∣

∫∫

T∩(Si\S j)

f (x,y)dA

∣∣∣∣∣∣∣

≤ lim
i→∞

∫∫

Si\S j

| f (x,y)|dA ≤ ε,

a result that holds for all j > N, where N was the number provided by the Cauchy
convergence criterion for the sequence Î1, Î2, . . . . (In particular, this N is independent
of the choice of T .) The initial equality uses

∫∫

T

f (x,y)dA = lim
i→∞

∫∫

T∩Si

f (x,y)dA.
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Furthermore, because the sequence Ĵ1, Ĵ2, . . . also converges, there is a number L
for which

|Ĵl− Ĵm|< ε

for all l > m > L. Reversing the roles of Sk and Tm we can therefore conclude that
∣∣∣∣∣∣

∫∫

S

f (x,y)dA−
∫∫

S∩Tm

f (x,y)dA

∣∣∣∣∣∣
≤ ε

for every m > L and any closed subset S of R\Z.
Finally, the telescoping sum

I− J = I−
∫∫

Sk

f (x,y)dA +
∫∫

Sk

f (x,y)dA−
∫∫

Sk∩Tm

f (x,y)dA

+

∫∫

Sk∩Tm

f (x,y)dA−
∫∫

Tm

f (x,y)dA +

∫∫

Tm

f (x,y)dA− J

leads to the triangle inequality

|I− J| ≤

∣∣∣∣∣∣
I−

∫∫

Sk

f (x,y)dA

∣∣∣∣∣∣
+

∣∣∣∣∣∣

∫∫

Sk

f (x,y)dA−
∫∫

Sk∩Tm

f (x,y)dA

∣∣∣∣∣∣

+

∣∣∣∣∣∣

∫∫

Sk∩Tm

f (x,y)dA−
∫∫

Tm

f (x,y)dA

∣∣∣∣∣∣
+

∣∣∣∣∣∣

∫∫

Tm

f (x,y)dA− J

∣∣∣∣∣∣
.

If we choose k and m sufficiently large, each of the four terms on the right will be
bounded by ε , so |I− J| ≤ 4ε . Because ε > 0 is arbitrary, I = J. ⊓⊔

Definition 9.1 Suppose R is a closed bounded set with area, Z a set with area zero,Improper integral of
an unbounded function and Sk is a monotonic increasing collection of closed subsets of R \ Z for which

A(Sk)→ A(R) as k→∞. Suppose f (x,y) is continuous but unbounded on R\Z, and
the integrals ∫∫

Sk

| f (x,y)|dA

are uniformly bounded in k. Then the improper integral of fff over RRR is
∫∫

R
f (x,y)dA = lim

k→∞

∫∫

Sk

f (x,y)dA.

When the improper integral exists, we often say that it converges.
How “unbounded” can a function be and still have a convergent improper inte-

gral? For example,

f (x,y) =
1
rp , r =

√
x2 + y2
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is unbounded near the origin when p > 0; for which values of p does

∫∫

x2+y2≤1

dA
rp

converge? The figure suggests 1/rp becomes unbounded more rapidly as p becomes
larger; thus, the integral—thought of as the volume under the graph—is more likely
to converge for smaller values of p. To answer the question, let Sk be the set of points
(x,y) in the ring 1/k2 ≤ x2 + y2 ≤ 1. Then, changing to polar coordinates, we find

x
y

z

graph of z = 
1
r p

p = 1/2
p = 3

Ik =

∫∫

Sk

dA
rp =

∫ 2π

0

∫ 1

1/k

r dr
rp dθ = 2π

r2−p

2− p

∣∣∣∣
1

1/k
=

2π
2− p

(1 + kp−2).

This formula does not allow p = 2, so we deal with that case separately.
First, the sequence I1, I2, . . . has a finite limit as k→ ∞ only if kp−2→ 0, that is,

only if p−2 < 0, or p < 2. If p = 2, then

Ik =
∫∫

Sk

dA
r2 =

∫ 2π

0

∫ 1

1/k

dr
r

dθ = 2π lnr

∣∣∣∣
1

1/k
= 2π lnk→ ∞.

Thus the improper integral converges if and only if 0 < p < 2, in which case it has
the value ∫∫

x2+y2≤1

dA
rp =

2π
2− p

.

(Of course, this formula also gives the value of the “proper” integral that exists for
all p≤ 0.) Our example has the following useful generalization.

Because | f (x,y)| = 1/rp = f (x,y), the improper integral of f converges “ab- Testing for
absolute convergencesolutely” or not at all; we do not need to test separately whether the integrals of

| f (x,y)| are uniformly bounded, as stipulated in Theorem 9.6.
For another example, take g(x,y) = lnr. It is also unbounded near the origin, but

because lnr < 0 when 0 < r < 1, we should first consider |g(x,y)| = − lnr. Thus,
on the disks Sk : 1/k2 ≤ x2 + y2 ≤ 1 that we just used,

Îk =
∫∫

1/k2≤x2+y2≤1

|g(x,y)|dA =
∫ 2π

0

∫ 1

1/k
−r lnr dr dθ .

The function z =−r lnr is continuous and bounded by 1/e on 0 < r≤ 1, so we have

r

z

11/e

1/e z = −r ln r
∫ 1

1/k
−r lnr dr ≤ 1

e

(
1− 1

k

)
≤ 1

e
,

implying the uniform bound Îk ≤ 2π/e for all k. Therefore, by Theorem 9.6, the
improper integral
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∫∫

x2+y2≤1

ln
√

x2 + y2 dA

converges. (It converges to −π/2; see Exercise 9.22).

An integral will also be improper when its domain R is unbounded. As in theUnbounded regions
earlier case of an unbounded function, choose a monotonic increasing sequence of
closed bounded subsets S1 ⊆ S2 ⊆ ·· · of R. Because it no longer makes sense to
require A(Sk)→ A(R) (because the area of R may be infinite), we achieve what we
really want—that the sets Sk eventually cover R—by stipulating instead that each
closed bounded subset of R be contained in some Sk. As in the earlier case, we also
require absolute convergence.

Theorem 9.7. Let R be an unbounded set in R2, Z a set with area zero, and S1,S2, . . .
a monotonic increasing sequence of closed bounded subsets of R such that, given
any closed bounded subset W of R, Sk ⊇W for some k. Suppose f (x,y) is bounded
and continuous on R\Z, and

Îk =
∫∫

Sk

| f (x,y)|dA ≤ B

for some bound B and for all k. Then the numbers

Ik =

∫∫

Sk

f (x,y)dA

have a finite limit I as k→ ∞. Furthermore, the value of I is independent of the way
the closed subsets Sk are chosen.

Proof. This proof has many parallels with the previous one; we focus on the points
where the two differ. To begin, because f and | f | are bounded and continuous on
R \Z, the same is true on each Sk \Z, so f and | f | are integrable on each Sk. This
is enough to establish, as in the earlier proof, that the sequence I1, I2, . . . has a finite
limit.

The next step is to consider a second monotonic increasing sequence of closed
bounded subsets T1,T2, . . . that exhaust R the same way the sequence S1,S2, . . . does.
Each Tm is a closed bounded subset of R; thus it is entirely contained in some Sk, by
hypothesis. Hence,

Ĵm =
∫∫

Tm

| f (x,y)|dA≤
∫∫

Sk

| f (x,y)|dA ≤ B.

As noted in the earlier proof, this implies that the integrals

Jm =
∫∫

Tm

f (x,y)dA

converge to a finite limit, J.
To prove that I = J, the earlier proof first established that
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∣∣∣∣∣∣

∫∫

Tm

f (x,y)dA−
∫∫

Tm∩Sk

f (x,y)dA

∣∣∣∣∣∣
≤ ε

for all k > N, and uniformly for all Tm. There, the key step was that
∫∫

Tm

f (x,y)dA = lim
i→∞

∫∫

Tm∩Si

f (x,y)dA;

here, this holds for the simple reason that Tm ∩ Si = Tm for all i sufficiently large.
Reversing the roles of Sk and Tm we likewise conclude that

∣∣∣∣∣∣

∫∫

Sk

f (x,y)dA−
∫∫

Sk∩Tm

f (x,y)dA

∣∣∣∣∣∣
≤ ε

for every m > L and for all Sk. Then |I− J| ≤ 4ε as before. ⊓⊔

Definition 9.2 When the conditions of the previous theorem are met, then the im- Improper integral over
an unbounded domainproper integral of fff over RRR converges to

∫∫

R
f (x,y)dA = lim

k→∞

∫∫

Sk

f (x,y)dA.

In Chapter 1, we met one of the standard examples of an improper integral over The normal density
function of statisticsan unbounded interval: ∫∫

R2
e(−x2−y2)/2 dA = 2π .

We used this to evaluate another improper integral,
∫ ∞

−∞
e−(x−µ)2/2σ 2

dx = σ
√

2π,

that relates to the density function of the normal probability distribution of statistics.

9.3 The change of variables formula

This book begins with the change of variables formula for single integrals. It says The formula for
single integralsthat when there is an invertible pullback function x = ϕ(s), then

∫ b

a
f (x)dx =

∫ ϕ−1(b)

ϕ−1(a)
f (ϕ(s))ϕ ′(s)ds.

Our goal here is to state and prove the analogous formula for double integrals. As
we show in a moment, the single integral takes orientation into account; however,
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we have not yet defined double integrals with orientation. At this stage, therefore,
we must suppress the information about orientation in the single-integral formula to
carry through an analogy. Here is an example that illustrates both the problem and
the solution.

Let f (x) = lnx/x2; we can see by eye that the value of the integral

∫ 2

1

lnx
x2 dx

is positive but less than 0.2. (The vertical scales of the graphs shown in the mar-
gin have been doubled for clarity.) To find the value using the change of variables
formula, consider the pullback x = ϕ(s) = 1/s. Then ϕ ′(s) =−1/s2, and

∫ 2

1

lnx
x2 dx =

∫ 1/2

1
s2 ln

1
s

(−ds
s2

)
=
∫ 1/2

1
− ln

1
s

ds =
∫ 1/2

1
lns ds.

Note that the new integrand, lns, is negative on the new interval [1/2,1] More sig-
nificantly, the new integration is carried out in the negative sense, from 1 backwards
to 1/2. These two “negative” aspects of the new integral combine to produce a posi-

x

y

1 2

0.2

0.4 y = lnx
x2

ϕ

s

y
1/2 1

−0.2

−0.4

−0.6
y = ln s

tive value,

∫ 1/2

1
lnsds = s ln s− s

∣∣∣∣
1/2

1
= 1

2 ln 1
2 − 1

2 − (ln1−1) = 1
2 (1− ln2)≈ 0.15.

What we see in this example always happens when ϕ is orientation-reversing:The effect of
reversing orientation ϕ ′(s) < 0 changes the sign of the integrand, and the oriented interval a → b is

transformed into the oriented interval ϕ−1(a) ← ϕ−1(b); that is, a < b implies
ϕ−1(a) > ϕ−1(b).

We therefore need to reformulate the way we write a single integral so as toAn orientation-free
change of variables
formula

suppress this information about orientation. The unoriented version of the change
of variables formula has the following form,

∫

I

f (x)dx =

∫

ϕ−1(I)

f (ϕ(s)) |ϕ ′(s)|ds.

In this formula, I stands for the unoriented set of real numbers x that lie between a
and b, inclusive, and ϕ−1(I) is the unoriented set of real numbers s for which ϕ(s)
lies in I. The integral over the unoriented domain I is defined in terms of the usual
integral, as follows.

∫

I
f (x)dx =






∫ b

a
f (x)dx if I = [a,b],

∫ a

b
f (x)dx if I = [b,a].
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Before we prove that the new, unoriented, change of variables formula is the
correct modification of the original one, let us verify that it works on the example
f (x) = lnx/x2 with x = ϕs = 1/s. Because ϕ([1,2]) = [1/2,1] and |ϕ ′(s)|= +1/s2,

∫

[1,2]

lnx
x2 dx =

∫

[1/2,1]

s2 ln
1
s

(
ds
s2

)
=

∫ 1

1/2
− lns ds = s− s lns

∣∣∣∣
1

1/2
= 1

2 (1− ln2).

To prove that the oriented change of variables formula leads to the unoriented
one, let us assume a < b; we can use a similar argument if b < a. If ϕ is orientation-
preserving, then |ϕ ′(s)|= ϕ ′(s) and ϕ−1(a) < ϕ−1(b), so

∫

ϕ−1(I)

f (ϕ(s)) |ϕ ′(s)|ds =

∫ ϕ−1(b)

ϕ−1(a)
f (ϕ(s))ϕ ′(s)ds =

∫ b

a
f (x)dx =

∫

I

f (x)dx.

If ϕ is orientation-reversing, then |ϕ ′(s)|=−ϕ ′(s) and ϕ−1(b) < ϕ−1(a), so

∫

ϕ−1(I)

f (ϕ(s)) |ϕ ′(s)|ds =

∫ ϕ−1(a)

ϕ−1(b)
f (ϕ(s))

(
−ϕ ′(s)ds

)

=

∫ ϕ−1(b)

ϕ−1(a)
f (ϕ(s))ϕ ′(s)ds =

∫ b

a
f (x)dx =

∫

I

f (x)dx.

The new formula holds in both cases.
We can now formulate an analogous change of variables formula for double in- Change of variables

for double integralstegrals. Let f (x,y) be a continuous function on a domain D in R2, and assume that
D is a closed bounded set that has area. Then the integral

∫∫

D
f (x,y)dxdy

exists (Theorem 8.35, p. 305). We use “dxdy” here in place of “dA” as a way to keep
track of the variables that appear in different integrals. If the change of variables is
given by the pullback substitution

ϕϕϕ :

{
x = x(s,t),

y = y(s,t),

then we show that the integral is transformed by
∫∫

D

f (x,y)dxdy =

∫∫

ϕϕϕ−1(D)

f (ϕϕϕ(s,t))
∣∣detdϕϕϕ(s,t)

∣∣ dsdt.

In particular, |detdϕϕϕ(s,t)| corresponds to |ϕ ′(s)|; this is the absolute value of the
Jacobian,



340 9 Evaluating Double Integrals

Jϕϕϕ(s,t) = detdϕϕϕ(s,t) =

∣∣∣∣∣∣∣∣

∂x
∂ s

(s,t)
∂x
∂ t

(s,t)

∂y
∂ s

(s,t)
∂y
∂ t

(s,t)

∣∣∣∣∣∣∣∣
=

∂ (x,y)
∂ (s,t)

.

Consequently,

∫∫

ϕϕϕ−1(D)

f (ϕϕϕ(s,t))
∣∣detdϕϕϕ(s,t)

∣∣ dsdt =
∫∫

ϕϕϕ−1(D)

f (x(s,t),y(s,t))

∣∣∣∣
∂ (x,y)
∂ (s,t)

∣∣∣∣ dsdt

gives us an alternate expression for the transformed integral that is useful in the
following work. Moreover, the notation suggests that, when the variables themselves
change, then

dxdy changes to

∣∣∣∣
∂ (x,y)
∂ (s,t)

∣∣∣∣ dsdt.

For the moment, this is just a mnemonic. Before proving the theorem that estab-
lishs the change of variables formula for double integrals, let us first explore some
examples.

Most familiar is the change to polar coordinates that we have already used several
times:

ϕϕϕ :

{
x = r cosθ ,

y = r sinθ ;

∂ (x,y)
∂ (r,θ )

=

∣∣∣∣
cosθ −r sinθ
sinθ r cosθ

∣∣∣∣= r ≥ 0;

∫∫

D

f (x,y)dxdy =

∫∫

ϕϕϕ−1(D)

f (r cosθ ,r sinθ )r dr dθ .

With single integrals, we change variables to simplify the integrand. With dou-Changing variables
to simplify domains ble integrals, there is a second reason: to simplify the domain. One example is an

integral with circular symmetry; it is often recast into polar coordinates. A second
example is the integral ∫∫

D
x2 + y2 dxdy,

where the domain D is the curvilinear quadrilateral in the first quadrant whose points
(x,y) satisfy the inequalities

D :
1≤ x2− y2 ≤ 2,

1≤ 2xy≤ 3.

The sides of D are hyperbolic arcs. The quadratic map

g :

{
u = x2− y2,

v = 2xy,



9.3 The change of variables formula 341

that we analyzed on pages 116–121 straightens these arcs. For example, the hyper-
bola x2− y2 = 1 in the first quadrant of the (x,y)-plane becomes the line u = 1 in
the first quadrant of the (u,v)-plane. The quadrilateral D becomes the rectangle

R = g(D) :
1≤ u≤ 2,
1≤ v≤ 3.

Unfortunately, g is a push-forward map, not a pullback, so the change of variables
formula does not apply directly. But g is invertible on the first quadrant, and g−1

does indeed pull back (x,y) to (u,v), so we let g−1 play the role of ϕϕϕ and write
∫∫

D

f (x,y)dxdy =

∫∫

g(D)

f (g−1(u,v))
∣∣∣detdg−1

(u,v)

∣∣∣ dudv.

To evaluate the right-hand side we can use formulas for the components of g−1(u,v)

x

y

D

1

2xy =
1 3

x2 − y2 =
1 2

g g−1

u

v

g(D)
= R

1 2

1

3

that appear in Exercise 4.13 (p. 144). However, we can actually determine every-
thing we need without recourse to those formulas. To begin,

u2 = x4−2x2y2 + y4 and v2 = 4x2y2,

so u2 + v2 = x4 + 2x2y2 + y4 = (x2 + y2)2 and

f (x,y) = x2 + y2 =
√

u2 + v2 = f (g−1(u,v)).

Next,

detdg−1 =
1

detdg
=

1
4(x2 + y2)

=
1

4
√

u2 + v2
> 0,

so the integrand of the transformed integral is just

f (g−1(u,v))
∣∣∣detdg−1

(u,v)

∣∣∣=
√

u2 + v2 1

4
√

u2 + v2
=

1
4
.

Therefore, the change of variables formula gives
∫∫

D

x2 + y2 dxdy =

∫∫

R

1
4

dudv =
1
4

areaR =
1
2
.

(Of course we could have tried to evaluate the original double integral by reducing
it to iterated integrals, but they lack the simplicity and elegance of the transformed
double integral.)

We can now formulate the change of variables formula for double integrals under Change of variables
with a push-forwarda general push-forward substitution g that has an inverse:

g :

{
u = u(x,y),

v = v(x,y);
g−1 :

{
x = x(u,v),

y = y(u,v).
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If we write the Jacobian as

Jg−1(u,v) = detdg−1 =
∂ (x,y)
∂ (u,v)

,

then the change of variables formula takes the form

∫∫

D

f (x,y)dxdy =

∫∫

g(D)

f (x(u,y),y(u,v))

∣∣∣∣
∂ (x,y)
∂ (u,v)

∣∣∣∣ dudv.

Note that we have expressed the transformed integral in terms of the component
functions x(u,v) and y(u,v) of g−1. But usually only the components of g itself are
given; it may be difficult or impossible to find closed-form expressions for x(u,v)
and y(u,v). This can make it impractical to transform an integral by a push-forward
substitution.

The change of variables formula for double integrals also gives us a way to de-Areas via the change
of variables formula termine areas. To continue the last example, we have

areaD =

∫∫

D
1 dxdy =

∫∫

R

1

4
√

u2 + v2
dudv.

One way to continue is to convert the double integral into an iterated integral:

∫∫

R

1

4
√

u2 + v2
dudv =

1
4

∫ 3

1

∫ 2

1

du√
u2 + v2

dv.

This can be evaluated using a computer algebra system (or a table of integrals). We
can also use the pullback substitution u = v · sinh(s) (see Exercise 1.16, p. 23) to get

∫ 2

1

du√
u2 + v2

= arcsinh
u
v

∣∣∣
2

1
= arcsinh

2
v
− arcsinh

1
v
.

Integration by parts (when v > 0) gives
∫

1 · arcsinh
a
v

dv = v · arcsinh
a
v
−
∫ −a√

v2 + a2
dv

= v · arcsinh
a
v

+ a · arcsinh
v
a
,

so we get

∫ 3

1

(
arcsinh

2
v
− arcsinh

1
v

)
dv

= v · arcsinh
2
v

+ 2 · arcsinh
v
2
− v · arcsinh

1
v
− arcsinhv

∣∣∣∣
3

1
≈ 0.820853.

Finally, incorporating the factor 1/4, we find areaD≈ 0.205213.
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We can also get an approximation to areaD by approximating the value of the
double integral by a Riemann sum. The integrand J(u,v) = 1/4

√
u2 + v2 is, of

course, the local area magnification factor for the map g−1 : R → D. Therefore,
we can estimate the area of D as follows. Divide R into small rectangular cells Q of
area ∆u∆v; multiply that area by the value of J at the center of C to approximate the
area of the image g−1(Q) in D; add the results. The table below does this with R par-

u

v

R

1 2

1

3

g−1

x

y

g−1(R)
= D

titioned into eight squares of area 1/4. The accumulated sum of J ∆u∆v is tallied in
the right column; it yields the estimate 0.204806 for the area of D (cf. Exercise 8.2,
p. 313).

u v J(u,v) Sum
1.25 1.25 0.141421 0.035355
1.25 1.75 0.116248 0.064417
1.25 2.25 0.097129 0.086994
1.25 2.75 0.082761 0.109390
1.75 1.25 0.116248 0.138451
1.75 1.75 0.101102 0.163705
1.75 2.25 0.087706 0.185632
1.75 2.75 0.076696 0.204806

For a linear map L, |detL| is the magnification factor for areas (by Theorem 8.22, Area magnification
for nonlinear mapsp. 292):

A(L(S)) = |detL|A(S),

when S is any subset of the plane that has area. (Here area is nonnegative; in the
following section we consider oriented regions that are assigned negative area.) For
a nonlinear map ϕϕϕ(s,t), the connection between A(ϕϕϕ(S)) and A(S) is not so simple,
but the change of variables formula still allows us to write

A(ϕϕϕ(S)) =

∫∫

S
|detdϕϕϕ(s,t)|dsdt =

∫∫

S
|Jϕϕϕ(s,t)|dsdt.

Using the language of set functions (see below, p. 352), we show how this equation
makes |Jϕϕϕ(s,t)| the local area magnification factor for ϕϕϕ . Here, it is the crucial “base
case” of the change of variables formula for double integrals. We state it now as a
theorem.

Theorem 9.8. Let Ω be a bounded open set in R
2, and let ϕϕϕ : Ω→ R

2 be a con- Jacobian as local area
magnification factortinuously differentiable map that has a continuously differentiable inverse ϕϕϕ−1 :

ϕϕϕ(Ω)→ Ω. Suppose the set S has area and its closure S = S∪ ∂S lies within Ω;
then ϕϕϕ(S) has area and

A(ϕϕϕ(S)) =
∫∫

S
|Jϕϕϕ(s,t)|dsdt,

where Jϕϕϕ(s,t) is the Jacobian of ϕϕϕ at (s,t).

Proof. The proof is simple in principle; it follows an argument given by J. Schwartz
[16]. First, partition S into small pieces Qi. On Qi, choose a representative value for
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the area magnification factor |Jϕϕϕ | = |detdϕϕϕ|. Then the area of the image ϕϕϕ(Qi) is
approximately |Jϕϕϕ |A(Qi), and the sum of such terms approximates the area of ϕϕϕ(S).

However, the details of the proof are numerous and lengthy; they involve several
steps that we write as separate lemmas. We first need an open set U containing S on
whose closure the functions ϕϕϕ , dϕϕϕ, and Jϕϕϕ are uniformly continuous.

Lemma 9.1. There is an open set U for which S ⊂U ⊂U ⊂Ω.

Proof. Let p be a point in R
2; define the function

d(p) = min
s∈S
‖p− s‖

that gives the distance from p to the closed set S. Then d(p) = 0 if and only if p is
in S; in particular, d(Ωc) > 0 because S ⊂ Ω. But Ωc is closed and d is continuous,
so (p) attains its minimum m > 0 at some point p0 in Ωc: d(Ωc)≥ d(p0) = m > 0.
To complete the proof of the lemma, we can take

S
U

Ω

Ωc

m p0

U = {p : d(p) < m/2}, U = {p : d(p)≤ m/2}. ⊓⊔

The next lemma makes the first step in connecting A(ϕϕϕ(Q)) to the integral of
|Jϕϕϕ | over Q, where Q is a square in one of the original grids J k used to define Jordan
content. It says that the outer area of the image ϕϕϕ(Q) is bounded by the maximum
value of |Jϕϕϕ | on Q.

Lemma 9.2. For any given ε > 0, there is a positive integer K such that if Q⊆U is
a square of J k and k ≥ K, then

A(ϕϕϕ(Q))≤ (M + O(ε))A(Q),

where M is the maximum value of |Jϕϕϕ | on Q.

Q

a ∆s

∆ t

∆s
∆ϕϕa

dϕϕa

ϕϕ(a) ∆x

∆y
∆ϕϕa(Q)

∆ϕϕa(∆s)

e

dϕϕa(Q)

dϕϕa(∆s)

Proof. The idea of the proof is to compare the action of ϕϕϕ to the action of its linear
approximation dϕϕϕa taken at the lower-left hand corner a of Q. In terms of local (or
“window”) coordinates

∆s = s−a and ∆x = x−ϕϕϕ(a)

centered at this corner and its image, the two maps are
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∆x = ∆ϕϕϕa(∆s) = ϕϕϕ(a + ∆s)−ϕϕϕ(a) and ∆x = dϕϕϕa(∆s).

Because dϕϕϕa is linear, the image dϕϕϕa(Q) is a parallelogram, and

A(dϕϕϕa(Q)) = |detdϕϕϕa|A(Q) = |Jϕϕϕ(a)|A(Q)≤M×A(Q).

We now use the continuity of ϕϕϕ and dϕϕϕa to show that, when Q is sufficiently small,
the two images dϕϕϕa(Q) and ∆ϕϕϕa(Q) are close enough so that our bound on the area
of the first leads to a (slightly larger) bound on the outer area of the second.

For any point ∆s, we want to determine the difference

e = ∆ϕϕϕa(∆s)−dϕϕϕa(∆s).

It is convenient to work with the component functions of ∆ϕϕϕa and dϕϕϕa:

∆ϕϕϕa :

{
∆x = x(a + ∆s,b + ∆t)− x(a,b),

∆y = y(a + ∆s,b + ∆t)− y(a,b),
dϕϕϕa :

{
∆x = xs(a,b)∆s+ xt(a,b)∆t,

∆y = ys(a,b)∆s+ yt(a,b)∆t.

Applying the law of the mean (Theorem 3.5, p. 75) to each component of ∆ϕϕϕa, we
get

∆ϕϕϕa :

{
∆x = xs(a1,b1)∆s+ xt(a1,b1)∆t,

∆y = ys(a2,b2)∆s+ yt(a2,b2)∆t,

where (a1,b1) and (a2,b2) are two properly chosen points on the line connecting
(a,b) and (a + ∆s,b + ∆t). This allows us to write e = ∆ϕϕϕa(∆s)−dϕϕϕa(∆s) as

e :

{
∆x =

(
xs(a1,b1)− xs(a,b)

)
∆s+

(
xt(a1,b1)− xt(a,b)

)
∆t,

∆y =
(
ys(a2,b2)− ys(a,b)

)
∆s+

(
yt(a2,b2)− yt(a,b)

)
∆t.

To get a bound on e, we use the continuity of dϕϕϕs as a function of the point s. On
the closed bounded set U (Lemma 9.1), the four components xs, xt , ys, yt of dϕϕϕs are
uniformly continuous. Thus, for ε > 0 as given in the statement of the lemma, there
is a δ > 0 such that

‖(s1− s2,t1− t2)‖< δ =⇒ ‖xs(s1,t1)− xs(s2,t2)‖< ε,

and likewise for xt , ys, and yt . Now choose K so that the mesh size ‖J K‖=
√

2/2K

is less than δ (Definition 8.14, p. 291). Then, for any k ≥ K, we have

‖J k‖=

√
2

2k ≤
√

2
2K < δ .

Now let Q⊆U be a square of J k, k ≥ K; then

‖(a1−a,b1−b)‖< δ and ‖(a2−a,b2−b)‖< δ ,
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and 0≤ ∆s,∆t ≤ 1/2k. Therefore,

‖e‖ :






|∆x| ≤
∣∣xs(a1,b1)− xs(a,b)

∣∣∆s+
∣∣xt(a1,b1)− xt(a,b)

∣∣∆t <
2ε
2k ,

|∆y| ≤
∣∣ys(a2,b2)− ys(a,b)

∣∣∆s+
∣∣yt(a2,b2)− yt(a,b)

∣∣∆t <
2ε
2k ,

so ‖e‖< 2ε
√

2/2k = W .
Thus, every point of ∆ϕϕϕa(Q) = ϕϕϕ(Q) lies either in the parallelogram dϕϕϕa(Q)

or within the distance W from one of the four lines that make up its boundary. So
ϕϕϕ(Q) is contained in the union of the parallelogram and four rectangles of length
L+2W and width 2W , where L is the length of the longer side of the parallelogram.
A bound on the length L will thus lead to a bound on the outer area of ϕϕϕ(Q).

L

W
W

dϕϕa(Q)

ϕϕ(Q)

To get a bound on L it is enough to consider the two sides of dϕϕϕa(Q) that meet at
the corner ϕϕϕ(a,b). These are the vectors

dϕϕϕa

(
1/2k

0

)
=

1
2k

(
xs(a,b)
xt(a,b)

)
and dϕϕϕa

(
0

1/2k

)
=

1
2k

(
ys(a,b)
yt(a,b)

)
.

Because dϕϕϕs is a continuous function of s and Q lies in the closed bounded set U ,
the four component functions of dϕϕϕs are uniformly bounded on U : for some B > 0,

|xs(s,t)| ≤ B, |xt(s,t)| ≤ B, |ys(s,t)| ≤ B, |yt(s,t)| ≤ B,

for all (s,t) in U . This implies L≤ B
√

2/2k; thus, for each of the four rectangles,

area = 2W (L+ 2W)≤ 4ε
√

2
2k

(
B
√

2
2k +

4ε
√

2
2k

)
=

8ε(B + 4ε)

22k .

Because ε(B + 4ε) = O(ε) as ε → 0, we have

A(ϕϕϕ(Q))≤ A(dϕϕϕa(Q))+ 4
8ε(B + 4ε)

22k ≤M A(Q)+ O(ε)A(Q). ⊓⊔
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Lemma 9.3. If S has area and S ⊂Ω, then

A(ϕϕϕ(S))≤
∫∫

S
|Jϕϕϕ(s,t)|dsdt.

Proof. To prove this lemma, we construct upper Darboux sums for |Jϕϕϕ(s,t)| on S
(cf. Definition 8.17, p. 300).

By the proof of Lemma 9.1, S is contained in the interior of a bounded closed set
U ⊂Ω whose points lie within distance m/2 of S. Fix ε > 0 and choose K to satisfy
both the previous lemma and the condition that the mesh size ‖J K‖ is less than m/2.
Then, if k ≥ K, any square Q of J k that meets S will lie within U . Let Q1, . . . ,QI be
the squares of J k that meet S. Set

Mi = max
(s,t)∈Qi

|Jϕϕϕ(s,t)|, i = 1, . . . , I;

then, by the previous lemma,

A(ϕϕϕ(Qi))≤ (Mi + O(ε))A(Qi), i = 1, . . . , I.

Because S ⊆ Q1∪·· ·∪QI and thus ϕϕϕ(S)⊆ϕϕϕ(Q1)∪·· ·∪ϕϕϕ(QI), we have

A(ϕϕϕ(S))≤
I

∑
i=1

A(ϕϕϕ(Qi))≤
I

∑
i=1

(Mi + O(ε))A(Qi)

=
I

∑
i=1

Mi A(Qi)+
I

∑
i=1

O(ε)A(Qi).

The first term is the upper Darboux sum for |Jϕϕϕ(s,t)| over S and the grid J k; the
second is O(ε) times the outer area of S over the same grid; that is,

A(ϕϕϕ(S))≤ DJk(|Jϕϕϕ (s,t)|,S)+ O(ε)Ak(S).

Because |Jϕϕϕ(s,t)| is integrable over S, the upper Darboux sums converge to the
integral (and the outer areas to the area) as k→ ∞; thus

A(ϕϕϕ(S))≤
∫∫

S
|Jϕϕϕ(s,t)|dsdt + O(ε)A(S).

This inequality holds for any ε > 0; therefore it continues to hold as ε → 0 (and
hence as O(ε)→ 0), so

A(ϕϕϕ(S))≤
∫∫

S
|Jϕϕϕ(s,t)|dsdt. ⊓⊔

Part of the assertion of the main theorem is that ϕϕϕ(S) has area (implying we are
able to replace A(ϕϕϕ(S)) by A(ϕϕϕ(S)) in the lemma just proven). The next two lemmas
establish that ϕϕϕ(S) does indeed have area by showing that its boundary ∂ (ϕϕϕ(S)) has
outer area equal to zero.
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Lemma 9.4. ∂ (ϕϕϕ(S))⊆ϕϕϕ(∂S).

Proof. Let x =ϕϕϕ(s) be a boundary point of ϕϕϕ(S); we must show that s is a boundary
point of S. We use the criterion established in Exercise 8.5 (p. 313): every open disk
centered at a boundary point of a set T contains at least one point in T and one point
not in T .

Let D1 ⊂ Ω be an open disk centered at s. By a corollary to the inverse function
theorem (Corollary 5.3, p. 174 ), x is an interior point of ϕϕϕ(D1), so there is an open
disk D2 centered at x for which D2 ⊆ ϕϕϕ(D1). But x is boundary point of ϕϕϕ(S), so
D2 contains a point p2 in ϕϕϕ(S) and another point q2 that is not in ϕϕϕ(S). But then
the point p1 = ϕϕϕ−1(p2) in D1 is in S and the point q1 = ϕϕϕ−1(q2) in D1 is not in S.
(Draw a picture.) ⊓⊔
Lemma 9.5. A(∂ (ϕϕϕ(S))) = 0.

Proof. Apply Lemma 9.3 to the zero-area set ∂S. If |Jϕϕϕ(s,t)| ≤ B on ∂S; then

A(∂ (ϕϕϕ(S)))≤ A(ϕϕϕ(∂S))≤
∫∫

∂S
|Jϕϕϕ(s,t)|dsdt ≤ B A(∂S) = 0. ⊓⊔

Corollary 9.9 A(ϕϕϕ(S))≤
∫∫

S
|Jϕϕϕ(s,t)|dsdt. ⊓⊔

Lemma 9.6. A(ϕϕϕ(S))≥
∫∫

S
|Jϕϕϕ(s,t)|dsdt.

Proof. The idea of the proof is to apply the previous arguments to the inverse
map ϕϕϕ−1 and a set T = ϕϕϕ(R), where R has area and R∪∂R⊂Ω. By Corollary 9.9,
T has area. Furthermore,

T = T ∪∂T ⊆ ϕϕϕ(R∪∂R)⊂ϕϕϕ(Ω),

so we can write

A(R) = A(ϕϕϕ−1(T ))≤
∫∫

ϕϕϕ(R)

∣∣Jϕϕϕ−1(x,y)
∣∣dxdy.

Now let R be a square Q of the grid J k, and let µ be the minimum value of |Jϕϕϕ(s,t)|
on Q. Note that µ > 0, because dϕϕϕs is invertible and a uniformly continuous function
of s on Q. Using Corollary 4.13, page 138, we find

∣∣Jϕϕϕ−1(x,y)
∣∣= 1
|Jϕϕϕ(s(x,y),t(x,y))| ≤

1
µ

for all (x,y) in ϕϕϕ(Q). Therefore,

A(Q)≤
∫∫

ϕϕϕ(Q)

∣∣Jϕϕϕ−1(x,y)
∣∣dxdy≤ A(ϕϕϕ(Q))

µ
.

or A(ϕϕϕ(Q))≥ µ A(Q).
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Let P1, . . . ,PJ be the squares of the grid J k that are entirely contained in S, and
let

µ j = min
(s,t)∈Pj

|Jϕϕϕ (s,t)|, j = 1, . . . ,J.

Because S ⊇ P1∪·· ·∪PJ and ϕϕϕ(S)⊇ ϕϕϕ(P1)∪·· ·∪ϕϕϕ(PJ), we have

A(ϕϕϕ(S))≥
J

∑
j=1

A(ϕϕϕ(Pj))≥
J

∑
j=1

µ j A(Pj) = D Jk
(|Jϕϕϕ |,S),

the lower Darboux sum for |Jϕϕϕ | over S and the grid J k. In the limit as k→ ∞, the
Darboux sum becomes the integral:

A(ϕϕϕ(S))≥
∫∫

S
|Jϕϕϕ(s,t)|dsdt. ⊓⊔

This completes the proof of Theorem 9.8. ⊓⊔
We have already constructed new integration grids from old ones using invertible New grids from

nonlinear mapslinear maps (cf. pp. 287–293): if the grid G has cells Qi and L : R2→ R2 is invert-
ible, then the images L(Qi) form the cells of a new grid H = L(G). Furthermore,
L determines a constant σ that relates the mesh sizes of G and H : ‖H ‖ = σ ‖G‖.
Theorem 9.8 creates the possibility of creating new grids using invertible nonlinear
maps.

Let ϕϕϕ : Ω→ ϕϕϕ(Ω) be continuously differentiable with a continuously differen-
tiable inverse on ϕϕϕ(Ω). Let G be a grid whose cells Qi lie within Ω. By definition,
the Qi are closed nonoverlapping sets with area. By Theorem 9.8, the sets Pi =ϕϕϕ(Qi)
are likewise closed nonoverlapping sets with area. We define them to be the cells of
the grid H = ϕϕϕ(G).

For a nonlinear map ϕϕϕ , there is no general analogue to the scale factor σ . How- Restricting a grid
to a closed setever, suppose S has area and is a closed subset of Ω. Then the sets

Q̂i = Qi∩S and P̂i = Pi∩ϕϕϕ(S) = ϕϕϕ(Q̂i)

are closed nonoverlapping sets with area, so they constitute the cells of grids that
we denote G S and H ϕϕϕ(S), respectively. For these special grids, there is a natural link
between their mesh sizes. To find it, note that the continuous map ϕϕϕ is uniformly
continuous on S. Therefore, given any ε > 0 there is a δ > 0 such that

‖s1− s2‖< δ =⇒ ‖ϕϕϕ(s1)−ϕϕϕ(s2)‖< ε.

This implies
‖GS‖< δ =⇒ ‖H ϕϕϕ(S)‖< ε;

in other words, we can make ‖H ϕϕϕ(S)‖ as small as we wish by making ‖GS‖ suffi-
ciently small.

When calculating Riemann sums for a continuous function f defined only on
a set S, we first define f to be zero outside S in order to allow for the possibility
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that f is evaluated on the part of a cell that lies outside S. Because f on this larger
domain is usually not continuous, a delicate argument is needed to show that the
Riemann sums converge. The grids GS eliminate this problem, because their cells
lie entirely in S. The following theorem shows that Riemann sums constructed with
these restricted grids still converge to the integral.

Theorem 9.10. Suppose f is continuous on a closed bounded set S that has area.
Then Riemann sums constructed with grids G S converge to the integral of f as
‖GS‖→ 0.

Proof. Let ε > 0 be given; we must find a δ > 0 so that
∣∣∣∣∣

∫∫

S
f (x,y)dA−

I

∑
i=1

f (xi,yi)A(Q̂i)

∣∣∣∣∣< ε

for any grid GS with ‖GS‖ < δ , and for any point (xi,yi) in the cell Q̂i of GS, for
each i = 1, . . . , I.

Because f is uniformly continuous on S, we can choose δ > 0 so that

‖(x,y)− (x′,y′)‖< δ =⇒ | f (x,y)− f (x′,y′)|< ε
A(S)

.

Now let G S be any grid for which ‖GS‖< δ . Then, because

∫∫

S
f (x,y)dA =

I

∑
i=1

∫∫

Q̂i

f (x,y)dA and f (xi,yi)A(Q̂i) =

∫∫

Q̂i

f (xi,yi)dA,

we have

∣∣∣∣∣

∫∫

S
f (x,y)dA−

I

∑
i=1

f (xi,yi)A(Q̂i)

∣∣∣∣∣≤
∣∣∣∣∣

I

∑
i=1

∫∫

Q̂i

f (x,y)dA−
I

∑
i=1

∫∫

Q̂i

f (xi,yi)dA

∣∣∣∣∣

≤
I

∑
i=1

∫∫

Q̂i

∣∣ f (x,y)− f (xi,yi)
∣∣dA <

ε
A(S)

I

∑
i=1

∫∫

Q̂i

dA = ε. ⊓⊔

We can use this result immediately, to prove the main formula on the change ofChange of variables
in double integrals variables in double integrals (by continuing to follow the argument of J. Schwartz

in [16]).

Theorem 9.11 (Change of variables). Let Ω be a bounded open set in R2, and let
ϕϕϕ : Ω→ R

2 : (s,t)→ (x,y) be a continuously differentiable map that has a con-
tinuously differentiable inverse ϕϕϕ−1 : ϕϕϕ(Ω)→ Ω. Suppose the function f (x,y) is
continuous on a closed set D⊂ ϕϕϕ(Ω) that has area; then

∫∫

D

f (x,y)dxdy =

∫∫

ϕϕϕ−1(D)

f (x(s,t),y(s,t))

∣∣∣∣
∂ (x,y)
∂ (s,t)

∣∣∣∣ dsdt.
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Proof. By Theorem 8.35, page 305, f (x,y) is integrable on D. By Theorem 9.8,
S = ϕϕϕ−1(D) has area and the function

f (x(s,t),y(s,t))

∣∣∣∣
∂ (x,y)
∂ (s,t)

∣∣∣∣

is bounded and continuous on S = ϕϕϕ−1(D), so it is integrable there. To prove that
the two integrals in the statement of the theorem are equal, we show they differ by
less than any preassigned ε > 0.

Let GS be an arbitrary integration grid whose cells Qi, i = 1, . . . , I, partition S,
and let H D = ϕϕϕ(GS) be the image grid; its cells Pi = ϕϕϕ(Qi) partition D = ϕϕϕ(S).
Let (si,ti) be a point in Qi, and let (xi,yi) = ϕϕϕ(si,ti) be the corresponding point
in Pi. Consider the following, obtained by applying the triangle inequality to a rather
lengthy telescoping sum:

∣∣∣∣
∫∫

D
f (x,y)dxdy−

∫∫

S
f (ϕϕϕ(s,t)) |Jϕϕϕ (s,t)|dsdt

∣∣∣∣

≤
∣∣∣∣∣

∫∫

D
f (x,y)dxdy−

I

∑
i=1

f (xi,yi)A(Pi)

∣∣∣∣∣

+

∣∣∣∣∣
I

∑
i=1

f (xi,yi)A(Pi)−
I

∑
i=1

∫∫

Qi

f (ϕϕϕ(si,ti)) |Jϕϕϕ(s,t)|dsdt

∣∣∣∣∣

+

∣∣∣∣∣
I

∑
i=1

∫∫

Qi

(
f (ϕϕϕ(si,ti))− f (ϕϕϕ(s,t))

)
|Jϕϕϕ(s,t)|dsdt

∣∣∣∣∣

+

∣∣∣∣∣
I

∑
i=1

∫∫

Qi

f (ϕϕϕ(s,t)) |Jϕϕϕ (s,t)|dsdt−
∫∫

S
f (ϕϕϕ(s,t)) |Jϕϕϕ (s,t)|dsdt

∣∣∣∣∣ .

Now consider each of the four terms on the right-hand side of the inequality.
The first term contains a Riemann sum for f on D and the grid H D. Because f is

integrable, there is a δ1 > 0 that makes that term less than ε/2 whenever ‖H D‖< δ1

and (xi,yi) is an arbitrary point in Pi. As we saw above (p. 349), we have ‖H D‖< δ1
when ‖GS‖< δ2 for some properly chosen δ2 > 0.

The second term is zero by Theorem 9.8:

A(Pi) = A(ϕϕϕ(Qi)) =

∫∫

Qi

|Jϕϕϕ(s,t)|dsdt, i = 1, . . . , I.

For the third term, first note that
∣∣∣∣∣

I

∑
i=1

∫∫

Qi

(
f (ϕϕϕ(si,ti))− f (ϕϕϕ(s,t))

)
|Jϕϕϕ(s,t)|dsdt

∣∣∣∣∣

≤
I

∑
i=1

∫∫

Qi

∣∣ f (ϕϕϕ(si,ti))− f (ϕϕϕ(s,t))
∣∣ |Jϕϕϕ(s,t)|dsdt.
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Because f (ϕϕϕ(s,t)) is uniformly continuous on S, there is a δ3 > 0 for which

‖(s,t)− (s′,t ′)‖< δ3 =⇒ | f (ϕϕϕ(s,t))− f (ϕϕϕ(s′,t ′))
∣∣< ε

2A(D)
.

Therefore, if G S is any partition of S for which ‖GS‖< δ3, then

I

∑
i=1

∫∫

Qi

∣∣ f (ϕϕϕ(si,ti))− f (ϕϕϕ(s,t))
∣∣ |Jϕϕϕ(s,t)|dsdt

<
ε

2A(D)

I

∑
i=1

∫∫

Qi

|Jϕϕϕ(s,t)|dsdt =
ε

2A(D)

∫∫

S
|Jϕϕϕ(s,t)|dsdt =

ε
2
.

The last equality in this chain is provided by Theorem 9.8:
∫∫

S
|Jϕϕϕ(s,t)|dsdt = A(ϕϕϕ(S)) = A(D).

The fourth term, like the second, is zero. Therefore, the two integrals differ by
less than ε whenever the partition G S satisfies ‖GS‖< minδ2,δ3. Because ε > 0 is
arbitrary, the two integrals must be equal. ⊓⊔

Because |detL| is the area magnification factor for a linear map L of the plane,Local area
magnification we have

A(L(S))

A(S)
= |detL|

for any subset of the plane that has area. For the nonlinear map ϕϕϕ , we introduce the
set function (cf. pp. 310–312)

M(S) = A(ϕϕϕ(S)) =

∫∫

S
|Jϕϕϕ(s,t)|dsdt

By Theorem 8.39, page 312, the derivative of M is

M′(s,t) = |Jϕϕϕ(s,t)|

In other words, if S contains the point (s,t), then

A(ϕϕϕ(S))

A(S)
≈ |Jϕϕϕ(s,t)|

as closely as we wish by making the diameter of S (p. 291) sufficiently small. It is
in this sense that we consider

|Jϕϕϕ (s,t)|= |detdϕϕϕ(s,t)|

to be the local area magnification factor for ϕϕϕ when area is understood to be
nonnegative Jordan content.
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9.4 Orientation

In the next section, we introduce Green’s theorem as an additional tool to evaluate
double integrals. However, the integrals in Green’s theorem are oriented. In this
section, therefore, we say what it means for a 2-dimensional region to be oriented,
and then define oriented double integrals. Finally, we extend the change of variables
formula to oriented integrals.

Orientation in the plane involves, either explicitly or implicitly, comparison with Orientation of an
ordered pair of vectorsthe coordinate axes (or with the standard basis vectors e1, e2 that determine them).

Consider first an ordered pair of linearly independent vectors {v1,v2} in R2. To
compare {v1,v2} with {e1,e2}, let L : R

2→R
2 be the unique linear map for which

L(e1) = v1, L(e2) = v2. Then we say the pair {v1,v2} has the same orientation as
{e1,e2} if detL > 0; otherwise, we say it has the opposite orientation. In particu-
lar, if we reverse the order of the vectors, orientation is reversed, as well: {v1,v2}
and {v2,v1} always have opposite orientations. We write {v2,v1}=−{v1,v2}. The
components of v1 and v2 with respect to the standard basis determine the orientation
of {v1,v2}. That is, if

v1 =

(
v11

v21

)
, v2 =

(
v12

v22

)
,

then the matrix of L in terms of the standard basis is

L =

(
v11 v12

v21 v22

)
, and detL = v11v22− v12v21. x

y

v1

v2

e1

e2

We also say that an ordered pair that has the same orientation as the standard basis Positive and negative
orientationsis positively oriented; otherwise, we say it is negatively oriented. The figure in

the margin helps make the point that orientation is always determined by reference
to the coordinate axes: it is relative, not absolute. The pair {v1,v2} illustrated is
positively oriented.

The figure also shows that the ordering of a pair of linearly independent vectors Orientation and
sense of rotationimplicitly defines a sense of rotation, namely, rotation from the first to the second

through the smaller of the two angles determined by the vectors. “Sense of rota-
tion” therefore gives us a second way to represent orientation. For example, we can
confirm that the pair {v1,v2} in the margin figure is positively oriented because it
defines the same clockwise sense of rotation as the basis vectors.

To orient a region S with area in R
2, orient each point p of S by assigning to p an Orienting a region

in the planeordered pair of linearly independent vectors {v1(p),v2(p)} in such a way that both
v1(p) and v2(p) vary continuously with p over S. To indicate that S has acquired an
orientation, we write it as~S. (On page 7, we introduced a similar notation for curves:
~C denotes a curve C together with an orientation.) There are now two different defi-
nitions of orientation when ~S is a parallelogram, but they agree if we assign to each
point of v∧w the ordered pair {v,w}. For each point p in ~S, let Lp : R2→R2 be the
unique linear map for which Lp(ei) = vi(p), i = 1,2. Then, by what we said above,
the function
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detLp = v11(p)v22(p)− v12(p)v21(p)

varies continuously with p and is never zero. We write −~S to denote ~S with
its orientation reversed at every point. That is, if {v1(p),v2(p)} defines ~S, then
−{v1(p),v2(p)}= {v2(p),v1(p)} defines −~S.

Theorem 9.12. On any pathwise-connected component of ~S (i.e., a largest subset in
which any two points can be joined by a continuous path in ~S), all points have the
same orientation.

Proof. Let p and q be joined by the continuous path s(t), a ≤ t ≤ b, with s(a) = p
and s(b) = q. Then detLs(t) is a continuous and nonzero function of t on the interval
[a,b], so it cannot change sign. Therefore {v1(p),v2(p)} and {v1(q),v2(q)} have
the same orientation. ⊓⊔

x

y

S
→

p

q

rsense of
positive
orientation

negatively oriented

positively
oriented

In the figure, ~S has two components, one with positive orientation and the otherSense of rotation
at every point of ~S with negative. As the figure suggests, the orientation of ~S always defines a “sense

of rotation” at each point of ~S, and all points in any connected component of ~S have
the same sense of rotation.

Definition 9.3 Two assignments p 7→ {w1(p),w2(p)}, p 7→ {v1(p),v2(p)} define
the same orientation of SSS if the unique linear map Mp(vi(p)) = wi(p), i = 1,2, has
detMp > 0 for all p in S.

Two different assignments of ordered pairs of vectors define the same orientationPositive and negative
orientations precisely when they give the same sense of rotation. Thus, each component of a

region S can be given exactly two orientations, either agreeing or disagreeing with
the sense of rotation of the coordinate axes. If S has k components, it has 2k possible
orientations. We say ~S is positively oriented if all its components are positively
oriented, and is negatively oriented if all its components are negatively oriented.
Usually, S has just one component.

x

y

S
→

∂S
→

∂S
→t

n t

n

t

n
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If ∂S is a piecewise-smooth curve, then an orientation of S induces an orientation Orientation induced
on a boundaryof ∂S. To see how, let ~S be oriented. As the previous definition indicates, there is

considerable freedom in choosing the orientation vectors at a point. Thus, orient
each point of ∂~S where it is smooth by the pair of vectors {n, t}, where n is the
outward-pointing unit normal and t is one of the two unit tangents to ∂~S, choosing
t so {n, t} gives the local sense of rotation on that component of ~S. In the figure
above, the pair {n, t} is oriented in the clockwise sense on one component and in
the counterclockwise sense on the other. The choice of a tangent vector orients a
piecewise-smooth curve. We use the tangent vector t to define the orientation of ∂∂∂SSS
induced by~SSS.

A map can also induce an orientation of its image. Let Ω be a bounded open Orientation induced
on an imageset in R2, and let ϕϕϕ : Ω → R2 be a continuously differentiable map that has a

continuously differentiable inverse ϕϕϕ−1 : ϕϕϕ(Ω)→ Ω. Suppose ~S is an oriented set
that has area and its closure S = S∪ ∂S lies within Ω. Suppose the ordered pair
{v1(p),v2(p)} defines the orientation of ~S at the point p. Then we orient the point
ϕϕϕ(p) in ϕϕϕ(~S) with the ordered pair of vectors

{dϕϕϕp(v1(p)),dϕϕϕp(v2(p))}.

Because ϕϕϕ is invertible, each image point ϕϕϕ(p) is assigned only one such pair. Be-
cause dϕϕϕp is invertible, the image vectors are linearly independent. Finally, because
ϕϕϕ is continuously differentiable, the assignment varies continuously with ϕϕϕ(p).

In Chapter 4 we first observed informally that the sign of the Jacobian of a map Orientation and
the Jacobiandetermines whether it preserves or reverses orientation. Now that we have defined

the orientation of a region, we can state this observation as a theorem and prove it.

Theorem 9.13. The regions ~S and ϕϕϕ(~S) have the same orientation if and only if the
Jacobian detdϕϕϕp is everywhere positive.

Proof. Suppose the ordered pair {v1(p),v2(p)} defines the orientation of ~S at p;
then {dϕϕϕp(v1(p)),dϕϕϕp(v2(p))} defines the induced orientation of ϕϕϕ(~S) at ϕϕϕ(p).
Let

Lp(ei) = vi(p) and Mp(ei) = dϕϕϕp(vi(p)), i = 1,2,

define the linear maps that determine the orientations. Then ϕϕϕ(~S) has the same ori-
entation at ϕϕϕ(p) that ~S does at p if and only if the determinants detMp and detLp

have the same sign. But

Mp = dϕϕϕp ◦Lp, detMp = detdϕϕϕp detLp,

so detMp and detLp have the same sign if and only if detdϕϕϕp > 0. ⊓⊔
We can now introduce oriented integrals, that is, double integrals defined over Oriented integrals

oriented regions. We begin with a closed, bounded, and unoriented subset S of the
(x,y)-plane. Assume S has area and f (x,y) is a function that is integrable over S;
then we have the ordinary Riemann integral



356 9 Evaluating Double Integrals
∫∫

S
f (x,y)dA

as defined in Chapter 8.3. This integral is monotonic in the sense that f (x,y) ≥ 0
on S implies I ≥ 0 (Theorem 8.28, p. 298).

Definition 9.4 If ~S has either positive or negative orientation, then the oriented
integral of fff over~SSS is

∫∫

~S
f (x,y)dxdy = sgn~S

∫∫

S
f (x,y)dA,

where sgn~S = +1 when the orientation of ~S is positive and sgn~S = −1 when it is
negative.

The oriented integral uses dxdy rather than as dA as the “element of area” in order
to help convey orientation, in a way we explain below.

The definition has several immediate consequences. First, because −~S is nega-Properties of
oriented integrals tively oriented when ~S is positively oriented, and vice versa, their oriented integrals

have opposite signs:
∫∫

−~S
f (x,y)dxdy =−

∫∫

~S
f (x,y)dxdy.

Second, an oriented integral over a positively oriented region ~S is monotonic:
∫∫

~S
f (x,y)dxdy ≥ 0 if f ≥ 0 on ~S.

Third, we can define the signed area of a positively or negatively oriented region ~S
as

area~S =

∫∫

~S
dxdy = sgn~S×A(S),

where
A(S) =

∫∫

S
dA

is the ordinary area (i.e., the Jordan measure) of the unoriented region S. Oriented
area reverses sign with the orientation of the region:

area(−~S) =−area(~S).

Writing the element of area in an oriented integral as dxdy rather than dA givesdydx =−dxdy

us the opportunity to convey differences in orientation. If we take dxdy as represent-
ing the coordinate axes in their usual order (i.e., positive orientation), then −dxdy
and dydx should both represent the opposite order (negative orientation). Let us,
therefore, adopt the symbolic convention

dydx =−dxdy,
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so that ∫∫

~S
f (x,y)dydx =−

∫∫

~S
f (x,y)dxdy =

∫∫

−~S
f (x,y)dxdy

for any positively or negatively oriented region ~S. In particular,
∫∫

~S
dydx =−

∫∫

~S
dxdy =−area~S.

It is important to note that the sign change when switching from dydx to dxdy Order in
iterated integralsin an oriented integral does not happen when we reverse the order of integration in

iterated integrals (Corollary 9.2, p. 321). For example, if we integrate f (x,y) over
the rectangle R : a≤ x≤ b,c≤ y≤ d and assume ~R is negatively oriented, then

∫∫

~R
f (x,y)dxdy =−

∫∫

R
f (x,y)dA

=−
∫ d

c

∫ b

a
f (x,y)dx dy =−

∫ b

a

∫ d

c
f (x,y)dy dx.

As an example, let us compute the oriented integral of f (x,y) = x2 over the tri- Example
angle ~S with vertices (0,0), (0,1), and (1,1), taken in that order. The boundary path
indicates that~S is negatively oriented. Because f (x,y)≥ 0 on ~S, we therefore expect
the value of the integral to be negative. We first express the oriented integral as an
ordinary (unoriented) double integral, and then convert that to iterated integrals. For
the last step, we can describe the unoriented set S by either of the following sets of
inequalities:

S :
0≤ x≤ 1,
x≤ y≤ 1;

S :
0≤ y≤ 1,
0≤ x≤ y.

Using the first set, we have
x

y

S
→

(0, 0)

(0, 1) (1, 1)

∫∫

~S
x2 dxdy =−

∫∫

S
x2 dA =−

∫ 1

0

(∫ 1

x
x2dy

)
dx = −

∫ 1

0
x2y

∣∣∣∣
1

x
dx

=−
∫ 1

0

(
x2− x3)dx =−

(
1
3
− 1

4

)
=− 1

12
.

The second set leads to the same result.

In the oriented form of the change of variables formula for single integrals, Change of variables
with orientation

∫ b

a
f (x)dx =

∫ ϕ−1(b)

ϕ−1(a)
f (ϕ(s))ϕ ′(s)ds,

the sign of the Jacobian ϕ ′(s) indicates whether the interval from a to b and the
interval from ϕ−1(a) to ϕ−1(b) have the same or opposite orientations. Here is the
analogous formula for oriented double integrals.

Theorem 9.14 (Oriented change of variables). Let Ω be a bounded open set in
R2, and let ϕϕϕ : Ω→R2 : (s,t)→ (x,y) be a continuously differentiable map that has
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a continuously differentiable inverse ϕϕϕ−1 : ϕϕϕ(Ω)→Ω. Suppose the function f (x,y)
is continuous on ~D⊂ϕϕϕ(Ω), a closed, oriented, and pathwise-connected region that
has area; then

∫∫

~D

f (x,y)dxdy =

∫∫

ϕϕϕ−1(~D)

f (x(s,t),y(s,t))
∂ (x,y)
∂ (s,t)

dsdt.

Proof. Because ~D has only one pathwise-connected component, all of its points
have the same orientation (Theorem 9.12), so sgn(~D) is defined. Furthermore, the
Jacobian Jϕϕϕ cannot change sign on ~D, so all points of ϕϕϕ−1(~D) have the same orien-
tation, and sgnϕϕϕ−1(~D) = sgnJϕϕϕ−1 sgn~D = sgnJϕϕϕ sgn~D. Thus (using dAx,y and dAs,t

to denote the unoriented elements of area),
∫∫

~D

f (x,y)dxdy = sgn~D
∫∫

D

f (x,y)dAx,y

= sgn~D
∫∫

ϕϕϕ−1(D)

f (x(s,t),y(s,t))

∣∣∣∣
∂ (x,y)
∂ (s,t)

∣∣∣∣ dAs,t (Theorem 9.11)

= sgn~D sgnJϕϕϕ

∫∫

ϕϕϕ−1(D)

f (x(s,t),y(s,t))
∂ (x,y)
∂ (s,t)

dAs,t

= sgnϕϕϕ−1(D)

∫∫

ϕϕϕ−1(D)

f (x(s,t),y(s,t))
∂ (x,y)
∂ (s,t)

dAs,t

=
∫∫

ϕϕϕ−1(~D)

f (x(s,t),y(s,t))
∂ (x,y)
∂ (s,t)

dsdt. ⊓⊔

The following summary points out parallels between the ways that elements of ori-Summary
ented single and double integrals transform under a change of variables (~I is an
oriented interval on the x-axis):

x→ x(s) dx→ dx
ds

ds, ~I→ ϕ−1(~I)

{
x→ x(s,t),

y→ y(s,t),
dxdy→ ∂ (x,y)

∂ (s,t)
dsdt, ~D→ϕϕϕ−1(~D).

To illustrate the use of the oriented change of variables formula, we first computeExample 1: areas in
curvilinear coordinates the signed area of a curvilinear quadrilateral specified by curvilinear coordinates

(s,t) 7→ (x(s,t),y(s,t)) in the (x,y)-plane. Let Ω be the infinite strip in the (s,t)-
plane given by−π/2 < s < π/2, and let ϕϕϕ : Ω→R2 be
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ϕϕϕ :

{
x = sins cosh t,

y = coss sinht;
dϕϕϕ(s,t) =

(
coss cosht sins sinh t
−sins sinh t coss cosh t

)
.

Everywhere on Ω, ϕϕϕ is orientation-preserving:

∂ (x,y)
∂ (s,t)

= cos2 s cosh2 t + sin2 s sinh2 t = cos2 s+ sinh2 t > 0.

Note: cosh2 t = 1 + sinh2 t). In fact, ϕϕϕ is a conformal map (Definition 4.2, p. 118)
that “flares out” Ω in such a way that the image of the vertical line s = constant lies
on the hyperbola

x2

sin2 s
− y2

cos2 s
= 1.

The focal points of this hyperbola are (± f ,0), where f 2 = sin2 s + cos2 s = 1 (see
Exercise 9.24). The hyperbolas for various s are thus confocal. The image of the
horizontal line t = constant lies on the ellipse

x2

cosh2 s
+

y2

sinh2 s
= 1.

Its focal points are (± f ,0), where f 2 = cosh2 t− sinh2 t = 1. Thus the ellipses and
hyperbolas are all simultaneously confocal; the image of Ω is the entire plane minus

s

t
Ω

π/2−π/2

ϕϕ

x

y
ϕϕ(Ω)

1−1

the two rays |x| ≥ 1 on the x-axis.

s

t

a b

c

d

ϕϕ−1(D→)

ϕϕ

x

y

D→

1

Let ~D be the positively oriented curvilinear quadrilateral in the (x,y)-plane
bounded by

x2

sin2 a
− y2

cos2 a
= 1,

x2

cosh2 c
+

y2

sinh2 c
= 1,

x2

sin2 b
− y2

cos2 b
= 1,

x2

cosh2 d
+

y2

sinh2 d
= 1,

where 0 < a < b < π/2 and 0 < c < d. The rectangle ϕϕϕ−1(~D) is also positively
oriented, and
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area~D =

∫∫

~D

dxdy =

∫∫

ϕϕϕ−1(~D)

(cos2 s+ sinh2 t)dsdt =

∫ b

a

∫ d

c
(cos2 s+ sinh2 t)dsdt.

After some standard calculations (see Exercise 9.25), we find

area~D = (d− c)
sin2b− sin2a

4
+(b−a)

sinh2d− sinh2c
4

.

For a second example, let us findExample 2

∫∫

~D

(x− y)2

1 + x + y
dxdy,

where ~D is the rectangle with vertices (1,−1), (2,0), (0,2), and (−1,1), taken in
that order. Thus ~D is positively oriented; as an unoriented set, it is given by the

x

y

D
→

−1 2

−1

2

ϕϕ−1

s

t

ϕϕ−1(D→)

−2

2

1 3

inequalities

D :
0≤ x + y≤ 2,
−2≤ x− y≤ 2.

The form of the integrand and the expressions in these inequalities suggest that we
set

ϕϕϕ−1 :

{
s = 1 + x + y,

t = x− y;

∂ (s,t)
∂ (x,y)

=

∣∣∣∣
1 1
1 −1

∣∣∣∣=−2.

Then ϕϕϕ−1(~D) is a simple rectangle with sides parallel to the coordinate axes:

ϕϕϕ−1(D) :
1≤ s≤ 3,
−2≤ t ≤ 2.

Because the Jacobian is negative, ϕϕϕ−1 and ϕϕϕ both reverse orientation, so ϕϕϕ−1(~D)
has negative orientation. To apply the change of variables formula, we need only

∂ (x,y)
∂ (s,t)

=
1

∂ (s,t)
∂ (x,y)

=−1
2

(Corollary 4.13, p. 138). Therefore,

∫∫

~D

(x− y)2

1 + x + y
dxdy =

∫∫

ϕϕϕ−1(~D)

t2

s

(
−1

2

)
dsdt = +

1
2

∫∫

ϕϕϕ−1(D)

t2

s
dA.

In the last equality, we convert the oriented integral over ϕϕϕ−1(~D) into an ordinary
double integral over the unoriented set ϕϕϕ−1(D); the sign change occurs because
ϕϕϕ−1(~D) is negatively oriented (Definition 9.4). To complete the computation, we
write
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1
2

∫∫

ϕϕϕ−1(D)

t2

s
dA =

1
2

∫ 2

−2
t2 dt

∫ 3

1

ds
s

=
1
2

t3

3

∣∣∣∣
2

−2
lns

∣∣∣∣
3

1
=

8ln3
3

.

Our third example involves a similar integral, Example 3

∫∫

~D

(x− y)2(1 + 2y)
1 + x + y2 dxdy;

~D is the negatively oriented region that satisfies the equalities

0≤ x + y2 ≤ 4, 0≤ y≤ x + 2.

The integrand is positive on ~D, but ~D is negatively oriented; therefore we expect the

x

y

D
→

x + y2 = 4

x + y2 = 0

value of the integral to be negative. Guided once again by the form of the integrand
and the shape of ~D, we change coordinates with

ϕϕϕ−1 :

{
s = 1 + x + y2,

t = x− y;

∂ (s,t)
∂ (x,y)

=

∣∣∣∣
1 2y
1 −1

∣∣∣∣=−(1 + 2y).

Two of the factors in the integrand transform readily, but 1 + 2y has no sim-
ple expression in terms of s and t (but see Exercise 9.27). However, because
∂ (x,y)/∂ (s,t) =−1/(1 + 2y), we find

(1 + 2y)dxdy→ (1 + 2y)
∂ (x,y)
∂ (s,t)

dsdt =−dsdt

Therefore, because ϕϕϕ−1 is invertible on 1 + 2y > 0 (see Exercise 9.27), the change
of variables formula is valid and we have

∫∫

~D

(x− y)2(1 + 2y)
1 + x + y2 dxdy =−

∫∫

ϕϕϕ−1(~D)

t2

s
dsdt,

x

y

D→

2

−1 4P

Q

R

S
ϕϕ−1

s

t

ϕϕ−1(D→)
1 5

−2

4

P′

Q′ R′

S′

where the image ϕϕϕ−1(~D) is the positively oriented trapezoid defined by 1≤ s ≤ 5,
−2≤ t ≤ s−1. Using iterated integrals and simple antiderivatives, we find
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−
∫∫

ϕϕϕ−1(~D)

t2

s
dsdt =−

∫ 5

1

∫ s−1

−2

t2

s
dt ds = −

∫ 5

1

t3

3s

∣∣∣∣
s−1

−2
ds =−52

9
− 7

3
ln5.

Notice that the factor 1 + 2y was crucial; without it, the integral would not haveEssential factors
in examples been so easy to transform. In the integrals

∫
(9 + y + y2)47 dy and

∫
(9 + y + y2)47(1 + 2y)dy,

the same factor 1 + 2y plays the same role; the typographically simpler integral
on the left is mathematically more ponderous. When examples are contrived for
instructional purposes, they include such essential factors.

In Chapter 4, we defined the local area multiplier (or magnification factor) of aLocal area multiplier
with orientation nonlinear map ϕϕϕ : Ω→ R

2 at a point (a,b) to be the area multiplier of the linear
approximation dϕϕϕ(a,b) at that point (Definition 4.4, p. 115). In the previous section
of this chapter, we justified that definition, at least up to sign. However, using the
notions of orientation and signed area, we can now remove the sign restriction.

Theorem 9.15. Suppose ϕϕϕ(s,t) is continuously differentiable on an open set U, and
the Jacobian Jϕϕϕ (a,b) 6= 0 at some point (a,b) in U. Then

areaϕϕϕ(~S)

area~S
→ Jϕϕϕ(a,b)

as the diameter δ (~S)→ 0, where the limit is taken over closed oriented sets ~S that
have signed area and contain the point (a,b).

Proof. We show that the limit of the quotient of signed areas is the derivative of the
ordinary set function (cf. pp. 310–312)

M(S) =

∫∫

S
Jϕϕϕ(s,t)dA,

where S is ~S without its orientation.
The inverse function theorem (Theorem 5.2, p. 169) implies there is a smaller

open set Ω ⊆U containing (a,b) on which ϕϕϕ has a continuously differentiable in-
verse. Because δ (~S)→ 0 in computing the limit of the quotient of signed areas, it is
sufficient to restrict ~S to closed oriented subsets of Ω.

By taking Ω to be pathwise-connected, we can guarantee that the Jacobian
Jϕϕϕ(s,t) has constant sign on Ω. Hence, because ~S has signed area, the same is true
of the image ϕϕϕ(~S), and we can write (cf. p. 356)

areaϕϕϕ(~S) = sgnϕϕϕ(~S) A(ϕϕϕ(S)),

where area~D denotes the signed area of the positively or negatively oriented re-
gion ~D (p. 356). From Theorem 9.8 and the fact that sgnJϕϕϕ is well defined on S, we
get
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A(ϕϕϕ(S)) =

∫∫

S
|Jϕϕϕ(s,t)|dA = sgnJϕϕϕ

∫∫

S
Jϕϕϕ(s,t)dA = sgnJϕϕϕ M(S).

Thus,

areaϕϕϕ(~S) = sgnϕϕϕ(~S)×A(ϕϕϕ(S)) = sgnϕϕϕ(~S)× sgnJϕϕϕ ×M(S) = sgn~S×M(S);

sgnϕϕϕ(~S) sgnJϕϕϕ M(S) = sgn~S follows from the proof of Theorem 9.14. We also have
area~S = sgn~S×A(S); thus it follows that

areaϕϕϕ(~S)

area~S
=

M(S)

A(S)
→M′(a,b) = Jϕϕϕ (a,b)

for positively or negatively oriented sets~S that contain (a,b) and for which δ (S)→ 0
(Theorem 8.39, p. 312). ⊓⊔

The theorem implies that areaϕϕϕ(~S) ≈ Jϕϕϕ(a,b) area~S for any sufficiently small areaϕϕϕ(~S)≈ Jϕϕϕ area~S

positively or negatively oriented region containing the point (a,b). For this reason
we say that the Jacobian Jϕϕϕ(a,b) is the local signed area magnification factor for
the map ϕϕϕ at (a,b).

The change of variables formulas we have established for double integrals and Changing variables
in triple integralsdomains in R2 (Theorem 9.11 and Theorem 9.14) extend naturally to triple integrals

and domains in R3. We state the extensions here with the understanding that they
can be proved by adapting the proofs of the 2-dimensional versions. To help under-
score the distinction between the oriented and unoriented cases, we use dV as the
unoriented element of volume.

Theorem 9.16 (Change of variables in R3). Let Ω be a bounded open set in R3,
and let ϕϕϕ : Ω→ R

3 : (r,s,t)→ (x,y,z) be a continuously differentiable map that
has a continuously differentiable inverse ϕϕϕ−1 : ϕϕϕ(Ω)→ Ω. Suppose the function
f (x,y,z) is continuous on D⊂ ϕϕϕ(Ω), a closed region that has volume; then

∫∫∫

D

f (x,y,z)dVx,y,z =
∫∫∫

ϕϕϕ−1(D)

f (ϕϕϕ(r,s,t))

∣∣∣∣
∂ (x,y,z)
∂ (r,s,t)

∣∣∣∣ dVr,s,t . ⊓⊔

Theorem 9.17 (Oriented change of variables in R3).
Let Ω be a bounded open set in R3, and let ϕϕϕ : Ω→ R3 : (r,s,t)→ (x,y,z) be a
continuously differentiable map that has a continuously differentiable inverse ϕϕϕ−1 :
ϕϕϕ(Ω)→ Ω. Suppose the function f (x,y,z) is continuous on ~D ⊂ ϕϕϕ(Ω), a closed,
oriented, and pathwise-connected region that has volume; then

∫∫∫

~D

f (x,y,z)dxdydz =

∫∫∫

ϕϕϕ−1(~D)

f (ϕϕϕ(r,s,t))
∂ (x,y,z)
∂ (r,s,t)

dr dsdt. ⊓⊔
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9.5 Green’s theorem

Green’s theorem equates the double integral of a certain function over an oriented
region in the plane to the path integral of a related expression over that region’s
boundary (with its induced orientation). Each integral can be used to evaluate the
other. We state and prove several increasingly more general versions of Green’s
theorem, and then use the final version to extend the change of variables formula
for oriented double integrals to settings in which the change of variables may not be
invertible.

The first version of Green’s theorem is a special case involving a positively ori-A special case of
Green’s theorem ented region ~S that can be described in both of the following ways:

~S :
a≤ x≤ b,

γ(x)≤ y≤ δ (x);
~S :

c≤ y≤ d,
α(y)≤ x≤ β (y);

we assume γ(x) and δ (x) are continuous functions of x on [a,b], and α(y) and β (y)
are continuous functions of y on [c,d]. The orientation on ~S induces (p. 355) an
orientation on ∂~S.

Theorem 9.18 (Green’s theorem). Suppose P(x,y) and Q(x,y) are continuously
differentiable functions defined on the closure of the region ~S, and ∂~S has the orien-
tation induced by ~S; then

∮

∂~S
Pdx + Qdy =

∫∫

~S

(
∂Q
∂x
− ∂P

∂y

)
dxdy.

Proof. We assume ~S has positive orientation, and prove half of the equality,

∮

∂~S
Pdx =

∫∫

~S
−∂P

∂y
dxdy,

using the first description of ~S. The other half, involving Q and ∂Q/∂x, is done in a
similar way using the second description of ~S.

First consider the path integral. As the figure indicates, we can partition the ori-
ented path ∂~S into four segments (or fewer: either vertical segment ~C2 or ~C4 may

x

y

a b

S
→

C
→

1

C
→

2

C
→

3

C
→

4

y = δ(x)

y = γ (x)

reduce to a point). Neither vertical segment contributes to the path integral, because
x is constant and dx = 0 there. Consequently,

∮

∂~S
Pdx =

∫

~C1

Pdx +

∫

~C3

Pdx.

On ~C1 and ~C3 we can use x itself as the parameter (but make x “run backwards”
from b to a for ~C3); then
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∫

~C1

Pdx =

∫ b

a
P(x,γ(x)) dx,

∫

~C3

Pdx =

∫ a

b
P(x,δ (x)) dx =−

∫ b

a
P(x,δ (x)) dx,

and hence ∮

∂~S
Pdx =

∫ b

a

(
P(x,γ(x))−P(x,δ (x))

)
dx.

That is, the path integral reduces to an ordinary single integral. We now show that
the double integral reduces to the same ordinary single integral:

∫∫

~S
−∂P

∂y
dxdy =

∫ b

a

∫ δ (x)

γ(x)
−∂P

∂y
(x,y)dy dx

=

∫ b

a
−P(x,y)

∣∣∣∣
δ (x)

γ(x)
dx =

∫ b

a

(
P(x,γ(x))−P(x,δ (x))

)
dx.

This completes half the proof; use a similar argument with Q and with the second
description of ~S to prove the other half. ⊓⊔

Below we consider how Green’s theorem can be used as a tool for evaluating Evaluating the
path integraldouble integrals. More commonly, though, it is a tool for evaluating path integrals,

and we consider this use first.

Corollary 9.19 Suppose P = p(x) is a function of x alone, and Q = q(y) a function
of y alone; then ∮

∂~S
p(x)dx + q(y)dy = 0.

Proof. Qx−Py = 0, so
∫∫

~S
(Qx−Py)dxdy = 0. ⊓⊔

Recall that Φ(x,y) is called a potential (cf. p. 25) for the vector field F(x,y) = Potential functions
(P(x,y),Q(x,y)) if F = gradΦ; that is, if P = ∂Φ/∂x, Q = ∂Φ/∂y.

Corollary 9.20 Suppose the vector field (P(x,y),Q(x,y)) has a potential Φ(x,y)
that has continuous second derivatives on ~S; then

∮

∂~S
Pdx + Qdy = 0.

Proof. Qx−Py = Φyx −Φxy = 0 on ~S when Φ has continuous second derivatives
on ~S. ⊓⊔
The second corollary is a generalization of the first when p(x) and q(y) are contin-
uously differentiable, because then we can take

Φ(x,y) =

∫
p(x)dx +

∫
q(y)dy.
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Green’s theorem can be used to evaluate a double integral by reducing it to a pathEvaluating
double integrals integral. Specifically, given

∫∫

~S
f (x,y)dxdy, set F(x,y) =

∫
f (x,y)dx.

That is, F is a “partial integral” of f (x,y) with respect to x, which means only that
∂F/∂x = f . If we now take P(x,y) = 0 and Q(x,y) = F(x,y), then Green’s theorem
gives ∫∫

~S
f (x,y)dxdy =

∮

∂~S
F(x,y)dy.

We can even write this as
∫∫

~S
f (x,y)dxdy =

∮

∂~S

(∫
f (x,y)dx

)
dy,

a kind of iterated integral in which one of the iterates is a path integral.
To illustrate, let us compute (cf. the example on p. 357)Example

∫∫

~S
x2 dxdy

where ~S is the positively oriented triangle with vertices (0,0), (1,1), and (0,1). We

x

y

S
→

dy = 0

x = 0 x = y

have ∫∫

~S
x2 dxdy =

∮

∂~S

(∫
x2 dx

)
dy =

∮

∂~S

x3

3
dy.

The path ∂~S has three segments, but the path integral vanishes along two of them:
on the top, dy = 0; on the vertical side, x = 0. On the diagonal side, we can use x = y
as the parameter, so ∮

∂~S

x3

3
dy =

∫ 1

0

y3

3
dy =

1
12

.

Incidentally, when we convert the double integral of f (x,y) over ~S into the pathThe indeterminacy of
partial integration integral of

F(x,y) =
∫

f (x,y)dx

over ∂~S, the partial integral F(x,y) is determined only up to an additive “constant”
with respect to the integration variable x. Such a “constant” is, in fact, an arbitrary
function of y. However, this indeterminacy has no effect on the outcome. Adding an
arbitrary function of y to the partial integral x3/3 in the last example, we find

∫∫

~S
x2 dxdy =

∮

∂~S

(∫
x2 dx

)
dy =

∮

∂~S

(
x3

3
+ q(y)

)
dy =

∮

∂~S

x3

3
dy,

because Corollary 9.19 implies
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∮

∂~S
q(y)dy = 0.

We turn now to the task of extending Green’s theorem to more general oriented Green’s theorem for
more general regionsdomains ~S. Our first step in this direction is to assume that ~S no longer admits both

descriptions that we use in computing iterated integrals, but only one of them. For
example, suppose we know only that

~S :
a≤ x≤ b,

γ(x)≤ y≤ δ (x).

Then our earlier proof of the equality

∮

∂~S
Pdx =

∫∫

~S
−∂P

∂y
dxdy

still holds, but we do need a new proof of the second half of the theorem,

∮

∂~S
Qdy =

∫∫

~S

∂Q
∂x

dxdy,

because that depended on the now-absent second description of ~S.
To construct a new proof, let F be a “partial integral” of Q with respect to y:

F(x,y) =

∫
Q(x,y)dy or Fy(x,y) = Q(x,y).

Because we assume that Q has continuous first derivatives, F has continuous second
derivatives, and Qx = Fyx = Fxy. We can express the double integral of Qx in terms
of F :

∫∫

~S
Qx(x,y)dxdy =

∫ b

a

∫ δ (x)

γ(x)
Fxy(x,y)dy dx =

∫ b

a
Fx(x,y)

∣∣∣∣
δ (x)

γ(x)
dx

=
∫ b

a

(
Fx(x,δ (x))−Fx(x,γ(x))

)
dx.

We now show that the integral of Q over the path ∂~S reduces to the same expres-
sion, making separate calculations on each of the four segments ~C1, ~C2, ~C3, ~C4. On
~C1 we can use x as the parameter with y = γ(x) and a≤ x≤ b:

x

y

a b

S
→

C
→

1

C
→

2

C
→

3

C
→

4

y = δ(x)

y = γ (x)

∫

~C1

Qdy =

∫ b

a
Q(x,γ(x))γ ′(x)dx

Now consider F(x,γ(x)); because

d
dx

F(x,γ(x)) = Fx(x,γ(x))+ Fy(x,γ(x))γ ′(x) = Fx(x,γ(x))+ Q(x,γ(x))γ ′(x),
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the chain rule and the defining condition Fy = Q give us

∫ b

a
Q(x,γ(x))γ ′(x)dx =

∫ b

a

d
dx

F(x,γ(x))dx−
∫ b

a
Fx(x,γ(x))dx.

The first integral on the right equals F(b,γ(b))−F(a,γ(a)), so

∫

~C1

Qdy = F(b,γ(b))−F(a,γ(a))−
∫ b

a
Fx(x,γ(x))dx.

On ~C2, x = b and we can use y as the parameter with γ(b)≤ y≤ δ (b):

∫

~C2

Qdy =
∫ δ (b)

γ(b)
Q(b,y)dy =

∫ δ (b)

γ(b)
Fy(b,y)dy = F(b,δ (b))−F(b,γ(b)).

On ~C3, we can again take x as the parameter, but now y = δ (x) and we must
integrate with respect to x from b to a:

∫

~C3

Qdy =

∫ a

b
Q(x,δ (x))δ ′(x)dx =−

∫ b

a
Q(x,δ (x))δ ′(x)dx.

Using F(x,δ (x)) and an argument similar to the one for ~C1, we find

∫

~C3

Qdy =−F(b,δ (b))+ F(a,δ (a))+
∫ b

a
Fx(x,δ (x))dx.

On ~C4, x = a and we can again use y as the parameter, but must now integrate
from δ (a) to γ(a):

∫

~C4

Qdy =
∫ γ(a)

δ (a)
Q(a,y)dy =

∫ γ(a)

δ (a)
Fy(a,y)dy = F(a,γ(a))−F(a,δ (a)).

Therefore,
∮

∂~S
Qdy =

∫

~C1

Qdy +

∫

~C2

Qdy +

∫

~C3

Qdy +

∫

~C4

Qdy

=
∫ b

a
Fx(x,δ (x))dx−

∫ b

a
Fx(x,γ(x))dx =

∫∫

~S
Qx dxdy

when all the cancellations are taken into account. ⊓⊔
The same arguments, mutatis mutandis, allow us to prove Green’s theorem for a

region ~S when we have only the single description

~S :
c≤ y≤ d,

α(y)≤ x≤ β (y).
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Our final version of Green’s theorem uses oriented regions~S that are finite unions Green’s theorem on
more general domainsof the two kinds we have already considered. In particular, we allow the boundary

∂~S to have more than one component, although each component will still have the
orientation induced by ~S. Thus (cf. p. 355), if n is the outward-pointing unit normal
at any smooth point of ∂~S, then the orienting unit tangent t for ∂~S at that point is
chosen so that the pair {n, t} agrees with the orientation of ~S itself. We assume,
as in the figure below, that ~S is closed, bounded, and oriented, and that it can be
subdivided into a finite number of nonoverlapping closed cells ~S1, . . . ,~SN with the
same orientation as ~S. As the figure suggests, this can often be accomplished with
properly placed vertical or horizontal lines.

S
→∂S

→

∂S
→

n

t

n

t

S
→
1

S
→
2

S
→
3

S
→
4

S
→
5

S
→
6

To prove that Green’s theorem holds on~S, consider separately the double integral Combining the
double integralsand the path integral. For the double integral we have

∫∫

~S

(
Qx−Py

)
dxdy =

∫∫

~S1

(
Qx−Py

)
dxdy + · · ·+

∫∫

~SN

(
Qx−Py

)
dxdy

immediately, by Theorem 8.27, page 298.
The path integrals combine in a more interesting way. If two cells ~Si and ~S j have Combining the

path integralsa boundary segment ~C in common, then their outward normals point in opposite
directions on ~C, because~Si and~S j are on opposite sides of ~C. Therefore, the orienta-
tion of ~C as part of ∂~Si is opposite its orientation as part of ∂~S j, so the contributions
that ~C makes to ∮

∂~Si

Pdx + Qdy and
∮

∂~S j

Pdx + Qdy

exactly cancel. The only contributions that do not cancel are from those boundary
segments ~C that~Si shares with~S itself. By construction, the orientation of ~C as part of
∂~Si is the same as its orientation as part of ∂~S. Therefore, after all the cancellations
are taken into account,

∮

∂~S
Pdx + Qdy =

∮

∂~S1

Pdx + Qdy + · · ·+
∮

∂~SN

Pdx + Qdy.
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Thus, because Green’s theorem holds for each ~Si, it holds for ~S:
∫∫

~S

(
Qx−Py

)
dxdy =

∮

∂~S
Pdx + Qdy. ⊓⊔

Of course, if the orientation of ∂~S is opposite the orientation induced by the
orientation of ~S, then

∮

∂~S
Pdx + Qdy =−

∫∫

~S

(
Qx−Py

)
dxdy.

Using Green’s theorem, we now establish yet another version of the change ofChange of variables
via Green’s Theorem variables formula. As with the previous version (Theorem 9.14), this one applies to

oriented integrals. For that reason, it uses the Jacobian itself, rather than its abso-
lute value. Unlike the previous version, it does not require the map f that changes
variables to be 1–1. Therefore, because we no longer assume there is a 1–1 corre-
spondence between points of S and points of T = f(S), we cannot assume that an
orientation of S induces (cf. p. 355) an orientation of T .

Thus let S and T = f(S), and suppose~S and ~T are independently oriented regions,
with Green’s Theorem holding on each. Assume ∂~S and ∂~T are simple, piecewise-
smooth closed curves. The image f(∂~S) need not be simple; instead, we assume
only that f(∂~S)⊆ ∂~T as sets, that ∂~S and f(∂~S) have a common decomposition into
smooth oriented curves, and

f(∂~S) = k ∂~T

as oriented paths. The integer k counts the number of times f wraps ∂~S around ∂~T in
the positive direction, minus the number of times it wraps in the negative direction.
In the figure below (where the images have been separated for clarity), k = +1.

∂S
f ∂T

f(∂S)

k = +1

To compensate for the possibility that f is not 1–1, we require that it now have
continuous second derivatives.

Theorem 9.21 (Change of variables with Green’s theorem).
Suppose f(s,t) = (x(s,t),y(s,t)) has continuous second derivatives on a bounded
open set Ω in R2. Let ~S ⊂ Ω and ~T = f(~S) be closed, independently oriented sets
whose boundaries ∂~S and ∂~T are simple closed curves. Assume that Green’s theo-
rem holds for both ~S and ~T , that ∂~S and f(∂~S) have common decompositions into
smooth oriented curves, and that f(∂~S) = k ∂~T as oriented paths. Then, for any
continuous function g(x,y) on ~T,

k
∫∫

~T
g(x,y)dxdy =

∫∫

~S
g(x(s,t),y(s,t))

∂ (x,y)
∂ (s,t)

dsdt.
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Proof. Because Green’s theorem holds for the region ~T , we can write
∫∫

~T
g(x,y)dxdy =

∮

∂~T
G(x,y)dy,

where G(x,y) is some function for which Gx(x,y) = g(x,y) (i.e., a “partial integral”).
Because k ∂~T = f(∂~S), we have

k
∫∫

~T

g(x,y)dxdy = k
∮

∂ (~T)

G(x,y)dy =

∮

k ∂~T

G(x,y)dy =

∮

f(∂~S)

G(x,y)dy.

Now apply Exercise 4.37 (p. 149) to f to transform the last path integral:
∮

f(∂~S)

G(x,y)dy =
∮

∂~S

G(x(s,t),y(s,t))(ys ds+ yt dt) =
∮

∂~S

G∗ys ds+ G∗yt dt.

(Here G∗(s,t) = G(x(s,t),y(s,t)).) Applying Green’s Theorem a second time, we
transform this new path integral over ∂~S back into a double integral, but now one
over ~S: ∮

∂~S
G∗ys ds+ G∗yt dt =

∫∫

~S

(
(G∗yt)s− (G∗ys)t

)
dsdt.

The terms in the new double integral are

(G∗yt)s =
∂
∂ s

(
G(x(s,t),y(s,t)) · yt (s,t)

)
= (G∗xxs + G∗yys)yt + G∗yts

and

(G∗ys)t =
∂
∂ t

(
G(x(s,t),y(s,t)) · ys(s,t)

)
= (G∗xxt + G∗yyt)ys + G∗yst .

Therefore,
(G∗yt)s− (G∗ys)t = G∗x (xsyt − xtys)+ G∗ (yts− yst).

The second term vanishes because yts − yst = 0; this is where we need the hy-
pothesis that the map f has continuous second derivatives. Finally, because G∗x =
g(x(s,t),y(s,t)) and xsyt − xtys is the Jacobian of f, we have

∫∫

~S

(
(G∗yt)s− (G∗ys)t

)
dsdt =

∫∫

~S
g(x(s,t),y(s,t))

∂ (x,y)
∂ (s,t)

dsdt. ⊓⊔

For our first example of a noninvertible change of variables, we use the quadratic Example 1:
the quadratic mapmap f : R2→R2,

f :

{
x = s2− t2,

y = 2st,
J(s,t) =

∂ (x,y)
∂ (s,t)

=

∣∣∣∣∣
2s −2t

2t 2s

∣∣∣∣∣= 4(s2 + t2),
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that we analyzed in Chapter 4 (cf. pp. 116–121). We saw there that f squares dis-
tances from the origin and doubles polar angles. Away from the origin, J > 0 and f
is locally 1–1, by the inverse function theorem.

Let S be the unit disk in the (s,t)-plane; its image T = f(S) is the unit disk in the
(x,y)-plane. Note that S1, the upper half of S, already covers all of T , and so does
the lower half, S2. The images of the boundaries of S1 and S2 are the same; however,
in the figure below they have been separated slightly, for clarity.

s

t

S
S1

S2

f
x

y

T = f(S)
f(S1) = f(S2)

For the sake of illustration, let ~S have positive orientation and ~T negative. Then the
image of ∂~S wraps twice around ∂~T , but with the opposite orientation:

f(∂~S) =−2∂~T .

For any continuous function g(x,y) on ~T , Theorem 9.21 asserts that

−2
∫∫

~T
g(x,y)dxdy =

∫∫

~S
g(s2− t2,2st) 4(s2 + t2)dsdt.

For instance, if g(x,y)≡ 1, then the assertion reduces to

−2 area~T =−2
∫∫

~T
dxdy =

∫∫

~S
4(s2 + t2)dsdt.

To verify this, note that ~T is a negatively oriented unit disk, so area~T = −π and
the left-hand side is +2π . The right-hand side has the same value, as we can see by
making a change to polar coordinates:

∫∫

~S
4(s2 + t2)dsdt =

∫ 2π

0
dθ
∫ 1

0
4r2 r dr = 2π r4

∣∣∣∣
1

0
= 2π .

For a second instance, take g(x,y) = x2; then we must verify that

−2
∫∫

~T
x2 dxdy =

∫∫

~S
(s2− t2)2 4(s2 + t2)dsdt.

Because ~T is negatively oriented, we have
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−2
∫∫

~T
x2 dxdy = +2

∫∫

T
x2 dA = 2

∫ 2π

0

∫ 1

0
r2 cos2 θ r dr dθ

= 2
∫ 2π

0
cos2 θ dθ

∫ 1

0
r3 dr = 2 ·π · 1

4
=

π
2

.

The integral over ~S can also be evaluated by a change to polar coordinates in which
s = r cosθ , t = r sin θ . Because

(s2− t2)2 = (r2 cos2 θ − r2 sin2 θ )2 = r4 cos2 2θ ,

we find
∫∫

~S
(s2− t2)2 4(s2 + t2)dsdt =

∫ 2π

0
cos2 2θ

∫ 1

0
4r7 dr = π× 1

2
=

π
2

.

For our second example of a change of variables that transforms integrals using Example 2: a fold
Green’s theorem, we take

f :

{
x = s,

y = t2;
J(s,t) =

∂ (x,y)
∂ (s,t)

=

∣∣∣∣
1 0
0 2t

∣∣∣∣= 2t.

The Jacobian J(s,t) is positive in the upper half-plane and negative in the lower; it
changes sign on the s-axis. The map f is a fold (cf. Exercise 4.21, p. 146). It folds the
(s,t)-plane along the s-axis; points that are symmetrically placed across the s-axis
have the same image.

Let ~S be the rectangle 0≤ s ≤ 1, −1≤ t ≤ 1 with positive orientation. Where J
changes sign, split~S into two positively oriented nonoverlapping cells~S1 (t ≥ 0) and
~S2 (t ≤ 0), so that we can write ~S = ~S1 +~S2. The image T = f(S) is the unit square

s

t S
→

 = S
→

1 + S
→

2

S
→

1

S
→

2

1

1

−1

J > 0

J < 0

f

x

y

T:

1

1

f(S→1)

f(S→2)

x

y

T
→

C
→

0≤ x≤ 1, 0≤ y≤ 1; If we make ~T positively oriented, then

~T = f(~S1) =−f(~S2).

Notice that the image of the boundary, f(∂~S), is a proper subset of the boundary
of ~T ; it does not “wrap around” ∂~T . In fact, we can write f(∂~S) as ~C−~C, where ~C
goes around three sides of ~T . This implies

f(∂~S) = 0× ∂~T

as an oriented path. Therefore, by Theorem 9.21,
∫∫

~S
g(s,t2)2t dsdt = 0 ×

∫∫

~T
g(x,y)dxdy = 0

for any continuous function g(x,y) defined on the unit square ~T .
To see, from another perspective, why the integral of any function of the form

G(s,t) = 2t g(s,t2) over ~S must automatically equal zero, we note two things. First,
G(s,t) is an odd function of t (i.e., G(s,−t) = −G(s,t)). Second, the region ~S is
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symmetric across the s-axis: the point (s,t) is ~S if and only if (s,−t) is. Therefore,
if we write ∫∫

~S
g(s,t2)2t dsdt =

∫ 1

0
ds
∫ 1

−1
G(s,t)dt,

then we see that we must integrate an odd function of t over a t-interval that is sym-
metric about the origin. The value of such an integral is always zero (Exercise 9.26).

Our third example again uses the fold map, but applies it to a region on which theExample 3:
folding a
different region

boundary condition of Theorem 9.21 fails. The region is the parallelogram S shown
below. Because parts of f(∂S) lie in the interior of T , f(∂S) * ∂T . Therefore, no
matter how ~S and ~T are oriented, no integer k can be found for which

f(∂~S) = k ∂~T .

s

t
S
→

−1
1

−1

1

f

x

y

−1 1

1T
→ = f(S→)

f(∂S
→)

Our fourth example is the mapExample 4: a pleat

f :

{
x = s,

y = t3− 1
3 st;

J(s,t) =
∂ (x,y)
∂ (s,t)

=

∣∣∣∣∣
1 0

− 1
3 t 3t2− 1

3 s

∣∣∣∣∣= 3t2− 1
3 s.

For reasons that soon become clear, this is called a pleat. Let ~S be the positively
oriented rectangle −1 ≤ s ≤ 2, −1 ≤ t ≤ 1. Note that f preserves vertical lines,
because x = c when s = c. Horizontal lines are not preserved, but each is mapped
to some straight line. Specifically, the horizontal line t = k is mapped to the line
y = k3−kx/3 (using s = x) with slope−k/3 and y-intercept k3. Therefore, the image
of ~S is the trapezoid

~T :
−1≤ x≤ 2,

1
3 x−1≤ y≤− 1

3 x + 1

that we define to be positively oriented. In that case, f(∂~S) = +1× ∂~T .

s

tS
→

∂S
→

f
s

t

x

y

T
→

f(∂S
→) = +1⋅∂T

→
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Let us compute the area of the trapezoid ~T first using a double integral provided Area given by
a double integralby the change of variables formula, and then by elementary geometry. The integral

gives

area~T = +1×
∫∫

~T
dxdy =

∫∫

~S

(
3t2− 1

3 s
)

dsdt

=

∫ 2

−1

∫ 1

−1

(
3t2− 1

3 s
)

dt ds =

∫ 2

−1
t3− 1

3 st

∣∣∣∣
1

−1
ds

=
∫ 2

−1

(
2− 2

3 s
)

ds = 2s− 1
3 s2
∣∣∣∣
2

−1
= 4− 4

3 −
(
−2− 1

3

)
= 5.

As a figure in elementary geometry, ~T has “height” H = 3 and “bases” B1 = 2 2
3 ,

B2 = 2
3 ; therefore, we find once again that

area~T = H

(
B1 + B2

2

)
= 5.

The map f has subtleties that, among other things, make the validity of the trans- f makes a pleat
formation of integrals more surprising than we might at first imagine. The family of
horizontal lines in the figure below shows clearly that f makes a “pleat” in the tar-
get. The pleat is made up of two folds that come together at the origin of the target.
Inside the pleat, each target point is the image of three points in the source; outside,
only one.

s

t

P

t = k

f
x

y

f(P) y = k3 − kx/3

f(∂P)

∂(f(P))

To make the pleating more apparent, we have sheared the rectangle into a parallelo-
gram P. This makes the image of the right edge of P follow a cubic curve that shows
how the pleat is folded. As a result, f(∂P) * ∂ (f(P)): part of that cubic curve lies
in the interior of f(P), and the image of part of the interior of P lies on ∂ (f(P)).
Although the boundary condition of Theorem 9.21 holds on S, it does not hold on P,
even though the shear that changes S into P can be as slight as we wish.

The source is folded to make the pleat. Given any point in the source near that The fold locus
and its imagefold, there is another point (on the other side of the fold) that has the same image.

In other words, f is never locally 1–1 at a fold point. But, by the inverse function
theorem, f is locally 1–1 near any point (s,t) where J(s,t) 6= 0. Therefore, the fold
points of f must occur where J = 0, on the parabola s = 9t2. The pleat is the image
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of this parabola; that is, the pleat is the set of points f(9t2,t). It therefore has the
parametric equations

x = 9t2,

y = t3− 1
3 9t3 =−2t3.

s

t

S
→

J > 0
J = 0

J < 0 f
x

y

T
→

The pleat makes a cusp at the origin. We can see this afresh by setting t = 3
√

y/−2,
so that

x = 9
(

3
√

y/−2
)2

= 9
3√4

y2/3.

This is a function whose graph is a cusp.
As we have seen, f is a threefold cover of the inside of the cusp. It would appear

that calculating the area of the trapezoid f(S) by integrating over S would count the
area inside the cusp three times, instead of just once. But note that f reverses the
orientation of one of the three “sheets” that cover the inside of the cusp (namely, the
inside of the parabola). Let us now see how this leads to the correct outcome.

s

t

S
→

S
→

1

S
→

2

S
→

3

S
→

4

t = √s/3
f

x

y
T
→

f(S
→

2)

We partition S into the four nonoverlapping, positively oriented regions shown
above, so that~S =~S1 +~S2+~S3+~S4. On each region, f is 1–1. The change of variables
formula implies that the area of ~T is

∫∫

~S
J dsdt =

∫∫

~S1

J dsdt +

∫∫

~S2

J dsdt +

∫∫

~S3

J dsdt +

∫∫

~S4

J dsdt,

where J = 3t2− 1
3 s in every case. The value of the first integral on the right is 2 1

3 ,
the area of the trapezoid f(~S1). For the second integral, we have
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∫∫

~S2

(
3t2− 1

3 s
)

dsdt =
∫ 2

0

∫ 1

√
s/3

(
3t2− 1

3 s
)

dt ds

=

∫ 2

0
t3− 1

3 st

∣∣∣∣
1

√
s/3

ds =

∫ 2

0

(
1− 1

3 s+ 2
27 s3/2)ds

= s− 1
6 s2 + 2·2

27·5 s5/2
∣∣∣∣
2

0
= 2− 4

6 + 16
√

2
135 = 4

3 + 16
√

2
135 .

The part of f(~S2) that lies in the first quadrant is a trapezoid whose area is 4/3;
the remaining part, the curvilinear triangle in the fourth quadrant, must therefore
account for the remaining area, namely 16

√
2/135≈ 0.17. By symmetry, the fourth

x

y

f(S
→

2)

area = 4
3

area = 16 √2
135

integral has the same value, and breaks down in the same way:
∫∫

~S4

(
3t2− 1

3 s
)

dsdt = 4
3 + 16

√
2

135 .

We see that f(~S1) and the trapezoidal parts of f(~S2) and f(~S4) already completely
cover ~T , and their total area is 2 1

3 + 2 · 4
3 = 5, the area of ~T . The integrals over ~S2

and ~S4 therefore produce an excess of +32
√

2/135. With this in mind, consider the
third integral:

∫∫

~S3

(
3t2− 1

3 s
)

dsdt =

∫ 2

0

∫ √s/3

−√s/3

(
3t2− 1

3 s
)

dt ds

=

∫ 2

0
t3− 1

3 st

∣∣∣∣

√
s/3

−√s/3
ds =

∫ 2

0
− 4

27 s3/2 ds =− 8
135 25/2

=− 32
√

2
135 .

This is negative and exactly cancels the excess contributions made by ~S2 and ~S4.
The sum of the four oriented integrals is 5.

Notice that although f(∂~S) = ∂~T as sets and as oriented paths in Example 4, f is f need not be 1–1
not a 1–1 map of ∂~S to ∂~T : the image of ∂S “doubles back” on itself briefly inside
the cusp. However, all we need (for the proof of the change of variables theorem to
hold) is that f(∂~S) make a single traversal of ~T in the sense induced by ~T , because
then ∮

f(∂~S)

P(x,y)dx + Q(x,y)dy =
∮

∂~T

P(x,y)dx + Q(x,y)dy

for any continuous integrands P(x,y) and Q(x,y).



378 9 Evaluating Double Integrals

Exercises

9.1. Use the pullback substitution y =
√

x2 + a2 tanθ (here y is a function of θ ;
x is fixed) to show that

∫ R

0

dy

(x2 + y2 + a2)3/2
=

R

(x2 + a2)(x2 + R2 + a2)1/2
.

9.2. Show that
1√

1 +(a/2R)2
= 1 + O

(
(a/R)2) as a/R→ 0

and then provide the details to show that

R2

a
√

2R2 + a2
=

R

a
√

2
+ O(a/R) as a/R→ 0.

9.3. Determine the value of each of the following iterated integrals. (Note the dif-
ferent orders “dydx” and “dxdy”. Which integrals are equal and which are
not? Is that what you expect?

a.
∫ 3

0

∫ 5

1
(x2 + xy3)dydx =

∫ 3

0

(∫ 5

1
(x2 + xy3)dy

)
dx

b.
∫ 5

1

∫ 3

0
(x2 + xy3)dxdy

c.
∫ 3

0

∫ 5

1
(x2 + xy3)dxdy

d.
∫ 5

1

∫ 3

0
(x2 + xy3)dydx

9.4. Evaluate:

a.
∫ 1

−1

∫ 2y+1

y−5
xydxdy

b.
∫ 4

0

∫ √x

x/2
(y3 + x2y)dydx

c.
∫ 1

0

∫ √x

x2
1dydx

d.
∫ 1

0

∫ √y

y2
dxdy

9.5. Sketch, in the (x,y)-plane, the domain of integration of each of integrals in
Exercises 9.3 and 9.4.

9.6. Sketch each of the following regions in the (x,y)-plane and then describe it in
the form

a≤ x≤ b, γ(x)≤ y≤ δ (x).

a. The unit circle (the circle of radius 1 centered at the origin).
b. The circle of radius 3 centered at (5,−1).
c. The circle of radius R centered at (p,q).
d. The bounded region that lies between the graphs of y = x2 and y = 4.
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e. The bounded region in the first quadrant that lies between the graphs y = x2

and x = y2.
f. The triangle with vertices at (0,0), (5,5), and (0,5).
g. The diamond-shaped (or lozenge-shaped) region whose vertices are at the

points (1,0), (0,1), (−1,0), and (0,−1).
h. The region shown shaded in the margin. Write P as (p,q); you need not

x

y

P

y = 4 − x2

x = y2determine the values of p or q.

9.7. Describe each of the following regions in the form

c≤ y≤ d, α(y)≤ x≤ β (y).

a. The circle of radius R centered at (x,y) = (p,q).
b. The bounded region that lies between the graphs of y = x2 and x = y2.
c. The triangle with vertices at (0,0), (5,5), and (0,5).
d. The triangle with vertices at (0,0), (5,5), and (5,0).
e. The region where 0≤ x≤ 2, 0≤ y≤ x. Sketch this!
f. The region where 0≤ x≤ 2, x3 ≤ y≤ 10− x.

9.8. Reverse the order of integration in the following integral:

∫ 2

0

∫ 10−x

x3
f (x,y)dydx.

That is, rewrite it an iterated integral with the integration done first with re-
spect to x, and then with respect to y (i.e., “dx dy” instead of “dy dx”).

9.9. By reversing the order of integration, show that

∫ 1

0

∫ 1

y
ex2

dxdy =
e−1

2
.

What happens when you try to determine the integral directly, without revers-
ing the order of integration?

9.10. In each of the following, reverse the order of integration and then calculate
the new integral.

a.
∫ 2

0

∫ √4−x2

−
√

4−x2
dydx

b.
∫ 1

0

∫ √x

x2
dydx

c.
∫ 1

0

∫ 3√x

x
y2 dydx

d.
∫ 4

0

∫ √x

x/2
(y3 + x2y)dydx

9.11. Evaluate the given double integral using iterated integrals.

a.
∫∫

R
(x2 + xy3) dA, R: rectangle with vertices (0,1), (3,1), (3,5), (0,5)
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b.
∫∫

D
xy dA, D: bounded region between the graphs y = x2 and x = y2

c.
∫∫

−1≤x≤1
0≤y≤3

y2 dA d.
∫∫

0≤y≤2
y≤x≤4−y

x dA

e.
∫∫

K
x dA, K : disk of radius 2 centered at (0,0)

f.
∫∫

K
x dA, K : disk of radius r centered at (p,q)

g.
∫∫

T
xy dA, T : triangle with vertices (0,0), (4,4), (0,4)

9.12. Express, as a double integral, the volume of the solid bounded by the planes
x = 0, y = 0, z = 0, and x+y+z= 4. Then determine the volume by evaluating
the integral.

9.13. The double integral
∫∫

(x−p)2+(y−q)2≤R2

H dA, H constant,

is the volume of a familiar solid shape. Describe the shape quite precisely and
use that knowledge (rather than an iterated integral) to determine the value of
the integral.

9.14. The double integral ∫∫

x2+y2≤R2

√
R2− x2− y2 dA

is the volume of a familiar solid shape. What is the shape? Use that knowledge
(rather that an iterated integral) to determine the value of the integral.

9.15. Show that ∫∫

D

∂ 2 f
∂x∂y

dA = f (P)− f (Q)+ f (R)− f (S),

where P = (a,c), Q = (b,c), R = (b,d), and S = (a,d) are the vertices of the
rectangle D.x

y

a b

c

d

P Q

RS

D

9.16. In Exercise 9.15, take f (x,y) = xy and a = c = 0. Then show, using separate
observations or arguments, that the expression f (P)− f (Q) + f (R)− f (S)
and the double integral both equal the area of D.

9.17. The volume of the “ravioli” z = sinxsin y shown in the margin isz = sin(x) sin(y)

∫ π

0

∫ π

0
sinxsin y dydx.

Evaluate this integral using the result in Exercise 9.15. What is f (x,y) in this
case?
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9.18. a. What is the mean, or average, value z (cf. Definition 3.1, p. 75) of the
function ax + by + c on the circle x2 + y2 ≤ R2. Does the value depend on
the coefficients a or b?

b. The double integral ∫∫

x2+y2≤R2

(ax + by + c) dA

is the volume of a certain solid shape. Describe the shape and make a
general sketch (take c > R > 0). Determine the volume directly from your
knowledge of z, without calculating the integral again.

c. Without calculating the following integral, explain why
∫∫

x2+y2≤R2

(ax + by) dA = 0,

for R > 0 and for any a and b.

9.19. a. (This concerns a function of a single variable, and it appears here to pro-
vide a comparison with the result of the previous exercise.) What is the
average value y of y = mx + b on the interval−R≤ x≤ R?

b. Does y depend on m? Draw a graph of y = mx + b that explains your an-
swer. (To make a concrete graph, try m = 1/2 and b = 3.)

c. Your work on this and the previous exercise should now allow you to make
a general statement about the average value of a linear function (of either
one or two variables) on a domain that is symmetric with respect to the
origin. What is the statement?

9.20. a. Show that the average value z of z =
√

R2− x2− y2 on the disk x2 +y2≤R2

is 2R/3.

b. Sketch the graph of z =
√

R2− x2− y2 and describe it in words.
c. On the same axes, sketch the horizontal plane z = z. This defines a cylinder

over the disk x2 + y2 ≤ R2 and the volume of this cylinder should equal
the volume of the solid z ≤

√
R2− x2− y2 over the same disk. Why? Do

the volumes appear equal, or nearly so, in your sketch? (This fact was
discovered by the Greek mathematician Archimedes (c. 287–212 B.C.E.);
it implies that the volume of a ball of radius R is 4πR3/3.)

9.21. (Here is another single-variable problem that is provides a comparison with
an analogous result for a function of two variables.)

a. Show that the average value y of y =
√

R2− x2 on the line −R≤ x ≤ R is
πR/4.

b. Sketch the graph of y =
√

R2− x2 and describe it in words. On the same
plane sketch the graph y = y.
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c. According to the definition of y, the area of the rectangle under the hori-
zontal line y = y should equal the area under the graph of y =

√
R2− x2;

why? Does your graph show this?

9.22. a. Show that
∫∫

ε2≤x2+y2≤1

ln
√

x2 + y2 dA =−π(1− ε2 + 2ε2 lnε)/2.

b. Show the improper integral
∫∫

x2+y2≤1

ln
√

x2 + y2 dA converges to −π/2.

9.23. Use the pullback x = coss to show
∫ 1

1/2

dx√
x2− x4

= ln(2 +
√

3).

9.24. The aim here is analyze the focal points of the hyperbola x2/a2− y2/b2 = 1
and the ellipse x2/a2 + y2/b2 = 1.

a. By definition, a hyperbola is the locus of points for which the difference of
the distances to two fixed points (its focal points) is a constant. Show that
the focal points of the hyperbola are p± = (±

√
a2 + b2,0) in the following

way: Parametrize the part of the hyperbola for which x > 0 as x = (x,y) =
(acosht,bsinht), and set D±= ‖x−p±‖. Show by direct computation that
D± =

√
a2 + b2 cosht∓a and thus that D−−D+ = 2a.

b. Conclude that the hyperbolas x2/sin2 s− y2/cos2 s = 1 (with s arbitrary)
are confocal with focal points (±1,0).

c. By definition, an ellipse is the locus of points for which the sum of the
distances to the two focal points is a constant. Show that, when a > b > 0,
the focal points of the ellipse are p± = (±

√
a2−b2,0). Adapt the aproach

you took for the hyperbola.
d. Conclude that the ellipses x2/cosh2 s + y2/sinh2 s = 1 (with s arbitrary)

are confocal with focal points (±1,0).

9.25. Use cos2 s+ sinh2 t = 1
2(cos2s+ cosh2t) (for example) to compute

∫ b

a

∫ d

c
(cos2 s+ sinh2 t)dsdt.

9.26. Suppose f (t) is an odd function ( f (−t) = − f (t)) that is integrable on the
interval−a≤ t ≤ a. Use the change of variable t =−s to show

∫ 0

−a
f (t)dt =

∫ 0

a
f (s)ds and hence

∫ a

−a
f (t)dt = 0.

9.27. The aim is to show that the map ϕϕϕ−1 is invertible on the half plane y >−1/2,
where

ϕϕϕ−1 :

{
s = 1 + x + y2,

t = x− y.
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a. Show that the image of the line y = a under ϕϕϕ−1 is the line t = s+b, where
b = −1− a− a2. Show that, for any two values of a < −1/2, the image
lines are different.

b. Show that ϕϕϕ−1 is 1–1 on each line y = a. Conclude ϕϕϕ−1 is 1–1 on the entire
half plane y >−1/2.

9.28. Show that
∫∫∫

s(D)
f (x,y,z)dxdydz =

∫∫∫

D
f (ρ cosθ cosϕ ,ρ sinθ cosϕ , ρ sinϕ)ρ2 cosϕ dρ dθ dϕ

is the change of variables formula for triple integrals under the spherical co-
ordinate map s (Exercise 5.10, p. 178).

9.29. Determine the change of variables formula for fourfold integrals under the
map σ (Exercise 5.25, p. 183) that is the analogue in R4 of the spherical
coordinate change in R3.

9.30. Compute both the path integral and the double integral of Green’s theorem
for P = xy, Q = y, and R the unit square in the (x,y)-plane.

9.31. a. Use the result of Exercise 9.18.c to show that
∮

x2+y2=R2

f (x)dx +(ax2 + bxy + cy2)dy = 0

for any function f (x) and any values of a, b, and c.
b. Use the same idea to explain why

∮

x2+y2=R2

f (x)dx +(ax2 + bxy + cy2 + αx + β y + γ)dy = απR2,

when x2 + y2 = R2 has positive orientation and f (x), a, b, c, α , β , and γ
are arbitrary.

9.32. Use Green’s theorem to evaluate each of the following path integrals.

a.
∮

C
5ydx + 2xdy, C: triangle with vertices (1,5), (9,2), (8,8).

b.
∮

~C
(x2− x3)dx +(x3 + y2)dy, ~C: counterclockwise unit circle.

c.
∮

~C
yex dx+xey dy, ~C: rectangle with vertices (−1,1), (7,1), (7,5), (−1,5).

9.33. Show that path integral
∮

∂~R
xdy equals the area of the oriented region ~R.
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9.34. Show that the path integrals
∮

∂~R
−ydx and 1

2

∮

∂~R
xdy− ydx both also equal

the area of ~R.

9.35. Let ~D be the elliptical “disk” x2/a2 + y2/b2 ≤ 1 with positive orientation.

a. Sketch ~D when a = 5, b = 3.
b. Find parametric equations x = x(t), y = y(t) for the boundary ellipse ∂~D.

c. Use
∮

∂~D
xdy and the parametrizations of ∂~D to show that areaD = πab.

Note that if b = a then ~D is a circular disk with radius a = b and area πa2.

9.36. Suppose that H(x,y) is a harmonic function; that is, H satisfies the Laplace
equation:

∂ 2H
∂x2 +

∂ 2H
∂y2 = 0.

Show that
∮

~C

∂H
∂y

dx− ∂H
∂x

dy = 0 for any closed curve ~C.

9.37. Show that, under the maps

q :

{
x = s3−3st2,

y = 3s2t− t3,
s :

{
x = s4−6s2t2 + t4,

y = 4s3t−4st3,

the positively oriented unit disk ~S covers the positively oriented unit disk ~D
three and four times, respectively, and the analogous integrals

∫∫

~S
Jq(s,t)dsdt and

∫∫

~S
Js(s,t)dsdt

(where Jq and Js are the Jacobians of q and s) have the values 3π and 4π .

9.38. Let g : R
2 → R2 : (x,y)→ (u,v) be the quadratic map (p. 340), and let the

arrowhead A = g(S) be the image of the square S: 0.2≤ x≤ 1, 0.2≤ y≤ 1.

a. Sketch A in the (u,v)-plane.
b. Show that ∂ (x,y)/∂ (u,v) = 1/4

√
u2 + v2.

c. Determine areaA =

∫∫

A
dudv =

∫∫

S
4(x2 +y2)dxdy = 3968/1875; cf. Ex-

ercise 8.3, p. 313.

d. Show that
∫∫

A

dudv√
u+v2

=

∫∫

S
4 dxdy = 4areaS = 2.56.

e. Determine the moments (cf. Exercise 8.22, p. 316) of the arrowhead
around the v- and u-axes:

∫∫

A
u dudv,

∫∫

A
v dudv.
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f. Determine
∫∫

A

dudv
v

and
∫∫

A

dudv
u2 + v2 .

9.39. Let D be the quarter-disk 0 ≤ x2 + y2 ≤ 1, 0 ≤ x, 0 ≤ y in the first quadrant,
and let g be the quadratic map from the previous exercise. Determine

areag(D) =

∫∫

g(D)
dudv and also

∫∫

g(D)

√
u2 + v2 dudv.

The next four exercises are intended to explore the question: How ‘infinite’ is 1/r at
the origin in various dimensions? That is, although 1/r is infinite, its integral may
or may not be, depending on the dimension of the space in which the calculation
is done. The following exercise asks you to explore the same question for 1/r2 and
then to compare your two sets of results.

9.40. Let B1 be the interval [−1,1] on the x-axis. Let r =
√

x2 = |x|. Show that

∫

B1

1
r

dx =

∫ 1

−1

1
|x| dx = 2

∫ 1

0

1
x

dx = ∞.

(Think of B1 as the “unit ball” in one dimension.)

9.41. Let B2 be the unit disk in the (x,y)-plane: r2 = x2 + y2 ≤ 1. (Think of B2 as
the “unit ball” in two dimensions.) Is

∫∫

B2

1
r

dxdy

finite or infinite? Did you make a coordinate change to calculate the integral?

9.42. Let B3 be the unit ball in (x,y,z)space: r2 = x2 + y2 + z2 ≤ 1. Use an appro-
priate change of variables to determine whether

∫∫∫

B3

1
r

dxdydz

is finite or infinite. Make a conjecture about the integral of 1/r over the unit
ball in R

n.

9.43. Integrate 1/r2 over the unit ball in Rn, n = 1,2,3.

a. How does the finiteness of the integral of 1/r2 depend on n?
b. In each dimension, how does the integral of 1/r compare to the integral of

1/r2? Is there some sense in which 1/r is either “more infinite” or “less
infinite” than 1/r2 at the origin?

9.44. Determine ∫∫∫

x2+y2+z2≤1

1
1 + x2 + y2 + z2 dxdydz.
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Suggestion: Show that
A

1 + A
= 1− 1

1 + A
, and then use this fact.

9.45. a. Determine ∫∫∫

R2≤x2+y2+z2≤(R+∆R)2

dxdydz,

where R > 0 is fixed and ∆R≪ R is small. (The domain here is called a
“thin shell”.)

b. Show that the integral, which is the volume of the thin shell, equals
4πR2∆R + O(∆R2).

9.46. Determine ∫∫∫

R2≤x2+y2+z2≤(R+∆R)2

1
x2 + y2 + z2 dxdydz, ∆R≪ R.



Chapter 10

Surface Integrals

Abstract We turn now to integrals over curved surfaces in space. They are analo-
gous, in several ways, to integrals over curved paths. Both arise in scientific prob-
lems as ways to express the product of quantities that vary. The first surface integral
we consider measures flux, the amount of fluid flowing through a surface. The in-
tegrand of a surface integral, like a path integral, can be either a scalar or a vector
function: flux is the integral of a vector function, whereas area—another surface
integral—is the integral of a scalar. Also, orientation matters, at least when the inte-
grand is a vector function.

10.1 Measuring flux

How much fluid will pass through a plane region S in space? If fluid moves with
constant velocity v, then during a time interval ∆t it will fill out an oblique cylinder
with base S and generator v∆t. The volume of that cylinder is the product of the
area of its base with the height h perpendicular to that base. Now h equals the length
of the projection of the generator on n, the unit normal to S in the direction of flow:

S v

h = v∆t ·n. Therefore, if we denote the area of S by ∆A, then the volume of fluid is

volume = v ·n∆A∆t.

To determine the amount of fluid—that is, its mass—we just need to factor in its

S

h
n v

v∆t

mass density ρ :
mass = ρv ·n∆A∆t.

The vector quantity V = ρv is called the flux density (or flow density) of the fluid. Flux density
and total fluxFlux density is a rate; when ρ is measured in kilograms per cubic meter and velocity

in meters per second, flux density is measured in kilograms per square meter per
second. Its magnitude is the mass of fluid, in kilograms, that flows perpendicularly
through a unit area in unit time. The mass of fluid that crosses the region S in unit
time is called the total flux (or total flow) through SSS; it is the product
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total flux = V ·n∆A kilograms per second.

In general, we allow flux density to vary continuously from point to point, but re-
quire it to be constant in time at any given point: V = V(x,y,z). Physically, V is
called a steady flow; mathematically, it is a continuous vector field on (a portion
of) R3. We usually call V a flow field.

Our expression for total flux does not yet tell us from which side the fluidFrom which side does
the fluid cross S? crosses S. However, if we fix one of the two unit normals n in advance—that is,

before we consider any given fluid flow—

S

n

⋅ n > 0

S

n

⋅ n < 0

then total flux V ·n∆A becomes a signed quantity whose value is negative precisely
when the fluid crosses S in the direction opposite n.

Assigning a unit normal to a plane region S in space is equivalent to orienting it.Normals and
orientation To make the connection, we must first explain what it means to orient S in space.

Essentially, it is the same as orienting it in the plane (p. 353): assign to each point
p of S an ordered pair {v1(p),v2(p)} of linearly independent vectors that vary con-
tinuously with p. The vectors are now in R3, of course, but we constrain them to
be tangent to S at the point p. Following earlier practice, we let ~S denote S with an
orientation.

x
y

z
S
→

∂S
→

p

qv1

v2

v1
v2

n

n

Next, we must make the connection between orienting S and choosing a unitOrientation determines
the normal normal for it. Suppose the ordered pair {v1(p),v2(p)} orients~S at p. Then, as in the

figure above, we choose

n(p) =
v1(p)×v2(p)

‖v1(p)×v2(p)‖

to be the unit normal to ~S at p. On any pathwise-connected component of ~S, both
n(p) and the orientation of ~S are constant (Theorem 9.12, p. 354).

If we think of orientation as defining a “sense of rotation” on ~S (cf. p. 353), then,
from the side of ~S on which n lies, that rotation is counterclockwise. This assumes
that the coordinate frame in R3 is right-handed, for then the sense of rotation in the
(x,y)-plane, as viewed from the positive z-axis, is counterclockwise.

It is equally straightforward to connect the choice of a unit normal to the choiceThe normal determines
the orientation of an orientation. Once the unit normal n for S is given, choose any two linearly
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independent vectors v1 and v2 that are perpendicular to n and such that

{v1,v2,n} or, equivalently {n,v1,v2},

is a positively oriented triple of vectors in R
3. Then v1 and v2 are everywhere tangent

to S, so we can orient ~S by assigning vi(p) = vi, i = 1,2, at every point p in ~S where
n is the orienting normal.

The figure above also indicates that the orientation of ~S induces an orientation Induced orientation
on the boundaryof ∂~S, just as in R2. When we view ~S from the side toward which the orienting

normal n points, then ~S lies on the left as ∂~S is traversed in the positive direction.

Definition 10.1 Let a fluid have constant flux density V, and let ~S be a plane region
in space that has finite area ∆A and orientation given by the unit normal n. The total
flux of the fluid through~SSS in unit time is

Φ = V ·n∆A.

This formula has important special cases. Let V = (X ,Y,Z), and suppose ~S = ~Sx Regions parallel to the
coordinate planeslies in the plane x = α , has area ∆A = ∆Ax, and is oriented by the positive x-axis:

n = (1,0,0). Then total flux through ~Sx is

Φ = Φx = (X ,Y,Z) · (1,0,0)∆Ax = X ∆Ax.

x

y

z

X

Y

Z

x

y

z

x = α

y = β

z = γ

S
→
x

S
→
y

S
→
z

x

y

z

Here total flux depends only on the component X of the flow field V that is perpen-
dicular to the plane x = α; the other two components, Y and Z, in directions parallel
to that plane, have no effect. In other words, V and Vx = (X ,0,0) have the same
total flux through ~Sx. For a region ~Sy in the plane y = β or ~Sz in z = γ , we find,
respectively,

Φy = Y ∆Ay, Φz = Z ∆Az.

The figure above also shows how a region parallel to each coordinate plane is
oriented when the remaining positive axis is used as the defining normal (and the
three axes together have their usual right-hand orientation):
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Plane Normal Order of Axes
(y,z) x-axis y→ z
(x,z) y-axis z→ x
(y,z) z-axis y→ z

In two cases, the plane is oriented by its axes in alphabetical order, but in the third,x y

z

by the opposite order. As the figure in the margin shows, the correct order is the
cyclic one · · · → x→ y→ z→ x→ ··· that the three coordinate axes have when
they are viewed from the positive orthant (i.e., from the region where x > 0, y > 0,
and z > 0).

If ~S is the oriented parallelogram p∧q, then its orienting unit normal isTotal flux through
a parallelogram

n =
p×q
‖p×q‖

(if p×q 6= 0) and its area is ∆A = ‖p×q‖. Therefore, n∆A = p×q, and total flux
through p∧q takes the simple form

Φ = V ·p×q = p×q ·V,

the scalar triple product of p, q, and V (cf. p. 43). To compute n, we need p×q 6= 0;
however, if p×q = 0, then ∆A = 0 and Φ = 0, so the formula Φ = V ·p×q is still
valid. If

V = (X ,Y,Z), p = (p1, p2, p3), q = (q1,q2,q3),

then (e.g., from the proof of Theorem 2.11, p. 43), we have

p×q =

(∣∣∣∣
p2 p3

q2 q3

∣∣∣∣ ,
∣∣∣∣
p3 p1

q3 q1

∣∣∣∣ ,
∣∣∣∣
p1 p2

q1 q2

∣∣∣∣
)

,

Φ = X

∣∣∣∣
p2 p3
q2 q3

∣∣∣∣+Y

∣∣∣∣
p3 p1
q3 q1

∣∣∣∣+ Z

∣∣∣∣
p1 p2
q1 q2

∣∣∣∣ .

Suppose we project~S onto each of the coordinate planes x = 0, y = 0, and z = 0;Components of
total flux the images are parallelograms ~Sx, ~Sy, and ~Sz, respectively, whose areas are the 2×2

determinants that appear as the components of the vector p×q (see p. 44):

∆Ax =

∣∣∣∣
p2 p3

q2 q3

∣∣∣∣ , ∆Ay =

∣∣∣∣
p3 p1

q3 q1

∣∣∣∣ , ∆Az =

∣∣∣∣
p1 p2

q1 q2

∣∣∣∣ .

Each of these is the signed area of an oriented parallelogram whose orientation is
determined by the coordinate plane in which it lies. From the discussion above, we
know that the value of the total flux through each of ~Sx, ~Sy, and ~Sz can be written as

Φx = X ∆Ax, Φy = Y ∆Ay, Φz = Z ∆Az.

These are the components of total flux through~SSS: Φ = Φx + Φy + Φz.
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An example helps clarify these ideas. To simplify the picture as much as possible, Example: flow through
a tetrahedronwe work with triangles instead of parallelograms. Let ~T be the triangle spanned by

a pair of vectors p and q and oriented by p×q. In the figure below,

p = (−6,0,−2), q = (−6,4,0), and V = (−1,1,3);

p and q are placed so that each edge of ~T lies in one of the coordinate planes.
Consequently, ~T and its projections ~Tx, ~Ty, and ~Tz form a tetrahedron. We have

p×q =

(∣∣∣∣
0 −2
4 0

∣∣∣∣ ,
∣∣∣∣
−2 −6
0 −6

∣∣∣∣ ,
∣∣∣∣
−6 0
−6 4

∣∣∣∣
)

= (8,12,−24) = 4(2,3,−6),

x

y

z

p

q

n
T
→ x

y

z

x

y

z

T
→

x

T
→

y

T
→

z

x

z

The triangle ~T has half the area of the parallelogram p∧q; therefore total flux
through ~T is

Φ = 1
2 V ·p×q = 1

2 (−8 + 12−72)=−34.

Notice that, in the figure, the boundary of ~T has clockwise, or negative, orientation
as we view it from the side on which V lies. This confirms that Φ must be negative.
Furthermore, ‖p×q‖= 28, so

n = 1
7 (2,3,−6) and ∆A = areaT = ‖p×q‖/2 = 14.

We can read off the signed areas of ~Tx, ~Ty, and ~Tz as one-half of the corresponding
component of p×q:

∆Ax = 4, ∆Ay = 6, ∆Az =−12.

The signs here confirm our direct observations: the boundaries of ~Tx and ~Ty have
positive (counterclockwise) orientation with respect to the positive x- and y-axes,
but ~Tz has negative (clockwise) orientation with respect to the positive z-axis. The
total flux through each of these faces is

Φx =−1×∆Ax =−4, Φy = +1×∆Ay = +6, Φz = +3×∆Az =−36.

Of the three faces, total flux is positive only through ~Ty, because only on that face
does the component of V (shown in outline in the figure, lying inside the tetra-
hedron) point in the same direction as the orienting normal. Finally, because flux
density V is constant, no fluid accumulates in the tetrahedron: the fluid that flows
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through the one face ~T must equal the total that flows through the other three that
have the same boundary as ~T :

Φ = Φx + Φy + Φz.

Now suppose that the oriented surface ~S is curved rather than flat. To be definite,Flux through a
curved surface let ~S be a parametrized surface patch. Thus we begin with a continuously differen-

tiable 1–1 immersion f : Ω→ R3, where Ω is an open set in R2. The condition that
f be an immersion means (Definition 6.8, p. 212) that the derivative df(a,b) is itself
1–1 (or, in this case, has maximal rank 2) for every (a,b) in Ω. This guarantees that
the image of f is fully 2-dimensional everywhere; see the discussion on page 128.

Let ~U be a closed, bounded, and positively oriented subset of Ω that has area.
Because f is a 1–1 immersion, the orientation on ~U will induce an orientation on its
image f(~U), exactly as on page 355.

u

v

U
→

Ω

p e1

e2

f

x

z
f(Ω)

S
→
 = f(U

→
)

dfp(e2)
dfp(e1)

Theorem 10.1. If the vectors {v1(p),v2(p)} determine the orientation of ~U, thenInduced orientation
their images

{dfp(v1(p)),dfp(v2(p))}

determine an orientation of f(~U) that is called the induced orientation.

Proof. First of all, the image vectors are tangent to f(~U) at f(p). Second, they vary
continuously with the point f(p) because vi(p) vary continuously with p, and f is
continuously differentiable. Third, they are linearly independent because f is an im-
mersion at p. ⊓⊔

Definition 10.2 We say~SSS is an oriented surface patch if ~S = f(~U), where the mapOriented surface patch
f : Ω→ R

3 is a continuously differentiable 1–1 immersion on an open set Ω in R
2,

~U ⊂Ω is a closed, bounded, positively oriented set with area, and~S has the induced
orientation.

By the discussion on pages 388–389, we can always replace an ordered pair
{df(a,b)(v1),df(a,b)(v2)} of tangent vectors by the normal

df(a,b)(v1)×df(a,b)(v2),
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to orient ~S at the point (a,b). Let us orient ~U in R2 using just the standard basis
vectors, by assigning the pair {e1,e2} to every point p (as in the figure above). Then
the vectors df(a,b)(e1) and df(a,b)(e2) that orient ~S are the columns of the matrix
df(a,b), in that order. Hence, if

f :






x = x(u,v),

y = y(u,v),

z = z(u,v),

df(a,b) =




xu(a,b) xv(a,b)
yu(a,b) yv(a,b)
zu(a,b) zv(a,b)



 ,

parametrizes the oriented surface patch ~S, then the cross-product of the column vec- Orienting normal
of the parametrizationtors of df(a,b) determines the orienting normal for ~S at f(a,b):

Nf(a,b) =

(∣∣∣∣∣
yu(a,b) yv(a,b)

zu(a,b) zv(a,b)

∣∣∣∣∣ ,
∣∣∣∣∣
zu(a,b) zv(a,b)

xu(a,b) xv(a,b)

∣∣∣∣∣ ,
∣∣∣∣∣
xu(a,b) xv(a,b)

yu(a,b) yv(a,b)

∣∣∣∣∣

)

=

(
∂ (y,z)
∂ (u,v)

,
∂ (z,x)
∂ (u,v)

,
∂ (x,y)
∂ (u,v)

)

(a,b)

.

Because f is an immersion everywhere on Ω, the columns of df(a,b) are linearly
independent and, therefore, Nf(a,b) 6= 0.

From a parametrization f of~S we can always construct a parametrization f∗ of the Parametrizing −~S

oppositely oriented patch −~S by reversing the order of the parameters. Specifically,
let L : R2→ R2 : (s,t)→ (u,v) be the reflection

L :

{
u = t,

v = s,
L =

(
0 1
1 0

)
,

and let Ω∗ = L−1(Ω) and U∗ = L−1(U) as sets. Let ~U and ~U∗ both be positively
oriented; then, because L reverses orientation, L(~U∗) = −~U . The final step is to let
f∗ = f◦L; then f∗ is defined on Ω∗ and

f∗(~U∗) = f◦L(~U∗) = f(−~U) =−~S.

Now let ~S be an oriented surface patch in (x,y,z)-space, and suppose a fluid with Estimating total flux
continuously varying flux density V(x,y,z) flows through~S. Our goal is to determine
the total flux of V through ~S. If we first approximate ~S by a collection of oriented
parallelograms, then total flux through those parallelograms gives us an estimate of
the total flux through ~S. To get the parallelograms, partition the parameter domain
~U with one of the grids J k that are used to define Jordan content in the plane (cf.
p. 281), and let ~Q be the square cell of J k whose lower-left corner is at the point
(a,b), positively oriented as a part of ~U . The image of ~Q under the linear map df(a,b)

is an oriented parallelogram ~P in R3 that is tangent to ~S at f(a,b) and has one corner
there. (If k is large enough, every ~Q that meets ~U will lie entirely within Ω, so df(a,b)

will be defined.) See the next figure.
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S
→

J1

J2

As ~Q ranges over all the cells of J k that meet ~U , the image parallelograms makeApproximating ~S
by parallelograms up a collection of plates attached to ~S at their points of tangency, as in the figure

above. The plates resemble the scales that cover the skin of a reptile or armadillo.
The figure shows the surface patch~S first by itself, then with the parallelograms from
J 1 attached, and finally with the parallelograms from J 2 attached. We see each set
of parallelograms from two different viewpoints. The figures suggest that the plates
give us a rough approximation to the surface, an approximation that improves as the
plates become smaller and more numerous, that is, as k increases.

To estimate the total flux through a single parallelogram ~P = df(a,b)(~Q), note thatTotal flux through a
single parallelogram the edges of ~Q are multiples of the basis vectors e1 and e2 in R2. If we write those

edges as
∆ue1 and ∆ve2,

where ∆u = ∆v = 1/2k > 0 when ~Q is a cell in J k, then we can then write the edges
of ~P as

p = ∆udf(a,b)(e1) = ∆u




xu(a,b)
yu(a,b)
zu(a,b)



 , q = ∆vdf(a,b)(e2) = ∆v




xv(a,b)
yv(a,b)
zv(a,b)



 .

u

v

Q
→

(a,b) ∆u e1

∆v e2
f

df(a,b) P
→

p

q

Nf (a, b)
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Therefore,
p×q = Nf(a,b)∆u∆v = n∆A,

where

Nf(a,b) =

(
∂ (y,z)
∂ (u,v)

,
∂ (z,x)
∂ (u,v)

,
∂ (x,y)
∂ (u,v)

)

(a,b)

is the orienting normal for ~S at f(a,b) (p. 393). By the geometric definition of the
cross product p×q, n is the unit normal in the same direction as Nf(a,b) and ∆A is
the ordinary area of the unoriented parallelogram P.

It remains for us to apply the formula Φ = V ·p×q on ~P, but this requires the
flow field V to be constant. We can get a constant by replacing

V(x,y,z) = (X(x,y,z),Y (x,y,z),Z(x,y,z))

everywhere on ~P by the single value V(f(a,b)) that V takes on at the corner where
~P is attached to ~S. By hypothesis, V(x,y,z) is continuous, so the error caused by this
replacement can be made as small as we wish by taking ~Q sufficiently small. We
now find

Φ≈
(

X
∂ (y,z)
∂ (u,v)

+Y
∂ (z,x)
∂ (u,v)

+ Z
∂ (x,y)
∂ (u,v)

)

(a,b)

∆u∆v.

The right-hand side is a constant determined by (a,b): the three Jacobians are
evaluated at (u,v) = (a,b), and X , Y , and Z are evaluated at the point (x,y,z) =
(x(a,b),y(a,b),z(a,b)).

We can now estimate total flux through the oriented surface patch ~S by adding Total flux for a given
parametrization of ~Sup the contributions from all the cells ~Q1, . . . , ~QI that meet the domain ~U . Let the

lower-left corner of ~Qi be at the point (ui,vi); then

Φ≈
I

∑
i=1

(
X

∂ (y,z)
∂ (u,v)

+Y
∂ (z,x)
∂ (u,v)

+ Z
∂ (x,y)
∂ (u,v)

)

(ui,vi)

∆u∆v.

This is a Riemann sum for the oriented integral

Φf =

∫∫

~U

(
X

∂ (y,z)
∂ (u,v)

+Y
∂ (z,x)
∂ (u,v)

+ Z
∂ (x,y)
∂ (u,v)

)

(u,v)
dudv.

Because the integrand is continuous, the integral exists and the Riemann sums con-
verge to it as k→ ∞ (Theorem 8.35, p. 305).

Definition 10.3 Suppose (x,y,z) = f(u,v) parametrizes the oriented surface patch
~S = f(~U), and V = (X ,Y,Z) is a continuous flow field defined on an open set con-
taining ~S, then the total flux of V through~SSS for the given parametrization is the
oriented integral

Φf =
∫∫

~U

(
X

∂ (y,z)
∂ (u,v)

+Y
∂ (z,x)
∂ (u,v)

+ Z
∂ (x,y)
∂ (u,v)

)

(u,v)
dudv.
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The notation suggests that the value of Φf depends on the parametrization f. How-
ever, if total flux through a surface is to be physically meaningful, its value should
be independent of the parametrization of that surface. Before we show that it is, we
calculate Φ for two examples.

Let us determine the total flux of V = (X ,Y,Z) = (Cx,Cy,Cz) (where C is aExample 1: radial flow
out of a sphere constant) through the unit sphere ~S, parametrized as

f :






x = cosθ cosϕ ,

y = sinθ cosϕ ,

z = sinϕ ;

~U :
−π ≤ θ ≤ π ,

−π/2≤ ϕ ≤ π/2.

(Strictly, speaking, a surface patch can cover only a portion of the sphere; f is
not 1–1. However, no essential error is introduced by using this parametrization;
see pages 417–419. It is simpler to compute flux through the whole sphere.) The
flow field V is radial; each vector points away from the origin with a magnitude
proportional to its distance from the origin. Thus, although V varies, it is every-
where normal to the sphere and has constant magnitude ‖V‖ = C there. It follows
directly—without calculating the integral—that

Φ = ‖V‖× areaS = 4πC.

Let us compare this with the value provided by the integral. Because

∂ (y,z)
∂ (θ ,ϕ)

=

∣∣∣∣
cosθ cosϕ −sinθ sinϕ

0 cosϕ

∣∣∣∣= cosθ cos2 ϕ ,

∂ (z,x)
∂ (θ ,ϕ)

=

∣∣∣∣
0 cosϕ

−sinθ cosϕ −cosθ sinϕ

∣∣∣∣= sinθ cos2 ϕ ,

∂ (x,y)
∂ (θ ,ϕ)

=

∣∣∣∣
−sinθ cosϕ −cosθ sinϕ
cosθ cosϕ −sinθ sinϕ

∣∣∣∣= sinϕ cosϕ ,

the integrand is

C cosθ cosϕ · cosθ cos2 ϕ +C sinθ cosϕ · sinθ cos2 ϕ +C sinϕ · sinϕ cosϕ

= C(cos2 θ cos3 ϕ + sin2 θ cos3 ϕ + sin2 ϕ cosϕ)

= C(cos2 ϕ + sin2 ϕ)cosϕ = C cosϕ ,

and therefore the integral equals

∫∫

~U
C cosϕ dθ dϕ =

∫ π

−π
C

(∫ π/2

−π/2
cosϕ dϕ

)
dθ =

∫ π

−π
2C dθ = 4πC.

Note that the orientation normal given by f at the point (x,y,z) is
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Nf =

(
∂ (y,z)

∂ (θ ,ϕ)
,

∂ (z,x)
∂ (θ ,ϕ)

,
∂ (x,y)
∂ (θ ,ϕ)

)
= cosϕ · (x,y,z).

This is, of course, a multiple of the radius vector (x,y,z). Moreover, it is a positive
multiple (at least when−π/2 < ϕ < π/2), so Nf is an outward normal on the sphere.

For a second example, consider a constant flow V = (A,B,C) through the same Example 2: constant
flow through a spheresphere with the same parametrization. Because the flow is constant, all the fluid that

enters on one side of the sphere exits on the other. That is, inflow equals outflow, so
we expect the net flux through the whole sphere to be zero: Φ = 0. The integral is

∫ π

−π

∫ π/2

−π/2
(Acosθ cos2 ϕ + Bsinθ cos2 ϕ +C sinϕ cosϕ)dϕ dθ ,

and can be dealt with one term at a time. The first is

A
∫ π

−π
cosθ dθ

∫ π/2

−π/2
cos2 ϕ dϕ = A×0×π/2 = 0.

For similar reasons, the second and third terms also equal zero, so Φ = 0.

Our calculation of Φ for a given surface is tied to a parametrization of that sur- Does Φ depend on the
parametrization of S?face. If we change the parametrization, will Φ change as well? Consider what hap-

pens when we revisit Example 1 with a different parametrization for the sphere. Let
g : R2→R3 be given by

g :






x =
2u

1 + u2 + v2 ,

y =
2v

1 + u2 + v2 ,

z =
1−u2− v2

1 + u2 + v2 .

Because ‖g(u,v)‖2 = 1 for every (u,v) in R2, the image of g is some part of the unit
sphere. In fact, g(R2) covers the entire sphere except for the south pole (x,y,z) =
(0,0,−1) (see Exercise 10.6). After some calculations (and setting D = 1 + u2 + v2

to simplify the expressions), we find

∂ (y,z)
∂ (u,v)

=
8u
D3 ,

∂ (z,x)
∂ (u,v)

=
8v
D3 ,

∂ (x,y)
∂ (u,v)

=
4(1−u2− v2)

D3 .

This means that the orienting normal for g at the point (x,y,z) is

Ng =

(
∂ (y,z)
∂ (u,v)

,
∂ (z,x)
∂ (u,v)

,
∂ (x,y)
∂ (u,v)

)
=

4
D2 · (x,y,z).

Because 4/D2 > 0, Ng is a positive multiple of the radius vector (x,y,z) and is thus,
like Nf, an outward normal. That is, g and f induce the same orientation of the sphere.
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Let us now calculate Φ using g instead of f. The integrand is

16Cu2 + 16Cv2 + 4C(1−u2− v2)2

D4 =
4C(1 + u2 + v2)2

D4 =
4C
D2 ,

so the integral itself is

∫∫

R2

4C dudv
(
1 +(u2 + v2)2

)2 =
∫ 2π

0
dθ
∫ ∞

0

4Cρ dρ
(1 + ρ2)2 = 2π

−2C
1 + ρ2

∣∣∣∣
∞

0
= 4πC,

under a change to polar coordinates. We find that the two parametrizations of ~S give
the same value for Φ.

What we have just seen is true in general: total flux is independent of the para-Preview:
invariance of Φ metrization, at least for parametrizations that induce the same orientation. To prove

this, we first show that an orientation-preserving coordinate change in the source
gives a new parametrization that induces the same orientation on ~S and yields the
same value for total flux. Then we show that any two parametrizations that induce
the same orientation on~S are related by an orientation-preserving coordinate change
in their sources (and thus give the same total flux).

In the following theorems, f : Ω→ R3 and g : Ω∗ → R3 both parametrize theComparing
parametrizations oriented surface patch ~S; they have coordinate functions

f :






x = x(u,v),

y = y(u,v),

z = z(u,v),

g :






x = ξ (s,t),

y = η(s,t),

z = ζ (s,t),

and orienting normals

Nf(u,v) =

(
∂ (y,z)
∂ (u,v)

,
∂ (z,x)
∂ (u,v)

,
∂ (x,y)
∂ (u,v)

)
, Ng(s,t) =

(
∂ (η ,ζ )

∂ (s,t)
,

∂ (ζ ,ξ )

∂ (s,t)
,

∂ (ξ ,η)

∂ (s,t)

)
.

Thus f and g are 1–1 immersions on their domains, f(Ω) = g(Ω∗), and ~S =
f(~U) = g(~U∗), where ~U and ~U∗ both have area and are closed, bounded, and
positively oriented subsets of Ω and Ω∗, respectively. For the flow field V =
(X(x,y,z),Y (x,y,z),Z(x,y,z)), we define

Φf =
∫∫

~U

(
X(f(u,v))

∂ (y,z)
∂ (u,v)

+Y(f(u,v))
∂ (z,x)
∂ (u,v)

+ Z(f(u,v))
∂ (x,y)
∂ (u,v)

)
dudv,

Φg =

∫∫

~U∗

(
X(g(s,t))

∂ (η ,ζ )

∂ (s,t)
+Y (g(s,t))

∂ (ζ ,ξ )

∂ (s,t)
+ Z(g(s,t))

∂ (ξ ,η)

∂ (s,t)

)
dsdt.

In the first theorem, g is constructed from f by a coordinate change, that is, by a map
ϕϕϕ : Ω∗ →Ω : (s,t)→ (u,v) that is continuously differentiable on an open set Ω∗ in
R2 and has a continuously differentiable inverse on Ω.



10.1 Measuring flux 399

Theorem 10.2. Suppose f : Ω → R3 : (u,v) → (x,y,z) parametrizes the surface Parametrizations from
coordinate changespatch ~S = f(~U), and let ϕϕϕ : Ω∗ → Ω : (s,t)→ (u,v) be a coordinate change. Set

g(s,t) = f(ϕϕϕ(s,t)) on Ω∗. If the Jacobian of ϕϕϕ , ∂ (u,v)/∂ (s,t), is everywhere posi-
tive on Ω∗, then ~U∗=ϕϕϕ−1(~U) is positively oriented, g parametrizes~S as an oriented
surface patch, and Φg = Φf.

u

v
U

→

(u,v)

ϕϕ

f

g = f ° ϕϕ

Ω

s

t

U
→∗

Ω∗

(s,t)
x

y

z

S
→

f(u,v) = f(ϕϕ (s,t))

Proof. Because ϕϕϕ is a coordinate change, g is a 1–1 immersion on Ω∗ and ~U∗ =
ϕϕϕ−1(~U) has area. Furthermore, ϕϕϕ preserves orientation because its Jacobian is pos-
itive; hence ~U∗ is positively oriented (Theorem 9.13, p. 355). Because g(~U∗) =
f(~U) = ~S, g parametrizes ~S as an oriented surface patch.

It remains for us to prove that Φg = Φf. For this, it is helpful to write (x,y,z) =
g(s,t) = f(ϕϕϕ(s,t)) in terms of coordinates:






x = ξ (s,t) = x(u(s,t),v(s,t)),

y = η(s,t) = y(u(s,t),v(s,t)),

z = ζ (s,t) = z(u(s,t),v(s,t)).

The chain rule then implies the following about the various Jacobians:

∂ (η ,ζ )

∂ (s,t)
=

∂ (y,z)
∂ (u,v)

∂ (u,v)
∂ (s,t)

,
∂ (ζ ,ξ )

∂ (s,t)
=

∂ (z,x)
∂ (u,v)

∂ (u,v)
∂ (s,t)

,

∂ (ξ ,η)

∂ (s,t)
=

∂ (x,y)
∂ (u,v)

∂ (u,v)
∂ (s,t)

.

We now show that the first terms of Φg and Φf are equal:

∫∫

~U∗
X(g(s,t))

∂ (η ,ζ )

∂ (s,t)
dsdt =

∫∫

~U
X(f(u,v))

∂ (y,z)
∂ (u,v)

dudv.

Equality of the other two pairs of terms can be established the same way. We begin
with the substitutions
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∫∫

~U∗
X(g(s,t))

∂ (η ,ζ )

∂ (s,t)
dsdt =

∫∫

~U∗
X(f(ϕϕϕ(s,t)))

∂ (y,z)
∂ (u,v)

∂ (u,v)
∂ (s,t)

dsdt.

The oriented change of variables formula (Theorem 9.14, p. 357) then implies

∫∫

~U∗
X(f(ϕϕϕ(s,t))

∂ (y,z)
∂ (u,v)

∂ (u,v)
∂ (s,t)

dsdt =

∫∫

ϕϕϕ(~U∗)
X(f(u,v))

∂ (y,z)
∂ (u,v)

dudv.

Because ϕϕϕ(~U∗) = ~U , the proof is complete, by what we said above. ⊓⊔
Theorem 10.3. Suppose f : Ω → R

3 and g : Ω∗ → R
3 both parametrize the ori-Coordinate changes

from parametrizations ented surface patch ~S. Then there is an orientation-preserving coordinate change
ϕϕϕ : Ω∗ →Ω for which g(s,t) = f(ϕϕϕ(s,t)) for all (s,t) in Ω∗.

Proof. The map f is 1–1 everywhere on Ω, so its inverse f−1 is defined on f(Ω) =
g(Ω∗). Consequently, we can define

ϕϕϕ(s,t) = f−1(g(s,t))

for every (s,t) in Ω∗. Although ϕϕϕ is 1–1 because f−1 and g are, it is not obvious that
it is also differentable. The chain rule,

dϕϕϕ(s,t) = df−1
g(s,t) ◦dg(s,t)

fails here, because the needed derivative of f−1 is not available. To see why, recall
that derivatives are linearizations. Because g maps an open subset of R

2 to R
3,

its linearization dg(s,t) at any point (s,t) is a map from R2 to R3. For the chain
rule to work, the linearization df−1

g(s,t) would have to map R3 back to R2, and that

would require f−1 itself to be defined on an open subset of R3. Unfortunately, f−1 is
undefined off f(Ω): df−1

g(s,t) does not exist.

u

v
U
→

(u,v)

ϕϕ

f

g

Ω

f−1

s

t

U
→∗

Ω∗

(s,t)
x

y

z

S
→

f(u,v)

g(s,t)
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But differentiability is a local condition; let us give ϕϕϕ a new local formulation
that makes its differentiability evident. Fix a point (s0,t0) in Ω∗, and let (u0,v0) =
ϕϕϕ(s0,t0) and (x0,y0,z0) = g(s0,t0) = f(u0,v0). Because f is an immersion at (u0,v0),
Theorem 6.20 (p. 212) provides a coordinate change h : N3 → R3 defined on a
neighborhood of (x0,y0,z0) that makes h ◦ f an injection. That is, for every (u,v)
near (u0,v0),

h◦ f(u,v) = (u,v,0).

If Π : R3→ R2 is the linear projection map that discards the third coordinate (i.e.,
Π(x,y,z) = (x,y)), then

Π ◦h◦ f(u,v) = (u,v).

In other words, Π ◦h : N3→R2 plays the role of the inverse of f on~S near (x0,y0,z0),
but with the advantage that it is defined on a full 3-dimensional neighborhood of
(x0,y0,z0). Therefore, we set

ϕϕϕ(s,t) = Π ◦h◦g(s,t)

for all (s,t) near (s0,t0), and then have

dϕϕϕ(s0,t0) = Π ◦dh(x0,y0,z0) ◦dg(s0,t0).

Because h and g are continuously differentiable and (s0,t0) was an arbitrary point
in Ω∗, ϕϕϕ is continuously differentiable on Ω∗. A similar argument shows that ϕϕϕ−1 is
continuously differentiable. Because ~U∗ and ~U =ϕϕϕ(~U∗) are both positively oriented
(by definition of ~S), ϕϕϕ preserves orientation (Theorem 9.13, p. 355). ⊓⊔

Corollary 10.4 Suppose f : Ω→R
3 and g : Ω∗ →R3 both parametrize the oriented Invariance of Φ

surface patch ~S. Then Φf = Φg; total flux of a fluid through ~S is independent of the
parametrization. ⊓⊔

Although the formula for Φ gives the same value no matter which parametriza-
tion is used to compute it, that formula is nevertheless bound to a parametrization.
The invariance of Φ would be reflected better by an intrinsic formula, one not bound
to a parametrization. The existing expression,

∫∫

~U

(
X(f(u,v))

∂ (y,z)
∂ (u,v)

+Y (f(u,v))
∂ (z,x)
∂ (u,v)

+ Z(f(u,v))
∂ (x,y)
∂ (u,v)

)
dudv,

is a double integral over a portion of the (u,v) parameter plane; an intrinsic formula
would eliminate those parameters. The three Jacobians that appear here are the sort
that would be “transformed away” when we change variables in an oriented double
integral (e.g., using Theorem 9.14, p. 357). For example,

∂ (y,z)
∂ (u,v)

dudv would be replaced by dydz.

If we make that replacement here, and similarly replace
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∂ (z,x)
∂ (u,v)

dudv by dzdx,
∂ (x,y)
∂ (u,v)

dudv by dxdy,

f(u,v) by (x,y,z), and ~U by ~S, then no trace of the original parameters remains, and
we are left with

Φ =

∫∫

~S
X(x,y,z)dydz+Y (x,y,z)dzdx + Z(x,y,z)dxdy.

This is a new kind of object called a surface integral. It provides the intrinsicSurface integrals
formula we seek, expressing Φ solely in terms of the oriented surface patch ~S and
the flow field V (by its component functions X , Y , and Z).

Definition 10.4 Suppose the vector field V(x,y,z) = (X ,Y,Z) is defined and con-
tinuous on the oriented surface patch ~S; the surface integral of VVV over ~SSS is the
expression ∫∫

~S
X(x,y,z)dydz+Y (x,y,z)dzdx + Z(x,y,z)dxdy

whose value is given by the double integral

∫∫

~U

(
X(f(u,v))

∂ (y,z)
∂ (u,v)

+Y (f(u,v))
∂ (z,x)
∂ (u,v)

+ Z(f(u,v))
∂ (x,y)
∂ (u,v)

)
dudv,

where f : Ω→ R3 is any parametrization of ~S = f(~U).

In effect, the parametrization pulls back the surface integral from~S in R3 to a double
integral on ~U in R2. Corollary 10.4 implies that the value of the surface integral is
independent of the paramatrization of ~S.

Theorem 10.5. When the orientation of ~S is reversed, the surface integral changes
sign:

∫∫

−~S
X dydz+Y dzdx + Z dxdy =−

∫∫

~S
X dydz+Y dzdx + Z dxdy.

Proof. Suppose f : Ω→ R
3 parametrizes the oriented surface patch −~S; then, by

definition, −~S = f(~U) for some positively oriented region ~U ⊂ Ω. Let L : R
2→ R

2

be the orientation-reversing linear map (reflection)

(u,v) = L(s,t) = (t,s),

and let Ω∗ = L−1(Ω). Because L−1 reverses orientation, the induced orientation
(p. 355) on the image ~U∗ = L−1(−~U) is positive. Define g = f◦L; then g : Ω∗ →R3

parametrizes
g(~U∗) = f(L(~U∗)) = f(−~U) =−f(~U) = ~S

itself, because ~U∗ is positively oriented.
The expressions involved in proving the two surface integrals equal are long

and complicated. To simplify our work, we deal only with the first terms of the
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integrals; the second and third terms can be dealt with the same way. First use the
parametrization f to get

∫∫

−~S
X dydz =

∫∫

~U
X(f(u,v))

∂ (y,z)
∂ (u,v)

dudv.

Now use the change of variables (u,v) = L(s,t), f(u,v) = f(L(s,t)) = g(s,t) and the
oriented change of variables formula (Theorem 9.14, p. 357) to write

∫∫

~U

X(f(u,v))
∂ (y,z)
∂ (u,v)

dudv =
∫∫

L−1(~U)

X(f(L(s,t)))
∂ (y,z)
∂ (u,v)

∂ (u,v)
∂ (s,t)

dsdt

=
∫∫

−~U∗
X(g(s,t))

∂ (y,z)
∂ (s,t)

dsdt =−
∫∫

~U∗
X(g(s,t))

∂ (y,z)
∂ (s,t)

dsdt.

The last integral is a parametric representation of the surface integral

−
∫∫

~S
X dydz;

by what was said above, this proves the theorem. ⊓⊔
Note the similarity in form between a surface integral and a path integral (for a The form of path and

surface integralspath that lies in space):
∫∫

~S
X dydz+Y dzdx + Z dxdy versus

∫

~C
Pdx + Qdy + Rdz.

In these integrals, the physical vectors, flux density V = (X ,Y,Z) and force F =
(P,Q,R), are represented by their components. However, for the path integral there
is an alternate form in which F itself appears:

work =
∫

~C
Pdx + Qdy + Rdz =

∫

C
F · t ds.

Here t is the unit tangent that orients the path ~C (see p. 19), and ds is the “element
of arc length” for the unoriented path C. This alternate form is an unoriented path
integral; information about the orientation of ~C has been transferred to the integrand,
to the factor t.

The surface integral also has an alternate form that is analogous to the second An alternate form for
a surface integralpath integral. We can derive that new form by reconstructing our estimates for total

flux through ~S. In the original construction, we began with a collection of oriented
parallelograms ~P1, . . . ,~PI that approximated ~S; Φ(~Pi) was the total flux through ~Pi,
and the sum

I

∑
i=1

Φ(~Pi)

estimated total flux through ~S itself. If ~Pi = pi ∧qi and Vi was the value of V at the
corner (ui,vi) of ~Pi, then (p. 395)
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Φ(~Pi)≈ Vi ·pi×qi =

(
X

∂ (y,z)
∂ (u,v)

+Y
∂ (z,x)
∂ (u,v)

+ Z
∂ (x,y)
∂ (u,v)

)

(ui,vi)

∆u∆v.

The expressions on the right are the terms in a convergent Riemann sum; in the limit
they give the surface integral

Φ =

∫∫

~S
X dydz+Y dzdx + Z dxdy.

To construct the second, alternate, form of the surface integral, note that ourRewriting the
cross-product estimate for Φ(~Pi) used the component form of the cross-product: pi×qi. We now

switch to the geometric form,

pi×qi = ni ∆Ai,

in which ∆Ai ≥ 0 is the absolute area of ~Pi and ni is its orienting unit normal. In
terms of these geometric variables,

I

∑
i=1

Φ(~Pi) =
I

∑
i=1

Vi ·ni ∆Ai.

This is the Riemann sum; if we follow the usual pattern in expressing its limit as an
integral, we get

Φ = lim
I→∞

∆Ai→0

I

∑
i=1

Vi ·ni ∆Ai =
∫∫

S
V ·n dA.

This is the alternate form for a surface integral; that is,
∫∫

~S
X dydz+Y dzdx + Z dxdy =

∫∫

S
V ·n dA.

The integrand V · n is the normal component of flux density on ~S; the domain
of integration is the unoriented surface patch S. We call dA the element of sur-
face area for S. Information about the orientation of ~S has been transferred from
the domain of integration to the integrand. Compare the new integral to the origi-
nal expession V · n ∆A for total flux through a plane region (cf. pp. 387–389 and
Definition 10.1).

In the next section, we discuss integrals of the general formArea and
scalar integrals ∫∫

S
f (x)dA,

where f is a scalar function defined on a region in space that contains the surface
patch S. In particular, f (x)≡ 1 leads to a notion of area for S and indicates why we
think of dA as the element of surface area for S.
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10.2 Surface area and scalar integrals

In this section, we define the area of a curved surface in space as an integral. Using
that as a basis, we then define the integral of a scalar function over a curved sur-
face. Surface area is analogous to arc length, and scalar integrals over surfaces are
similarly analogous to scalar integrals over curved paths.

To define the area of an unoriented surface patch S, we begin with a parametri- Approximating
a surface patchzation f : Ω→ R3 of S. Thus f is a continuously differentiable 1–1 immersion on

an open set Ω, U ⊂Ω is a closed, bounded, unoriented set with area, and S = f(U).
Using f and its derivative, we can approximate S by a collection of parallelograms
whose total area will give us an estimate for the area of S. This is essentially the
procedure described beginning on page 393. Pick one of the grids J k used to define
Jordan content in the plane, and select the square cells Q1, . . . ,QI of J k that meet U .
Let (ui,vi) be the lower-left corner of Qi, and let

Pi = df(ui,vi)(Qi).

This is a parallelogram tangent to S at f(ui,vi); the parallelograms P1, . . . ,PI together

S

Pi

give us an approximation of S that improves as k→∞. The edges of Qi are multiples
of the standard basis vectors that we can write as

∆ue1 and ∆ve2,

where ∆u = ∆v = 1/2k. The corresponding edges of Pi are

pi = ∆udf(ui,vi)(e1), qi = ∆vdf(ui,vi)(e2);

they are multiples of the columns of df(ui,vi). If

f :






x = x(u,v),

y = y(u,v),

z = z(u,v),

df(a,b) =




xu(a,b) xv(a,b)
yu(a,b) yv(a,b)
zu(a,b) zv(a,b)





then (p. 393)

pi×qi =

(
∂ (y,z)
∂ (u,v)

,
∂ (z,x)
∂ (u,v)

,
∂ (x,y)
∂ (u,v)

)

(ui,vi)

∆u∆v,

and the area of Pi is Area of Pi

‖pi×qi‖ =

√[
∂ (y,z)
∂ (u,v)

]2

+

[
∂ (z,x)
∂ (u,v)

]2

+

[
∂ (x,y)
∂ (u,v)

]2
∣∣∣∣∣∣
(ui,vi)

∆u∆v.

This is the ordinary nonnegative area of an unoriented region. The total area of the
parallelograms that approximate S is therefore
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I

∑
i=1

√[
∂ (y,z)
∂ (u,v)

]2

+

[
∂ (z,x)
∂ (u,v)

]2

+

[
∂ (x,y)
∂ (u,v)

]2
∣∣∣∣∣∣
(ui,vi)

∆u∆v.

This is a Riemann sum for the double integralArea for a given
parametrization

areaf(S) =

∫∫

U

√[
∂ (y,z)
∂ (u,v)

]2

+

[
∂ (z,x)
∂ (u,v)

]2

+

[
∂ (x,y)
∂ (u,v)

]2

dudv.

Because f has continuous first derivatives, the integrand is continuous and the Rie-
mann sums converge to the integral as k→ ∞. If we consider

M(U) = areaf(S) =
∫∫

U

√[
∂ (y,z)
∂ (u,v)

]2

+

[
∂ (z,x)
∂ (u,v)

]2

+

[
∂ (x,y)
∂ (u,v)

]2

dudv

to be a set function defined on closed bounded subsets U ⊂ Ω that have area (cf.
pp. 310–312), then its derivative is

M′(u,v) =

√[
∂ (y,z)
∂ (u,v)

]2

+

[
∂ (z,x)
∂ (u,v)

]2

+

[
∂ (x,y)
∂ (u,v)

]2

(Theorem 8.39, p. 312). This implies thatLocal area multiplier

areaf(S)

A(U)
≈

√[
∂ (y,z)
∂ (u,v)

]2

+

[
∂ (z,x)
∂ (u,v)

]2

+

[
∂ (x,y)
∂ (u,v)

]2

as closely as we wish by making the diameter of U sufficiently small. It is for this
reason that we defined (Definition 4.9, p. 139)

√[
∂ (y,z)
∂ (u,v)

]2

+

[
∂ (z,x)
∂ (u,v)

]2

+

[
∂ (x,y)
∂ (u,v)

]2

to be the local area multiplier for f.

Does the value of the integral for surface area depend on the parametrization?
Let g : Ω∗ →R3 be another parametrization of S, where

(x,y,z) = g(s,t) = (ξ (s,t),η(s,t),ζ (s,t)).

There is a closed bounded set U∗ ⊂Ω∗ with area, for which g(U∗) = S and

areag(S) =

∫∫

U∗

√[
∂ (η ,ζ )

∂ (s,t)

]2

+

[
∂ (ζ ,ξ )

∂ (s,t)

]2

+

[
∂ (ξ ,η)

∂ (s,t)

]2

dsdt.

Theorem 10.6. Surface area is independent of the parametrization used to computeInvariance of
surface area it: areag(S) = areaf(S).
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Proof. If we set orientation aside, the proof of Theorem 10.3 provides a coordinate
change ϕϕϕ : Ω∗ → Ω, (u,v) = ϕϕϕ(s,t), for which g(U∗) = U and g(s,t) = f(ϕϕϕ(s,t))
for all (s,t) in Ω∗. The chain rule implies

∂ (η ,ζ )

∂ (s,t)
=

∂ (y,z)
∂ (u,v)

∂ (u,v)
∂ (s,t)

,
∂ (ζ ,ξ )

∂ (s,t)
=

∂ (z,x)
∂ (u,v)

∂ (u,v)
∂ (s,t)

,
∂ (ξ ,η)

∂ (s,t)
=

∂ (x,y)
∂ (u,v)

∂ (u,v)
∂ (s,t)

.

Therefore, on Ω∗ we have

√[
∂ (η ,ζ )

∂ (s,t)

]2

+

[
∂ (ζ ,ξ )

∂ (s,t)

]2

+

[
∂ (ξ ,η)

∂ (s,t)

]2

=

√[
∂ (y,z)
∂ (u,v)

]2

+

[
∂ (z,x)
∂ (u,v)

]2

+

[
∂ (x,y)
∂ (u,v)

]2 ∣∣∣∣
∂ (u,v)
∂ (s,t)

∣∣∣∣

Now make this substitution in the formula for areag(S), and then use the basic
change of variables formula (Theorem 9.11, p. 350) to get

areag(S) =

∫∫

U∗

√[
∂ (η ,ζ )

∂ (s,t)

]2

+

[
∂ (ζ ,ξ )

∂ (s,t)

]2

+

[
∂ (ξ ,η)

∂ (s,t)

]2

dsdt

=

∫∫

U∗

√[
∂ (y,z)
∂ (u,v)

]2

+

[
∂ (z,x)
∂ (u,v)

]2

+

[
∂ (x,y)
∂ (u,v)

]2 ∣∣∣∣
∂ (u,v)
∂ (s,t)

∣∣∣∣ dsdt

=

∫∫

U

√[
∂ (y,z)
∂ (u,v)

]2

+

[
∂ (z,x)
∂ (u,v)

]2

+

[
∂ (x,y)
∂ (u,v)

]2

dudv = areaf(S). ⊓⊔

Definition 10.5 Let f : Ω → R3 : (u,v)→ (x,y,z) be any parametrization of the Surface area of S

surface patch S = f(U); then the surface area of SSS is

A(S) =

∫∫

U

√[
∂ (y,z)
∂ (u,v)

]2

+

[
∂ (z,x)
∂ (u,v)

]2

+

[
∂ (x,y)
∂ (u,v)

]2

dudv.

Although the value of A(S) is independent of the parametrization used to compute
it, our expression for A(S) is still bound to a parametrization. As with total flux, the
invariance of A(S) would be reflected better by an intrinsic formula, one not bound
to a parametrization. We can get that formula by looking at the areas of small cells
on S.

u

v

U

∆u ∆v

f

x

z S ∆ Ai
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Let f : Ω→ R3 be a parametrization of S with f(U) = S, and let Qi be a cell
of the grid J k that meets U . Suppose the image f(Qi) has area ∆Ai as given by
Definition 10.5. Then, using the local area muliplier for f (p. 406), we have

∆Ai ≈

√[
∂ (y,z)
∂ (u,v)

]2

+

[
∂ (z,x)
∂ (u,v)

]2

+

[
∂ (x,y)
∂ (u,v)

]2
∣∣∣∣∣∣
(ui,vi)

∆u∆v,

so
I

∑
i=1

∆Ai ≈
I

∑
i=1

√[
∂ (y,z)
∂ (u,v)

]2

+

[
∂ (z,x)
∂ (u,v)

]2

+

[
∂ (x,y)
∂ (u,v)

]2
∣∣∣∣∣∣
(ui,vi)

∆u∆v.

These sums both converge to A(S). We write the limit on the left as an integral,An intrinsic formula
for surface area following the usual pattern:

lim
I→∞

∆Ai→0

I

∑
i=1

∆Ai =

∫∫

S
dA.

This gives us the simple intrinsic expression

A(S) =

∫∫

S
dA

for the surface area of S. Comparing the intrinsic with the parametric expression for
A(S), we can see why

dA =

√[
∂ (y,z)
∂ (u,v)

]2

+

[
∂ (z,x)
∂ (u,v)

]2

+

[
∂ (x,y)
∂ (u,v)

]2

dudv

is described as the element of surface area on S.

There are striking similarities between surface area and arc length. If the path CComparison with
arc length in R3 is parametrized by

f(u) = (x(u),y(u),z(u)), a≤ u≤ b,

then the element of arc length on C is

ds =

√[
dx
du

]2

+

[
dy
du

]2

+

[
dz
du

]2

du,

and

arc length of C =
∫

C
ds =

∫ b

a

√[
dx
du

]2

+

[
dy
du

]2

+

[
dz
du

]2

du,

For the integral of a scalar function H(x,y,z) over the path C (Definition 1.6 and
Theorem 1.5, p. 18), we have
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∫

C
H(x,y,z)ds =

∫ b

a
H(f(u))

√[
dx
du

]2

+

[
dy
du

]2

+

[
dz
du

]2

du.

As noted after the proof of Theorem 1.5, the value of the integral on the left does not
depend on either the orientation of C or the parametrization of C used in the integral
on the right.

Definition 10.6 Let S be a surface patch in R3, and let H(x,y,z) be a continuous Surface integral of
a scalar functionfunction defined on S. We set

∫∫

S
H(x,y,z)dA =

∫∫

U
H(f(u,v))

√[
∂ (y,z)
∂ (u,v)

]2

+

[
∂ (z,x)
∂ (u,v)

]2

+

[
∂ (x,y)
∂ (u,v)

]2

dudv,

where f : Ω→ R3 is a parametrization of S = f(U).

For the surface integral on the left to be well defined, its value must be independent
of the parametrization used for S on the right.

Theorem 10.7. Let f : Ω→ R3 and g : Ω∗ → R3 be two parametrizations of S = Invariance of the
scalar integralf(U) = g(U∗), with U ⊂Ω and U∗ ⊂Ω∗. Then

∫∫

U
H(f(u,v))

√[
∂ (y,z)
∂ (u,v)

]2

+

[
∂ (z,x)
∂ (u,v)

]2

+

[
∂ (x,y)
∂ (u,v)

]2

dudv

=

∫∫

U∗
H(g(s,t))

√[
∂ (y,z)
∂ (s,t)

]2

+

[
∂ (z,x)
∂ (s,t)

]2

+

[
∂ (x,y)
∂ (s,t)

]2

dsdt,

for any continuous function H(x,y,z) defined on S.

Proof. See Exercise 10.7. ⊓⊔
For example, if H = ρ is mass density at a point of S, then the integral of H is

the total mass of S. If H is density of electric charge (a signed quantity that may be
negative), then the integral of H is the total electric charge on S. If H = V ·n, where
V is a flux density and n is an orienting unit normal for the oriented surface patch ~S,
then the integral of H over S is total flux of V through ~S.

The gravitational field of a hollow sphere is yet another example of a surface The gravitational field
of a hollow sphereintegral, one that we now construct by adapting the work we did in Chapter 8.1 on

the field of a flat plate. Let the sphere be a unit sphere S centered at the origin of
(x,y,z)-space; suppose it has negligible thickness and has uniform density ρ (mass
per unit area). By symmetry, it is enough to determine the vertical component of
the gravitational field at a test point a = (0,0,a) on the positive z-axis. Symmetry
guarantees that the x- and y-components of the field at a are zero; as we find, it
matters whether the test point is inside or outside the sphere.

Let S be divided into small regions S1, . . . ,SI; suppose Si has area ∆Ai and con-
tains the point pi = (xi,yi,zi). Let
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ri = pi−a = (xi,yi,zi−a)

be the vector from the test point to pi. Then the gravitational field on the test point
that is due to the region Si is approximately

fi ≈
Gρ ∆Ai

‖ri‖3 ri =
Gρ ∆Ai

(x2
i + y2

i +(zi−a)2)3/2
(xi,yi,zi−a),

where G is the usual gravitational constant. We can therefore approximate the z-

x
y

z

a

fi

Si

∆ Ai

component of the gravitational field for the whole sphere S by the (scalar) sum

field≈ Gρ
I

∑
i=1

zi−a

(x2
i + y2

i +(zi−a)2)3/2
∆Ai.

Now let I → ∞ and let the maximum diameter of Si tend to zero; in the limit, the
sum becomes the surface integral

field = Gρ
∫∫

S

z−a

(x2 + y2 +(z−a)2)3/2
dA = Gρ

∫∫

S

z−a

(1 + a2−2az)3/2
dA

(because x2 + y2 + z2 = 1 on S).
To evaluate the surface integral, we use the parametrization






x = cosθ cosϕ ,

y = sinθ cosϕ ,

z = sinϕ ;

U :
−π ≤ θ ≤ π ,

−π/2≤ ϕ ≤ π/2,

of the unit sphere, keeping in mind the caveat we made when using the parametri-
zation calculate total flux through the sphere (p. 396). From that earlier work, we
find

dA =

√[
∂ (y,z)

∂ (θ ,ϕ)

]2

+

[
∂ (z,x)
∂ (θ ,ϕ)

]2

+

[
∂ (x,y)
∂ (θ ,ϕ)

]2

dθ dϕ = cosϕ dθ dϕ .

We can now compute the field (e.g., using a table of integrals or a computer algebra
system):

field = Gρ
∫ π

−π
dθ
∫ π/2

−π/2

(sinϕ−a)cosϕ
(1 + a2−2asinϕ)3/2

dϕ

= 2πGρ · 1−asinϕ
a2
√

1 + a2−2asinϕ

∣∣∣∣∣

π/2

−π/2

=
2πGρ

a2

(
1−a√
(1−a)2

− 1 + a√
(1 + a)2

)
=

2πGρ
a2

(
1−a
|1−a| −

1 + a
|1 + a|

)
.
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By assumption, a ≥ 0; therefore |1 + a| = 1 + a and (1 + a)/|1 + a| = 1. The first
term is more interesting:

1−a
|1−a| =

{
1 if a < 1,

−1 if a > 1.

Therefore,

field =





0 if a < 1,

−4πGρ
a2 if a > 1.

Inside, the sphere induces no gravitational field whatsoever. Outside, the sphere acts The field vanishes
inside the sphereas if all its mass 4πρ were concentrated at the origin. On the sphere itself, the field

is discontinuous. When a = 1, the value of the field is the average of its inside and
outside values; see Exercise 10.8.

a
field

1

−4πGρ

a
field

1

−4πGρ

ε= 0.2

ε= 0.01

The discontinuity occurs where the z-axis passes through the sphere. If we put A sphere with a small
hole at each polesmall holes at the north and south poles, then there is no matter on the z-axis, so the

field should become continuous. The graphs on the right, above, show what happens.
To determine the new field, we can use the same surface integral, parametrized the
same way, but with ϕ restricted to

−π/2 + ε ≤ ϕ ≤ π/2− ε,

where ε > 0 is some small number. Thus,

x
y

z

field = 2πGρ
1−asinϕ

a2
√

1 + a2−2asinϕ

∣∣∣∣∣

π/2−ε

−π/2+ε

=
2πGρ

a2

(
1−acosε√

1 + a2−2acosε
− 1 + acosε√

1 + a2 + 2acosε

)
.

(Note that sin(±(π/2−ε))=±sin(π/2−ε)=±cosε .) This is indeed a continuous
function of a; the graphs show ε = 0.2, 0.075, and 0.01. It is evident that the field
strength fades away inside the sphere as the holes close up (i.e., as ε → 0), and the
field develops a discontinuity where the z-axis meets the sphere.

There is also an ingenious geometric argument (see, for e.g., the Feynman Lec-
tures [6]) that explains why the field vanishes inside a hollow sphere. However, that
argument relies on the symmetry of the sphere and cannot be easily modified when
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we break the symmetry with holes at the poles. By contrast, the surface integral for
the field still works.

Not every surface can be represented as a single surface patch. For one thing, theLimitations of
surface patches parametrization that defines a patch is 1–1, and the domain of the parametrization

has a boundary; therefore the patch itself must have a boundary. A surface without
boundary (e.g., a sphere or a torus) cannot be a surface patch. Furthermore, because
a surface patch has a well-defined tangent plane at each point, no surface with edges
or corners (e.g., a cube) can be a surface patch, either. However, because each of
these examples can be assembled from a finite collection of surface patches, we are
led to define a surface S as a union of surface patches S1, . . . ,Sk satisfying certain
conditions.

S:

∂S

Si

∂Si

Sj
∂Sj

To identify those conditions, we can be guided by the surface S illustrated above.A union of
surface patches For a start, we must have

S = S1∪S2∪·· ·∪Sk,

where each Si is a surface patch defined by a continuously differentiable parametri-
zation

fi : Ωi→ R
3, Ui ⊂Ωi, Si = fi(Ui), ∂Si = fi(∂Ui).

Recall (Definition 10.2, p. 392; see also p. 405) that the domain of a parametrization
is always an open set Ωi that extends beyond the closed bounded set Ui that is
mapped to the patch Si.

To ensure that the patches fit together properly, we require that each boundaryHow the patches
fit together ∂Ui, and hence each ∂Si, is a piecewise-smooth closed curve (cf. p. 9), made up of

a finite number of smooth arcs. Then we require that any two patches Si and S j meet
only along their boundaries, and that any three patches meet in, at most, a finite
number of isolated points. As the figure shows, some arcs are part of the boundary
of two patches; the remaining arcs, each of which lies in only one patch, together
form the boundary, ∂S, of S. In the following definition, no orientation is assumed,
and “smooth” is used in the sense of continuously differentiable.

Definition 10.7 A subset S of R3 is a piecewise-smooth surface if it can be decom-
posed into a finite number of surface patches that fit together as above.

For example, we can decompose the unit sphere into four surface patches:
S1, eastern belt; S2, western belt; S3, northern cap; S4, southern cap. The figure
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in the margin shows the first three patches, separated slightly for clarity. Latitude
and longitude parametrize the belts S1 and S2; only the longitude ranges differ:

f1,2 :






x = cosθ cosϕ ,

y = sinθ cosϕ ,

z = sinϕ ;

U1 :
0≤ θ ≤ π ,
−α ≤ ϕ ≤ α;

U2 :
−π ≤ θ ≤ 0,
−α ≤ ϕ ≤ α.

The angle 0 < α < π/2 gives the latitude of the northern boundary of the belts. The
x

y

z

S1

S2

S3

polar caps are just the graphs of

z =±
√

1− x2− y2, U3,4 : x2 + y2 ≤ cos2 α.

A surface can be decomposed into a finite number of surface patches in many
ways. Another way to decompose the unit sphere (cf. p. 397) uses just its northern
and southern hemispheres (S±):

g± :






x =
2u

1 + u2 + v2 ,

y =
2v

1 + u2 + v2 ,

z =±1−u2− v2

1 + u2 + v2 ;

U± : u2 + v2 ≤ 1.

Because the definition of the integral of a scalar function on a surface patch Integrating a scalar
function on a piecewise

smooth surface
(Definition 10.6) does not depend on any orientation of the patch, we can use it to
define the integral of a scalar function on an unoriented piecewise-smooth surface.

Definition 10.8 Suppose H(x,y,z) is a continuous function defined on a piecewise-
smooth surface S; if S = S1∪ ·· · ∪ Sk is a decomposition of S into surface patches,
then ∫∫

S
H(x,y,z)dA =

k

∑
i=1

∫∫

Si

H(x,y,z)dA.

In particular, if H(x,y,z) ≡ 1, then the integrals define surface area:

∫∫

S
dA = areaS =

k

∑
i=1

areaSi.

A piecewise-smooth surface S has many different decompositions into surface The integral is
independent of the

decomposition
patches; therefore an integral over S will be well defined only if its value is indepen-
dent of that decomposition.

Theorem 10.8. Suppose S = S1∪·· · ∪Sk = T1∪·· · ∪Tm gives two decompositions
of the piecewise-smooth surface S into surface patches. Then

k

∑
i=1

∫∫

Si

H(x,y,z)dA =
m

∑
j=1

∫∫

Tj

H(x,y,z)dA.
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Proof. Suppose Si is parametrized by (x,y,z) = fi(u,v), with fi(Ui) = Si and

Ji(u,v) =

√[
∂ (y,z)
∂ (u,v)

]2

+

[
∂ (z,x)
∂ (u,v)

]2

+

[
∂ (x,y)
∂ (u,v)

]2

,

the local area magnification factor for fi. Then, by definition,
∫∫

Si

H dA =

∫∫

Ui

H(fi(u,v))Ji(u,v)dudv.

Let Ri j = Si∩Tj; this is a “common refinement” (cf. p. 300) of the decompositions
given by Si and by Tj. (Of course, some sets Ri j may be empty.) Because fi is con-
tinuous and 1–1 on Ui, the sets

(Ui) j = f−1
i (Ri j)⊆Ui

are closed, bounded, and have area. Also, because Si = ∪m
j=1Ri j and the Ri j are

nonoverlapping,
Ui = ∪m

j=1(Ui) j

is a decomposition into nonoverlapping sets. Therefore, when i is fixed, each Ri j

with j = 1, . . . ,m is a (possibly empty) surface patch parametrized by fi, with Ri j =
fi((Ui) j). Hence,

∫∫

Ui

H(fi(u,v))Ji(u,v)dudv =
m

∑
j=1

∫∫

(Ui) j

H(fi(u,v))Ji(u,v)dudv

=
m

∑
j=1

∫∫

Ri j

H dA,

and thus
k

∑
i=1

∫∫

Si

H dA =
k

∑
i=1

m

∑
j=1

∫∫

Ri j

H dA.

A similar argument, beginning with Tj, shows that

m

∑
j=1

∫∫

Tj

H dA =
m

∑
j=1

k

∑
i=1

∫∫

Ri j

H dA. ⊓⊔

By definition, a piecewise-smooth surface can have edges and corners; at suchFrom piecewise-smooth
to smooth points, the surface fails to be smooth, that is, to have a well-defined tangent plane.

But edges and corners can occur only where two surface patches of a decomposition
meet. Thus, in our first decomposition above, the unit sphere could fail to be smooth
only at a point on the boundary of one of the belts (S1, S2) or one of the caps
(S3, S4). However, these are all interior points of the hemispheres S± of our second
decomposition (except for the two points on the x-axis), so they must be smooth
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points of the sphere, after all. (The two points on the x-axis are interior points of
a third decomposition that uses the polar caps and the equatorial belts rotated 90◦

around the z-axis.) Because every point on the sphere is interior to some surface
patch in a decomposition, the sphere has no edges or corners: it is smooth.

Definition 10.9 A piecewise-smooth surface S is smooth if every point of S that is Smooth surfaces
not in ∂S is an interior point of a surface patch that appears in some decomposition
of S.

We turn now to the question of orientation. On pages 388–389, we described two Ways to orient
a surfaceequivalent ways to orient a surface S in space. First, to each point p in S we assigned

an ordered pair of linearly independent tangent vectors {v1(p),v2(p)} to S at p in
such a way that each vi(p) varied continuously with p. Second, we assigned to p
one of the unit normals n(p) to S at p in such a way that n(p) varied continuously
with p.

A particular surface may admit no orientation whatsoever. One impediment is Impediments to
orientationthe presence of an edge or a corner, where there is no well-defined tangent plane

or normal vector. It would appear, then, that a surface that is piecewise smooth
but not smooth cannot be oriented. In fact, we see below that this impediment can
sometimes be overcome. A different sort of impediment affects even some smooth
surfaces; the overall shape of the surface may preclude orientation. Perhaps the sim-
plest example is the Möbius strip.

The following Möbius strip is the smooth surface M formed by the union of two The Möbius strip
surface patches M1 and M2 parametrized by the same functions and with adjoining
domains U1 and U2:

f :






x = (5− vcosu)cos2u,

y = (5− vcosu)sin 2u,

z =−vsinu;

U1 :
0≤ u≤ π/2,
−1≤ v≤ 1;

U2 :
π/2≤ u≤ π ,
−1≤ v≤ 1.

x
y

z
M

M1

M2

u

v
U1 U2

(0,v)

(π,−v)

f

The boundary points (0,v) and (π ,−v) have the same image (although the figure
shows them separated slightly for clarity):

f(0,v) = (5− v,0,0) = f(π ,−v).

In effect, the rectangles U1 and U2 form a single ribbon that f bends into a loop,
joining one end to the other after giving the ribbon a half-twist. Thus, if we follow
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a continuously varying normal vector along the center of the ribbon, we find that
the normals at the two ends, on the seam where the ends of the ribbon join, point in
opposite directions.

This direction reversal is shown by the parametrization normal Nf(u,v), whoseThe Möbius strip
cannot be oriented components are the continuous functions

∂ (y,z)
∂ (u,v)

=−vsin2u−2(5− vcosu)sinucos2u,

∂ (z,x)
∂ (u,v)

= vcos2u−2(5− vcosu)sinusin2u,

∂ (x,y)
∂ (u,v)

= 2(5− vcosu)cosu.

At each point f(0,v) = f(π ,−v) on the seam, the parametrization normals are in
conflict:

Nf(π ,−v) = (0,−v,−2(5− v)) =−Nf(0,v).

It is therefore impossible to define a nonzero normal that varies continuously over
all of M: the Möbius strip cannot be oriented.

Nevertheless, it is still possible to integrate a scalar function over M. In particular,
M has a well-defined area (that we can compute using a numerical integrator, for
example):

areaM =

∫∫

M

dA =

∫∫

U1+U2

√[
∂ (y,z)
∂ (u,v)

]2

+

[
∂ (z,x)
∂ (u,v)

]2

+

[
∂ (x,y)
∂ (u,v)

]2

dudv

=

∫ 1

−1

∫ π

0

√
v2 + 4(5− vcosu)2 du dv

≈ 62.9377.

Now suppose that S is a smooth surface and p is a point in the interior of S—Unit normals on
a smooth surface that is, in S \ ∂S. By definition, p is in the interior of a surface patch S∗ in some

decomposition of S. Suppose f : Ω→ R3 parametrizes that patch, with U ⊂ Ω and
f(U) = S∗. If f (a,b) = p, then the parametrization normal

Nf(a,b) =

(
∂ (y,z)
∂ (u,v)

,
∂ (z,x)
∂ (u,v)

,
∂ (x,y)
∂ (u,v)

)

(a,b)

is nonzero and is normal to S at p. From it we can construct the two unit normals
±n(p) to S at p.
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Definition 10.10 Suppose S is a smooth surface that is pathwise connected; S is Orientability of a
smooth surfacesaid to be orientable if a unit normal vector n(p) can be chosen that varies contin-

uously over all points p in S\∂S. Such an assignment is called an orientation of SSS;
we say that SSS is oriented, and write~SSS.

A surface is pathwise connected if any two points can be joined by a continuous path
that lies on the surface. Because an orientable surface S is pathwise connected, the
orienting normal at any point determines the orienting normal at every other point,
by continuity. Thus, S has two just orientations, which we can denote as ~S and −~S.

Every surface patch is orientable, by definition. Any surface patch Si in a decom-
position of a smooth oriented surface~S has an orientation induced as a subset of that
surface. We write

~S = ~S1 + · · ·+~Sk

to represent a decomposition of a smooth oriented surface into surface patches with
their induced orientations. We can now define the total flux of of a vector field
through a smooth oriented surface.

Definition 10.11 If~S is a smooth oriented surface and V = (X ,Y,Z) is a vector field Surface integrals

defined on ~S, then the surface integral of V over~SSS is

∫∫

~S
X dydz+Y dzdx + Z dxdy =

k

∑
i=1

∫∫

~Si

X dydz+Y dzdx + Z dxdy,

where ~S =~S1 + · · ·+~Sk is a decomposition into oriented surface patches.

An individual surface integral on the right is computed using a parametrization of
the given oriented surface patch. However, the surface integral over ~S will be well
defined only if the sum on the right is independent of the decompositon of ~S into
oriented surface patches. The following theorem ensures this; it is similar to Theo-
rem 10.8 and can be proven that same way.

Theorem 10.9. Suppose~S =~S1 + · · ·+~Sk = ~T1 + · · ·+~Tm gives two decompositions
of the smooth oriented surface S into oriented surface patches. Then

k

∑
i=1

∫∫

~Si

X dydz+Y dzdx + Z dxdy =
m

∑
j=1

∫∫

~Tj

X dydz+Y dzdx + Z dxdy. ⊓⊔

To illustrate, let us go back and recalculate the total flux of the field V = Radial flow out of
a sphere, again(Cx,Cy,Cz) through the unit sphere ~S oriented by its outward normal (Example 1,

p. 396), decomposing ~S (as on p. 412) into an eastern belt ~S1, a western belt ~S2,
a northern cap ~S3, and a southern cap ~S4. For the belts ~S1 and ~S2, we can just use
the parametrization from Example 1, replacing the domain −π/2 ≤ ϕ ≤ π/2 by
−α ≤ ϕ ≤ α:
∫∫

~S1+~S2

Cxdydz+Cydzdx +Czdxdy =

∫ π

−π
C dθ

∫ α

−α
cosϕ dϕ = (2πC)(2sinα).
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We parametrize the northern cap ~S3 as

f3 :






x = u,

y = v,

z =
√

1−u2− v2,

~U3 : u2 + v2 ≤ cos2 α;

then

∂ (y,z)
∂ (u,v)

=

∣∣∣∣
0 1
−u/z −v/z

∣∣∣∣=
u
z
,

∂ (z,x)
∂ (u,v)

=

∣∣∣∣
−u/z −v/z

1 0

∣∣∣∣=
v
z
,

∂ (x,y)
∂ (u,v)

=

∣∣∣∣
1 0
0 1

∣∣∣∣= 1,

and

Cxdydz+Cydzdx +Czdxdy =

(
Cu2

z
+

Cv2

z
+Cz

)
dudv =

C
z

dudv.

Therefore (introducing polar coordinates u = ρ cosθ , v = ρ sinθ ),

∫∫

~S3

Cxdydz+Cydzdx +Czdxdy =

∫∫

u2+v2≤cos2 α

C√
1−u2− v2

dudv

= C
∫ 2π

0
dθ
∫ cosα

0

ρ dρ√
1−ρ2

= 2πC

(
−
√

1−ρ2

∣∣∣∣
cosα

0

)
= 2πC(1− sinα).

If we were to parametrize the southern cap ~S4 by just changing the sign of z,

g4 :






x = u,

y = v,

z =−
√

1−u2− v2,

~U4 : u2 + v2 ≤ cos2 α,

then we would have

∂ (y,z)
∂ (u,v)

=

∣∣∣∣
0 1
−u/z −v/z

∣∣∣∣=
u
z
,

∂ (z,x)
∂ (u,v)

=

∣∣∣∣
−u/z −v/z

1 0

∣∣∣∣=
v
z
,

∂ (x,y)
∂ (u,v)

=

∣∣∣∣
1 0
0 1

∣∣∣∣= 1.

These are the components of the orientation normal

Ng4 =

(
u
z
,

v
z
,1
)

=
1
z
(u,v,z) =

1
z
(x,y,z).

But because 1/z < 0, this is a negative multiple of the radius vector (x,y,z) at a pointg4 parametrizes

−~S4, not +~S4 on ~S4, and hence points inward. However, the orientation of ~S requires an outward
normal here. The remedy is to reverse u and v:
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f4 :






x = v,

y = u,

z =−
√

1−u2− v2,

~U4 : u2 + v2 ≤ cos2 α.

Now

∂ (y,z)
∂ (u,v)

=

∣∣∣∣
1 0
−u/z −v/z

∣∣∣∣=−
v
z
,

∂ (z,x)
∂ (u,v)

=

∣∣∣∣
−u/z −v/z

0 1

∣∣∣∣=−
u
z
,

∂ (x,y)
∂ (u,v)

=

∣∣∣∣
0 1
1 0

∣∣∣∣=−1,

and

Nf4 =

(
−v

z
,−u

z
,−1

)
=−1

z
(v,u,z) =−1

z
(x,y,z).

This a positive multiple of the radius vector (x,y,z), and hence an outward normal.
Furthermore,

Cxdydz+Cydzdx +Czdxdy =

(
−Cv2

z
− Cu2

z
−Cz

)
dudv

=−C
z

dudv = +
C√

1−u2− v2
dudv,

as with ~S3, so
∫∫

~S4

Cxdydz+Cydzdx +Czdxdy = 2πC(1− sinα).

Total flux through~S4 equals total flux through~S3, as is already evident by symmetry.
Total flux out of the whole sphere is therefore

4

∑
i=1

∫∫

~Si

Cxdydz+Cydzdx +Czdxdy = 4πC,

precisely the value we found earlier, when we assumed the whole sphere could be Why the earlier
computation workedtreated as if it were a single surface patch. Although this analysis does not justify

that assumption, it does show why the earlier computation worked. As α → π/2,
sinα → 1; therefore, total flux through the polar caps approaches 0 and total flux
through the two belts approaches 4πC. These conclusions are also clear on physical
grounds.

At an edge or a corner, a piecewise-smooth surface does not have a well-defined Orientation with
edges and cornersnormal (or a pair of linearly independent tangent vectors), so it cannot be ori-

ented the same way as a smooth surface. However, a surface patch is always ori-
entable, and because the boundary of any surface patch used in a decomposition
of a piecewise-smooth surface is a piecewise-smooth curve, the orientation of the
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patch induces an orientation of its boundary. As we see in the figure below, it may
be possible to orient all the surface patches in a decomposition so that their common
boundary arcs have opposite orientations and thus cancel each other.

S
→

∂S
→

Definition 10.12 Suppose S is a piecewise-smooth surface that is pathwise con-Orientability of a
piecewise-smooth
surface

nected, and S = ~S1 ∪ ·· · ∪~Sk is a decomposition into oriented surface elements.
Suppose that whenever two surface elements ~Si and ~S j have a common boundary
arc, ∂~Si and ∂~S j have opposite orientations there. Then we say SSS is orientable and
is oriented by those surface elements. We write

~S =~S1 + · · ·+~Sk, ∂~S = ∂~S1 + · · ·+ ∂~Sk.

The equation for ∂~S reflects the cancellations that occur on the arcs that pairs of
different ∂~Si have in common. The unpaired arcs that remain have a well-defined
orientation and make up the oriented boundary of ~S. The surface integral of a vector
field over a piecewise-smooth oriented surface is defined exactly as for a smooth
oriented surface; moreover, the definition is independent of the way the surface is
decomposed into patches.

Definition 10.13 If ~S is a piecewise-smooth oriented surface and V = (X ,Y,Z) is aSurface integrals

vector field defined on ~S, then the surface integral of V over~SSS is

∫∫

~S
X dydz+Y dzdx + Z dxdy =

k

∑
i=1

∫∫

~Si

X dydz+Y dzdx + Z dxdy,

where ~S =~S1 + · · ·+~Sk is a decomposition into oriented surface patches.

Theorem 10.10. Suppose~S =~S1 + · · ·+~Sk =~T1 + · · ·+~Tm gives two decompositions
of the piecewise-smooth oriented surface S into oriented surface patches. Then

k

∑
i=1

∫∫

~Si

X dydz+Y dzdx + Z dxdy =
m

∑
j=1

∫∫

~Tj

X dydz+Y dzdx + Z dxdy. ⊓⊔
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To illustrate, let us determine the total flux of V = (x + y,y− x,0) out of the
unit cube in (x,y,z)-space. Thus, we orient each face of the cube with the outward
normal, show this gives us an orientation of the surface~S of the entire cube, integrate
V over each face, and then add the results.

We can parametrize the six faces with affine functions, but it takes some care to
get the orientations right. To parametrize ~Sx=1, the face that lies in the plane x = 1,
let ~U be the positively oriented unit square in the (u,v)-plane, and let fx=1 : ~U →R3

be (x,y,z) = (1,u,v). The orientation normal is

Nx=1 =

(
∂ (y,z)
∂ (u,v)

,
∂ (z,x)
∂ (u,v)

,
∂ (x,y)
∂ (u,v)

)
= (1,0,0);

it does indeed point out of the cube on ~Sx=1. Total flux through ~Sx=1 is
x

y

z

u

v

S
→

S
→

x=1

∫∫

~Sx=1

(x+y)dydz+(y−x)dzdx =

∫∫

~U
(1+u)×1dudv=

∫ 1

0
dv
∫ 1

0
(1+u)du =

3
2
.

To parametrize the face ~Sx=0 that lies in the plane x = 0, suppose we were to use
g : (x,y,z) = (0,u,v) with (u,v) again in the oriented unit square ~U . The orientation
normal is the same as on ~Sx=1,

Ng = (1,0,0),

but ~Sx=0 is on the other side of the cube, so Ng points into the cube. Thus g gives
the wrong orientation. We get the correct orientation by reversing u and v: let fx=0 :
(x,y,z) = (0,v,u). Then

∂ (y,z)
∂ (u,v)

=−1,

leading to an orientation normal

Nx=0 = (−1,0,0)

that points out of the cube. With fx=0 we find that total flux through ~Sx=0 is

x

y

z

u

v

S
→

S
→

x=0

∫∫

~Sx=0

(x+y)dydz+(y−x)dzdx =
∫∫

~U
(0+v)×−1dudv =

∫ 1

0
du
∫ 1

0
−vdv =−1

2
.

To parametrize the face ~Sy=1, a bit of experimentation suggests that we use fy=1 :
(x,y,z) = (v,1,u). Then

∂ (z,x)
∂ (u,v)

=

∣∣∣∣
1 0
0 1

∣∣∣∣= 1,

giving an orientation normal
Ny=1 = (0,1,0)

that points out of the cube. Total flux through ~Sy=1 is
x

z
u

v

S
→

S
→

y=1
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∫∫

~Sy=1

(x+y)dydz+(y−x)dzdx =
∫∫

~U
(1−v)×1dudv =

∫ 1

0
du
∫ 1

0
(1−v)dv =

1
2
.

The parametrization fy=0 : (x,y,z) = (u,0,v) of the face ~Sy=0 has the orientation
normal

Ny=0 = (0,−1,0)

that points out of the cube. Total flux through ~Sy=0 is

x

z

u

v

S
→

S
→

y=0

∫∫

~Sy=0

(x + y)dydz+(y− x)dzdx =

∫∫

~U
(0−u) ·−1dudv =

∫ 1

0
dv
∫ 1

0
udu =

1
2
.

We can parametrize ~Sz=1 with fz=1 : (x,y,z) = (u,v,1) and ~Sz=0 with fz=0 :
(x,y,z) = (v,u,0). Then

Nz=1 = (0,0,1), Nz=0 = (0,0,−1),

as required. However total flux is zero through both faces:
∫∫

~Sz=1,0

(x + y)dydz+(y− x)dzdx =

∫∫

~U
0dudv = 0.

This is already clear because the flow is everywhere parallel to the (x,y)-plane, so
V ·Nz=1,0 = 0. Addition now gives us the total flux out of the whole cubical surface~S:

∫∫

~S
(x + y)dydz+(y− x)dzdx = 2.

The integral of the vector field V = (X ,Y,Z) over an oriented piecewise-smoothAlternate form for
a surface integral surface ~S has the alternate form

∫∫

S
V ·n dA =

∫∫

~S
X dydz+Y dzdx + Z dxdy

that integrates the scalar function V ·n over the unoriented surface S. If S is smooth,
the unit normal n that appears here is the one that defines the orientation of ~S. If S
is only piecewise-smooth, then n is not defined everywhere. But if ~S =~S1 + · · ·+~Sk
is a decomposition into oriented surface patches, then we define

∫∫

S
V ·n dA =

k

∑
i=1

∫∫

Si

V ·ni dA,

where ni is the orienting unit normal on ~Si. (On the interior of ~Si, ni is the orienting
unit normal on ~S, as well.)
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10.3 Differential forms

The integrands of path and surface integrals, and of oriented single and double in-
tegrals, are differential forms. We generate new forms using algebraic operations
and differentiation; in particular, these operations give us a simple connection be-
tween the forms that appear in the path and double integrals of Green’s theorem. The
books by H. Flanders [7] and H. Edwards [5] provide more extensive treatments of
differential forms.

To fix ideas, we begin with differential forms in R3. In (x,y,z)-space, there are Forms in R3

three “basic” differentials: dx, dy, and dz. A differential kkk-form, or an exterior
kkk-form, or just a kkk-form α = α(x,y,z), is a sum of “monomials” that contain exactly
k of these differentials, as follows:

k general k-form

0 g(x,y,z)
1 P(x,y,z)dx + Q(x,y,z)dy + R(x,y,z)dz
2 X(x,y,z)dydz+Y (x,y,z)dzdx + Z(x,y,z)dxdy
3 H(x,y,z)dxdydz

> 3 0

A general k-form is thus a linear combination of certain basic kkk-forms

1, dx, dy, dz, dydz, dzdx, dxdy, dxdy dz;

we require the coefficient functions to have continuous second derivatives. A 1-form
is the integrand of a path integral, so it is integrated over an oriented 1-dimensional
domain. A 2-form is integrated over an oriented 2-dimensional domain, and a 3-form
is integrated over an oriented 3-dimensional domain. Even a 0-form fits this pattern;
see below, pages 428–429.

The sum of two k-forms is another k-form in the usual way, and the product of a Algebra;
exterior productk-form by a function is another k-form. We do not define the sum of a k-form and an

l-form when k 6= l; for one thing, such a sum could not be an integrand. However,
we can define the product of a k-form α and an l-form β . It is a (k + l)-form α ∧β ,
called the exterior, or wedge, product of α and β . On the basic differentials, the
exterior product is anticommutative:

dx∧dy =−dy∧dx = dxdy,

dy∧dz =−dz∧dy = dydz,

dz∧dx =−dx∧dz = dzdx,

dx∧dx = dy∧dy = dz∧dz = 0.

Anticommutativity implies the last line; for example, interchanging the first dx with
the second gives dx∧dx =−dx∧dx, so 2(dx∧dx) = 0.
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The definition says that each basic 2-form is just an exterior product; for example,
dxdy stands for dx∧dy. For the basic 3-form, we have

dxdydz = dx∧dy∧dz = dy∧dz∧dx = dz∧dx∧dy

=−dy∧dx∧dz =−dz∧dy∧dx =−dx∧dz∧dy.

Because anticommutativity forces the exterior product of basic differentials to be
zero unless they are distinct, there is no nonzero k-form in R3 when k > 3. Note that
the exterior product is not anticommutative in all cases:

(dydz)∧dx = dxdydz = dx∧ (dydz).

For completeness, we define the exterior product with a 0-form—that is, an ordinary
function g = g(x,y,z)—as

g∧α = α ∧g = g(x,y,z)α(x,y,z)

for any k-form α .
We can now compute the exterior product of any two forms by using the distribu-General products

tive law. For the 1-forms

α = α(x,y,z) = Pdx + Qdy + Rdz, θ = θ (x,y,z) = F dx + Gdy + H dz,

we have

α ∧θ = (Pdx + Qdy + Rdz)∧ (F dx + Gdy + H dz)

= PGdx∧dy + PH dx∧dz+ QF dy∧dx

+ QH dy∧dz+ RF dz∧dx + RGdz∧dy

= (QH−RG)dydz+(RF−PH)dzdx +(PG−QF)dxdy.

A similar calculation of θ ∧α would then show that θ ∧α =−α∧θ . For the 2-form

β = X dydz+Y dzdx + Z dxdy,

the wedge product α ∧β has only three nonzero terms:

α ∧β = (PX + QY + RZ)dxdydz = β ∧α.

Suppose ~C is an oriented curve that we parametrize asIntegrating a differential

x(t) = (x(t),y(t),z(t)), a≤ t ≤ b.

Consider the simple 1-form α = dx on ~C; we have

∫

~C
α =

∫

~C
dx =

∫ b

a
x′(t)dt = x(t)

∣∣∣∣
b

a
= x(b)− x(a),
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which is the change in x along ~C:
∫

~C
dx = ∆x along ~C.

Now let α = gx dx+gy dy+gz dz, where gx, gy, and gz are the partial derivatives of a
continuously differentiable function g(x,y,z). (We call g a potential function for α;
cf. p. 25.) Then, using the chain rule to convert gxx′+ gyy′+ gzz′ into dg(x(t))/dt,
we have

∫

~C
gx dx + gy dy + gz dz =

∫ b

a
(gx x′+ gy y′+ gz z′)dt

=
∫ b

a

d
dt

g(x(t))dt = g(x(t))

∣∣∣∣
b

a
= g(x(b))−g(x(a))

which is the change in g along ~C. Analogy with the simple differential dx suggests Differential of
a functionwe set

gx dx + gy dy + gz dz = dg,

and call this the differential of ggg, because then we have
∫

~C
dg = ∆g along ~C.

Using the fact that dg is defined for any 0-form g, we now define the differential, Exterior derivative
or exterior derivative, dα of any k-form α . There are two rules. First, if α = g∧β ,
where β is a basic k-form, then

dα = dg∧β ,

a (k + 1)-form. Second, for any k-forms α and ω ,

d(α±ω) = dα±dω .

It follows that the exterior derivative of any k-form is a (k + 1)-form.
For a general 1-form α = Pdx + Qdy + Rdz, we have

dα = dP∧dx + dQ∧dy + dR∧dz

= (Px dx + Py dy + Pz dz)∧dx +(Qx dx + Qy dy + Qz dz)∧dy

+(Rx dx + Ry dy + Rz dz)∧dz

= (Ry−Qz)dydz+(Pz−Rx)dzdx +(Qx−Py)dxdy.

For a general 2-form ω = X dydz+Y dzdx + Z dxdy, the calculation is briefer:

dω = (Xx +Yy + Zz)dxdydz.
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For a 3-form γ = H dxdydz, the exterior derivative dγ is a 4-form, and hence is
automatically 0.

Theorem 10.11. For every k-form α in R3, d2α = d(dα) = 0.d2 = 0

Proof. Suppose α is a 0-form, α = g; then

d2α = d(gx dx + gy dy + gz dz)

= (gxy dy + gxz dz)dx +(gyx dx + gyz dz)dy +(gzx dx + gzy dy)dz

= (gzy−gyz)dydz+(gxz−gzx)dzdx +(gyx−gxy)dxdy

= 0.

All the coefficients vanish by the “equality of mixed partials” for functions with
continuous second derivatives.

Suppose α is a 1-form: α = Pdx + Qdy + Rdz; then (see above)

dα = (Ry−Qz)dydz+(Pz−Rx)dzdx +(Qx−Py)dxdy.

This is a 2-form whose exterior derivative is

d2α =
(
(Ry−Qz)x +(Pz−Rx)y +(Qx−Py)z

)
dxdydz

=
(
Ryx−Qzx + Pzy−Rxy + Qxz−Pyz

)
dxdydz

= 0.

Again the “equality of mixed partials” implies that the coefficient vanishes. Finally,
if α is a k-form with k≥ 2, then d2α is a (k +2)-form and hence vanishes automat-
ically. Thus d2 = 0 on all differential forms. ⊓⊔

Note that d2 = 0 is a consequence of the anticommutativity of the exterior prod-Anticommutativity
in d2 = 0 uct on basic differentials. For example, in

d2g = d(gx dx + gy dy + gz dz),

the first term contributes
gxy dy∧dx

and the second contributes

gyx dx∧dy = gxy dx∧dy =−gxy dy∧dx.

The anticommutativity, in turn, is a reflection of the fact that dy∧ dx represents an
oriented element of area for a double integral, and dx∧dy represents the element of
area for the opposite orientation. All these relations are nicely illustrated by differ-
ential forms in the plane.

In the (x,y)-plane, there are just four “basic differentials,”Differential forms in R2

1, dx, dy, dxdy,
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and the general 1-form and 2-form are, respectively,

α(x,y) = P(x,y)dx + Q(x,y)dy and θ (x,y) = H(x,y)dxdy.

The exterior derivative is defined as for forms in R
3; the exterior derivative of the

1-form α = Pdx + Qdy is

dα = dP∧dx + dQ∧dy

= (Px dx + Py dy)∧dx +(Qx dx + Qy dy)∧dy

= (Qx−Py)dxdy.

This means that Green’s theorem, Green’s theorem:
∮

∂~R
α =

∫∫

~R
dα

∮

∂~R
Pdx + Qdy =

∫∫

~R
(Qx−Py)dxdy,

becomes, in the language of differential forms,
∮

∂~R
α =

∫∫

~R
dα.

We can write this equation in an even more striking way by regarding an oriented
integral as a function, or map, that assigns a number (the value of the integral) to
each pair of objects of a particular sort: the first object is an oriented k-dimensional
region ~D; the second is a k-form ω . To emphasize how an integral is the “pairing”
of a region and a form, let us write it in symbolic fashion as

〈~D,ω〉.

For example, ~D could be the interval [a,b] and ω(x) = g(x)dx; then

〈~D,ω〉= 〈[a,b],g(x)dx〉=
∫ b

a
g(x)dx.

But ~D could just as well be a piecewise-smooth oriented surface in space and
ω(x,y,z) = X dydz+Y dzdx + Z dxdy; then (Definition 10.13)

〈~D,ω〉=
∫∫

~D
X dydz+Y dzdx + Z dxdy.

In terms of this symbolic pairing, Green’s theorem has the form Green’s theorem:
〈∂~R,α〉= 〈~R,dα〉

〈∂~R,α〉= 〈~R,dα〉.

The operator d assigns the 2-form dα to the 1-form α; the operator ∂ (the symbol is
a cursive “d” in the Cyrillic alphabet) assigns the 1-dimensional region ∂~R to the 2-
dimensional region ~R. The symbolic content of Green’s theorem is that each of these
operators turns into the other when it “moves across” the pairing. In this context, we
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say that the operators d and ∂ are adjoints. The boundary operator is written as a d
(albeit as a Russian ∂ ) because it is the adjoint of the exterior derivative, d.

The adjoint relation between ∂ and d supports the fact that d2 = 0 (Theo-
rem 10.11), because it is independently clear that ∂ 2 = 0 (i.e., the boundary of a
boundary is empty: ∂ (∂D) = /0).

Green’s theorem, in its symbolic form 〈∂~R,α〉 = 〈~R,dα〉, has a remarkableGreen’s theorem
in dimension 1 1-dimensional analogue. On the x-axis, there are just two basic differential forms, 1

and dx, generating the 0-forms G(x) and 1-forms g(x)dx. In the fundamental theo-
rem of calculus, ∫ b

a
G′(x)dx = G(b)−G(a),

the left-hand side is the integral of the 1-form dα = G′ dx, where α itself is the
0-form α = G. Can we make the right-hand side into a kind of “0-dimensional
integral” of α?

The basic 0-dimensional object is a single point. But the fundamental theorem0-dimensional
regions involves a pair of points, the boundary points of [a,b]. To include this case, we take a

0-dimensional “region” to be any finite collection of points D : {a1,a2, . . . ,an}. Be-
cause a 0-form G(x) takes a value on each of these points—and integrals represent
sums—one possibility is to define the symbolic 0-dimensional integral to be

〈D,G〉= G(a1)+ G(a2)+ · · ·+ G(an).

However, this fails to produce the minus sign we see in G(b)−G(a).
To get the needed minus sign, we introduce orientation. Because ~I = [a,b] isOrientation

itself oriented, we say it induces the orientation {−a,+b} on ∂~I. The signs convey
the orientation: the minus sign indicates where~I begins; the plus sign where it ends.

+I
→

−
a

+
b

+∂I
→

:
−I

→

+
a

−
b

−∂I
→

:

The oppositely oriented −~I induces the correct orientation of −∂~I : {+a,−b}, re-
garded as ∂~I with the opposite orientation. We convey the same information about
∂~I if we write it not as a set but as a sum:

∂~I =−a + b.

To see the advantage of this change, let

~J = [b,c], ~K =~I + ~J = [a,b]+ [b,c] = [a,c].

Then ∂ ~J =−b + c and

∂~I + ∂~J =−a + b−b + c =−a + c = ∂~K.

Also, ∂ (~I−~I) = −a + b + a− b = 0, which is consistent with ~I−~I = 0. We can
therefore convert a general D : {a1, . . . ,al} into an oriented 0-dimensional region by
attaching an integer mi to each ai, and writing the result as
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~D = m1a1 + · · ·+ mlal.

If we change either a point ai or a “weight” mi, then ~D is a different oriented
0-dimensional region. Finally, if G is a 0-form, we define the 0-dimensional ori-
ented integral

〈~D,G〉= m1G(a1)+ · · ·+ mlG(al).

In these terms, the fundamental theorem of calculus takes the form Fundamental theorem:
〈~I,dα〉= 〈∂~I,α〉

〈~I,dα〉= 〈∂~I,α〉,

where α = G is a 0-form and~I is an oriented interval. The fundamental theorem and
Green’s theorem thus make the same assertion about a k-dimensional region and a
k-form, only for different values of k. They are instances of a more general result,
called Stokes’ theorem, that we consider in the next chapter.

What happens to a differential form under a change of variables? For example, Differential forms in
polar coordinatesconsider the change to polar coordinates with

ϕϕϕ :

{
x = r cosθ ,

y = r sinθ .

Then, because we can treat x and y as functions of r and θ ,
{

dx = cosθ dr− r sinθ dθ ,

dy = sin θ dr + r cosθ dθ .

The element of area, dxdy, is transformed into

dxdy = (cosθ dr− r sinθ dθ )∧ (sinθ dr + r cosθ dθ )

= r cos2 θ dr∧dθ − r sin2 θ dθ ∧dr

= r dr dθ ,

the element of area in polar coordinates. For a second example, consider the 1-form

α(x,y) =
−y

x2 + y2 dx +
x

x2 + y2 dy.

If we use ϕϕϕ∗α(r,θ ) to denote the new form after the polar coordinate change ϕϕϕ is
applied, then

ϕϕϕ∗α(r,θ ) =
−r sinθ

r2 (cosθ dr− r sinθ dθ )+
r cosθ

r2 (sinθ dr + r cosθ dθ )

=
−sinθ cosθ + sinθ cosθ

r
dr +(sin2 θ + cos2 θ )dθ

= dθ .
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In other words, α(x,y) is the differential of the function

θ (x,y) = arctan
y
x
, (x,y) 6= (0,0),

as we can verify directly:

∂θ
∂x

=
−y/x2

1 +(y/x)2 =
−y

x2 + y2 ,
∂θ
∂y

=
1/x

1 +(y/x)2 =
x

x2 + y2 .

The graph of the function z = θ (x,y) is a spiral ramp, as shown below. The z-axisThe graph of θ(x,y) is
an infinite spiral ramp is not part of the graph, because (x,y) 6= (0,0). The ray θ = c in the (x,y)-plane

is carried to the level z = c but also to z = c + 2nπ for every integer n. The polar
angle θ is therefore multiple-valued in a particular way; the graph reflects this by
spiraling around the origin infinitely many times, with successive levels separated
by ∆z = 2π .

x

x

y

z

C
→

1

C
→

2

z = θ(x, y)
∆θ = 2π

∆θ = 0

θ = c

z = c

z = c + 2π

Because α = dθ ,
∫

~C
α =

∫

~C

−y
x2 + y2 dx +

x
x2 + y2 dy = ∆θ on ~C.

Ordinarily, the integral of the differential dg of a function g is zero on a closed path,
because ∆g = 0 there. The same is true of the integral of dθ on a path like ~C2 that
does not enclose the origin. However, on a path like ~C1 that does enclose the origin,
z = θ does not return to its starting value (it “climbs the ramp”), and ∆θ 6= 0.

Definition 10.14 Let ~C be an oriented closed path that does not meet the origin;Winding number
the winding number of ~CCC is

W (~C) =
1

2π

∫

~C

−y
x2 + y2 dx +

x
x2 + y2 dy.



10.3 Differential forms 431

By what we’ve said, W (~C) = ∆θ/2π is an integer; it counts the net number of times
~C “winds around” the origin in the positive sense minus the number of times in the
negative sense. Furthermore, W (−~C) =−W(~C).

We now want to determine how a differential form is transformed when a map How a mapping
transforms a k-formintroduces new variables (possibly more general than an invertible change of vari-

ables). First, consider a map from (an open set in) R2 to R2:

f :

{
x = x(u,v),

y = y(u,v),

{
dx = xu du + xv dv,

dy = yu du + yv dv.

We assume that f is continuously differentiable, but do not assume, for the moment,
that it is invertible. In other words, f need not be a coordinate change. A general
0-form α(x,y) = g(x,y) is transformed into

f∗α(u,v) = g∗(u,v) = g(x(u,v),y(u,v)).

A general 1-form α(x,y) = P(x,y)dx + Q(x,y)dy is transformed into

f∗α(u,v) = P(x(u,v),y(u,v))(xu du + xv dv)

+ Q(x(u,v),y(u,v))(yu du + yv dv)

= (P∗xu + Q∗yu)du +(P∗xv + Q∗yv)dv.

For some purposes, the functions in differential forms should have continuous sec-
ond derivatives. For f∗α to meet that requirement, the components of f should have
continuous third derivatives, because f∗α contains the first derivatives of those com-
ponents.

The basic 2-form α(x,y) = dxdy is transformed into

f∗α(u,v) = (xu du + xv dv)∧ (yu du + yv dv)

= xuyv du∧dv + xvyu dv∧du =
∂ (x,y)
∂ (u,v)

dudv.

Therefore, if α(x,y) = g(x,y)dxdy, the general 2-form in R2, then

f∗α(u,v) = g∗(u,v)
∂ (x,y)
∂ (u,v)

dudv.

Notice that, although f maps the (u,v)-plane to the (x,y)-plane, the map f∗ “goes The pullback on
differential formsthe other way:” it maps differential forms on the (x,y)-plane to differential forms on

the (u,v)-plane. Thus f∗ pulls back forms from the (x,y)-plane to the (u,v)-plane;
we call it the pullback on forms defined by f.

forms in (u,v)
f∗←−−−− forms in (x,y)

(u,v)
f−−−−→ (x,y)
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The map f need not preserve dimension; indeed, f : R2→R3 is an important case:Pulling back a map
f : R2→ R3

f :






x = x(u,v),

y = y(u,v),

z = z(u,v).






dx = xu du + xv dv,

dy = yu du + yv dv,

dz = zu du + zv dv.

Pullbacks of 0- and 1-forms are similar to those for maps from R2 to R2. To be
specific, if α(x,y,z) = g(x,y,z), then

f∗α(u,v) = g∗(u,v) = g(x(u,v),y(u,v),z(u,v));

and if α = P(x,y,z)dx + Q(x,y,z)dy + R(x,y,z)dz, then

f∗α(u,v) = (P∗xu + Q∗yu + R∗zu)du +(P∗xv + Q∗yv + R∗zv)dv.

There are similarities for 2-forms, as well; we just need to take into account that
there are now three basic 2-forms in R

3: dxdy, dydz, and dzdx. However, in R
2

there is only one basic 2-form, so the previous case of maps from R2 to R2 need
merely be applied three times:

f∗dxdy =
∂ (x,y)
∂ (u,v)

dudv, f∗dydz =
∂ (y,z)
∂ (u,v)

dudv, f∗dzdx =
∂ (z,x)
∂ (u,v)

dudv.

Thus, for the general 2-form α = X dydz+Y dzdx + Z dxdy, the pullback is

f∗α =

(
X∗

∂ (y,z)
∂ (u,v)

+Y ∗
∂ (z,x)
∂ (u,v)

+ Z∗
∂ (x,y)
∂ (u,v)

)
dudv

=

(
X(f(u,v))

∂ (y,z)
∂ (u,v)

+Y (f(u,v))
∂ (z,x)
∂ (u,v)

+ Z(f(u,v))
∂ (x,y)
∂ (u,v)

)
dudv.

The final case to consider is the general 3-form α = H(x,y,z)dxdydz, but its pull-
back is zero because every 3-form in two variables must reduce to zero.

The language of differential forms and pullbacks gives us a vivid and succinctSurface integrals
reformulated way to reformulate the definition of a surface integral (Definition 10.4, p. 402).

Thus we are given an oriented surface patch ~S and a 2-form

ω = X dydz+Y dzdx + Z dxdy

that is defined and continuous on ~S. If f : Ω2→ R3 : ~U2→ ~S parametrizes ~S (Defi-
nition 10.2, p. 392), then

∫∫

~S
ω =

∫∫

f(~U)
ω is by definition equal to

∫∫

~U
f∗ω .

Let us now determine the pullback map for a continuously differentiable mapThe pullback on R
3

from R3 to R3:
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f :






x = x(u,v,w),

y = y(u,v,w),

z = z(u,v,w),






dx = xu du + xv dv + xw dw,

dy = yu du + yv dv + yw dw,

dz = zu du + zv dv + zw dw.

Again, pullbacks of 0- and 1-forms are similar to what we have already seen. For
the general 0-form α(x,y,z) = g(x,y,z),

f∗g = g∗(u,v,w) = g(x(u,v,w),y(u,v,w),z(u,v,w));

for the general 1-form α = Pdx + Qdy + Rdz,

f∗α(u,v,w) = (P∗xu + Q∗yu + R∗zu)du +(P∗xv + Q∗yv + R∗zv)dv

+(P∗xw + Q∗yw + R∗zw)dw.

With 2-forms, there are complications we have not seen before, because there are
three basic 2-forms in the source. We begin with the basic 2-form dxdy in the target,
and write

f∗dxdy = (xu du + xv dv + xw dw)∧ (yu du + yv dv + yw dw)

= xuyv du∧dv + xuyw du∧dw+ xvyu dv∧du

+ xvyw dv∧dw+ xwyu dw∧du + xwyv dw∧dv

=
∂ (x,y)
∂ (u,v)

dudv +
∂ (x,y)
∂ (v,w)

dvdw+
∂ (x,y)
∂ (w,u)

dwdu.

Using similar results for the other basic 2-forms (i.e., dydz and dzdx; see the exer-
cises), we find that the general 2-form

α = X dydz+Y dzdx + Z dxdy

is transformed into

f∗α(u,v,w) =

(
X∗

∂ (y,z)
∂ (v,w)

+Y ∗
∂ (z,x)
∂ (v,w)

+ Z∗
∂ (x,y)
∂ (v,w)

)
dvdw

+

(
X∗

∂ (y,z)
∂ (w,u)

+Y ∗
∂ (z,x)
∂ (w,u)

+ Z∗
∂ (x,y)
∂ (w,u)

)
dwdu

+

(
X∗

∂ (y,z)
∂ (u,v)

+Y ∗
∂ (z,x)
∂ (u,v)

+ Z∗
∂ (x,y)
∂ (u,v)

)
dudv.

The pullback of the general 3-form α = H dxdydz is straightforward:

f∗α(u,v,w) = H∗
∂ (x,y,z)
∂ (u,v,w)

dudvdw.

Differential forms are involved in the calculation of physical quantities (e.g., Comparing integrals
of α and ϕϕϕ∗αwork and total flux) whose values should be independent of the coordinate frames
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in which they are computed. This prompts us to determine how the integrals of α
and its pullback ϕϕϕ∗α are related when ϕϕϕ is a coordinate change, that is, an invertible
map with a continuously differentiable inverse.

Theorem 10.12. If α(x) = Pdx +Qdy+Rdz is a 1-form, ~C is an oriented curve inTransforming the
integral of a 1-form u-space, and x = ϕϕϕ(u) is a coordinate change, then

∫

ϕϕϕ(~C)
α =

∫

~C
ϕϕϕ∗α.

Proof. For simplicity, take α = Pdx; the other terms Qdy and Rdz can be handled
the same way. Then we know that

ϕϕϕ∗α(u) = P∗xu du + P∗xv dv + P∗xw dw,

where P∗(u) = P(ϕϕϕ(u)). Let ~C be parametrized as (u,v,w) = u(t), with a ≤ t ≤ b.
Then ϕϕϕ(~C) is parametrized by (x,y,z) = ϕϕϕ(u(t)), a≤ t ≤ b, and we have

∫

ϕϕϕ(~C)
α =

∫ b

a
P(ϕϕϕ(u(t))) · d

dt
x(u(t)) dt

=

∫ b

a
P∗(u(t))(xu ·u′+ xv · v′+ xw ·w′)dt =

∫

~C
ϕϕϕ∗α. ⊓⊔

An abbreviated version of the same proof shows that the theorem is true for 1-forms
α(x,y) on the plane.

If α(x,y) = gdxdy is a 2-form, ~D an oriented region in the (u,v)-plane, and ϕϕϕ isTransforming the
integral of a 2-form an invertible coordinate change, then

∫∫

ϕϕϕ(~D)
α =

∫∫

ϕϕϕ(~D)
gdxdy =

∫∫

~D
g∗

∂ (x,y)
∂ (u,v)

dudv =
∫∫

~D
ϕϕϕ∗α.

The second equality is the change of variables formula for oriented double integrals
(Theorem 9.14, p. 357). The next theorem deals with 2-forms in space.

Theorem 10.13. . If α(x) = X dydz+Y dzdx+Z dxdy is a 2-form, ~S is an oriented
surface patch in u-space, and x = ϕϕϕ(u) is a coordinate change, then ϕϕϕ(~S) is an
oriented surface patch in x-space and

∫∫

ϕϕϕ(~S)
α =

∫∫

~S
ϕϕϕ∗α.

Proof. Because ~S is an oriented surface patch in (u,v,w)-space, it has a parame-
trization f : Ω→ R3 : (s,t)→ (u,v,w) with ~S = f(~U) for some closed, bounded,
positively oriented set ~U ⊂ Ω with area (Definition 10.2, p. 392). Because ϕϕϕ is a
coordinate change in R3, the map

ϕϕϕ ◦ f : Ω→ R
3 : (s,t)→ (x,y,z)
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serves to parametrize ϕϕϕ(~S) = (ϕϕϕ ◦f)(~U), which is therefore an oriented surface patch
in (x,y,z)-space. The two surface integrals that appear in the theorem can therefore
be defined using the pullbacks of f and ϕϕϕ ◦ f. The following lemma indicates how
these pullbacks are related.

Lemma 10.1. For any 2-form α , (ϕϕϕ ◦ f)∗α = (f∗ ◦ϕϕϕ∗)α = f∗(ϕϕϕ∗α).

Proof. For simplicity, take α = X dydz; the other terms Y dzdx and Z dxdy can be
analyzed similarly. We have

(ϕϕϕ ◦ f)∗α(s) = X(ϕϕϕ(f(s)))
∂ (y,z)
∂ (s,t)

dsdt.

We also have

ϕϕϕ∗α(u) = X(ϕϕϕ(u))

(
∂ (y,z)
∂ (v,w)

dvdw+
∂ (y,z)
∂ (w,u)

dwdu +
∂ (y,z)
∂ (u,v)

dudv

)
,

from which it follows that

f∗(ϕϕϕ∗α)(s)

= X(ϕϕϕ(f(s)))
(

∂ (y,z)
∂ (v,w)

∗ ∂ (v,w)

∂ (s,t)
+

∂ (y,z)
∂ (w,u)

∗ ∂ (w,u)

∂ (s,t)
+

∂ (y,z)
∂ (u,v)

∗ ∂ (u,v)
∂ (s,t)

)
dsdt.

The three Jacobians marked with asterisks (which are usually not written explicitly)
are understood to be functions of s and t via pullbacks. By Exercise 10.27,

∂ (y,z)
∂ (v,w)

∂ (v,w)

∂ (s,t)
+

∂ (y,z)
∂ (w,u)

∂ (w,u)

∂ (s,t)
+

∂ (y,z)
∂ (u,v)

∂ (u,v)
∂ (s,t)

=
∂ (y,z)
∂ (s,t)

. ⊓⊔

To complete the proof of the theorem, we use the lemma and twice invoke the
new formulation (p. 432) of the definition of a surface integral as the ordinary double
integral of a pullback:

∫∫

ϕϕϕ(~S)

α =

∫∫

ϕϕϕ(f(~U))

α =

∫∫

~U

(ϕϕϕ ◦ f)∗α =

∫∫

~U

f∗ ◦ϕϕϕ∗α =

∫∫

f(~U)

ϕϕϕ∗α =

∫∫

~S

ϕϕϕ∗α. ⊓⊔

Corollary 10.14 Suppose that ~S is a piecewise-smooth oriented surface; then so Allow ~S to be
piecewise smoothis ϕϕϕ(~S), and ∫∫

ϕϕϕ(~S)
α =

∫∫

~S
ϕϕϕ∗α.

Proof. Let ~S = ~S1 + · · ·+~Sk be a decomposition into oriented surface patches, and
suppose ~Si is parametrized by fi : Ωi→ R3, with fi(~Ui) = ~Si. Then, by the proof of
the theorem, ϕϕϕ(~Si) is an oriented surface patch parametrized by ϕϕϕ ◦ fi. Therefore,
because ϕϕϕ is 1–1,

ϕϕϕ(~S) = ϕϕϕ(~S1)+ · · ·+ϕϕϕ(~Sk)
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is a piecewise-smooth oriented surface. Finally, using the theorem on each pair of
surface patches ϕϕϕ(~Si) and ~Si, we obtain

∫∫

ϕϕϕ(~S)

α =
k

∑
i=1

∫∫

ϕϕϕ(~Si)

α =
k

∑
i=1

∫∫

~Si

ϕϕϕ∗α =
∫∫

~S

ϕϕϕ∗α. ⊓⊔

The final possibility we must consider is how the integral of a 3-form α =Transforming the
integral of a 3-form H(x)dxdydz transforms under a coordinate change x = ϕϕϕ(u). We know

ϕϕϕ∗α = H∗(u)
∂ (x,y,z)
∂ (u,v,w)

dudvdw,

where H∗(u) = H(ϕϕϕ(u)). The integrals here are triple integrals over an oriented
region ~D in u-space and its image ϕϕϕ(~D) in x-space. The change of variables formula
for oriented triple integrals (Theorem 9.16, p. 363) yields

∫∫∫

ϕϕϕ(~D)
α =

∫∫∫

ϕϕϕ(~D)
H(x)dxdydz

=

∫∫∫

~D
H(ϕϕϕ(x))

∂ (x,y,z)
∂ (u,v,w)

dudvdw =

∫∫∫

~D
ϕϕϕ∗α.

Theorem 10.15. The integral of a differential k-form in n variables (where k ≤ n
and n = 1,2,3) is invariant under a coordinate change. ⊓⊔

In terms of the symbolic integral pairing (p. 427), all the statements about theϕϕϕ and ϕϕϕ∗
are adjoints invariance of integrals under coordinate changes have the form

〈ϕϕϕ(~D),α〉= 〈~D,ϕϕϕ∗α〉,

where α is a k-form in n variables, n = 1,2,3. In other words, the map ϕϕϕ and its
pullback ϕϕϕ∗ are adjoints (p. 428). This is the essential content of the change of
variables formulas (wherein we take k = n). Incidentally, it is easy to check that the
pairings are also equal when n = 0.

How does exterior differentiation interact with a pullback? Does it make a dif-d and f∗ commute
ference if we apply the exterior derivative before or after applying a map? In other
words, do d and f∗ commute? To explore this question, let us return to differential
forms in just two variables. First consider the 0-form α = g(x,y); then

f∗α = g(x(u,v),y(u,v)),

so
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d(f∗α) =
∂

∂u
g(x(u,v),y(u,v))du +

∂
∂v

g(x(u,v),y(u,v))dv

=
(
g1(x(u,v),y(u,v))xu + g2(x(u,v),y(u,v))yu

)
du

+
(
g1(x(u,v),y(u,v))xv + g2(x(u,v),y(u,v))yv

)
dv

= (g∗1xu + g∗2yu)du +(g∗1xv + g∗2yv)dv.

Here gi is the partial derivative of g(x,y) with respect to its ith variable, and g∗i =
(gi)

∗ = f∗(gi) (so g∗i 6= (g∗)i, in general). On the other hand, dα = g1 dx+g2 dy, and

f∗(dα) = g∗1 · (xu du + xv dv)+ g∗2 · (yu du + yv dv)

= (g∗1xu + g∗2yu)du +(g∗1xv + g∗2yv)dv

= d(f∗α).

Next, consider the 1-form α = Pdx; then

f∗α = P∗xu du + P∗xu dv,

so

d(f∗α) =
∂
∂v

(
P∗xu

)
dv∧du +

∂
∂u

(
P∗xv

)
du∧dv

=
[
− (P∗1 xv + P∗2 yv)xu−P∗xuv +(P∗1 xu + P∗2 yu)xv + P∗xvu

]
dudv

=−P∗2 (yvxu− yuxv)dudv

=−P∗2
∂ (x,y)
∂ (u,v)

dudv.

On the other hand, dα =−P2 dxdy, and (from p. 431)

f∗(dα) =−P∗2
∂ (x,y)
∂ (u,v)

dudv = d(f∗α).

Analysis of α = Qdy is similar. If α(x,y) is a k-form with k ≥ 2, then dα = 0 =
d(f∗α).

Theorem 10.16. For any differentiable map (x,y) = f(u,v) and k-form α(x,y),
f∗(dα) = d(f∗α). ⊓⊔

In fact, this theorem holds for differential forms α(x1, . . . ,xn) in any number of
variables. In Exercise 10.28, you are asked to give a proof for n = 3.

The language of differential forms and symbolic pairings for integrals gives us a The change of
variables formula with

integral pairings
new way to look at the proofs of some earlier theorems. For example, consider the
change of variables via Green’s theorem (Theorem 9.21, p. 370):

Suppose f(s,t) = (x(s,t),y(s,t)) has continuous second derivatives on a bounded
open set Ω in R2. Let ~S⊂Ω and ~T = f(~S) be closed oriented sets whose boundaries
∂~S and ∂~T are simple closed curves. Assume that Green’s theorem holds for both
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~S and ~T , that ∂~S and f(∂~S) have common decompositions into smooth oriented
curves, and that f(∂~S) = k ·∂~T as oriented paths. Then, for any continuous function
g(x,y) on ~T,

k
∫∫

~T
g(x,y)dxdy =

∫∫

~S
g(x(s,t),y(s,t))

∂ (x,y)
∂ (s,t)

dsdt.

Proof. As in the original proof, choose G(x,y) so that Gx(x,y) = g(x,y), and let
α = Gdy, dα = gdxdy. A key step there was to transfer the path integral of α over
f(∂~S) to the path integral of

f∗α(s,t) = G(x(s,t),y(s,t))(ys ds+ yt dt) = G∗ys ds+ G∗yt dt

over ∂~S. In the language of symbolic pairings, 〈f(∂~S),α〉 = 〈∂~S, f∗α〉, indicating
that f and f∗ are adjoints. The original proof invoked the results of an exercise.
For future use, we restate these results in the language of differential forms and
pullbacks.

Lemma 10.2. Let f : U2 → R2 be continuously differentiable, and suppose ~C andf and f∗ are
adjoints on 1-forms f(~C) are piecewise-smooth oriented curves with a common decomposition into

smooth oriented curves:

~C = ~C1 + · · ·+~Cm, f(~C) = f(~C1)+ · · ·+ f(~Cm).

Then, for any 1-form α , 〈f(~C),α〉= 〈~C, f∗α〉.

Proof. See Exercise 4.37, page 149. ⊓⊔
The proof of the change of variables theorem using Green’s theorem now follows

from this sequence of equalities.

k
∫∫

~T
g(x,y)dxdy = k 〈~T ,dα〉

= k 〈∂~T ,α〉 Green’s theorem on ~T

= 〈k ∂~T ,α〉
= 〈f(∂~S),α〉 hypothesis

= 〈∂~S, f∗α〉 f and f∗ are adjoints

= 〈~S,d(f∗α)〉 Green’s theorem on ~S

= 〈~S, f∗(dα)〉 d and f∗ commute

=
∫∫

~S
g(x(s,t),y(s,t))

∂ (x,y)
∂ (s,t)

dsdt,

because f∗(dα) = g∗(s,t)
∂ (x,y)
∂ (s,t)

dsdt. ⊓⊔
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It is possible to construct differential k-forms in any number of variables. In Differential forms
in n variables(x1,x2, . . . ,xn)-space, there are n basic differentials, dx1, dx2, . . . , dxn. For each

multi-index I = (i1, . . . , ik) with 1≤ i1 < · · ·< ik ≤ n, we define the basic k-form

dxI = dxi1 dxi2 · · · dxik = dxi1 ∧dxi2 ∧·· ·∧dxik .

There are as many basic k-forms as there are ways of choosing k distinct elements
from a set of n elements; this number is

(
n
k

)
=

n!
k!(n− k)!

(“n choose k”). A general k-form is a linear combination

α = ∑
I

PI(x1, . . . ,xn)dxI

of the
(n

k

)
basic k-forms in which the coefficient functions PI all have continuous

second derivatives. Products can then be calculated using the anticommutativity re-
lations on the basic 1-forms:

dxi∧dx j =−dx j ∧dxi, i, j = 1, . . . ,n.

As we pointed out above, anticommutativity here implies

dxi∧dxi = 0, i = 1, . . . ,n.

If σ is a k-form and τ is an l-form, then anticommutativity on the basic 1-forms
implies

σ ∧ τ = (−1)kl τ ∧σ .

The exterior derivative of the 0-form g(x1, . . . ,xn) is the 1-form

dg =
n

∑
i=1

gi dxi,

where gi = ∂g/∂xi. For a general k-form

α = ∑
I

PI dxI,

the exterior derivative is the (k + 1)-form

dα = ∑
I

dPI ∧dxI,

obtained using the exterior derivatives dPI of the coefficient functions of α .

Theorem 10.17. For every k-form α in Rn, d2α = d(dα) = 0. d2 = 0
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Proof. As in the essentially identical Theorem 10.11, the proof reduces to the
“equality of mixed partials” for functions with continuous second derivatives. If
α = ∑I PI dxI , then

dα = ∑
I

dPI ∧dxI = ∑
I

(
n

∑
i=1

∂PI

∂xi
dxi

)
∧dxI,

and

d2α = ∑
I

(
n

∑
i=1

d

(
∂PI

∂xi

)
dxi

)
∧dxI = ∑

I

(
n

∑
i, j=1

∂ 2PI

∂x j ∂xi
dx j ∧dxi

)
∧dxI.

The inner sum consists of n2 terms. For each of the n terms with j = i,

∂ 2PI

∂xi ∂xi
dxi∧dxi = 0.

Now pair each remaining term with the term in which i and j 6= i are interchanged:

∂ 2PI

∂x j ∂xi
dx j ∧dxi +

∂ 2PI

∂xi ∂x j
dxi∧dx j.

Because
∂ 2PI

∂x j ∂xi
=

∂ 2PI

∂xi ∂x j
and dx j ∧dxi =−dxi∧dx j,

each pair sums to zero, so the entire inner sum equals zero. ⊓⊔
Theorem 10.18 (Product Rule). Suppose α and θ are differential forms in Rn, andThe product rule

for differentials α is a k-form. Then d(α ∧θ ) = dα ∧θ +(−1)kα ∧dθ .

Proof. It is sufficient to show this for “monomials”

α = PdxI and θ = QdxJ

that have disjoint multi-indices I and J. Then α ∧θ = PQdxI ∧dxJ, and we have

d(α ∧θ ) = ∑
m

(PmQ+ PQm) dxm∧dxI ∧xJ

= ∑
m

PmQ dxm∧dxI ∧xJ +∑
m

PQm dxm∧dxI ∧xJ,

where Pm = ∂P/∂xm and the summation can be restricted to those indices m that do
not occur in either I or J. The first sum is dα ∧θ , because

dα = ∑
m

Pm dxm∧dxI and dα ∧θ = ∑
m

PmQ dxm∧dxI ∧dxJ.

The second sum is (−1)kα ∧dθ , because dθ = ∑
m

Qm dxm∧dxJ and
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α ∧dθ = ∑
m

PQm dxI ∧dxm∧dxJ = (−1)k ∑
m

PQm dxm∧dxI ∧dxJ.

The last equality is a consequence of the anticommutativity of basic 1-forms:

dxI ∧dxm = dxi1 ∧·· ·∧dxik−1 ∧dxik ∧dxm

= (−1)dxi1 ∧ . . .dxik−1 ∧dxm∧dxik

= (−1)2 dxi1 ∧·· ·∧dxm∧dxik−1 ∧dxik

...

= (−1)k dxm∧dxi1 ∧·· ·∧dxik−1 ∧dxik

= (−1)k dxm∧dxI. ⊓⊔

Let us see how the coefficients of a (k−1)-form α in n variables determine the Coefficients of dα
coefficients of its exterior derivative ω = dα , a k-form. We use the k-multi-index
I = (i1, . . . , ik), 1≤ i1 < · · ·< ik ≤ n for the coefficients of ω ,

ω = ∑
I

PI dxI.

For the coefficients of α , we use the (k−1)-multi-index

Îs = (i1, . . . , îs, . . . , ik), s = 1, . . . ,k;

the circumflex over is means that is is deleted, so each Îs contains only k−1 indices.
Thus we can write

α = ∑̂
Is

AÎs
dxÎs

, dα = ∑̂
Is

d(AÎs
)dxÎs

;

There are
(n

k

)
k-mult-indices I and

( n
k−1

)
(k−1)-multi-indices Îs.

Given that dα = ω , we must determine what contribution the various terms of
d(AÎs

)dxÎs
make to the term PI dxI . We have

d(AÎs
)dxÎs

= ∑
j

∂AÎs

∂x j
dx j dxi1 · · · d̂xis · · ·dxik ,

and the sum has only one nonzero term, the one in which the summation index j
equals is. It then takes s− 1 successive transpositions to move dx j = dxis from its
initial position in that term to its proper position in the basic differential; that is,

dxis dxi1 · · · d̂xis · · ·dxik = (−1)s−1dxi1 · · ·dxis · · ·dxik = (−1)s−1dxI.

This proves the following theorem.
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Theorem 10.19. If α = ∑̂
Is

AÎs
dxÎs

, then dα = ∑
I

(
k

∑
s=1

(−1)s−1
∂AÎs

∂xis

)
dxI . ⊓⊔

Now let us consider how a differential form is transformed by the pullback of aAction of the pullback
differentiable map f : Un→ Rp with component functions

f :






x1 = x1(u1, . . . ,un),

x2 = x2(u1, . . . ,un),
...

xp = xp(u1, . . . ,un).

Here Un is an open subset of Rn, and we allow n 6= p. For a 0-form, α(x) = g(x),
the pullback is

f∗α(u) = g(f(u)) = g∗(u).

For a basic 1-form dxi, the pullback is

f∗dxi =
n

∑
j=1

∂xi

∂u j
du j, i = 1, . . . , p.

For the basic 2-form dx1 dx2, we have

f∗(dx1∧dx2) = f∗dx1∧ f∗dx2 = ∑
j 6=m

∂x1

∂u j

∂x2

∂um
du j ∧dum

= ∑
j<m

∂x1

∂u j

∂x2

∂um
du j∧dum + ∑

j>m

∂x1

∂u j

∂x2

∂um
du j ∧dum

Anticommutivity simplifies this. If we transpose the dummy summation indices
(i.e., j↔m) in the second sum, then that sum becomes

∑
m> j

∂x1

∂um

∂x2

∂u j
dum∧du j = ∑

j<m
− ∂x1

∂um

∂x2

∂u j
du j ∧dum.

Recombining this with the first sum, we get

f∗(dx1 dx2) = ∑
j<m

(
∂x1

∂u j

∂x2

∂um
− ∂x1

∂um

∂x2

∂u j

)
du j∧dum

= ∑
j<m

∂ (x1,x2)

∂ (u j,um)
du j dum.

This is essentially the same as the earlier calculation of f∗(dxdy) on page 433. More
generally, if I = (i1, i2) is any pair with 1≤ i1 < i2 ≤ p, then
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f∗(dxi1 dxi2) = ∑
j<m

∂ (xi1 ,xi2)

∂ (u j,um)
du j dum.

We can write this in a way that is both more compact and more striking: f∗dxI = ∑
J

∂ xI

∂ uJ
duJ

f∗dxI = ∑
J

∂xI

∂uJ
duJ .

The summation multi-index J consists of all pairs J = ( j1, j2) with 1≤ j1 < j2 ≤ n,
and

∂xI

∂uJ
=

∂ (xi1 ,xi2)

∂ (u j1 ,u j2)
.

In fact, the same formula holds when dxI is a basic k-form (where I = (i1, . . . , ik)
and 1≤ i1 < · · ·< ik ≤ p):

f∗dxI = ∑
J

∂xI

∂uJ
duJ ,

where now J = ( j1, . . . , jk) with 1≤ j1 < · · ·< jk ≤ n, and

∂xI

∂uJ
=

∂ (xi1 , . . . ,xik)

∂ (u j1 , . . . ,u jk)
.

Theorem 10.20. If α = ∑
I

PI(x)dxI is a general k-form, then Pullback of a
general k-form

f∗α = ∑
I

∑
J

P∗I (u)
∂xI

∂uJ
duJ . ⊓⊔

Exercises

10.1. Suppose there is a steady flow of matter given by the vector V = (2,−7,1)
kilograms per second per square meter. (All space coordinates are given in
meters.)

a. In 1 second, how much matter passes through a unit square in the (x,y)-
plane in the positive z-direction? Through a unit square in the (y,z)-plane
in the positive x-direction? Through a unit square in the (z,x)-plane in the
positive y-direction?

b. How much matter passes through a triangle with area 12 meters2 in the
(x,y)-plane in the positive z-direction in 7 seconds?

c. In 10 seconds, how much matter passes through the rectangle with ver-
tices
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(5,0,0), (5,3,0), (5,3,6), (5,0,6)

in the direction in which x increases.
d. In unit time, how much matter passes through a unit square in the plane

x + y + z = 1 in the “upward” direction (i.e., the direction in which z
increases)?

e. Calculate how much matter passes through each of the six faces of the
unit cube Q in the first octant, in the outward direction on each face in
unit time. The sum of these six numbers is zero; why?

10.2. Determine the total flux of the flow field V = (0,z,x) through:

a. The unit square in the (y,z)-plane, oriented in the positive x-direction.
b. The unit square in the (x,y)-plane, oriented in the negative z-direction.
c. The triangle with vertices (2,2,0), (0,2,2), (2,0,2), using this ordering

of the vertices to orient the boundary and thus the triangle itself.

10.3. Determine the flux of the flow field V = (x,y,z) through the surface S given
by

x = u + v
y = u2− v2

z = 2uv

0≤ u≤ 3
0≤ v≤ 1

Assume that S inherits the positive orientation of the (u,v)-plane.

10.4. Calculate the flux of V = (x,y,z) out of the sphere S of radius R centered at
the origin (x,y,z) = (0,0,0) to show

∫∫

S
V ·n dA = 4πR3.

10.5. Calculate the flux of V = (−y,x,0) out of the rectangular parallelepiped P
in (x,y,z)-space given by 0≤ x≤ 5, 0≤ y≤ 3, 0≤ z≤ 2.

10.6. Let g : R2→ R3 : (u,v)→ (x,y,z) be the map defined on page 397:

x =
2u

1 + u2 + v2 , y =
2u

1 + u2 + v2 , z =
1−u2− v2

1 + u2 + v2 .

a. Let Ŝ be the unit sphere x2 +y2 +z2 = 1 minus the “south pole” (0,0,−1).
Show that g(R2)⊆ Ŝ.

b. Show that g maps the (u,v)-plane onto Ŝ by expressing (u,v) in terms of
(x,y,z) when g(u,v) = (x,y,z). (That is, “invert” g on Ŝ.)

10.7. Prove Theorem 10.7 (e.g., by modifying the proof of Theorem 10.6).

10.8. When a = 1, the integral expression for the gravitational field of the hollow
sphere (p. 410) involves the improper integral
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∫ π/2

−π/2

(sinϕ−1)cosϕ
(2−2sinϕ)3/2

dϕ .

Show that the improper integral converges and has the value −1, implying
that the z-component of the field is −2πGρ when a = 1.

10.9. Determine the surface area of the torus

x = (R + acosv)cosu, y = (R + acosv)sinu, z = asinv,

where R > a > 0 and 0≤ u,v≤ 2π .

10.10. Calculate the differential dg when

a. g(x,y) = x3−3xy2;
b. g(x,y) = sin(xy);
c. g(x,y) = xcosy− ysinx;

d. g(x,y,z) = ln
√

x2 + y2;
e. g(x,y,z) = xy + yz+ zx;

f. g(ρ ,ϕ ,θ ) = ρ sinϕ cosθ ;
g. g(x,y) = arctan(y/x);
h. g(x,y,u,v) = xu− yv;
i. g(x,y,u,v) = xu/yv;
j. g(x1,x2, . . . ,xn) = x1x2 · · ·xn.

10.11. Calculate the differential of each of the following k-forms.

a. ω(x,y) = ydx− xdy;
b. ω(x,y) = (x2− y2)dx−2xydy;
c. ω(x,y) = dx/y−dy/x;
d. ω(x,y,z) = (y− z)dx +(z− x)dy +(x− y)dz;

e. ω(x1, . . . ,xn) =
n−1

∑
j=2

(x j−1− x j+1) dx j;

f. ω(u,v,w) = u2 dvdw+ v2 dwdu + w2 dudv;
g. ω(x,y,u,v) = (uex− vey) dxdy +(x2 + y2) dudv
h. ω(x,y,u,v) = sinhucoshv dxdy + sinxcosy dudv;

i. ω(q1,q2, . . . ,qn, p1, p2, . . . , pn)) =
n

∑
j=1

p j dq j.

j. ω(x1,x2, . . . ,xn) =
n

∑
j=1

(−1) j−1x j dx1 · · · d̂x j · · ·dxn;

k. ω(x1,x2, . . . ,xn) =
n

∑
j=1

x j dx1 · · · d̂x j · · ·dxn;

10.12. Consider the 1-form dg that you obtained in each part of Exercise 10.10.
Determine its differential, the 2-form d2g = d(dg), and confirm d2g = 0 in
each case.

10.13. Condsider the (k + 1)-form dω that you obtained in part of Exercise 10.11;
confirm that d2ω = 0 in each case.
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10.14. Calculate du∧dv when

a. du = dx, dv = 2ydy;
b. du = cosθ dr− r sinθ dθ , dv = sinθ dr + r cosθ dθ ;
c. du = 2xdx−2ydy, dv = 2ydx + 2xdy;
d. du = 3(x2− y2)dx−6xydy, dv = 6xydx + 3(x2− y2)dy.

10.15. For each of the following 1-forms ω , first show that dω = 0 and then find a
function f for which ω = df . That is, show ω is the differential of a 0-form
(or function).

a. ω(x,y) = xdx + cosydy.
b. ω(x,y) = f (x)dx + g(y)dy.
c. ω(u,v) = 2vdu + 2udv.
d. ω(x,y,z) = yzdx + zxdy + xydz.
e. ω(x,y,z) = (y + z)dx +(z+ x)dy +(x + y)dz

f. ω(x,y) =
1
y

dx− x
y2 dy.

g. ω(x,y,u,v) =
u
yv

dx− xu
y2v

dy +
x
yv

du− xu
yv2 dv.

10.16. For each of the following 2-forms α , first show that dα = 0 and then find a
1-form ω for which dω = α .

a. α(x,y) = (x− y)dx∧dy.
b. α(x,y) = ϕ(x,y)dx∧dy.
c. α(x,y,z) = dx∧dy + dy∧dz+ dz∧dx.

10.17. Let ω = (x2 +y2)dxdydz. Determine α = P(x,y,z)dxdy and β = Q(x,y,z)dydz
so that ω = dα = dβ .

10.18. Let ω = 1
2(−ydx + xdy), α = dω = dxdy, and let (cf. p. 359)

ϕϕϕ :

{
x = sins cosht,

y = coss sinht.

Determine the pullbacks ϕϕϕ∗ω and ϕϕϕ∗α and confirm that dϕϕϕ∗ω = ϕϕϕ∗α .

θ

ϕ ρ

(x, y, z)
= (ρ, ϕ, θ)

r

r = ρ sinϕx

y

z

x

y

z

10.19. (Spherical coordinates). Let

σσσ :






x = ρ sinϕ cosθ (= r cosθ )

y = ρ sinϕ sinθ (= r sinθ ),

z = ρ cosϕ .

These equations are similar to the spherical coordinates of Exercise 5.10,
page 178. The difference is that here ϕ is co-latitude, measuring the angle
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down from the positive z-axis. In the earlier exercise, ϕ was latitude, mea-
suring the angle up from the (x,y)-plane. Here (ρ ,ϕ ,θ )→ (x,y,z) is seen to
be orientation-preserving. (With ϕ representing latitude, however, the order
needs to be (ρ ,θ ,ϕ): in Exercise 5.10, ∂ (x,y,z)/∂ (ρ ,θ ,ϕ) ≥ 0.)

a. Determine the Jacobian ∂ (x,y,z)/∂ (ρ ,ϕ ,θ ) as a function of ρ , ϕ , and θ .
b. Determine the differentials dx, dy, and dz in terms of ρ , ϕ , θ , and their

differentials.
c. Determine the volume element dx∧ dy∧ dz in terms of ρ , ϕ , θ , and the

volume element dρ∧dϕ∧dθ . Compare this to the Jacobian you obtained
in part (a).

10.20. (Cylindrical coordinates: (r,θ ,z)). These replace x and y by polar coordi-
nates while leaving z unchanged: x = r cosθ , y = r sin θ , z = z.

a. Determine the Jacobian ∂ (x,y,z)/∂ (r,θ ,z). Given the relation to polar
coordinates in the plane, is this what you would expect?

b. Determine the volume element dx∧ dy∧ dz in terms of r, θ , z, and the
volume element dr∧dθ ∧dz. Again, is this what you would expect?

10.21. Determine the pullback σσσ∗α where σσσ is the spherical coordinates map of
Exercise 10.19 and α = xdydz+ ydzdx + zdxdy.

10.22. Let β = xdydz+ ydzdx−2zdxdy, and let

f :






x = α cosu coshv,

y = α sin u coshv,

x = v.

Determine the pullbacks f∗(dydz), f∗(dzdx), f∗(dxdy), and f∗(β ).

10.23. Let ~S be the surface defined parametrically by x = u + v, y = u− v, z = v,
where −1≤ u≤ 3, 0≤ v≤ 2 is positively oriented. Determine

∫∫

~S
xydxdy + yzdydz+ zxdxdy.

10.24. Let ~S be parametrized by x = acosu, y = asinu, z = v, where 0 ≤ u ≤ 2π ,
0≤ v≤ h is positively oriented.

a. Show that ~S is a cylinder of radius a whose axis is the z-axis. Sketch ~S,
showing where the images of the u- and v-axes lie on the cylinder, and
show how this indicates the orientation of ~S.

b. Determine the pullback of the 2-form α = (x2 + y2)dy∧dz to the (u,v)-
plane and then determine ∫∫

~S
α.
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c. Show that
∫∫

~S
f (x,y,z)dx∧dy = 0 for any function f (x,y,z).

10.25. Let ~S = m(~U) is the oriented surface in R
4 parametrized by

m :






p = x2 + y2,

q = x− y,

r = xy,

s = x + y,

~U :
0≤ x≤ 1,
0≤ y≤ 1.

Let β = pqdq∧dr + qr d p∧ds.

a. Determine the pullback m∗(β ).

b. Determine
∫∫

~S
β .

10.26. Sketch the oriented curve ~C,

(x(t),y(t)) = esin(t/2)(cost,sin t), 0≤ t ≤ 4π ,

and determine its winding number (Definition 10.14, p. 430).

10.27. Prove the claim

∂ (y,z)
∂ (v,w)

∂ (v,w)

∂ (s,t)
+

∂ (y,z)
∂ (w,u)

∂ (w,u)

∂ (s,t)
+

∂ (y,z)
∂ (u,v)

∂ (u,v)
∂ (s,t)

=
∂ (y,z)
∂ (s,t)

made in the proof of Lemma 10.1.

10.28. Prove Theorem 10.16 for differential forms in three variables.



Chapter 11

Stokes’ Theorem

Abstract Stokes’ theorem equates the integral of one expression over a surface to
the integral of a related expression over the curve that bounds the surface. A similar
result, called Gauss’s theorem, or the divergence theorem, equates the integral of a
function over a 3-dimensional region to the integral of a related expression over the
surface that bounds the region. The similarities are not accidental. Using the lan-
guage of differential forms, we show these two theorems are instances (along with
Green’s theorem and the fundamental theorem of calculus) of a single theorem that
connects one integral over a domain to a related one over its boundary. To explore
the connections, we combine the “modern” approach, using differential forms to
clarify statements and proofs, with the “classical” appoach, using vector fields to
understand the individual theorems in the physical terms in which they arose.

11.1 Divergence

In this section, we analyze the flux of a continuously differentiable vector field V =
(P,Q,R) through the boundary ∂D of a solid region D, in the direction of the normal
on ∂D that points out of D. We saw, in an example worked out on pages 420–422,
that the net flux could be nonzero. In other words, inward flow and outward flow
need not always balance.

First take D to be a parallelpiped B whose edges are parallel to the coordinate
B

(a,b,c)

∆x
∆y

∆z
axes (a box). Suppose B is centered at the point (x,y,z) = (a,b,c) and has length ∆x,
width ∆y, and height ∆z. Its boundary ∂B consists of three pairs of plane parallel
faces. The face Sx+ of ∂B that lies in the plane x = a + ∆x/2 has area ∆y∆z and
outward normal nx = (1,0,0). If the box is sufficiently small, we can approximate V

everywhere on Sx+ by its value at the center (x,y,z) = (a+∆x/2,b,c) of Sx+. Under
this assumption, total flux (Definition 10.1, p. 389) through Sx+ is approximately

Φx+ ≈ V(a + ∆x/2,b,c) ·nx ∆y∆z = P(a + ∆x/2,b,c)∆y∆z.
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B

(a,b,c)

∆y

∆z

Sx+

nx

(a + ∆x/2,b,c)

P(a + ∆x/2,b,c)

The parallel face Sx− that lies in the plane x = a− ∆x/2 has the same area but
the opposite outward normal −nx. Approximating V everywhere by its value at
(a−∆x/2,b,c), we can then write

Φx− ≈ V(a−∆x/2,b,c) · (−nx) ∆y∆z =−P(a−∆x/2,b,c)∆y∆z.

Therefore,

Φx+ + Φx− ≈
(
P(a + ∆x/2,b,c)−P(a−∆x/2,b,c)

)
∆y∆z.

By the microscope equation,Approximate total flux
through a pair of faces

P(a + ∆x/2,b,c)−P(a−∆x/2,b,c)≈ ∂P
∂x

(a,b,c)∆x

when ∆x≈ 0, so

Φx+ + Φx− ≈
∂P
∂x

(a,b,c)∆x∆y∆z =
∂P
∂x

(a,b,c)∆V,

where ∆V is the volume of the box B.
There are similar formulas for the other faces. For the pair Sy± that lie in the

planes y = b±∆y/2, the normals are ±ny = (0,±1,0), and we find

Φy+ + Φy− ≈
(
Q(a,b + ∆y/2,c)−Q(a,b−∆y/2,c)

)
∆z∆x

≈ ∂Q
∂y

(a,b,c)∆y∆z∆x =
∂Q
∂y

(a,b,c)∆V.

Similarly, for Sz± we have

Φz+ + Φz− ≈
(
R(a,b,c + ∆z/2)−R(a,b,c−∆y/2)

)
∆z∆x≈ ∂R

∂ z
(a,b,c)∆V.

Therefore, we estimate the total flux through ∂B in the outward direction to beApproximate total flux
out of the box

Φ≈
(

∂P
∂x

+
∂Q
∂y

+
∂R
∂ z

)

(a,b,c)
∆V.

For boxes that are small enough for this formula to provide a good approxima-
tion, we find that total flux is proportional to the volume of the box. It is remarkable
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that any formula for Φ should involve 3-dimensional volume, because Φ measures
flow through 2-dimensional surfaces. The proportionality factor that connects flux
to volume is the scalar quantity

∂P
∂x

+
∂Q
∂y

+
∂R
∂ z

,

evaluated at the center of the box. Thus, although total flux of V must certainly
depend on V, we find that when the surface is the complete boundary of a small
box, total flux depends only on a certain scalar, called the divergence, derived from
the components of V.

Definition 11.1 The divergence of the vector field V = (P,Q,R) is the scalar field The divergence of
a vector field(i.e., function)

divV =
∂P
∂x

+
∂Q
∂y

+
∂R
∂ z

.

To illustrate, consider our earlier example (pp. 420–422) of the total flux Φ of
the vector field V = (x + y,y− x,0) out of the unit cube. Here

divV =
∂
∂x

(x + y)+
∂
∂y

(y− x)+
∂
∂ z

0 = 1 + 1 = 2,

a constant. The volume of the unit cube is ∆V = 1; therefeore we obtain the estimate
Φ ≈ 2×1 = 2. In fact, we already found Φ = 2 by direct calculation. Even though
the unit cube is not “small,” the estimate still works well because divV is the same
at all points.

The product divV ∆V in a small box leads us to a triple integral in a larger region. From divV ∆V
to a triple integralOn page 309, we introduced the triple integral of a function f (x,y,z) over a region

D in (x,y,z)-space that has volume (3-dimensional Jordan content). In particular, if
f (x,y,z) is bounded and continuous on D, then

∫∫∫

D
f (x,y,z)dV

exists (Theorem 8.35, p. 305, adapted from double to triple integrals). Furthermover,
if δ (D), the diameter of D (Definition 8.14, p. 291) is sufficiently small, then it
follows from Corollary 8.30, p. 299 that

f (a,b,c)∆V ≈
∫∫∫

D
f (x,y,z)dV,

where (a,b,c) is a point in D. Hence, when V is continuously differentiable, so that
divV is continuous, and B is a box with small diameter,

divV(a,b,c)∆V ≈
∫∫∫

B
divV dV.
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But because we have just found that divV(a,b,c)∆V approximates the total fluxConnecting divV dV
and V ·n dA Φ through ∂B in the outward unit direction n, we can also write

divV(a,b,c)∆V ≈
∫∫

∂B
V ·n dA, implying

∫∫∫

B
divV dV ≈

∫∫

∂B
V ·n dA.

In fact, we show that these two integrals are actually equal: they both represent the
total flux. More generally, we show that, for a large class of regions D, the triple
integral of divV over D equals the surface integral of V ·n over ∂D. This equality is
called the divergence theorem, or Gauss’s theorem.

Theorem 11.1. Let B be the unit cube, 0≤ x,y,z≤ 1, and n the outward unit normalDivergence theorem
for a unit cube on ∂B. Let V be a continuously differentiable vector field defined on an open set

containing B; then ∫∫∫

B
divV dV =

∫∫

∂B
V ·n dA.

Proof. To make the proof clearer, we convert the integrands to differential forms. If
V = (P,Q,R), then (cf. pp. 403–404)

V ·n dA = Pdydz+ Qdzdx + Rdxdy,

divV dV = (Px + Qy + Rz)dxdydz.

Now that the integrands are differential forms, the domains of integration must be
oriented. Let ~B have the positive orientation given by the standard basis vectors
of R3 in their usual order. Let ∂~B have the orientation induced by ~B; this is the
orientation given by n, the outward unit normal on ∂~B.

Now we show that
∫∫∫

~B
Px dxdydz =

∫∫

∂~B
P dydz.

A similar approach can be used to show the other two pairs of components are equal,
thus completing the proof.

Let us label the faces of ∂~B using the notation from the example on pages 420–
422. Thus, for example, ~Sx=0 is the face (properly oriented) that lies in the plane
x = 0, and

∂~B = ~Sx=0 +~Sx=1 +~Sy=0 +~Sy=1 +~Sz=0 +~Sz=1.

Because dy = 0 on the faces ~Sy=0 and ~Sy=1, and because dz = 0 on the faces ~Sz=0

and ~Sz=1, we find
∫∫

∂~B
P dydz =

∫∫

~Sx=0

P dydz+

∫∫

~Sx=1

P dydz

=
∫ 1

0

∫ 1

0
−P(0,y,z)dydz+

∫ 1

0

∫ 1

0
P(1,y,z)dydz

=

∫ 1

0

∫ 1

0

(
P(1,y,z)−P(0,y,z)

)
dydz.
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As we saw with similar computations on page 421, to take the orientation of Sx=0

properly into account when we use y and z as parameters, we must include the minus
sign in the integral of P(0,y,z).

We can compute the triple integral as a simple (threefold) iterated integral:

∫∫∫

~B
Px dxdydz =

∫ 1

0

∫ 1

0

(∫ 1

0
Px dx

)
dydz =

∫ 1

0

∫ 1

0

(
P(x,y,x)

∣∣∣
x=1

x=0

)
dydz

=

∫ 1

0

∫ 1

0

(
P(1,y,z)−P(0,y,z)

)
dydz.

Thus the surface integral and the triple integral are equal; by the remark made above,
this completes the proof. ⊓⊔

Theorem 11.2. Let B be the unit ball, x2 + y2 + z2 ≤ 1, and n the outward unit Divergence theorem
for a unit ballnormal on ∂B. Let V be a continuously differentiable vector field defined on an

open set containing B; then
∫∫∫

B
divV dV =

∫∫

∂B
V ·n dA.

Proof. Again we convert the integrands to differential forms, orient the domains
appropriately, and then show that

∫∫∫

~B
Px dxdydz =

∫∫

∂~B
P dydz;

similar arguments prove that the other two pairs of components are equal.
To determine the surface integral, let ~S+ and ~S− be the graphs of the functions

~S+ : x = +
√

1− y2− z2 and ~S− : x =−
√

1− y2− z2,

x

y

z

N+

N−

S
→

−
S
→

+

K
→

defined on the positively oriented disk ~K : y2 + z2 ≤ 1, and inheriting their orien-
tations from ~K. (In the figure, the surfaces are shown separated for clarity.) The
orientation normals N+ and N− of both surfaces therefore point in the positive x-
direction. Thus, N+ points outward, but N− points inward, so ∂~B =~S+−~S−, and
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∫∫

∂~B
P dydz =

∫∫

~S+

P dydz−
∫∫

~S−
P dydz

=

∫∫

~K
P(
√

1− y2− z2,y,z)dydz−
∫∫

~K
P(−

√
1− y2− z2,y,z)dydz

=

∫∫

~K

(
P(
√

1− y2− z2,y,z)−P(−
√

1− y2− z2,y,z)
)

dydz

To determine the triple integral, let ~B be the positively oriented solid region given
by the inequalties

~B :
y2 + z2 ≤ 1,

−
√

1− y2− z2 ≤ x≤
√

1− y2− z2.

Then

∫∫∫

~B
Px dxdydz =

∫∫

~K

(∫ √1−y2−z2

−
√

1−y2−z2
Px(x,y,z)dx

)
dydz

=

∫∫

~K
P(x,y,z)

∣∣∣∣
x=
√

1−y2−z2

x=−
√

1−y2−z2
dydz

=

∫∫

~K

(
P(
√

1− y2− z2,y,z)−P(−
√

1− y2− z2,y,z)
)

dydz,

so the triple integral is equal to the surface integral. By what has been said above,
this proves the theorem. ⊓⊔

Theorem 11.3. Let B be the unit tetrahedron, 0≤ x,y,z, x+y+z≤ 1, and n the out-Divergence theorem
for a unit tetrahedron ward unit normal on ∂B. Let V be a continuously differentiable vector field defined

on an open set containing B; then
∫∫∫

B
divV dV =

∫∫

∂B
V ·n dA.

Proof. In Exercise 11.8, you are asked to prove this theorem using differential
forms, following the pattern of the last two proofs. For the sake of illustration, we
take an alternate approach, integrating the scalar functions divV and V ·n directly
over the unoriented domains B and ∂B, respectively. If V = (P,Q,R), then

∫∫∫

B
divV dV =

∫∫∫

B
(Px + Qy + Rz)dV

We convert each term into an iterated integral, describing B by inequalities in threex

y

z

1

1

1

B

x + y + z = 1

different ways, each suited to the term being integrated. To integrate Px, let

B :
0≤ y≤ 1,

0≤ z≤ 1− y,
0≤ x≤ 1− y− z;
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then
∫∫∫

B
Px dV =

∫ 1

0

∫ 1−y

0

(∫ 1−y−z

0
Px(x,y,z)dx

)
dzdy

=

∫ 1

0

∫ 1−y

0
P(x,y,z)

∣∣∣∣
1−y−z

0
dzdy

=
∫ 1

0

∫ 1−y

0

(
P(1− y− z,y,z)−P(0,y,z)

)
dzdy.

By changing the description of B appropriately, we obtain similar expressions for
the integrals of Qy and Rz:

∫∫∫

B
Qy dV =

∫ 1

0

∫ 1−z

0

(
Q(x,1− x− z,z)−Q(x,0,z)

)
dxdz,

∫∫∫

B
Rz dV =

∫ 1

0

∫ 1−x

0

(
R(x,y,1− x− y)−R(x,y,0)

)
dydx.

(Recall that the order of the differentials here indicates merely the order in which the
integrations are to be carried out, not the orientation of the domain of integration.)

In the tetrahedral surface ∂B, three faces Sx=0, Sy=0, and Sz=0 lie in coordinate

x

y

z

(−1, 0, 0)

(0, −1, 0)

(0, 0, −1)

Sx=0
Sy=0 Sz=0

planes; the fourth, S1, lies in the plane x+y+z = 1. Because the outward unit normal
on Sx=0 is n = (−1,0,0), we have

∫∫

Sx=0

V ·n dA =

∫∫

Sx=0

(P,Q,R) · (−1,0,0) dA =

∫ 1

0

∫ 1−y

0
−P(0,y,z)dzdy.

In a similar way, n = (0,−1,0) on Sy=0 and n = (0,0,−1) on Sz=0, so

∫∫

Sy=0

V ·n dA =

∫ 1

0

∫ 1−z

0
−Q(x,0,z)dxdz

∫∫

Sz=0

V ·n dA =
∫ 1

0

∫ 1−x

0
−R(x,y,0)dydx

On the fourth face, S1, the outward unit normal is n =
(

1√
3
, 1√

3
, 1√

3

)
, so

x

y

z

S1

(1/√3, 1/√3, 1/√3)∫∫

S1

V ·n dA =

∫∫

S1

P+ Q+ R√
3

dA.

To integrate the first term, P/
√

3, treat S1 as the graph of

x = 1− y− z on Sx=0 :
0≤ y≤ 1,

0≤ z≤ 1− y.
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To get an expression of dA, we must calculate (cf. Definition 10.6, p. 409)
√[

∂ (y,z)
∂ (y,z)

]2

+

[
∂ (z,x)
∂ (y,z)

]2

+

[
∂ (x,y)
∂ (y,z)

]2

=

√∣∣∣∣
1 0
0 1

∣∣∣∣
2

+

∣∣∣∣
0 −1
1 −1

∣∣∣∣
2

+

∣∣∣∣
−1 1
−1 0

∣∣∣∣
2

=
√

3.

Thus dA =
√

3 dydz, and

∫∫

S1

P√
3

dA =

∫ 1

0

∫ 1−y

0
P(1− y− z,y,z)dzdy.

For Q/
√

3, treat S1 as the graph of y = 1− x− z on Sy=0, and for R/
√

3, treat it as
z = 1− x− y on Sz=0; then

∫∫

S1

Q√
3

dA =

∫ 1

0

∫ 1−z

0
Q(x,1− x− z,z)dxdz,

∫∫

S1

R√
3

dA =
∫ 1

0

∫ 1−x

0
R(x,y,1− x− y)dydx.

The triple integral and the surface integral reduce to six iterated double integrals
each, and these are equal in pairs. ⊓⊔

We must still show that the divergence theorem applies to other regions. To doSymbolic form of the
divergence theorem this, it is helpful if we think of the integrals in the theorem as symbolic pairings (cf.

p. 427). Thus if V = (P,Q,R) and

V ·n dA = Pdydz+ Qdzdx + Rdxdy = α,

divV dV = (Px + Qy + Rz)dxdydz = dα,

we write
∫∫∫

B
divV dV =

∫∫∫

~B
dα = 〈~B,dα〉,

∫∫

∂B
V ·n dA =

∫∫

∂~B
α = 〈∂~B,α〉.

Here ~B is the positively oriented unit cube, unit ball, or unit tetrahedron, and ∂~B is its
boundary with the induced orientation. In terms of symbolic pairings, the divergence
theorem thus has the form

〈~B,dα〉= 〈∂~B,α〉.
Note that when Green’s theorem and the fundamental theorem of calculus are ex-
pressed in terms of symbolic pairings (pp. 427–429), they have exactly the same
form. The essential point of each theorem is that the exterior derivative d and the
boundary operator ∂ are adjoints in the symbolic pairing.

We can now extend the divergence theorem to any region D that is the image,Images under
coordinate changes under a coordinate change, of a region (such as a unit cube) to which the divergence

theorem already applies.
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Theorem 11.4. Let ϕϕϕ : Ω→ R3 be a coordinate change, and let B⊂ Ω be a region
for which the divergence theorem is known to hold. Suppose D = ϕϕϕ(B), n is the out-
ward unit normal on ∂D, and V is a continuously differentiable vector field defined
on ϕϕϕ(Ω); then ∫∫∫

D
divV dV =

∫∫

∂D
V ·n dA.

Proof. We convert to differential forms, as in the earlier proofs. Thus, let α = V ·
n dA, dα = divV dV . Let ~B be B with its positive orientation, let ∂~B, ~D = ϕϕϕ(~B),
and ∂~D = ϕϕϕ(∂~B) receive the appropriate induced orientations (cf. p. 355), and let
ϕϕϕ∗ be the pullback of ϕϕϕ on forms (cf. pp. 433ff.). Then

∫∫∫

D
divV dV =

∫∫∫

~D
dα = 〈~D,dα〉

= 〈ϕϕϕ(~B),dα〉 definition of ~D

= 〈~B,ϕϕϕ∗(dα)〉 ϕϕϕ and ϕϕϕ∗ are adjoints

= 〈~B,d(ϕϕϕ∗α)〉 d and ϕϕϕ∗ commute

= 〈∂~B,ϕϕϕ∗α〉 divergence theorem for ~B

= 〈ϕϕϕ(∂~B),α〉 ϕϕϕ and ϕϕϕ∗ are adjoints

= 〈∂~D,α〉 definition of ∂~D

=

∫∫

∂~D
α =

∫∫

∂D
V ·n dA. ⊓⊔

At two key points in the proof, we use the fact that a coordinate change ϕϕϕ and
its pullback ϕϕϕ∗ on differential forms are adjoints (Theorem 10.15, p. 436). This is
just the change of variables formula for integrals expressed in terms of symbolic
pairings.

A good example of the image of a cube under a coordinate change in R3 is the
region D in (x,y,z)-space between two graphs z = A(x,y) and z = B(x,y), when A
and B have a common domain of the form

D0 :
a≤ x≤ b,

α(x)≤ y≤ β (x).

x

z

a

b

D

D0

y = α(x)

y = β(x)

z = B(x, y)
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We assume that α and β are continuously differentiable on some open interval I
containing [a,b], and A and B are likewise continuously differentiable on some open
set Ω0 containing D0 in the (x,y)-plane. The inequalites defining D allow us to
transform a triple integral over D into a threefold iterated integral:

∫∫∫

D
f (x,y,z)dV =

∫ b

a

(∫ β (x)

α(x)

(∫ B(x,y)

A(x,y)
f (x,y,z)dz

)
dy

)
dx.

Theorem 11.5. Suppose there are continuously differentiable functions α(x), β (x),The image of a cube
A(x,y), and B(x,y) for which α0 < α(x) < β (x) < β0 for every x in an open inter-
val I, and A0 < A(x,y) < B(x,y) < B0 for every (x,y) in an open set Ω0. Suppose
[a,b]⊂ I, and suppose D0 ⊂Ω0 is given by

D0 : a≤ x≤ b, α(x)≤ y≤ β (x).

If D is the region in (x,y,z)-space defined by

D : (x,y) ∈D0, A(x,y)≤ z≤ B(x,y),

then D is the image of the unit cube B under a coordinate change.

Proof. Let Ω be the open set in R
3 constructed as the product of Ω0 in the (x,y)-

D0

x

y

a b

Ω0
y = β(x)

y = α(x)

plane and the open interval (A0,B0) on the z-axis: Ω = Ω0× (A0,B0). Now define
ϕϕϕ : Ω→ R3 as

ϕϕϕ :






u =
x−a
b−a

,

v =
y−α(x)

β (x)−α(x)
,

w =
z−A(x,y)

B(x,y)−A(x,y)
.

Because the components are continuously differentiable and the denominators are
never zero on Ω, ϕϕϕ is well-defined and continuously differentiable.

If a ≤ x ≤ b, then 0 ≤ u ≤ 1. If, in addition, α(x) ≤ y ≤ β (x), then 0 ≤ v ≤ 1.
Finally, if A(x,y) ≤ z ≤ B(x,y) as well, then 0 ≤ w ≤ 1. Thus, ϕϕϕ(D) = B, the unit
cube. We can solve for x, y, and z to get the inverse:

ϕϕϕ−1 :






x = a +(b−a)u,

y = α(x)+
(
β (x)−α(x)

)
v,

z = A(x,y)+
(
B(x,y)−A(x,y)

)
w,

understanding that x will be replaced by a+(b−a)u in the formula for y, and these
expressions will then replace x and y in the formula for z. Hence ϕϕϕ−1 is continuously
differentiable, so ϕϕϕ−1 is a coordinate change for which D = ϕϕϕ−1(B). ⊓⊔

Corollary 11.6 The divergence theorem holds for the region D. ⊓⊔
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The solid region D is the 3-dimensional analogue of the basic 2-dimensional The divergence
theorem on more

general regions
region on which we established Green’s theorem (cf. Theorem 9.18, p. 364, and
pp. 367–368). In the final version of Green’s theorem, we assumed the domain can
be decomposed into a finite number of nonoverlapping regions on which Green’s
theorem is known to apply. Our final version of the divergence theorem is similar.

Theorem 11.7 (Divergence theorem). Suppose V is a continuously differentiable
vector field defined on an open set Ω in R3, and D is a closed bounded subset
of Ω. Suppose D1, . . . ,Dk are nonoverlapping regions in R3 on which the divergence
theorem applies, and ~D = ~D1 + · · ·+ ~Dk when all regions are positively oriented;
then ∫∫∫

D
divV dV =

∫∫

∂D
V ·n dA.

Proof. By the additivity of triple integrals, we know immediately that
∫∫∫

D
divV dV =

∫∫∫

D1

divV dV + · · ·+
∫∫∫

Dk

divV dV.

The surface integrals combine in a more interesting way. If two cells ~Di and ~D j

meet along a face S, then, at any point p on S, the outward normal ni(p) from ~Di is
opposite the outward normal n j(p) from ~D j: n j(p) =−ni(p). Therefore,

∫∫

S
V ·n j dA

︸ ︷︷ ︸
S as part of ∂Dj

=

∫∫

S
V ·−ni dA =−

∫∫

S
V ·ni dA

︸ ︷︷ ︸
S as part of ∂Di

,

so the contributions that S makes to

S

Di Dj

nj ni

∫∫

∂Di

V ·n dA and
∫∫

∂Dj

V ·n dA

exactly cancel. The only contributions that do not cancel are from the faces S that
∂~Di shares with ∂~D itself. In those circumstances (and because ~Di lies in ~D), the
outward normal on S is the same for ~Di and for ~D, so

∫∫

S
V ·n dA

︸ ︷︷ ︸
as part of ∂Di

=
∫∫

S
V ·ni dA

︸ ︷︷ ︸
as part of ∂D

.

Therefore, after all the cancellations are taken into account,
∫∫

∂D
V ·n dA =

∫∫

∂D1

V ·n dA + · · ·+
∫∫

∂Dk

V ·n dA.

By hypothesis, ∫∫∫

Di

divV dV =
∫∫

∂Di

V ·n dA

for each i = 1, . . . ,k, so the proof is complete. ⊓⊔
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11.2 Circulation and vorticity

In the previous section we used the connection between a vector field and its di-The differential forms
corresponding to a field vergence, on the one hand, and a corresponding 2-form and its exterior derivative.

Quite generally, there is a natural way to make a vector field correspond to either a
1-form or a 2-form, and a scalar field (i.e., a function) to either a 0-form or a 3-form:

f ↔ ω0
f = f ,

F = (A,B,C)↔ ω1
F = Adx + Bdy +C dz,

V = (P,Q,R)↔ ω2
V = Pdydz+ Qdzdx + Rdxdy,

H↔ ω3
H = H dxdydz.

The connection we made between the divergence and the exterior derivative cand
(
ω2

V

)
= ω3

divV
.

now be viewed in the following light. For the 2-form corresponding to V,

ω2
V = Pdydz+ Qdzdx + Rdxdy,

we have
d
(
ω2

V

)
= (Px + Qy + Rz) dxdydz = ω3

divV
.

Hence, we can reformulate the divergence theorem as
∫∫∫

~B
ω3

divV =

∫∫

∂~B
ω2

V, or 〈~B,ω3
divV〉= 〈∂~B,ω2

V〉,

for every suitable oriented region ~B in R3.

Suppose instead that we begin with the 0-form ω0
f corresponding to a function f ;d

(
ω0

f

)
= ω1

grad f .
then

d
(
ω0

f

)
= df = fx dx + fy dy + fz dz = ω1

grad f ,

where grad f = ( fx, fy, fz) is the gradient vector field of f . For any piecewise-smooth
oriented path ~C, we have (cf. p. 425)

∫

~C
ω1

grad f =

∫

~C
grad f ·dx =

∫

~C
df = f (end of ~C)− f (start of ~C).

The right-hand side of this equation is the “0-dimensional integral” of f = ω0
f

over ∂~C = end of ~C− start of ~C (cf. pp. 428–429). Therefore, we can rewrite the
equation itself as the symbolic pairing

〈~C,ω1
grad f 〉= 〈∂~C,ω0

f 〉.

This is, in essence, the fundamental theorem of calculus; compare it to our reformu-
lation of the divergence theorem, above.
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The gradient and the divergence are differential operators. The gradient takes Corresponding
differential operatorsas input a scalar field and produces as output a vector field. The divergence does

the reverse: the input is a vector field, the output a scalar. We have just noted that
these two differential operators correspond to the exterior derivative operator on k-
forms when k = 0 and 2, respectively. What differential operator corresponds to the
exterior derivative when k = 1, and how is it defined? To answer these questions, we
begin with the correspondence

F = (A,B,C)↔ ω1
F = Adx + Bdy +C dz.

A straightforward calculation (cf. p. 425) then gives

d
(
ω1

F

)
= (Cy−Bz)dydz+(Az−Cx)dzdx +(Bx−Ay)dxdy.

This is a 2-form; it corresponds to the new vector field

V = (Cy−Bz,Az−Cx,Bx−Ay),

whose components are particular combinations of the derivatives of the components
of F. For reasons that emerge later, we call V the curl of F.

Definition 11.2 The curl of the vector field F = (A,B,C) is the vector field curlF

curlF = (Cy−Bz,Az−Cx,Bx−Ay).

The curl is thus a differential operator whose input and output are both vector fields. d
(
ω1

F

)
= ω2

curl F.
It completes the trio of operators that correspond to the exterior derivative; we have

d
(
ω1

F

)
= ω2

curlF.

The gradient, divergence, and curl can all be expressed in terms of “nabla,” the nabla
vector differential operator

∇ =

(
∂
∂x

,
∂
∂y

,
∂
∂ z

)

introduced on page 93 for two variables and extended here to three. By treating
nabla as if it were an ordinary vector, we can combine it with scalar and vector fields

∇f = grad f
∇ ·V = divV

∇×F = curlFusing scalar multiplication and the dot and cross-products. Scalar multiplication (by
a function placed to the right of nabla) gives the gradient, a vector function:

∇ f (x,y,z) =

(
∂
∂x

,
∂
∂y

,
∂
∂ z

)
f =

(
∂ f
∂x

,
∂ f
∂y

,
∂ f
∂ z

)
= grad f .

The dot (or scalar) product with a vector field gives the divergence, a scalar func-
tion:

∇ ·V =

(
∂
∂x

,
∂
∂y

,
∂
∂ z

)
· (P,Q,R) =

∂P
∂x

+
∂Q
∂y

+
∂R
∂ z

= divV.



462 11 Stokes’ Theorem

The cross (or vector) product gives the curl, a vector function:

∇×F =

(
∂
∂x

,
∂
∂y

,
∂
∂ z

)
× (A,B,C) =





∣∣∣∣∣∣

∂
∂y

∂
∂ z

B C

∣∣∣∣∣∣
,

∣∣∣∣∣∣

∂
∂ z

∂
∂x

C A

∣∣∣∣∣∣
,

∣∣∣∣∣∣

∂
∂x

∂
∂y

A B

∣∣∣∣∣∣





=

(
∂C
∂y
− ∂B

∂ z
,

∂A
∂ z
− ∂C

∂x
,

∂B
∂x
− ∂A

∂y
,

)
= curlF.

What is the physical meaning of curlF when F describes a steady fluid flow? ThePhysical meaning
of curlF answer to this question is complex and subtle, in part because curlF is itself a vector

rather than a scalar. To explore the question, we begin by looking at some examples.

For the first example, take F = (−ωy,ωx,0), where ω is a constant (not a dif-Example 1:
F = (−ωy,ωx,0) ferential form!). Because the z-component is zero, the field F is everywhere parallel

to the (x,y)-plane, so fluid in the plane z = constant stays in that plane. The figure
shows F in one such plane; it suggests that the z-axis is a vortex. We now show,
more exactly, that the fluid rotates around the z-axis with angular speed ω .

To begin, recall that F(x,y,z) represents the velocity of the fluid at the point

x

y

(x,y,z). Thus, if x(t) = (x(t),y(t),z(t)) represents the position of a particle of fluid
at time t, then its velocity at that point is F(x(t)), so

x′(t) = F(x(t)), or x′ =−ωy, y′ = ωx, z′ = 0.

It follows that x′′ = (−ωy)′ = −ω2x, implying that the solutions are sines and
cosines. The general solution is the three-parameter family

x(t) = Rcos(ωt + φ), y(t) = Rsin(ωt + φ), z(t) = c;

the parameters R ≥ 0, φ , and c are the arbitrary constants of integration. These

x

y

R
φ

t = 0
z = c

equations describe the motion of a fluid particle that is initially (i.e., when t = 0)
at the point whose cylindrical coordinates are (R,φ ,c) (cf. Exercise 5.11, p. 178).
The particle remains in the plane z = c, moves on the circle of radius R centered on
the z-axis, and makes an angle of θ = ωt + φ with the positive x-axis at time t. The
angular speed is θ ′ = ω , as we wished to show.

Any uniform rotation in space (such as we see in this example) is characterizedAngular velocity vector
by three elements:

1. Its axis of rotation

2. Its angular speed

3. The direction it rotates around its axis

We can use a vector, the angular velocity vector, ωωω , to represent these three ele-

ω

ωω

ments. We take ωωω to be parallel to the axis of rotation, to have magnitude ω = ‖ωωω‖
equal to the angular speed, and to have the direction that the thumb points when the
fingers of the right hand curl in the direction of the rotation. Thus, a spinning disk
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with angular velocity ωωω turns in the counterclockwise direction when viewed from
the side toward which ωωω points. (This is the definition to use when the coordinate
frame itself is right-handed. If it is left-handed, then we would curl the fingers of the
left hand to determine the direction of ωωω .) The angular velocity vector captures all
aspects of a uniform rotation except the location—as distinct from the direction—of
the axis of rotation in space.

According to our analysis, the rotation of the flow F at any point on the z-axis is Angular velocity
and the curlgiven by the angular velocity vector ωωω = (0,0,ω). A quick computation shows that

curlF = (0,0,2ω) = 2ωωω ,

suggesting that curlF essentially represents this uniform rotational motion (with
‖curlF‖/2 equal to the angular speed). But there is a problem. Because curlF is a
field, it assigns a vector to each point (x,y,z) in space, namely, the constant vector
(0,0,2ω). At any point (0,0,z) on the z-axis, this vector appears to explain the
rotation we see in the flow. But at no other point is the flow a rotation around that
point. What is curlF telling us there?

In fact, the curl does gives us information about rotation at every point, but the Example 2:
F = (−ky,0,0)rotation is not the rotation of the fluid itself. To see what is actually involved, it

is helpful to study a second flow that lacks the obvious vortex of Example 1. For
Example 2 we take F = (−ky,0,0), k > 0.

x

y

The figure shows how F looks in the (x,y)-plane; it looks the same in every
parallel plane. The fluid flows in straight lines parallel to the x-axis, moving left
when y > 0 and right when y < 0. Everywhere on the (x,z)-plane (y = 0), the fluid
is stationary. The fluid does not rotate. Nevertheless,

curlF = (0,0,k)

at every point (x,y,z). If this were an angular velocity, it would represent a coun-
terclockwise rotation with angular speed k/2 around the vertical axis. What, if any-
thing, is rotating?

Place at the origin a little ball with a rough surface like a tennis ball; use one

x

y
z

whose density is the same as the fluid’s, so it will have no tendency to float or sink.
Because the fluid at the origin is motionless, the ball will stay put, but it will not
remain motionless. The shearing action of the nearby fluid will make it spin in place
around a vertical axis. The fluid at higher and lower levels (i.e., where z > 0 and
z < 0) flows the same way as in the (x,y)-plane; therefore that fluid will not alter the
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way the ball moves. The net effect is a counterclockwise spin around the vertical;
only the magnitude of the spin (its angular speed ω) remains undetermined. The
angular velocity vector of the little ball is thus a positive multiple of curlF.

A similar test ball placed anywhere on the x-axis or, for that matter, anywhere inThe ball spins the same
way everywhere the vertical (x,z)-plane should behave the same way. Off the (x,z)-plane, the flow is

nonzero, and the ball will be carried along by the fluid. But fluid particles at points
farther from the (x,z)-plane move even faster, so they drag that side of the ball
forward; particles closer to the (x,z)-plane move more slowly, dragging that side of
the ball back. The fluid thus has the same shearing effect on the moving ball that it
does on the stationary one: it spins the ball counterclockwise as it carries it along. So
curlF describes the rotation of the test ball everywhere, at least qualitatively. Only
the quantitative link between angular speed and ‖curlF‖ remains undetermined.

x

ycurl

Let us call this tendency of a moving fluid to spin an object that is carried alongVorticity
with it the vorticity of the flow. Example 2 suggests that the vorticity of F is caused
by its shearing action and is decribed by curlF. In fact, by associating the curl with
a flow’s vorticity instead of its rotation, per se, we can clear up the puzzle of Ex-
ample 1. In that example, fluid farther from the z-axis moves faster than fluid that
is closer, but here the flow at one level z = constant is the same as at any other.
Therefore, as a test ball moves with the fluid around the z-axis, it also spins because
of the shearing action of nearby fluid. At every point, the spin is counterclockwise
around a vertical axis, a motion described qualitatively by curlF = (0,0,2ω) at that
point.

To describe vorticity quantitatively and not just qualitatively, we need some wayQuantifying vorticity
to specify the magnitude of the spin induced by the shearing action of a flow. Return
to Example 1 and its simple rotational motion around the z-axis. As the fluid moves

x

y

r

ωr

z = c

around the circle of radius r centered at the origin in the plane z = c, its (linear)
speed at any point is ωr. If we think of speed as a measure of the “motion” of a
fluid, then the quantity

speed× length of path = 2ωπr2

describes, in some sense, the total motion of the fluid as it travels around that circle.
Note that this quantity, which we call the circulation, is proportional to the area of
the circle. In fact,

circulation
area

=
2ωπr2

πr2 = 2ω

is exactly the magnitude of the vector curlF = (0,0,2ω).
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Staying with Example 1, we ask: Can we determine the circulation of the fluid Circulation as
a path integralaround a circle C in some plane z = c but centered at a point away from the origin?

Along C, the fluid flow is, in general, not longer tangent, so we need to decide how
to measure the fluid’s “motion.” The figure in the margin suggests we replace the
flow F by its tangential component Ft. Here t is the unit tangent vector to C in the
counterclockwise direction. With this choice of t, C becomes the oriented path that
we denote as ~C. Because the speed of the flow given by the tangential component is

x

y

C
→

z = c

t‖Ft‖= F · t,

the “total motion” of this flow around ~C will be the integral of this scalar quantity
with respect to arc length:

circulation =

∮

C
F · t ds.

(The domain of a scalar integral is an unoriented path; cf. Definition 1.6.) On
page 19 we noted that this scalar integral has the same value as the vector integral

∮

~C
F ·dx,

where ~C is C provided with the orientation given by the unit tangent t. If we parame-
trize ~C as (a+r cost,b+r sin t,c) with 0≤ t ≤ 2π , and recall that F = (−ωy,ωx,0),
then

circulation =
∮

~C
F ·dx =

∮

~C
−ωydx + ωxdy

= ωr
∫ 2π

0

(
(b + r sint)sin t +(a + r cost)cost

)
dt

= ωr
∫ 2π

0

(
bsin t + acost + r

)
dt = 2ωπr2.

Thus, for every circle parallel to the (x,y)-plane, we have

circulation
area

=
2ωπr2

πr2 = 2ω ;

circulation per unit area equals the magnitude of the vorticity vector curlF at every
point.

Although we have not established that circulation per unit area measures vorticity Circulation for
Example 2in all cases, let us try it on the flow F of Example 2. This time we calculate the

circulation around a square instead of a circle, because the calculation reduces to
a simple product. Let ~C be the boundary of the square that lies in the plane z = c,
has its lower-left corner at the point (a,b,c), and has sides of length s parallel to the
x- and y-axes. Give ~C the counterclockwise orientation when seen from above (i.e.,
from where z > c).
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The contributions to the circulation from the left and right sides are zero because

x

y

b

b+s
k(b+s)

−kb

C
→

the tangential velocity is zero there. On the bottom side (where y = b), the tangential
velocity is−kb, so the contribution is−kbs. (In the figure, b is chosen to be negative,
so −kb is positive, as shown.) On the top side (where y = b + s), the contribution is
+k(b + s)s. Therefore,

circulation = k(b + s)s− kbs = ks2.

The area of the square is s2, and the vorticity vector is curlF = (0,0,k), so we find
once again that the circulation per unit area equals the magnitude of the vorticity
vector.

Staying with Example 2, let us determine circulation per unit area when the path
is a circle instead of a square. We take the same oriented circle ~C we used for Ex-
ample 1,

(x,y,z) = (a + r cost,b + r sint,c), 0≤ t ≤ 2π .

With the flow field F = (−ky,0,0), we have

circulation =
∮

~C
−kydx =

∫ 2π

0
(krbsin t + kr2 sin2 t)dt = kπr2.

For these paths, at least, circulation per unit area also equals k.

Definition 11.3 The circulation of the flow F around the oriented closed loop ~C isCirculation of a flow
the path integral

circulation of F around ~C =

∮

~C
F ·dx.

In our two examples, vorticity was constant in both magnitude and direction, andCirculation around
other curves we calculated the circulation only around curves lying in planes perpendicular to the

vorticity vector curlF. Suppose we take an arbitrary plane; how does the circulation
around a curve in that plane depend on the orientation of the plane?

x

y

z

C
→

a
n

u1

u2

n . (x − a) = 0

x(t)

We can parametrize the oriented circle ~C of radius r that is centered at the point aCircles with
arbitrary orientation and lies in the plane with unit normal n by choosing two perpendicular unit vectors

u1 and u2 for which u1×u2 = n and setting
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x(t) = a +(r cost)u1 +(r sint)u2, 0≤ t ≤ 2π .

Let a = (a,b,c), u1 = (α1,β1,γ1), and u2 = (α2,β2,γ2); then the circulation of F =
(−ky,0,0) (Example 2) around ~C is

∮

~C
−kydx =

∫ 2π

0
−k(b + rβ1 cost + rβ2 sin t)(−rα1 sin t + rα2 cost)dt

= kr2
∫ 2π

0
(α1β2 sin2 t−β1α2 cos2 t)dt

= kr2(α1β2 π−β1α2 π) = πr2 k

∣∣∣∣
α1 β1
α2 β2

∣∣∣∣ .

(Of the six terms in the second integral, only the two that make a nonzero contribu-
tion have been carried over to the third integral.) Because

n = (α1,β1,γ1)× (α2,β2,γ2) =

(∣∣∣∣
β1 γ1
β2 γ2

∣∣∣∣ ,
∣∣∣∣
γ1 α1
γ2 α2

∣∣∣∣ ,
∣∣∣∣
α1 β1
α2 β2

∣∣∣∣
)

and curlF = (0,0,k), we can express the circulation of F around ~C as

(area inside ~C) curlF ·n.

For this example, at least, we see how the orientation of the plane containing ~C
affects the value of the circulation. It says that if the unit normal n makes an angle
of θ radians with curlF, then

circulation of F around ~C

area inside ~C
= ‖curlF‖cosθ .

For example, suppose the test ball in Example 2 is constrained to rotate around

x

ycurl
n

θ
z

an axis parallel to n. If n is vertical (i.e., θ = 0), the ball will spin as before. How-
ever, as we increase θ and tilt n away from the vertical, the shearing effect of the
nearby fluid—and with it the ball’s rate of spin—will decrease. As the axis becomes
horizontal, the rate of spin will approach zero.

The connection between vorticity and circulation that we have noted in the exam- Parametrizing an
ellipse in any planeples holds, in fact, quite generally. To generalize, let us first replace the orthogonal

vectors r u1 and r u2 in the parametrization of the circle ~C above by arbitrary linearly
independent vectors v1 and v2:

x(t) = a +(cost)v1 +(sint)v2, 0≤ t ≤ 2π .

The image is an oriented ellipse ~E whose area is π‖v1×v2‖. To see this, consider the
linear map L of the plane containing ~C to the plane containing ~E given by L(rui) =
vi, i = 1,2.
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ru1

ru2
C
→

area = πr2

L
v1v2

E
→

area = π || v1 × v2 ||

Then ~E is an ellipse because it is the image of a circle under a linear map. Further-
more, because L maps the square ru1∧ ru2 to the parallelogram v1∧v2,

|area magnification factor for L|=
∣∣∣∣

area(v1∧v2)

area(ru1∧ ru2)

∣∣∣∣=
‖v1×v2‖

r2 .

Finally, because ~E = L(~C) and ~C has area πr2, the area of ~E is π‖v1×v2‖.
To continue with our generalization of the connection between vorticity and cir-Flows and maps

culation, we note that a flow field F = (A,B,C) defined on an open region Ω in R3

can be considered a map F : Ω→R3,

F :






u = A(x,y,z),

v = B(x,y,z),

w = C(x,y,z).

In particular, if the map F is differentiable on Ω, then we have

F(a + ∆x) = F(a)+ dFa(∆x)+ooo(∆x) as ∆x→ 0,

for any point a in Ω (Definition 4.6, p. 129). The following theorem now considers
the circulation of F around the family of ellipses

~Eε : x(t) = a +(ε cost)v1 +(ε sin t)v2, 0≤ t ≤ 2π .

Note that area~Eε = πε2‖v1× v2‖. In our examples, the ratio of circulation to area
had a constant value, namely, curlF ·n. Here the ratio is no longer constant; never-
theless, its limiting value equals curlF ·n as the area approaches zero.

Theorem 11.8. If F : Ω→ R3 is a differentiable flow field, thenLimiting value of
circulation/area

lim
ε→0

circulation of F around ~Eε

area inside ~Eε
= curlF ·n,

where n is the unit normal in the plane containing the ellipses ~Eε .

Proof. The proof follows from a sequence of lemmas.

Lemma 11.1.
∮

~Eε
F ·dx = πε2[dFa(v1) ·v2−dFa(v2) ·v1

]
+ o(ε2) as ε → 0.
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Proof. The circulation of F around ~Eε is the integral

∮

~Eε
F ·dx =

∫ 2π

0
F(a + ε cost v1 + ε sin t v2) · (−ε sin t v1 + ε cost v2)dt.

Set ∆x = ε cost v1 + ε sin t v2. Because ∆x→ 0 as ε → 0, we have ooo(∆x) = o(ε).
Therefore, using the differentiblity of F, we can write the integral as

∫ 2π

0
(F(a)+ ε cost dFa(v1)+ ε sin t dFa(v2)+ o(ε)) · (−ε sin t v1 + ε cost v2)dt.

When we expand the dot product, we get eight terms. Four have average value zero
and therefore vanish when integrated; the others combine to give

∮

~Eε
F ·dx =

∫ 2π

o
(ε2 cos2 t dFa(v1) ·v2− ε2 sin2 t dFa(v2) ·v1 + o(ε2))dt

= πε2[dFa(v1) ·v2−dFa(v2) ·v1
]
+ o(ε2) as ε → 0. ⊓⊔

We find that the expression ψ(v1,v2) = dFa(v1) · v2− dFa(v2) · v1 is the key to ψ(v1,v2)

relating the circulation of F to curlF.

Lemma 11.2. There is a unique vector q for which

ψ(v1,v2) = dFa(v1) ·v2−dFa(v2) ·v1 = q · (v1×v2),

for all vectors v1, v2 in R
3.

Proof. For any vector q, define the function

τq(v1,v2) = q · (v1×v2).

Then ψ and τq are both bilinear and antisymmetric (cf. p. 62); that is, they are linear
functions of each of their inputs and, furthrmore,

ψ(v2,v1) =−ψ(v1,v2), τq(v2,v1) =−τq(v1,v2),

for all pairs v1,v2. Therefore, if ψ and τq agree on a basis for R3, they must agree
everywhere (cf. Exercise 11.11).

Set q = (q1,q2,q3) where

q1 = ψ(e2,e3), q2 = ψ(e3,e1), q3 = ψ(e1,e2),

and {e1,e2,e3} is the standard basis for R3. Then

τq(e2,e3) = q · (e2× e3) = q · e1 = q1 = ψ(e2,e3),

τq(e3,e1) = q · (e3× e1) = q · e2 = q2 = ψ(e3,e1),

τq(e1,e2) = q · (e1× e2) = q · e3 = q3 = ψ(e1,e2);



470 11 Stokes’ Theorem

by antisymmetry, we find τq(ei,e j) = ψ(ei,e j) for all i, j = 1,2,3. ⊓⊔
Any square matrix M can be written uniquely as the sum of a symmetric and an

antisymmetric matrix. Set

S = 1
2 (M + M†), A = 1

2 (M−M†),

where M† is the transpose of M. Then S† = S , A† =−A , and M = S + A .

Lemma 11.3. For any 3×3 matrix M,ψM = ψA

ψM = Mv1 ·v2−Mv2 ·v1 = Av1 ·v2−Av2 ·v1 = ψA ,

where A is the antisymmetric part of M: A = 1
2(M−M†).

Proof. Write M = S + A , where S = 1
2 (M + M†); then it is easy to see that ψM =

ψS +ψA . Now write the dot products as matrix multiplications using column vectors
and their transposes:

ψS = (Sv1)
† v2− (Sv2)

† v1 = v†
1 S† v2−v†

2 S † v1 = v†
1S † v2−v†

2 Sv1.

In the last term we used the symmetry of S . Each term is a scalar (i.e., a 1× 1
matrix), so is equal to its own transpose. Thus we can write

v†
1S † v2 = (v†

1S† v2)
† = v†

2S v1,

from which it follows that ψS ≡ 0 and hence ψM ≡ ψA . ⊓⊔
For the map F with components (A,B,C), the derivative and its antisymmetricAntisymmetric

part of dFa part are

dFa =




Ax Ay Az

Bx By Bz

Cx Cy Cz


 , A =

1
2




0 −γ β
γ 0 −α
−β α 0


 ,

where
α = Cy−Bz, β = Az−Cx, γ = Bx−Ay

and all components are evaluated at x = a. Labels are chosen for the components of
A so that (α,β ,γ) = curlF(a). With A we can now determine the vorticity vector
q that is provided by Lemma 11.2.

Lemma 11.4. dFa(v1) ·v2−dFa(v2) ·v1 = curlF(a) · (v1×v2).

Proof. Because ψdFa = ψA , we have

q1 = ψA(e2,e3) = Ae2 · e3−Ae3 · e2 = 1
2




−γ
0
α



 ·




0
0
1



− 1
2




β
−α

0



 ·




0
1
0



= α.

In a similar way, you can show q2 = β , q3 = γ . ⊓⊔
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To complete the proof of Theorem 11.8, use Lemma 11.1 and Lemma 11.4 to
write

circulation of F around ~Eε

area inside ~Eε
=

πε2
[
dFa(v1) ·v2−dFa(v2) ·v1

]
+ o(ε2)

πε2‖v1×v2‖

= curlF · v1×v2

‖v1×v2‖
+

o(ε2)

ε2

= curlF ·n+
o(ε2)

ε2 .

In the second term, the divisor π‖v1×v2‖ has been absorbed into o(ε2). The theo-
rem then follows because, by definition, o(ε2)/ε2→ 0 as ε → 0. ⊓⊔

In the proof of Lemma 11.2, there is no motivation (other than hindsight) for the Reconstructing the
vorticity vector qformula

q = (ψ(e2,e3),ψ(e3,e1),ψ(e1,e2))

that expresses the components of the vorticity vector q in terms of particular circu-
lation calculations. According to this equation, the x-component of vorticity comes
from circulation in a plane normal to the x-axis (i.e., a plane parallel to the vectors
e2 and e3 that determine the (y,z)-plane). Similarly, the y-component of vorticity q
uses a plane normal to the y-axis, and the z-component of q uses a plane normal
to the z-axis. Let us now reconstruct q by calculating anew the circulation in those
planes. The work will look similar to the initial work (pp. 449–451) that led to our
identifying the divergence of a field.

It is convenient to calculate the circulation around the boundary of a rectangle—
as we did in Example 2—rather than around an ellipse. On a rectangle whose sides
are parallel to the axes, the tangential component of F on a side is just one of the
Cartesian components of F. We begin with the oriented rectangle ~Rx centered at the
point a = (a,b,c) and lying in the plane x = a (and thus parallel to the (y,z)-plane).
Let the lengths of its sides be denoted ∆y and ∆z, and orient it counterclockwise
when viewed from the side where x > a. Its orientation normal is then n = (1,0,0).

y

z

∂R
→

x

b − ∆y/2 b b + ∆y/2

c − ∆z /2

c

c + ∆z /2

B(a, b, c − ∆z /2)

−B(a, b, c + ∆z /2)

−C(a, b − ∆y/2, c)
C(a, b + ∆y/2, c)(a, b, c)

On the bottom edge (where z = c− ∆z/2), the tangential component of F =
(A,B,C) is B(a,y,c−∆z/2). If we approximate B everywhere on this edge by its
value at the center, (a,b,c− ∆z/2), then the contribution this edge makes to the
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circulation of F around ∂~Rx is approximately

B(a,b,c−∆z/2)∆y.

Along the top edge, the tangential component of F is −B(a,y,c+∆z/2). The minus
sign is needed because the unit tangent to ∂~Rx on this edge is t = (0,−1,0). If
we approximate −B everywhere by its value −B(a,b,c + ∆z/2) at the center, the
approximate contribution this edge makes to the circulation is

−B(a,b,c + ∆z/2)∆y.

If we put these together and use the microscope equation, we have

−B(a,b,c + ∆z/2)∆y + B(a,b,c−∆z/2)∆y

=− B(a,b,c + ∆z/2)−B(a,b,c−∆z/2)

∆z
∆z∆y

≈−Bz(a,b,c) ∆y∆z.

For the right and left edges there is a similar result: together they contribute approx-
imately

C(a,b + ∆y/2,c)∆z−C(a,b−∆y/2)∆z

=
C(a,b + ∆y/2,c)−C(a,b−∆y/2,c)

∆y
∆y∆z

≈Cy(a,b,c) ∆y∆z.

Thus we can write

circulation of F around ∂~Rx ≈ (Cy(a)−Bz(a)) area~Rx.

The factor Cy−Bz is indeed the x-component of curlF.
For a similar rectangle ~Ry in the plane y = b parallel to the (z,x)-plane, the

tangential components of F at the centers of the sides parallel to the z-axis are
C(a− ∆x/2,b,c) and −C(a + ∆x/2,b,c). Their contribution to the circulation is
approximately

−C(a + ∆x/2,b,c)∆z+C(a−∆x/2,b,c)∆z

=−C(a + ∆x/2,b,c)−C(a−∆x/2,b,c)
∆x

∆x∆z

≈−Cx(a,b,c) ∆z∆x.

The tangential components of F at the centers of the remaining two sides are
x

z

a

c

∂R
→

y

−A

+A
+C

−C

y = b

A(a,b,c + ∆z/2) and −A(a,b,c−∆z/2), making together the approximate contri-
bution
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A(a,b,c + ∆z/2)∆x−A(a,b,c−∆z/2)∆x

=
A(a,b,c + ∆z/2)−A(a,b,c−∆z/2)

∆z
∆z∆x≈ Az(a,b,c) ∆z∆x

to the circulation around ∂~Ry. Thus

circulation of F around ∂~Ry ≈ (Az(a)−Cx(a)) area~Ry;

the factor Az−Cx is the y-component of curlF. A similar analysis of an oriented
rectangle ~Rz in the plane z = c leads to the result

circulation of F around ∂~Rz ≈ (Bx(a)−Ay(a)) area~Rz;

the factor Bx−Ay gives the final component of curlF.

Thus, the circulation around any one of the rectangles ~R is approximately Circulation and vorticity
curlF(a) ·n area~R. But this expression is itself an approximation to the flux of the
vector field curlF through the small rectangle ~R (Definition 10.1, p. 388). Hence,

circulation of F around ∂~R≈ flux of curlF through ~R.

Even more is true. In the next section, we show that, for an oriented surface ~S with
boundary ∂~S, the circulation of the vector field F around ∂~S is equal to the flux of
its vorticity field curlF through ~S:

circulation of F around ∂~S = flux of curlF through ~S
∮

∂S
F · t ds =

∫∫

S
curlF ·n dA.

This is the physical content of Stokes’ theorem. It also gives us a new way to look at
vorticity. Instead of having to rely on the physical image of a little ball set spinning
by the shear action of a fluid, we can use the mathematical notion of the circulation
of that fluid in various planes. Note that the circulation/flux identity involves two The vorticity flow

of a flowdistinct flows: F and its vorticity curlF.

Definition 11.4 Let the continuously differentiable vector field F represent a steady
fluid flow field; then the vorticity flow field, or the vortex flow field, of F is repre-
sented by the vector field V = curlF.

We attribute the vorticity of a fluid flow—as given by the curl—to shearing forces The relative motions of
nearby fluid particlesinduced by the flow. We attribute these forces, in turn, to the relative motions of

nearby fluid particles. Let us now analyze the relative motions; as we show in The-
orem 11.10, they explain the divergence as well as the curl.

The velocity field F determines the overall motion of the fluid; it must, therefore, Example 3:
F = (ky2 ,0,0)determine the relative motion as well. To explore this connection and to clarify the

distinction between the two kinds of motion, we work through a third example:

F = (ky2,0,0), k > 0.
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Think of this as a nonlinear modification of Example 2; the nonlinearity will help
us see the relative motion more clearly. The fluid flows in straight lines parallel to

x

y

x = ky2

the x-axis. In the (x,y)-plane, the speed of a particle is proportional to the square of
its distance from the x-axis; in any parallel plane, the flow looks the same.

As in the previous examples, the position x(t) = (x(t),y(t),z(t)) of a particle at
time t is determined by the differential equations

x′(t) = F(x(t)), that is, x′ = ky2, y′ = 0, z′ = 0.

The solutions are
x(t) = a + kb2t, y(t) = b, z(t) = c;

a, b, and c are arbitrary constants of integration. These equations parametrize the
path of the particle that is initially (i.e., when t = 0) at the point a = (a,b,c). The
particle does not move if b = 0; therefore we assume b 6= 0 for the rest of the dis-
cussion.

More generally, then, the equations say that the particle at the point x = (x,y,z) atThe flow maps ht

time t = 0 is at the point ht(x) = (x+ky2t,y,z) at an arbitrary (earlier or later) time t.
In other words, the flow defines, and is defined by, the family of maps ht : R

3→R
3:

ht :






u = x + ky2t,

v = y,

w = z;

d(ht)x =




1 2kyt 0
0 1 0
0 0 1



 .

Note that hs ◦ ht = hs+t for every s,t. This implies each ht is invertible, because
h−t ◦ht = h0 = identity.

x

y

a

b

W

z = c

a

x
∆x

ht(W )

ht(a)

ht(x)
∆x(t)

ht

W*

∆x

∆y

∆x∆x(t)

the
relative
flow h*t

To describe the relative motion of fluid particles near the particle that is intially atDescribing the
relative flow the point a, choose a small cube W (a “window”) centered at a, and let ht(W ) denote

the image of W under the flow ht (t can take negative as well as positive values). If
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x is a point in W , and ∆x = x−a indicates the position of x in relation to a, then the
vector

∆x(t) = ht(x)−ht(a)

in ht(W ) indicates how the relative position ∆x varies over time. When the vectors
∆x(t) (for t near 0) are translated to a common point (at the origin of a window W ∗

with local coordinates ∆x = (∆x,∆y,∆z)), they exhibit the relative flow we seek to
describe. With these local coordinates in mind, we rewrite ht(x) as

ht(a + ∆x) = (a + ∆x + k(b + ∆y)2t, b + ∆y,c + ∆z),

which shows how ∆x(t) = ht(x)−ht(a) can be described by the equations

h∗t :






∆x(t) = ∆x + t (2kb∆y + k(∆y)2),

∆y(t) = ∆y,

∆z(t) = ∆z.

From one point of view, these equations parametrize a straight line that is parallel The relative-flow
maps h∗tto the ∆x-axis and passes through the arbitrary, but fixed, point ∆x = (∆x,∆y,∆z)

in W ∗. This straight line is one of the relative flow lines we see in W ∗, above. From
a second point of view (in which ∆x is variable, not fixed), these equations define the
family of relative-flow maps h∗t : W ∗ →R3. When the center of the original window
W lies off the (z,x)-plane (i.e., when b 6= 0), the relative flow described by h∗t is
along paths that head in opposite directions on opposite sides of the ∆x-axis.

The relative flow has its own velocity field; let us call it F∗. The field vector F∗ The relative-flow
field F∗at the point ∆x = (∆x,∆y,∆z) is, by definition, the velocity of the path ∆x(t) at its

intitial point:

F
∗(∆x,∆y,∆z) =

d
dt

∆x(t)

∣∣∣∣
t=0

= (2kb∆y + k(∆y)2,0,0)

Alternatively, the relative flow field is the map F
∗ : W ∗ → R

3,

∆x

∆y

−2b

W*

∆x = 2kb∆y + k(∆y)2

*

F
∗ :






∆u = 2kb∆y + k(∆y)2,

∆v = 0,

∆w = 0.

Because we assume W ∗ is small, k(∆y)2 is negligible in comparison to 2kb∆y (recall
that b 6= 0), so F∗ is well approximated by its linear part,




0 2kb 0
0 0 0
0 0 0








∆x
∆y
∆z



 ,

which is just dFa(∆x). This gives us the following links between the relative flow
F∗ in W ∗ and the overall flow F.
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F
∗(∆x) = dFa(∆x)+ooo(∆x),

h∗t (∆x) = ∆x + t dFa(∆x)+ t ooo(∆x).

Because we can make W ∗ arbitrarily small, we can neglect the higher-order terms
ooo(∆x) in analyzing the relative flow, so that

h∗t ≈ d(h∗t )0 = I + t dFa.

Hence, we look to the action of dFa to explain the relative flow. First split dFaSplitting dFa to describe
its action into its symmetric and antisymmetric parts (cf. p. 470); thus, dFa = S + A , where

S =




0 kb 0
kb 0 0
0 0 0



 , A =




0 kb 0
−kb 0 0

0 0 0





Because S is symmetric, it is a pure strain (cf. Theorem 2.6, p. 40): it has three
mutually perpendicular eigenvectors with real eigenvalues, as follows:

λ1 = kb, λ2 =−kb, λ3 = 0,

b1 =




ε/
√

2
ε/
√

2
0



 , b2 =




−ε/
√

2
ε/
√

2
0



 , b3 =




0
0
ε



 .

We take ε > 0, so each eigenvector has length ε . As it happens, b3 is also an eigen-
vector for A (with the same eigenvalue, 0). Furthermore, A maps the plane deter-
mined by the other two eigenvectors to itself, because

Ab1 =−kb b2 and Ab2 = kb b1.

Therefore, the map d(h∗t )0 = I + t (S + A) acts in a simple way on the basis
{b1,b2,b3} for R3:

b1→ b1 + kbt b1− kbt b2,

b2→ b2− kbt b2 + kbt b1,

b3→ b3.

Let us see how the cube K = b1∧b2∧b3 “flows” under this transformation.
First remove A in order to isolate the action of the symmetric component S :The action of I + tS

Q Qt b1→ b1 + kbt b1, b2→ b2− kbt b2, b3→ b3.

The vertical edge b3 is left unchanged, so we concentrate on what happens to the
base square Q = b1 ∧b2 in the (∆x,∆y)-plane. When t = 0, we have the original
square Q; as t changes, one edge of Q grows longer and the other grows shorter at the
same rate, yielding a rectangle Qt whose sides are parallel to the square. (The white
arrows in the figure are kbt b1 and −kbt b2.) Because we are interested in t → 0,
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we can assume |kbt| ≪ 1, so the deformation Q→Qt is small. The original cube K
becomes a rectangular parallelepiped Kt (a “brick”) whose base is the rectangle Qt .
In effect, I + t S is a strain that changes the shape of the cube, and also its volume:

volKt = ε(1 + kbt)× ε(1− kbt)× ε = ε3(1− (kbt)2).

To first order, t has no effect on the volume. More precisely, the change in volume
is ∆volK = volKt − volK = −(kbt)2ε3, so the relative change (i.e., the change in
volume as a fraction of the volume itself) is the function

V (t) =
∆volK
volK

=−(kbt)2, for which V ′(0) = 0.

It turns out that V ′(0) = 0 is a consequence of the particular nature of S and thus,
ultimately, of F. We show that, for a general flow F, the relative growth rate V ′(0)
of volume is divF. Note that, in our example, divF = 0.

Now remove S from I + t(S + A) in order to isolate the action of the antisym- the action of I + tA

metric component A :

b1→ b1− kbt b2, b2→ b2 + kbt b1, b3→ b3.

Again it is sufficient to see what happens to the base square Q in the (∆x,∆y)-plane.
This time the small changes (the black arrows in the figure) are perpendicular to
the sides; the effect is to turn the square, rather than to strain it. Nevertheless, Qt is

Q Qt

slightly larger than Q when t 6= 0, but t again has only a second-order effect on the
volume of Kt :

volKt = ε
√

1 +(kbt)2× ε
√

1 +(kbt)2× ε = ε3 + O(t2) as t→ 0.

We show that, in the general case, I + tA will continue to have only a second-order
effect on volume. To first order, I + tA is a uniform rotation.

Lemma 11.5. To first order in t, the flow

I + tA =




1 kbt 0
−kbt 1 0

0 0 1





is a uniform rotation with angular velocity ωωω = (0,0,−kb), that is, a uniform rota-
tion around the positive ∆z-axis with angular speed −kb.

Proof. In (x,y,z)-space, uniform rotation with angular speed ω around the positive
z-axis is given by the matrix function

Rωt =




cosωt −sinωt 0
sinωt cosωt 0

0 0 1



 .
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The Taylor approximations

cosωt = 1 + O(t2) and sinωt = ωt + O(t3) as t→ 0

imply

Rωt =




1 −ωt 0

ωt 1 0
0 0 1



+OOO(t2) as t→ 0. ⊓⊔

To first order in t, tS induces no rotation and tA induces no strain. Thus, to firstCombining the rotation
and the strain order in t and in a sufficiently small window W ∗, the relative flow

h∗t ≈ I + tS + tA

rotates the cube K around the positive ∆z-axis with angular speed−kb while altering
the lengths of its sides at the rates kb, −kb, and 0.

For the flow F = (ky2,0,0) of our example, curlF(a) = (0,0,−2kb) = 2ωωω. WeThe curl describes
local rotation originally interpreted the curl as describing the tendency of a flow to spin a small

object carried along with it. Example 3 suggests a new interpretation, in which the
curl directly describes the local rotation of a small blob of the fluid itself under the
action of the relative flow h∗t .

With the decomposition dFa = S + A , we were able to focus separately on the
two distinct aspects of the relative flow: strain and rotation. In fact, these aspects act
together, and together they should produce the shear flow in W ∗ that we observed
at the outset. The following figure confirms this. Each gray arrow, as the sum of a
white and a black arrow, expresses the action of I + tS + tA .

the shearing action of
I + tS + tA

Q Qt Q Qt

Using Example 3 as a guide, we now take up the general case of an arbitraryThe relative flow
for an arbitrary F continuously differentiable velocity field F = (A,B,C) defined on an open set Ω

in R3. The corresponding flow ht : Ω→ R3 is defined by ht(x) = x(t), where x(t)
is the unique solution of the initial-value problem

x′(t) = F(x(t)), x(0) = x.

To describe the relative flow of fluid particles near the particle that is initially at the
point a, let W be a small cube centered at a, and let x be an arbitrary point in W .
Then ∆x = x−a gives the position of x in relation to a, and the vector
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∆x(t) = ht(x)−ht(a) = ht (a + ∆x)−ht(a) = h∗t (∆x)

describes how that relative position varies over time. To get a formula that ties h∗t
back to F, we first use Taylor’s theorem to write

ht(x) = x(t) = x(0)+ t x′(0)+OOO(t2) = x + t F(x)+OOO(t2) as t→ 0.

Note that x′(0) = F(x(0)) = F(x) and that x(t) has the continuous second deriva-
tive required by Taylor’s theorem, because x′(t) = F(x(t)) and F is continuously
differentiable. Because x = a + ∆x, it follows that

ht(a + ∆x) = a + ∆x + tF(a + ∆x)+OOO(t2)

and ht(a) = a + t F(a)+OOO(t2)

as t→ 0, and hence (using the differentiability of F at a) that

h∗t (∆x) = ht(a + ∆x)−ht(a) = ∆x + t (F(a + ∆x)−F(a))+OOO(t2)

= ∆x + t (dFa(∆x)+ooo(∆x))+OOO(t2)

as ∆x→ 0 and t→ 0.
As we did in Example 3, we consider that this formula for the relative flow defines The relative flow

and dFaa family of maps
h∗t : W ∗ →R

3

of a window W ∗ centered at the origin of local coordinates ∆x. Compare the general
formula for h∗t that we have just obtained with the earlier one in Example 3 (p. 475);
the only new ingredient is the higher-order term OOO(t2). The derviative dFa is still
the key to the relative flow. The velocity field F∗ of the relative flow is

F
∗(∆x) =

d
dt

h∗t (∆x)

∣∣∣∣
t=0

= dFa(∆x)+ooo(∆x) as ∆x→ 0.

Furthermore, when W ∗ is small enough for us to ignore higher-order terms in ∆x,
we can approximate h∗t by its derivative at the origin ∆x = 0:

h∗t ≈ d(h∗t )0 = I + t dFa +OOO(t2) as t→ 0.

Let us now use the approximation d(h∗t )0 to get an idea how h∗t affects volumes How d(h∗t )0
affects volumesnear ∆x = 0. We expect that the volume of a small cube of fluid may change as the

fluid flows; we want to measure that change. As before, it is helpful to split dFa into
its symmetric and antisymmetric parts: dFa = S + A . The symmetric matrix S has
mutually orthogonal eigenvectors b1, b2, b3 of length ε , with eigenvalues λ1, λ2, λ3,
respectively. Choose an order for the eigenvectors so that the cube K = b1∧b2∧b3

has positive volume ε3. Its image Kt = (I + tS)(K) is the rectangular parallelepiped
with
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volKt = ε(1 + tλ1)× ε(1 + tλ2)× ε(1 + tλ3)

= ε3(1 + t(λ1 + λ2 + λ3)+ O(t2)) as t→ 0.

Because the sum of the eigenvalues of a matrix equals the trace of that matrix, and
because the diagonal elements of an antisymmetric matrix are all 0, we have

λ1 + λ2 + λ3 = trS = tr(S + A) = trdFa.

Furthermore, because F = (A,B,C),

trdFa =
∂A
∂x

(a)+
∂B
∂y

(a)+
∂C
∂ z

(a) = divF(a),

finally linking volume change to divergence:

volKt = volK(1 + t divF(a)+ O(t2)) as t→ 0.

Thus, the relative (or percentage) change in volume (p. 477) is

V (t) =
volKt −volK

volK
= t divF(a)+ O(t2) as t→ 0;

consequently, V ′(0) = divF(a). Note that we obtained this result under the assump-
tion we could replace the relative flow by its linear approximation and we could
restrict ourselves to cubes whose edges were the eigenvectors of the symmetric part
of the linear approximation.

We now remove the restrictive assumptions and determine V ′(0) using the orig-How h∗t itself
affects volume inal nonlinear map h∗t itself. First, let K range over closed sets with volume that

contain the point a (so ∆x = 000). Let Kt = h∗t (K); its volume is

volh∗t (K) =

∫∫∫

K
Jh∗t dV

(Jh∗t is the Jacobian of h∗t ). Because h∗t is nonlinear, the ratio

volh∗t (K)−volK
volK

is no longer independent of the diameter δK of K (Definition 8.14, p. 291). How-
ever, to determine percentage growth of volume, it is sufficient to see what happens
to this ratio as δK → 0. Because volh∗t (K) is a set function of integral type (cf.
pp. 310–312), we can calculate its derivative as K shrinks down to the point a; by
Theorem 8.39, (p. 312), we find

lim
δK→0

volh∗t (K)

volK
= Jh∗t (0).

This allows us to define the percentage change of volume as the limit
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V (t) = lim
δK→0

volh∗t (K)−volK
volK

= Jh∗t (0)−1.

Because
Jh∗t (0) = detd(h∗t )0 = 1 + t divF(a)+ O(t2) as t→ 0,

we again have
V (t) = t divF(a)+ O(t2) as t→ 0,

and V ′(0) = divF(a).

We now consider the action of the flow I + tA , where A is the antisymmetric part Action of I + tA

of dFa. As we noted on page 470, when F = (A,B,C), then

A =
1
2




0 −γ β
γ 0 −α
−β α 0



 , where Z =




α
β
γ



=




Cy−Bz

Az−Cx

Bx−Ay



 ,

and all functions are evaluated at x = a.

Lemma 11.6. The vector Z is an eigenvector of A with eigenvalue 0. ⊓⊔
The following theorem is the analogue, for a general flow, of Lemma 11.5 for the

flow of Example 3. Note that Z = curlF(a).

Theorem 11.9. To first order in t, the flow I + tA is a uniform rotation with angular
velocity 1

2 Z.

Proof. By definition, a rotation matrix R is an orthogonal matrix (i.e., one whose
transpose equals its inverse: R†R = I) with positive determinant. Let Rt = I + tA .
Then R†

t = I− tA and (Rt)
†Rt = I− t2A ; thus, to first order in t, Rt is orthogonal.

Becaue Z is an eigenvector of A with eigenvalue 0, RtZ = Z. This implies Z is the
rotation axis of each Rt .

To determine the angular speed and show that it is constant, we need more de-
tailed information about A . The vectors

X1 =
1√

α2 + β 2




−β
α
0



 , X2 =
Z×X1

‖Z‖ =
1

‖Z‖
√

α2 + β 2




−αγ
−β γ

α2 + β 2





will provide this information. They are orthogonal unit vectors that span a plane
orthogonal to Z; we claim the rotation leaves that plane invariant. This follows from

ZZ

X1

X2
kX2

−kX1

A:

quick calculations that show

AX1 = kX2 and AX2 =−kX1,

where k = 1
2‖Z‖. In terms of the basis {X1,X2,Z}, the matrix for A is




0 −k 0
k 0 0
0 0 0



 ,
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and the matrix for the flow I + t A is



1 −kt 0
kt 1 0
0 0 1



 .

It follows from Lemma 11.5 that, to first order in t, I + tA is a uniform rotation with
angular velocity k = 1

2 Z. ⊓⊔
Theorem 11.10. Suppose a steady fluid flow is governed by the velocity field F,
and W ∗ is a frame that is translated in space so as to remain centered on the fluid
particle initially at the point a. Then a vanishingly small ball of fluid centered at the
origin of W ∗ does the following.

• Rotates with instantaneous angular velocity 1
2 curlF(a)

• Changes its relative volume at the instantaneous rate divF(a) ⊓⊔

11.3 Stokes’ theorem

Stokes’ theorem is our final setting for the assertion that the boundary operator
and the exterior derivative are adjoints in the symbolic integral pairing: 〈∂~S,ω〉 =
〈~S,dω〉. In this setting, ~S is a piecewise-smooth oriented surface in (x,y,z)-space,
and ω = ω(x,y,z) is a differential 1-form. In physical terms, Stokes’ theorem
equates the circulation of a flow around the boundary of a surface to the flux of
the vorticity field (Definition 11.4, p. 473) of that flow through the surface.

To begin the process of proving Stokes’ theorem, we first note how similar it isLinking Stokes’ and
Green’s theorems to Green’s theorem. Both assert that

∮

∂~S
ω =

∫∫

~S
dω ,

where ω is a 1-form and ~S is an oriented 2-dimensional region. The only difference
is the dimension of the ambient space: Green’s theorem is set in R2 (forcing ~S to be
planar), whereas Stokes’ theorem is set in R3 (allowing~S to be curved.) But because
a surface patch in space is parametrized by a plane region, we are able to use Green’s
theorem to prove Stokes’.

The proof follows quickly once the ingredients are assembled. Recall that aIngredients of the proof
piecewise-smooth oriented surface (Definitions 10.7, p. 412, and 10.12, p. 420) is
a finite sum of oriented surface patches whose common boundary segments have
opposite orientations. An oriented surface patch ~S (Definition 10.2, p. 392) is the
image ~S = f(~U) of a closed bounded, positively oriented set ~U ⊂Ω with area, where
the parametrization

f : Ω→R
3

is a continuously differentiable 1–1 immersion on the open set Ω⊆ R2. The map f
is an immersion at the point a if the derivative dfa : R2→R3 is 1–1.
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The surface integral of a 2-form α defined everywhere on the surface patch ~S is
given by the pullback f∗: ∫∫

~S
α =

∫∫

~U
f∗α

(Definition 10.4, as reformulated on p. 432). The value of the surface integral is
independent of the parametrization used to represent~S (Corollary 10.4, p. 401). The
surface integral of a 2-form over a piecewise-smooth oriented surface is the sum of
the integrals over its smooth oriented pieces (Definition 10.13, p. 420). We also use
the facts that the pullback f∗ commutes with the exterior derivative (Theorem 10.16,
p. 437), and that f and f∗ are adjoints on piecewise-smooth curves ~C (Exercise 4.37,
p. 149). Because these facts were first established in slightly different circumstances,
we reconstruct them here, taking the target of f to be R3 instead of R2.

Lemma 11.7. For any continuously differentiable map f : Ω → R3 and k-form f∗ and d commute
α(x,y,z), f∗(dα) = d(f∗α).

Proof. All aspects of the proof of Theorem 10.16 for k 6= 2 carry over, mutatis mu-
tandis. The only difference occurs for k = 2, where the 3-form dα may be nonzero.
However, the pullbacks f∗(dα) and d(f∗α) are 3-forms in two variables, so they are
both zero and f∗(dα) = d(f∗α) for all k. ⊓⊔

The proof of the second lemma exploits, in addition, the fact that f is a 1–1
immersion.

Lemma 11.8. For any piecewise-smooth oriented curve ~C and 1-form β defined f and f∗ are adjoints
everywhere on f(~C),

〈f(~C),β 〉=
∫

f(~C)
β =

∫

~C
f∗β = 〈~C, f∗(β )〉.

Proof. Let ~C = ~C1 + · · ·+~Cm be a decomposition into smooth oriented curves, each
of which is either simple or is a simple closed curve. Because f is a 1–1 immer-
sion, each f(~Ci) is likewise either simple, or a simple closed, smooth oriented curve,
providing a decomposition

f(~C) = f(~C1)+ · · ·+ f(~Cm).

Let ui(t) = (ui(t),vi(t)), ai ≤ t ≤ bi parametrize ~Ci; then

xi(t) = f(ui(t)),

(xi(t),yi(t),zi(t)) = (x(ui(t),vi(t)),y(ui(t),vi(t)),z(ui(t),vi(t))),

parametrizes f(~Ci) with the same domain ai ≤ t ≤ bi. Suppose, for simplicity, that
β = Pdx; then

f∗β = P(f(u)) f∗(dx) = P(f(u))(xu du + xv dv)

and
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∫

~Ci

f∗β =

∫ bi

ai

P(f(ui(t)))(xuu′i + xvv′i) dt.

On the other hand,

∫

f(~Ci)
β =

∫ bi

ai

P(f(ui(t)))x′i dt =

∫ bi

ai

P(f(ui(t)))(xuu′i + xvv′i) dt =

∫

~Ci

f∗β .

You can treat the 1-forms β = Qdy and β = Rdz the same way. ⊓⊔
Theorem 11.11. Let f : Ω→ R3 be a continuously differentiable 1–1 immersion onStokes’ theorem for

a surface patch an open set Ω ⊆ R2. Let ~U ⊂ Ω be a closed, bounded, positively oriented set with
area on which Green’s theorem holds. If ω is a continuously differentiable 1-form
defined on the oriented surface patch ~S = f(~U), then

∮

∂~S
ω =

∫∫

~S
dω .

Proof. We have the following sequence of equalities:
∫∫

~S
dω =

∫∫

f(~U)
dω =

∫∫

~U
f∗dω definition of surface integral

=
∫∫

~U
d(f∗ω) d and f∗ commute (Lemma 11.7)

=

∮

∂~U
f∗ω Green’s theorem for ~U

=

∮

f(∂~U)
ω f and f∗ are adjoints (Lemma 11.8)

=

∮

∂~S
ω . ⊓⊔

Corollary 11.12 (Stokes’ theorem) Suppose~S =~S1+ · · ·+~Sm is a piecewise-smoothStokes’ theorem
oriented surface, and suppose the theorem holds on each of the surface patches ~Si,
i = 1, . . . ,m; then ∮

∂~S
ω =

∫∫

~S
dω .

Proof. Because the common segments of the various ∂~Si have opposite orientation,
path integrals over those segments cancel in pairs; only the segments of ∂~Si that lie
in ∂~S make a nonzero contribution to the path integral. Therefore,

∮

∂~S
ω =

m

∑
i=1

∮

∂~Si

ω =
m

∑
i=1

∫∫

~Si

dω =
∫∫

~S
dω .

The final equality is just the definition of a surface integral over ~S. ⊓⊔

If ω = Adx + Bdy +C dz, thenFrom differential forms
to vector fields

dω = (Cy−Bz)dydz+(Az−Cx)dzdx +(Bx−Ay)dxdy,
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and Stokes’ theorem states that
∮

∂~S
Adx + Bdy +C dz =

∫∫

~S
(Cy−Bz)dydz+(Az−Cx)dzdx +(Bx−Ay)dxdy.

Our discussion of the connection between differential forms and scalar and vector
fields (pp. 460–462) makes it easy to convert Stokes’ theorem into a statement about
the integrals of vector fields. If ω = Adx + Bdy +C dz, then

ω = ω1
F↔ F = (A,B,C)

and
dω = d

(
ω1

F

)
= ω2

curlF↔ curlF = (Cy−Bz,Az−Cx,Bx−Ay).

If t is the positively oriented unit tangent vector on ∂~S, then (cf. p. 19)
∮

∂~S
Adx + Bdy +C dz =

∮

∂S
F · t ds = circulation of F around ∂~S.

If n is the unit normal that determines the orientation of ~S, then (cf. pp. 403–404)

∫∫

~S
(Cy−Bz)dydz+(Az−Cx)dzdx +(Bx−Ay)dxdy

=
∫∫

S
curlF ·n dA = total flux of curlF through ~S.

With these connections, we can restate Stokes’ theorem for vector fields.

Theorem 11.13 (Physical form of Stokes’ theorem). If F is a continuously differ-
entiable flow field defined on a piecewise-smooth oriented surface ~S, and curlF is
its vorticity field, then

∮

∂S
F · t ds =

∫∫

S
curlF ·n dA,

circulation of F around ∂~S = total flux of curlF through ~S. ⊓⊔

To illustrate the theorem in its physical form, let us add an extended example to Example 3:
F = (yz,−xz,0)the two we considered in the last section. We take the flow field and its vorticity

field (Definition 11.4, p. 473) to be

F = (yz,−xz,0), curlF = (x,y,−2z).

This flow is similar to the flow of Example 1, where F = (−ωy,ωx,0) (pp. 462–
463). In that case, the entire fluid rotated rigidly (i.e., without the particles changing
their relative positions over time) with constant angular speed ω around the z-axis.
The flow in Example 3 is only slightly more complicated: the variable −z simply
replaces the constant ω . Thus the fluid at each level z = c rotates rigidly around the
z-axis with its own constant angular speed ω =−c.
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x y

z
z = c

ω = − c

Imagine the fluid is separated into parallel disks. The disks above the (x,y)-planeShearing actions
of the fluid rotate clockwise (when viewed from above); those below, counterclockwise. The

farther a disk is from the (x,y)-plane, the faster it spins. This difference introduces a
new shearing action within the fluid that we did not see in Example 1. There, the only
shearing action was caused by the greater speed of particles farther from the z-axis.
That is present here as well, and accounts for the component −2z in the vorticity
vector curlF = (x,y,−2z). The new shearing action, between disks, accounts for the
other components.

Let us examine all this in more detail. To connect the circulation of a field F toVortex lines of F

the flux of its vorticity field curlF, we naturally think of the second field, curlF, as
a flow of “particles.” The paths of these particles are called the vortex lines of F.
In the present case, the vortex lines are paths x(t) = (x(t),y(t),z(t)) that satisfy the
differential equations (cf. p. 462)

x′(t) = curlF(x(t)), or x′ = x, y′ = y, z′ =−2z.

The general solution here is the three-parameter family

x(t) = (aet ,bet ,ce−2t).

This describes the motion of the particle that is initially at the point x(0) = (a,b,c),
which can thus be anywhere in space. In particular, if the initial point lies in the
vertical plane y = mx (so that b = ma), then the entire path is in the same plane,
because

y(t) = bet = maet = mx(t).

In fact, this equation shows that we obtain all paths by rotating the paths that lie in
a single vertical plane (e.g., in the plane y = 0) around the z-axis. The flow of curlF
has rotational symmetry around the z-axis.

The solutions on the plane y = 0 (i.e., where b = 0) areThe vortex lines have
a saddle at the origin

x(t) = aet , y(t) = 0, z(t) = ce−2t .
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For a given a 6= 0 and c, this vortex line lies on the graph of the function

z = k/x2, k = ca2,

in the (x,z)-plane. Particles on these trajectories flow simultaneously away from the
z-axis and toward the (x,y)-plane. Particles on the z-axis (where a = 0) flow directly
toward the origin. Particles in the (x,y)-plane (c = 0) flow radially away from the
origin on straight lines. The origin is said to be a saddle point of the flow.

x y

z

y = 0

z = 
x2
k

flow of curl

x y

z

z = 
x2 + y2

k

When the graph z = k/x2 is rotated around the z-axis, it sweeps out the horn- How the flows intersect
z = k/(x2 + y2)shaped surface that is the graph of z = k/(x2 +y2). (In the figure on the right, above,

the portion of each surface that lies in the first quadrant has been cut away for better
visibility.) The horn-shaped surfaces make it is easy to visualize the two flows and
the way they are related: the flow lines of curlF (the vortex lines) are intersections
of those surfaces with the vertical planes y = mx that are “hinged” on the z-axis; the
flow lines of F itself are their intersections with the horizontal planes z = c.

To examine the link between the two fields, we need an oriented surface ~S. We The surface ~S

take ~S to be a cylinder centered at the origin; let its axis be the z-axis, and let its
orientation normal n be outward-pointing. Let the radius be R and the height 2H.
The boundary of ~S is a pair of circles. The orientation induced by ~S on the upper
one, ∂~S1, is clockwise when viewed from above; on the lower one, ∂~S2, it is coun-
terclockwise. We want to compare the circulation of F around ∂~S = ∂~S1 +∂~S2 with
the total flux of curlF through ~S.

x y

z

n

S
→

∂S
→

1

∂S
→

2
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The flow F is everywhere tangent to ∂~S, so the circulation is quite simple toCirculation of F

around ∂~S calculate. The upper circle, ∂~S1, is in the horizontal plane z = H, wherein the fluid
governed by F rotates with constant angular speed ω = H in the clockwise direction,
the direction of ∂~S1. Because ∂~S1 is a circle of radius R, the fluid on it moves with
speed HR. The circulation of F on ∂~S1 is therefore just the product of this speed and
the length of ∂~S1, namely the positive quantity 2πR2H. Taking orientations properly
into account, we see that the circulation around the bottom of the cylinder, ∂~S2, is
the same; thus,

circulation of F around ∂~S = 4πR2H.

x y

z

n

S
→

∂S
→

1

∂S
→

2

Now consider the vortex field curlF on ~S. Although curlF is neither constant inTotal flux of curlF
through ~S magnitude nor perpendicular to~S, we now show that its projection onto the orienting

normal n is constant, so total flux Φ is also simple to calculate. First, write the
coordinates of a point on ~S in the form

(x,y,z) = (Rcosθ ,Rsinθ ,z);

(R,θ ,z) are the cylindrical coordinates of the point. At this point, the vectors n and
curlF have the form

n = (cosθ ,sinθ ,0) and curlF = (Rcosθ ,Rsinθ ,−2z),

from which it follows that
curlF ·n = R

everywhere on ~S. In principle (Definition 10.1, p. 389), Φ is the product of this
projection length and the area of ~S. When the projection length varies, the product
needs to be rendered as a surface integral, but that is unnecessary here. Thus we
have

Φ = curlF ·n area~S = R× (2πR×2H)= 4πR2H;

hence
circulation of F around ∂~S = total flux of curlF through ~S,

as we wished to show.
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We now confirm this relation between F and curlF on a second surface. Let The surface Σ

x y

z

n1

n2

Σ
→

1

Σ
→

2

~Σ1 be the flat disk whose boundary is ∂~S1. To make ∂~Σ1 = ∂~S1, that is, to make
the orientations match, the orienting normal for ~Σ1 must point downward: n1 =
(0,0,−1). Let ~Σ2 be the disk whose boundary is ∂~S2; here the orienting normal is
n2 = (0,0,+1). Finally, let ~Σ = ~Σ1 +~Σ2. Then ∂~Σ = ∂~S, so

circulation of F around ∂~Σ = 4πR2H,

as before. The total flux of curlF through ~Σ is once again a simple calculation. On
~Σ1, a point has coordinates (x,y,H), so

curlF ·n1 = (x,y,−2H) · (0,0,−1) = +2H

there. Because this is a constant, the flux Φ1 through ~Σ1 is just

Φ1 = curlF ·n1 area~Σ1 = 2H×πR2 = 2πR2H.

On ~Σ2, curlF ·n2 =(x,y,2H)·(0,0,1)= 2H once again, and the flux is Φ2 = 2πR2H. x y

z

Σ
→

1

Σ
→

2

Hence,

circulation of F around ∂~Σ = total flux of curlF through ~Σ .

With~S and ~Σ , we were able to determine total flux without calculating an integral. The surface ~T

Here is a third surface, ~T , for which the integral is necessary. We define ~T by a
parametrization f : ~U → ~T (with α to be determined):

f :






x = α cosucoshv,

y = α sinucoshv,

z = v,

~U :
−π ≤ u≤ π ,
−H ≤ v≤ H.

This is a surface of revolution around the z-axis; if α = 1, it is called a catenoid.
However, we want to choose α so that ∂~T = ∂~S1 + ∂~S2. Thus, in the first quadrant
in the (x,z)-plane (where cosu = 1), we want x = R when z = H. Consequently
R = α coshH, so α = R/coshH. Note: f is not 1–1 on ~U , so ~T is not a surface patch,
strictly speaking. We should break up ~T into two separate pieces. We can accomplish
that by breaking up ~U into two pieces (e.g., with −π ≤ u ≤ 0 and 0 ≤ u ≤ π) and
using the same formula f for each. But nothing essential is lost by treating these

x y

z

T
→

∂S
→

1

∂S
→

2

two pieces together, as we do; see a similar comment (p. 396) about parametrizing
a sphere.

To determine the total flux of curlF through ~T , we must pull back

dω = xdydz+ ydzdx−2zdxdy

to ~U using f∗. We have
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f∗(dydz) = α cosucoshvdudv, f∗(dzdx) = α sin ucoshvdudv,

f∗(dxdy) =−α2 sinhvcoshvdudv,

from which it follows that

f∗(dω) = α2(cosh2 v + 2vsinhvcoshv)dudv.

Therefore, the total flux is

∫∫

~T
dω =

∫∫

~U
f∗(dω) = α2

∫ π

−π
du
∫ H

−H
(cosh2 v + 2vsinhvcoshv)dv

= α2×2π×2H cosh2 H.

(Note that cosh2 v + 2vsinhvcoshv = (vcosh2 v)′.) Because α2 = R2/cosh2 H, we
find

total flux of curlF through ~T = 4πR2H,

agreeing with the values for ~S and ~Σ .

Of course it is not an accident that the total flux of curlF through one of these sur-Oriented surfaces with
the same boundary faces has the same value as through any other. It is a simple consequence of Stokes’

theorem and the fact that the three surfaces have the same boundary, including ori-
entation.

Theorem 11.14. Suppose Stokes’ theorem holds for the piecewise-smooth oriented
surfaces ~S and ~Σ , and ∂~S = ∂~Σ . If ω is any 1-form defined on a region containing
~S and ~Σ , then ∫∫

~S
dω =

∫∫

~Σ
dω .

Proof. The proof involves two applications of Stokes’ theorem:
∫∫

~S
dω =

∮

∂~S
ω =

∮

∂~Σ
ω =

∫∫

~Σ
dω . ⊓⊔

The divergence theorem gives us another way to show that the total flux of curlFImplications of the
divergence theorem through any two of the surfaces in our Example 3 must be equal. The key is that any

two of the surfaces, properly reoriented, form the total boundary of a 3-dimensional
region. For example, ~S and −~Σ make up the boundary of the positively oriented
cylindrical region

~R :
x2 + y2 ≤ R2,
−H ≤ z≤ H.

Now apply the divergence theorem to the region ~R and the 2-form dω on ∂~R; be-

x y

z

n

−n1

R
→

:

S
→

−Σ
→

cause d(dω) = 0 on ~R (because d2 = 0 always), we find

0 =

∫∫∫

~R
d(dω) =

∫∫

∂~R
dω =

∫∫

~S−~Σ
dω =

∫∫

~S
dω−

∫∫

~Σ
dω .
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Of course, this argument using the divergence theorem works equally well for any
pair of piecewise-smooth oriented surfaces that have a common boundary and that
together form the complete boundary (when properly reoriented) of a 3-dimensional
region.

In Theorem 11.8 and also in the discussion on pages 471–473, we established
that the fundamental link between circulation and curl has the form

lim
δ (~S)→0

circulation of F around ∂~S

area of ~S
= curlF(a) ·n,

where ~S is centered at a and lies in the plane with normal n passing through a; δ (~S)

n

a
S
→

is the diameter of ~S (Definition 8.14, p. 291). However, to carry out the computa-
tions, we needed ~S to be either an ellipse or a rectangle. Stokes’ theorem is a more
powerful computational tool; with it, we can now remove this restriction.

Theorem 11.15. Suppose the flow field F is defined on an open set Ω ⊆ R3. Let
Sk ⊂ Ω be a sequence of closed surfaces with area that pass through a common
point a and lie in a common plane with unit normal n. Suppose that the diameter
δ (Sk)→ 0 as k → ∞ and the boundary of each Sk is a piecewise-smooth simple
closed curve. Then

lim
k→∞

circulation of F around ∂Sk

area of Sk
= curlF(a) ·n,

where circulation is computed in the direction t along ∂Sk for which the ordered
triple of vectors {outward normal to Sk in the plane, t,n} has the same orientation

n
t

aSk

as the coordinate axes.

Proof. By Stokes’ theorem, the circulation of F around ∂Sk is
∮

∂Sk

F · t ds =

∫∫

Sk

curlF ·n dA.

By an adaptation of the law of the mean for double integrals (Theorem 3.7, p. 76),
∫∫

Sk

curlF ·n dA = curlF(ak) ·n areaSk,

where ak is a point in Sk; note that n is constant in the integral. Now let k→ ∞; then
δ (Sk)→ 0, so ak→ a. ⊓⊔

The theorem calls our attention to the quantity Circulation
per unit area

q(a,n) = lim
k→∞

circulation of F around ∂Sk

area of Sk

that depends on the point a and the unit normal n, but not on the particular sets Sk
used to define it; let us call it the circulation of F per unit area at the point a in the
direction n. Now let
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qi(a) = q(a,ei), i = 1,2,3,

where {e1,e2,e3} is the standard basis in R3.

Corollary 11.16 curlF(a) = (q1(a),q2(a),q3(a)). ⊓⊔

This corollary serves, as Lemmas 11.2–11.4 did, to give us insight into the way the
vorticity vector curlF is linked to F itself. It provides us with an alternative to the
physical imagery of a little ball set spinning by the shearing action of a fluid flow
represented by F.

11.4 Closed and exact forms

In this section, we use differential forms to define and to solve ordinary and partialUsing differential forms
differential equations. When the differential forms have certain special properties
(e.g., when they are closed or exact), the solutions can be particularly simple and el-
egant. In a different vein, we also show how those special forms give us information
about the geometry of the domains on which they are defined.

Analytic methods for solving differential equations frequently involve integra-Solving a differential
equation by integrating tion, or quadrature, as it is traditionally called in this context. For example, the

solution of the basic equation dy/dx = f (x) is a quadrature:

y =

∫
f (x)dx.

The integral represents the infinite collection of functions F(x) + c, where F is a
specific antiderivative of f (i.e., F ′(x) = f (x)), and c is an arbitrary constant. We
say the solutions form a one-parameter family; c is the parameter.

For the more complicated equation dy/dx = f (x)/g(y), a solution is a function
y = ϕ(x) for which

ϕ ′(x) =
f (x)

g(ϕ(x))
for all x in some nonempty interval.

To find ϕ , first rewrite the differential equation as an “equation with differentials”
in such a way that the two variables are separated:

g(y)dy− f (x)dx = 0.

This implies G(y)−F(x) = c, where c is an arbitrary constant, and G and F are spe-
cific antiderivatives of g and f , respectively. For each c that we specify, the equation
G(y)−F(x) = c is a relation between x and y that defines y implicitly as a function
of x (cf. Chapter 6.1) if there is a “seed point” (x,y) = (a,b) for which

G(b)−F(a) = c and G′(b) 6= 0.



11.4 Closed and exact forms 493

The implicit function y = ϕc(x) that is supplied by Theorem 6.1, page 189 (and by
the specified c), has ϕc(a) = b and satisfies the conditions

G(ϕc(x))−F(x) = c and ϕ ′c(x) =− −F ′(x)
G′(ϕc(x))

=
f (x)

g(ϕc(x))

at all points x on some open interval including x = a. Thus ϕc(x) is indeed a solution
to the differential equation. As in the simpler case, c serves to parametrize an infinite
family of such solutions.

The function G(y)−F(x) is called a primitive, or first integral, of the differen- Primitives and
first integralstial equation. The first name is suggested by the fact that solutions emerge from it

(as implicitly defined functions). The second name is suggested by the fact that we
can write it as an integral:

G(y)−F(x) =

∫
g(y)dy−

∫
f (x)dx.

Simply put, we solve the differential equation by integrating it to obtain a first inte-
gral/primitive that defines solutions implicitly.

There is a larger class of differential equations, called exact, that can be integrated Exact differential
equationsthe same way. An exact differential equation has the form

Φx(x,y)dx + Φy(x,y)dy = 0;

it has this name because the left-hand side is exactly equal to the differential (i.e.,
the exterior derivative) of the function Φ(x,y): dΦ = Φx dx+Φy dy. A solution is a
function y = ϕ(x) for which

Φx(x,ϕ(x))+ Φy(x,ϕ(x))ϕ ′(x) = 0

for all x in some nonempty interval. (In other words, the given differential equation
is satisfied when we substitute ϕ(x) for y and ϕ ′(x)dx for dy.) Because we can write
the differential equation as dΦ = 0, we have

Φ(x,y) =

∫
dΦ = c,

implying that Φ is a first integral for the differential equation. In other words, if we
fix c and find a “seed point” (x,y) = (a,b) for which

Φ(a,b) = c and Φy(a,b) 6= 0,

then the implicit function theorem provides a function y = ϕc(x) with ϕc(a) = b and
for which

Φ(x,ϕc(x)) = c and ϕ ′c(x) =
−Φx(x,ϕc(x))
Φy(x,ϕc(x))

.

for all x on some open interval containing x = a. Thus ϕc is a solution to the differ-
ential equation.
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The differential equation ydx+xdy = 0 is exact. One first integral is Φ = xy, andExamples
the solutions are the functions ϕc(x) = c/x. In other cases, it may be more difficult
to see whether the differential equation is exact. For example,

−y
x2 + y2 dx +

x
x2 + y2 dy = 0, (x,y) 6= (0,0),

is exact; its first integral is

θ (x,y) = arctan
(y

x

)
,

as can be verified immediately (cf. pp. 429–431). The solution implicitly defined by
the equation θ = c is the linear function ϕc(x) = (tanc)x, x 6= 0. These solutions
form a one-parameter family whose graphs are the straight lines that radiate from
the origin. We cannot expect the solutions to be defined at the origin because the
differential equation itself is not defined there. The example has an even more re-
markable feature: the first integral θ (x,y) must be multiple-valued if it is to avoid
discontinuities on the punctured plane. See the graph of z = θ (x,y) on page 430.

Each differential equation we have been considering can be written in the form
ω = 0 when ω is the general 1-form P(x,y)dx + Q(x,y)dy. In terms of ω , an exact
differential equation is one for which ω = dΦ for some 0-form Φ . In this case, we
now say ω itself is exact, and then extend this definition to general k-forms.

Definition 11.5 A differential k-form ω in n variables is said to be exact if there isExact forms
a (k−1)-form α for which ω = dα .

When ω = dα is exact, then dω = d2α = 0 (because d2 = 0 by Theorem 10.17,
p. 439). Recall that the exterior derivative “d” and the boundary operator “∂” are
paired as adjoints (cf. p. 428). We use the term closed for a curve or surface S that
has zero boundary, ∂S = /0; therefore the pairing suggests the same term, closed, for
a differential form ω that has zero exterior derivative, dω = 0.

Definition 11.6 We say the k-form ω is closed if dω = 0.Closed forms

These definitions lead to the following conclusion.

Corollary 11.17 Every exact form is closed. ⊓⊔

The corollary gives us a necessary condition for a differential equation of theAn integrability
condition more general form

ω = P(x,y)dx + Q(x,y)dy = 0

to be exact: we must have Qx = Py (because dω = (Qx−Py)dxdy). This also follows
from the equality of mixed partial derivatives, for if ω is an exact 1-form, with
ω = dΦ = Φx dx + Φy dy, then P = Φx, Q = Φy, and

Qx = (Φy)x = (Φx)y = Py.
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Because an exact differential equation is “integrable” (i.e., solvable by integrations),
we think of Qx = Py as an integrability condition, in this case, a necessary condi-
tion. As we show below, Qx = Py is also a sufficient condition for the integrability
of ω = 0, at least locally.

The integrability condition shows that, for example, xdy− ydx = 0 cannot be Integrating factors
exact (Qx−Py = 2). Nevertheless, when we rewrite this differential equation as

xdy− ydx
x2 + y2 = 0,

it becomes exact. It has the first integral arctan(y/x), as noted above. Because the
added factor 1/(x2 + y2) makes the differential equation integrable, we call it an
integrating factor. Another integrating factor is 1/x2, because

xdy− ydx
x2 =

−y
x2 dx +

1
x

dy = d
(y

x

)
.

In this case the first integral is y/x, not arctan(y/x), but the solution graphs are
unchanged; they are the same straight lines that radiate from the origin. With yet
another integrating factor, 1/xy, the differential equation even becomes separable:

xdy− ydx
xy

=
dy
y
− dx

x
= d(ln |y|− ln |x|).

Here the first integral is ln |y/x|; it leads once again to the same solution graphs. Of
course most differential equations fail to be exact and fail to have integrating factors
that make them exact. We leave further discussion of the art of finding integrating
factors to texts on differential equations.

Every exact form is closed; is every closed form exact? The closed form Is a closed form exact?

ω =
−ydx + xdy

x2 + y2

reveals a difficulty. The form is defined everywhere in the punctured plane P =
R2\(0,0), but there is no continuously differentiable, single-valued function Φ(x,y)
on P for which dΦ = ω (see Exercise 11.12). As pointed out above (and on pp. 429–
431), the angle function θ (x,y) = arctan(y/x) does have dθ = ω everywhere on P ,
but it is multiple-valued. There is no way to assign a unique angle to every point in
P without having discontinuities. (There is a similar difficulty with the earth’s time
zones: time increases steadily in the eastward direction, until the International Date
Line, where it drops back 24 hours.) The obstruction to continuitity disappears if we
restrict ω to a domain that has no closed path encircling the origin. For example, we
can use a disk or a rectangle that excludes the origin. More generally, we have the
following result for closed 1-forms in two variables.

Theorem 11.18. Suppose the 1-form ω = P(x,y)dx + Q(x,y)dy is defined and
closed on a rectangular window W centered at a point (a,b) in R2. Then ω(x,y) =
dΦ(x,y) for every (x,y) in W , where
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Φ(x,y) =

∫ x

a
P(t,b)dt +

∫ y

b
Q(x,t)dt.

Proof. It suffices to show that Φx = P, Φy = Q in W . Because y does not appear in

x

y
W

(a,b) (x,b)

(x,y)
the first integral, and appears only in the upper limit of integration in the second, the
equality Φy = Q is immediate. To verify the other equality, we use the integrability
condition Qx = Py to write

Φx(x,y) = P(x,b)+

∫ y

b
Qx(x,t)dt = P(x,b)+

∫ y

b
Py(x,t)dt

= P(x,b)+ P(x,t)

∣∣∣∣
y

b
= P(x,b)+ P(x,y)−P(x,b) = P(x,y). ⊓⊔

Our goal is to prove this result in full generality: to show that a k-form in n vari-Local exactness
ables that is closed inside a rectangular parallelepiped (a “window”) is exact there.
We say that such a closed form is locally exact.

Consider how Theorem 11.18 accomplished the goal. The function Φ(x,y) forFrom partial
to ordinary
differential equations

which
dΦ = Φx dx + Φy dy = Pdx + Qdy = ω ,

is a solution to the pair of partial differential equations

Φx = P, Φy = Q,

where P(x,y) and Q(x,y) are given functions that satisfy the integrability condition
Qx = Py. But the theorem presents Φ(x,y) as Fb(x)+ Gx(y), where Fb and Gx are
the particular solutions of the ordinary differential equations

F ′b(t) = P(t,b), G′x(t) = Q(x,t),

that satisfy the initial conditions

Fb(a) = 0, Gx(b) = 0.

In the first function, b is a parameter; in the second, x is.
In general, showing that a closed k-form in n variables is locally exact reduces to

solving a set of partial differential equations in the presence of certain integrability
conditions. For example, take k = 2, n = 3, and suppose

ω = P(x,y,z)dydz+ Q(x,y,z)dzdx + R(x,y,z)dxdy

is closed; this implies Px + Qy + Rz = 0. If ω is to be exact, we need a 1-form

α = A(x,y,z)dx + B(x,y,z)dy +C(x,y,z)dz

with dα = ω ; this implies

Cy−Bz = P, Az−Cx = Q, Bx−Ay = R.
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These are three partial differential equations for the three unknown functions A, B,
and C, together with one integrability condition Px + Qy + Rz = 0 imposed on the
known functions P, Q, and R. More generally, local exactness of a closed k-form in
n variables involves

(n
k

)
partial differential equations for

( n
k−1

)
unknown functions

together with
( n

k+1

)
integrability conditions (see Exercise 11.25). To prove local

exactness for a general k-form by the approach of Theorem 11.18, we must first
reduce the partial differential equations with their integrability conditions into ordi-
nary differential equations whose solutions (expressed as ordinary integrals) supply
the coefficients of the needed (k−1)-form.

In “The Poincaré Lemma and an Elementary Construction of Vector Poten- Solving the case
k = 2, n = 3tials” [22], Shirley Llamado Yap introduces an algorithm for carrying out this ap-

proach. The algorithm constructs a solution for every k and n ≥ k, using induction
on n. Because the argument involves a flurry of subscripts, we first step through
the (subscript-free) example with k = 2 and n = 3 we have just introduced. Thus
we are given three functions P(x,y,z), Q(x,y,z), and R(x,y,z) that are defined in
a window centered at (x,y,z) = (a,b,c). They satisfy the integrability condition
Px + Qy + Rz = 0. We seek three functions A(x,y,z), B(x,y,z), and C(x,y,z) that
satisfy the three partial differential equations

Cy−Bz = P, Az−Cx = Q, Bx−Ay = R,

in that window.
A system of partial differential equations typically has many solutions. We seek a Step 1

solution in which C(x,y,z)≡ 0. In that case the first two equations reduce to differen-
tiation with respect to z alone: Az = Q, Bz =−P. By treating x and y as parameters,
we can think of these as ordinary differential equations in z, whose solutions are
then given by integration:

A(x,y,z) = A(x,y,c)+
∫ z

c
Q(x,y,t)dt,

B(x,y,z) = B(x,y,c)−
∫ z

c
P(x,y,t)dt.

The first equation expresses the values of A off the plane z = c in terms of its values
on that plane (and on the values of Q in the window). But we have not yet determined
the values of A on the plane.

The situation is similar for B, but, following the approach we took with C, we
seek a solution in which B(x,y,c) ≡ 0. In that case, the equation for B reduces to

B(x,y,z) =−
∫ z

c
P(x,y,t)dt.

Now consider the third partial differential equation, Bx−Ay = R. For the moment, Step 2
we look for a solution only on the plane z = c; in Step 3, we remove this restriction.
(The move from the plane to 3-space becomes the induction step in the general
algorithm.) On z = c, we have B = 0 by Step 1, so Bx−Ay = R reduces to
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Ay(x,y,c) =−R(x,y,c).

We can treat this as an ordinary differential equation in y (with x and c as parame-
ters); its solution is the integral

A(x,y,c) = A(x,b,c)−
∫ y

b
R(x,t,c)dt.

By analogy with what we have done with C and B, we seek a solution for which
A(x,b,c) = 0; then

A(x,y,c) =−
∫ y

b
R(x,t,c)dt.

Combining the results from Steps 1 and 2, we obtain the following formulas forStep 3
A and B that are defined in the entire window:

A(x,y,z) =−
∫ y

b
R(x,t,c)dt +

∫ z

c
Q(x,y,t)dt,

B(x,y,z) =−
∫ z

c
P(x,y,t)dt.

But we have not yet verified that A and B, as defined by these formulas, satisfy
the third partial differential equation everywhere in the window. In Step 2, we con-
structed A and B to satisfy that third equation only on the plane z = c.

To show that A and B also satisfy the third equation when z 6= c, we take the
following approach. We can write the third equation as E = 0, where

E(x,y,z) = Bx(x,y,z)−Ay(x,y,z)−R(x,y,z).

By Step 2, E equals zero when z = c (and (x,y,z) lies in the window); we must show
that E remains equal to zero for all z in some open neighborhood of z = c. We claim
that the derivative of E with respect to z is zero; it will then follow that the value of
E does not change—and will thus remain equal to zero—as z moves away from c.
To prove the claim, we invoke the integrability condition Px + Qy + Rz = 0:

∂E
∂ z

= Bxz−Ayz−Rz = (Bz)x− (Az)y−Rz =−Px−Qy−Rz = 0.

This completes the construction of the 1-form α for which dα = ω , and thus
proves the Poincaré lemma in this case.

Theorem 11.19. If ω = Pdydz + Qdzdx + Rdxdy is closed in a window centered
at (x,y,z) = (a,b,c), then ω = dα , where α = Adx + Bdy +C dz and

A(x,y,z) =−
∫ y

b
R(x,t,c)dt +

∫ z

c
Q(x,y,t)dt,

B(x,y,z) =−
∫ z

c
P(x,y,t)dt,

C(x,y,z) = 0. ⊓⊔
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The 1-form α that makes ω locally exact is not unique. If β also makes ω locally ω = d(α +dΦ)
for any Φexact (i.e., dβ = ω), then

d(β −α) = ω−ω = 0.

Hence β − α is a closed 1-form, so by the Poincaré lemma for 1-forms (Theo-
rem 11.18, as extended to higher dimensions in Exercises 11.23 and 11.24), β −α
is itself locally exact: β −α = dΦ for some 0-form Φ . The most general 1-form
that makes ω locally exact is thus α + dΦ , where Φ is an arbitrary 0-form.

We move on now to Yap’s general algorithm for constructing a (k− 1)-form α The general algorithm
that makes a closed k-form ω locally exact: ω = dα . The construction proceeds
inductively on the dimension n of the space on which the forms are defined. For
simplicity, we assume that ω is defined on a window (rectangular parallelepiped)
centered at the origin in Rn.

Throughout the argument, k is fixed. The induction on n begins with n = k. In The base, with n = k

this case, a k-form ω has only a single term,

ω = P(x1, . . . ,xk)dx1 · · ·dxk,

and ω is automatically closed. Let us take

α = A(x1, . . . ,xk)dx1 · · ·dxk−1;

then

dα =
∂A
∂xk

dxk dx1 · · ·dxk−1 = (−1)k−1 ∂A
∂xk

dx1 · · ·dxk−1 dxk.

Thus ω = dα if A satisfies the partial differential equation

P = (−1)k−1 ∂A
∂xk

.

We can solve this differential equation immediately by integration:

A(x1, . . . ,xk) = (−1)k−1
∫ xk

0
P(x1, . . . ,xk−1,t)dt.

This completes the construction of α when n = k.

Now take n > k and use induction. That is, assume the algorithm works for The induction,
with n > kk-forms in Rn−1 and then show that it works for k-forms in Rn. The arguments

make extensive use of multi-indices; see pages 439–443.
We are given a closed k-form

ω = ∑
I

PI(x1, . . . ,xn)dxI, I = (i1, . . . , ik),

with 1≤ i1 < · · ·< ik ≤ n. We want to find a (k−1)-form
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α = ∑̂
Is

AÎs
(x1, . . . ,xn)dxÎs

, Îs = (1i, . . . , îs, . . . , ik),

for which ω = dα in an open neighborhood of x = 0. Because

dα = ∑
I

(
k

∑
s=1

(−1)s−1
∂AÎs

∂xis

)
dxI

(Theorem 10.19, p. 441), the condition ω = dα yields the following
(n

k

)
partial

differential equations

PI =
k

∑
s=1

(−1)s−1
∂AÎs

∂xis

for the
( n

k−1

)
unknown functions AÎs

. To obtain these functions, we follow the same
steps as in the example above (pp. 497–499).

First, restrict the multi-index I to the case where ik = n. Consider the new multi-Step 1
index J = (i1, . . . , ik−1) with ik−1 ≤ n− 1. If we define Ĵs by analogy with Îs, then
the restriction ik = n means that I = J,n and

Îs = Ĵs,n if s < k, Îk = J.

Now consider the partial differential equation for which I = J,n:

PJ,n =
∂AĴ1,n

∂xi1
−

∂AĴ2,n

∂xi2
+ · · ·+(−1)k−1 ∂AJ

∂xn
.

Following the example, we begin the process of determining the functions AÎs
by

setting
AĴ1,n(x1, . . . ,xn) = · · ·= AĴk−1,n(x1, . . . ,xn)≡ 0.

Because the multi-index Ĵs selects k−2 distinct elements from the first n−1 positive
integers, these equations for AĴs,n

determine
(n−1

k−2

)
of the functions we seek.

Each partial differential equation for which I = J,n thus reduces to a single term
on the right and involves only one unknown function, AJ . We write this equation in
the form

∂AJ

∂xn
= (−1)k−1PJ,n.

Integration yields

AJ(x1, . . . ,xn) = AJ(x1, . . . ,xn−1,0)+ (−1)k−1
∫ xn

0
PJ,n(x1, . . . ,xn−1,t)dt.

This determines AJ in terms of its values on the hyperplane xn = 0 (and the values of
the known function PJ,n in the window), but we have not yet determined the values
of AJ on that hyperplane.
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There are
(n−1

k−1

)
functions AJ defined by these integrals; together with the

(n−1
k−2

)

functions already set equal to zero, we have identified all the
( n

k−1

)
unknown func-

tions, because (cf. Exercise 11.26)
(

n−1
k−1

)
+

(
n−1
k−2

)
=

(
n

k−1

)
.

We now determine the functions AJ on the hyperplane xn = 0. In Step 1 we Step 2
exhausted the possibility that ik = n, so from this point on we take ik < n. This
means that dxn no longer appears in any basic differential dxI . Because xn itself no
longer appears as a variable on the hyperplane xn = 0, we have reduced the setting
to differential forms on Rn−1. Therefore, if we can pull back ω and α to forms ω∗
and α∗ on R

n−1 in such a way that dω∗ = 0 and dα∗ = ω∗ on R
n−1, we can use the

induction hypothesis to obtain the functions AJ .
Consider the map f : Rn−1→ Rn : y→ x into the hyperplane xn = 0:

f :






x1 = y1,
...

xn−1 = yn−1,

xn = 0.

By Theorem 10.20, page 443, and the discussion preceding it, the pullback of f on
a basic k-form is

f∗dxI =

{
dyI if ik < n,

0 if ik = n.

This suggests we define a new multi-index I∗ = I with the restriction that ik ≤ n−1.
The pullback of ω is then

ω∗(y1, . . . ,yn−1) = f∗ω = ∑
I∗

PI∗(y1, . . . ,yn−1,0)dyI∗ .

Because d and f∗ commute, ω∗ is closed:

dω∗ = df∗ω = f∗dω = f∗0 = 0.

For α we have

α∗(y1, . . . ,yn−1) = f∗α = ∑̂
I∗s

AÎ∗s
(y1, . . . ,yn−1,0)dyÎ∗s

,

dα∗(y1, . . . ,yn−1) = df∗α = f∗dα = ∑
I∗

(
k

∑
s=1

(−1)s−1
∂AÎ∗s

∂xis

)
dyI∗ ,

and the condition ω = dα implies
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ω∗ = f∗ω = f∗dα = df∗α = dα∗.

The equation ω∗ = dα∗ then implies the partial differential equations

PI∗(y1, . . . ,yn−1,0) =
k

∑
s=1

(−1)s−1
∂AÎ∗s

∂xis
(y1, . . . ,yn−1,0).

By the induction hypothesis, the algorithm supplies solutions

AÎ∗s
(y1, . . . ,yn−1,0)

to these differential equations. The multi-index Î∗s is an increasing sequence of k−1
positive integers between 1 and n− 1, so it equals a unique multi-index heretofore
written as J. Conversely, suppose J is an arbitrary (k− 1)-multi-index. Because
k−1 ≤ n−2, at least one integer j in the range from 1 to n−1 is missing from J.
Let I∗ be the k-multi-index constructed by augmenting J by inserting j in the proper
place. If j is in the ℓth place in I∗, then Î∗ℓ = J. Thus, every J equals some Î∗s, and
we have determined all the functions

AJ(x1, . . . ,xn−1,0)

that remained to be found at the end of Step 1.

Steps 1 and 2 together give us all the functions AJ(x1, . . . ,xn) defined in a windowStep 3
centered at 000 in Rn, but as yet we know only that those functions satisfy the partial
differential equations when xn = 0. We can put the matter this way (cf. Step 3 of the
example). The partial differential equation indexed by I∗ can be written as EI∗ = 0,
where

EI∗(x1, . . . ,xn) =
k

∑
s=1

(−1)s−1
∂AÎ∗s

∂xis
(x1, . . . ,xn)−PI∗(x1, . . . ,xn).

By Step 2, EI∗ equals zero when xn = 0 (and when (x1, . . . ,xn) is in the window).
We claim EI∗ remains equal to zero for all xn in an open interval centered at 0. To
prove the claim, it is enough to show ∂EI∗/∂xn = 0.

In the example, we invoked the integrability conditions to prove the claim. For the
same reason, we invoke them here. The integrability conditions are the coefficients
of the (k + 1)-form dω set equal to zero; therefore we begin by expressing ω in a
way that allows us to read off those coefficients of dω . To index (k + 1)-forms, let
L = (i1, . . . , ik+1), 1≤ ii < · · ·< ik+1 ≤ n, and write

ω = ∑̂
Ls

P̂Ls
(x1, . . . ,xn)dxL̂s

,

where s = 1, . . . ,k + 1. Then
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dω = ∑
L

(
k+1

∑
s=1

(−1)s−1
∂ P̂Ls

∂xis

)
dxL,

so the integrability conditions are

k+1

∑
s=1

(−1)s−1
∂ P̂Ls

∂xis
= 0.

There are
( n

k+1

)
such conditions, one for each multi-index L = (i1, . . . , ik+1). We

focus on those multi-indices L for which ik+1 = n. Then L = I∗,n and

L̂s = Î∗s,n if s < k + 1, and L̂k+1 = I∗.

The integrability condition indexed by this L is

k

∑
s=1

(−1)s−1
∂PÎ∗s,n

∂xis
+(−1)k ∂PI∗

∂xn
= 0.

Now let us determine ∂EI∗/∂xn. For each multi-index I∗, we have

∂EI∗

∂xn
=

k

∑
s=1

(−1)s−1 ∂
∂xn

(
∂AÎ∗s

∂xis

)
− ∂PI∗

∂xn
=

k

∑
s=1

(−1)s−1 ∂
∂xis

(
∂AÎ∗s

∂xn

)
− ∂PI∗

∂xn

We know that each Î∗s = J for a suitable multi-index J; thus we can write, using the
partial differential equation for AJ from Step 1,

∂AÎ∗s

∂xn
=

∂AJ

∂xn
= (−1)k−1PJ,n = (−1)k−1PÎ∗s,n

.

Hence

∂EI∗

∂xn
= (−1)k−1

k

∑
s=1

(−1)s−1
∂PÎ∗s,n

∂xis
− ∂PI∗

∂xn
,

so

(−1)k−1 ∂EI∗

∂xn
=

k

∑
s=1

(−1)s−1
∂PÎ∗s,n

∂xis
+(−1)k ∂PI∗

∂xn
= 0

by the integrability condition. This proves the claim, and thus establishes the algo-
rithm.

Theorem 11.20 (Poincaré lemma). Suppose ω is a closed k-form defined in a win-
dow centered at the origin in R

n. Then there is a (k−1)-form α for which ω = dα
in that window. The coefficients of α can be obtained from the coefficients of ω by
integration (quadrature). ⊓⊔
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The (k−1)-form α in the Poincaré lemma is not unique: if γ is any (k−2)-form,
then ω = d(α + dγ). In fact, it follows from the Poincaré lemma that all (k− 1)-
forms β with ω = dβ can be expressed this way.

Corollary 11.21 If ω = dα = dβ , then locally β = α + dγ for some properly cho-
sen (k−2)-form γ .

Proof. Note that α −β is a closed (k−1)-form; therefore, by the Poincaré lemma
it is locally exact. ⊓⊔

The Poincaré lemma says that a closed form will be exact if its domain is suffi-The effect
of the domain ciently simple. The closed 1-form

ω =
−ydx + xdy

x2 + y2 ,

whose domain is the punctured plane P = R2 \ (0,0), shows that exactness may be
lost if the domain is even slightly complicated. This example is not isolated; there is
an analogue of ω in every dimension. We explore them now to get a better idea how
the shape of a domain can become an obstruction to the exactness of a closed form.

We take the domain to be punctured 3-space Q = R3 \ (0,0,0), and define the
2-form

β = X dydz+Y dzdx + Z dxdy

by

X =
x

(x2 + y2 + z2)3/2
, Y =

y

(x2 + y2 + z2)3/2
, Z =

z

(x2 + y2 + z2)3/2
.

Because

dβ =

(
∂X
∂x

+
∂Y
∂y

+
∂Z
∂ z

)
dxdydz

and

∂X
∂x

=
(x2 + y2 + z2)3/2− x ·3x(x2 + y2 + z2)1/2

(x2 + y2 + z2)3 =
x2 + y2 + z2−3x2

(x2 + y2 + z2)5/2
,

∂Y
∂y

=
x2 + y2 + z2−3y2

(x2 + y2 + z2)5/2
,

∂Z
∂ z

=
x2 + y2 + z2−3z2

(x2 + y2 + z2)5/2
,

we see dβ = 0 everywhere on Q .β is closed, but. . .
If β were exact, so that β = dα for some 1-form α defined on Q , then we would

have ∫∫

~S2
β =

∫∫

~S2
dα =

∫

∂~S2
α =

∫

/0
α = 0,

where ~S2 is the outwardly oriented unit sphere in R3. The path integral equals zero
because ∂~S2 is empty. However, because x2 + y2 + z2 = 1 on S2, β reduces to radial
flow out of the sphere (cf. p. 396), so
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∫∫

~S2
β =

∫∫

~S2
xdydz+ ydzdx + zdxdy = 4π 6= 0.

Consequently, β is not exact on Q . . . . β is not exact
The 2-form β is the prototype for the following sequence of examples, one in An analogue of β

in each dimensioneach dimension. Let Q n = Rn \000, and let

βn−1(x) =
n

∑
s=1

(−1)s−1 xs

rn dxN̂s
,

where x = (xi, . . . ,xn), r = ‖x‖, N = (1, . . . ,n), and N̂s = (1, . . . , ŝ, . . . , ,n). Note that

β1 =
x2 dx1− x1 dx2

x2
1 + x2

2
and β2 =

x1 dx2 dx3− x2 dx1 dx3 + x3 dx1 dx2

(x2
1 + x2

2 + x2
3)

3/2
,

so the (n−1)-form βn−1 generalizes ω and β . We have

dβn−1 =
n

∑
s=1

∂
∂xs

( xs

rn

)
(−1)s−1 dxs dxN̂s

=
n

∑
s=1

r2−nx2
s

rn+2 dxN = 0,

so βn−1 is closed. If βn−1 were exact, then we would have βn−1 = dαn−2 for some
(n−2)-form defined on Q n. Let ~Sn−1 be the unit (n−1)-sphere in Rn, oriented by
its outward normal; as a set, Sn−1 consists of all points x in Rn for which r = 1. Then
we would have

∫∫
· · ·
∫

~Sn−1
βn−1 =

∫∫
· · ·
∫

~Sn−1
dαn−2 =

∫
· · ·
∫

∂~Sn−1
αn−2 = 0,

because ∂~Sn−1 = /0. Nevertheless, β is not exact, because
∫∫
· · ·
∫

~Sn−1
βn−1 6= 0.

This follows immediately from the general n-dimensional Stokes’ theorem (which
we do not prove). In dimension n = 4, however, you can prove by a direct computa-
tion (cf. Exercise 11.13) that ∫∫∫

~S3
β3 = 2π2.

Let us resume our analysis of Q = R3 \ (0,0,0). We distinguish between two The two kinds
of spheres in Qkinds of 2-spheres in Q : those that enclose the origin, and those that do not. Each

oriented sphere~SI of the first kind is the boundary of an oriented ball ~BI that contains
the origin. But the origin is not in Q , so, although ~SI is the boundary of a ball in
R3, it is not the boundary of a ball in Q . By contrast, each oriented sphere ~SII of
the second kind is the boundary of an oriented ball ~BII that lies entirely in Q . For
spheres of the first kind, we have the following result.
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Theorem 11.22. Suppose the origin lies in the interior of the positively oriented ball
~BI in R3. Let ~SI = ∂~BI in R3; then

E(~SI) =
1

4π

∫∫

~SI

β = +1.

Proof. We show that E(~SI) = E(~U), where ~U is the unit sphere (centered at the
origin) with its outward orientation; we have already established (p. 504) that
E(~U) = +1.

Suppose the given sphere, ~SI , lies everywhere outside ~U , and suppose that ~A is
x

z

A
→

−U
→

S
→

I

the 3-dimensional positively oriented shell that lies between the two spheres; then
∂~A =~SI−~U . The divergence theorem applies to β on ~A; we thus find

E(~SI)−E(~U) =
1

4π

∫∫

~SI

β − 1
4π

∫∫

~U
β =

1
4π

∫∫

∂~A
β =

1
4π

∫∫∫

~A
dβ = 0,

because β is closed on Q .
Even if ~SI does not lie entirely outside the unit sphere U , some concentric en-

x

z

λA
→

S
→

I

λS
→

I

U

largement λ~SI does. If λ~A is the positively oriented 3-dimensional shell that lies
between these concentric spheres, then ∂ (λ~A) = λ~SI −~SI . Just as in the previous
case, the divergence theorem applies, giving E(λ~SI)−E(~SI) = 0. Thus, in all cases,
E(~SI) = E(~U) = +1. ⊓⊔
Corollary 11.23 If the sphere ~SI encloses the origin and has inward orientation,
then E(~SI) =−1. ⊓⊔
Theorem 11.24. If ~BII is an oriented ball that lies entirely in Q and~SII = ∂~BII , then
E(~SII) = 0.

Proof. Because β is defined everywhere in an open neighborhood of ~BII , the diver-
gence theorem applies, and

E(~SII) =
1

4π

∫∫

~SII

β =
1

4π

∫∫

∂~BII

β =
1

4π

∫∫∫

~BII

dβ = 0. ⊓⊔

We see that the function E(~S) plays the same role for oriented spheres in Q thatDifferential forms
that detect holes the winding number

W (~C) =
1

2π

∮

~C
β1, β1 =

xdy− ydx
x2 + y2 ,

(p. 430) plays for oriented circles ~C in the punctured plane. That is, each domain has
a hole, and a nonzero value of the function indicates that the sphere or circle encloses
that hole. The function is, in each case, determined by the differential form; thus we
can just as well say it is the differential form that detects the hole.

In the case of the 3-dimensional region Q , it is a 2-form that detects the hole. IsEvery closed 1-form
on Q is exact there a 1-form on Q that does the same thing? In other words, is there a 1-form α

that is closed on Q but fails to be exact on Q ?
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Theorem 11.25. Every closed 1-form α on Q is exact.

Proof. We construct a function Φ(x,y,z) for which dΦ = α on Q . Select a smooth
path ~C in Q that starts at a fixed point (a,b,c) in Q and ends at an arbitrary point
(x,y,z) in Q . Define

Φ(x,y,z) =

∫

~C
α;

for this to be meaningful, we must show the integral is path-independent.
Let ~C1 be any other smooth path in Q with the same starting and ending points

as ~C. Then ~C1−~C is a closed piecewise-smooth oriented path in Q , and is therefore
the boundary of an oriented surface ~Σ that can be chosen to avoid the origin. In other
words, ~Σ lies entirely in Q , so Stokes’ theorem applies. Thus

∫

~C1

α−
∫

~C
α =

∫

~C1−~C
α =

∫

∂~Σ
α =

∫∫

~Σ
dα = 0,

because dα = 0 by hypothesis, so the integral is path-independent. ⊓⊔
Because the exterior derivative on forms corresponds to the classical operations

of the gradient, divergence, and curl on scalar and vector fields, we can translate
the relations between closed and exact forms into relations between these opera-
tions. On pages 460–462, we made the following correspondence between fields
and forms in R3.

f ↔ ω0
f = f ,

F = (A,B,C)↔ ω1
F = Adx + Bdy +C dz,

V = (P,Q,R)↔ ω2
V = Pdydz+ Qdzdx + Rdxdy,

H↔ ω3
H = H dxdydz.

Using the differential operator ∇ (i.e., nabla, Definition 3.3, p. 93) to express the
classical operators,

grad f = ∇f , curlF = ∇×F, divV = ∇·V,

we can express the correspondences between those operators and the exterior deriva-
tive in the following way.

grad f : ∇ f = ( fx, fy, fz) ↔ d
(
ω0

f

)
= fx dx + fy dy + fz dz

curlF : ∇× (A,B,C) ↔ d
(
ω1

F

)
= (Cy−Bz) dydz+(Az−Cx) dzdx

+(Bx−Ay) dxdy

divV : ∇ · (P,Q,R) ↔ d
(
ω2

V

)
= (Px + Qy + Rz) dxdydz

As already noted (pp. 460–462), these correspondences define the forms
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ω1
grad f = d

(
ω0

f

)
= fx dx + fy dy + fz dz

ω2
curlF = d

(
ω1

F

)
= (Cy−Bz) dydz+(Az−Cx) dzdx +(Bx−Ay) dxdy

ω3
divV

= d
(
ω2

V

)
= (Px + Qy + Rz) dxdydz.

Theorem 11.26. Suppose f is a scalar field, and F a vector field, and each is defined
on an open set in R3; then

∇×∇f = curlgrad f = 000 and ∇·∇×F = divcurlF = 0.

Proof. These are just translations of d2 = 0. ⊓⊔

The Poincaré lemma itself translates into the following pair of theorems.

Theorem 11.27. Suppose F is a vector field and curlF = 000 in a neighborhood of
some point in R

3; then there is a scalar field Φ for which F = ∇Φ = gradΦ in a
window centered at that point. ⊓⊔

Theorem 11.28. Suppose V is a vector field and divV = 0 in a neighborhood of
some point in R3; then there is another vector field P for which

V = ∇×P = curlP

in a window centered at that point. ⊓⊔

The function Φ in Theorem 11.27 is a potential function of the vector field FVector and
scalar potentials (Definition 1.3, p. 25). Because the vector field P in Theorem 11.28 stands in the

same relation to the field V, we call P a vector potential for V. (For the sake of
clarity, we now refer to the function f as a scalar potential for the field F of Theo-
rem 11.27.) By extension, we call α a vector potential for any k-form ω whenever
dα = ω . The Poincaré lemma thus asserts the existence of a local vector potential
for any closed k-form; indeed, Yap’s result [22] is expressed in this language. By
Corollary 11.21, a vector potential is not unique (when it exists).

Suppose a fluid flow is represented by a continuously differentiable vectorIrrotational and
incompressible flows field V. We say the flow is irrotational if curlV = ∇×V = 000; we say it is in-

compressible if divV = ∇·V = 0. In these terms the previous theorems say the
following.

• A gradient flow is irrotational.

• A vortex flow (Definition 11.4, p. 473) is incompressible.

• An irrotational flow is locally a gradient.

• An incompressible flow is locally a vortex flow.

There are meaningful ways to compose a pair of classical operators that do notThe Laplacian
correspond to the composition d2. One is divgrad f = ∇·∇f , where f = f (x,y,z) is
a scalar field. We have
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∇f =

(
∂ f
∂x

,
∂ f
∂y

,
∂ f
∂ z

)
and ∇·∇f =

∂ 2 f
∂x2 +

∂ 2 f
∂y2 +

∂ 2 f
∂ z2 .

The second-order differential operator

∇·∇=
∂ 2

∂x2 +
∂ 2

∂y2 +
∂ 2

∂ z2

that appears here is called the Laplacian; it is also denoted as ∆:

∆ f =
∂ 2 f
∂x2 +

∂ 2 f
∂y2 +

∂ 2 f
∂ z2 .

The Laplacian operates on a scalar field (i.e., a function) to produce another scalar
field. We can extend the Laplacian to vector fields by operating on each component.
If F = (A,B,C), just set

∆F = (∆A,∆B,∆C),

another vector field.
Two more classical composites that are similarly unrelated to d2 are

graddivV = ∇(∇·V) and curl(curlF) = ∇× (∇×F).

Each composite operates on a vector field to produce another vector field; the two
are connected by the following identity (see Exercise 11.28):

curl(curlF) = grad(divF)−div(gradF)

∇× (∇×F) = ∇(∇·F)−∆F.

Exercises

11.1. Calculate divV = ∇·V when:

a. V = (xcosy,xsin y,0).
b. V = (y + z,z+ x,x + y).
c. V = (x/yz,y/zx,z/xy).
d. V = grad f , f (x,y,z) = ax + by + cz.
e. V = grad f , f (x,y,z) arbitrary.

11.2. Calculate ∇×F = curlF when

a. F = (yz,zx,xy).
b. F = (y + z,z+ x,x + y).
c. F = grad f , f (x,y,z) = ax + by + cz.
d. F = gradϕ , ϕ(x,y,z) = ax2 + 2bxy + cy2 + 2dyz+ ez2 + 2 f zx.
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e. F = (y2,z2,x2).
f. F = (z,x,y).
g. F = gradH, H(x,y,z) arbitrary.

11.3. Calculate the circulation
∮

C
F ·ds of the field F = (z,0,0) around the closed

oriented path ~C where:

a. ~C : (x,y,z) =
(
cost,sin t, 1

3 cost
)
, 0≤ t ≤ 2π .

b. ~C : (x,y,z) = (0,3sin t,3cost), 0≤ t ≤ 2π .
c. ~C is the unit circle in the (x,y)-plane, traversed counterclockwise when

viewed from the positive z-axis.
d. ~C is the circle in plane z = 2 of radius r centered at the point (p,q,2),

traversed clockwise when viewed from a position where z > 2.
e. ~C is the circle in plane y = 2 of radius r centered at the point (p,2,q),

traversed clockwise when viewed from a position where y < 2.
f. ~C is the rectangle with vertices (0,0,0), (1,1,0), (0,2,1), (−1,1,1), tra-

versed in that order.

11.4. For each curve ~C in Exercise 11.3, let ~R be the plane region whose boundary
is ~C: ∂~R = ~C. Now compute the surface integral

∫∫

~R
(curlF ·n) dA.

(You might wish to rewrite this in a form that is more amenable to computa-
tion.)
By (the original version of) Stokes’ theorem, this surface integral should
have the same value as the path integral that gave the circulation in the cor-
responding problem. Do your values agree?

11.5. Calculate the flux of V = (x,y,z) out of the positively oriented sphere ~S of
radius R centered at the origin (x,y,z) = (0,0,0) in two ways:

a. First, directly as
∫∫

~S
V ·n dA.

b. Second, by calculating the divergence of V over the interior of~S and using
the divergence theorem. State the theorem and indicate how you are using
it.

Do the two values agree?

11.6. Let ~P be the positively oriented rectangular parallelepiped ~P in (x,y,z)-space
with 0≤ x≤ 5, 0≤ y≤ 3, 0≤ z≤ 2. Calculate the flux of V = (−y,x,0) out
of ~P in two ways:

a. First, directly as
∫∫

∂~P
V ·n dA.
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b. Second, by calculating the divergence of V over ~P and using the diver-
gence theorem.

Do the two values agree?

11.7. Suppose S is a closed surface in R3, and the vector x points from the origin
to an arbitrary point on S. Show that

1
3

∫∫

S
(x ·n) dA = vol(S),

where n is the outward unit normal to S at x.

11.8. Prove the divergence theorem for the positively oriented unit tetrahedron ~B
(Theorem 11.3) in the form

∫∫∫

~B
dα =

∫∫

∂~B
α,

where α = Pdydz+ Qdzdx + Rdxdy.

11.9. Use the divergence theorem to calculate the flux of V = (x,y,z) out of the
sphere S of radius R in (x,y,z)-space. Compare your answer with an earlier
calculation of the same quantity (Exercise 10.4, p. 444).

11.10. Use the divergence theorem to calculate the flux of V = (−y,x,0) out of the
rectangular parallelepiped P in (x,y,z)-space given by

0≤ x≤ 5, 0≤ y≤ 3, 0≤ z≤ 2.

Compare your answer with an earlier calculation of the same quantity (Ex-
ercise 10.5, p. 444).

11.11. Show that if two bilinear forms A(v,w) and B(v,w) defined on Rn agree on
a basis for Rn, they agree everywhere.

11.12. Suppose there is a continuously differentiable, single-valued function Φ(x,y)
defined everywhere on the “punctured plane” P : R2 \ (0,0) for which

dΦ = ω = (xdy− ydx)/(x2 + y2).

Show, in the following steps, that this assumption leads to a contradiction.

a. Let ϕ(t) = Φ(cos t,sin t). Show that ϕ ′(t) = 1 for all t.
b. Deduce that ϕ(t) = t +Φ(1,0) and then that Φ(1,0) = 2π +Φ(1,0). The

contradiction is then 0 = 2π .

11.13. Show that
∫∫∫

~S3
β3 = 2π2 (cf. p. 505). The following provides one approach.
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a. Parametrize S3 with the “spherical coordinates” map x = s(1,t1,t2,t3)
(Exercise 5.25, p. 183) and show that s defines the positive (outward nor-
mal) orientation on S3.

b. Show that s∗(β3) = cost2 cos2 t3; then integrate s∗(β3) over the appropriat
domain to obtain the result.

11.14. Show that F = (2x + ycosxy,xcosxy,2z2) has a scalar potential and find it.

11.15. Does F = (2x+ycosxy,xcosxy,2z2) have a vector potential? If so, find it; if
not, explain why not.

11.16. a. Does V = (y + z,z+ x,x + y) have a scalar potential? If so, find it; if not,
explain why not.

b. Show that V has a vector potential and find it.
c. Find another vector potential for V that has the form (0,B,C), for suit-

able functions B(x,y,z) and C(x,y,z). Suggestion: Take your solution F =
(P,Q,R) to part (a) and construct a function f for which ∂ f/∂x = −P.
Then F+ grad f will solve the problem. Explain why.

11.17. Show that the following system of partial differential equations has a so-
lution (consisting of three functions P(x,y,z), Q(x,y,z), and R(x,y,z)), and
find the solution.

∂R
∂y
− ∂Q

∂ z
= yz,

∂P
∂ z
− ∂R

∂x
= zx,

∂Q
∂x
− ∂P

∂y
= xy.

Explain how this question is connected with divergence, gradient, and curl.

11.18. Explain why the following system of partial differential equations has no
solution f (x,y,z).

∂ f
∂x

=−y + x,
∂ f
∂y

= x + y,
∂ f
∂ z

= z.

Explain how this question is connected with divergence, gradient, and curl.

11.19. Explain why the following system of partial differential equations has no
solutions P(x,y,z), Q(x,y,z), and R(x,y,z).

∂R
∂y
− ∂Q

∂ z
= x,

∂P
∂ z
− ∂R

∂x
= y,

∂Q
∂x
− ∂P

∂y
= z.

Explain how this question is connected with divergence, gradient, and curl.

11.20. Let ω(x,y,u,v) be the 2-form in R4 defined by

ω = Adxdy + Bdydu +C dudv + Ddvdx +Edxdu + F dydv.

a. Show that if ω is closed (i.e., dω = 0), then the coefficients of ω must
satisfy the following partial differential equations:
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Au + Bx−Ey = 0 Cx + Du + Ev = 0

Bv +Cy−Fu = 0 Dy + Av + Fx = 0

b. Suppose ω is exact; then ω = dα for some 1-form α = Pdx + Qdy +
Rdu+S dv. Show that the coefficients P, Q, R, and S of α must satisfy the
following partial differential equations in terms of the known coefficients
A, . . . , F of ω .

Qx−Py = A Ry−Qu = B Su−Rv = C

Pv−Sx = D Rx−Pu = E Sy−Qv = F

11.21. Let ω = Adxdy + Bdydz+C dzdx be a 2-form in R3.

a. Assume that ω is closed. Determine the partial differential equation (there
is only one) that the coefficients A, B, and C must satisfy.

b. Assume that ω is exact, with ω = dα , where α = Pdx + Qdy + Rdz.
Determine the conditions that the coefficients P, Q, and R of α must
satisfy. (The conditions are three partial differential equations for P, Q,
and R in terms of the given A, B, and C.)

11.22. Let β = Pdx + Qdy + Rdz be a 1-form in R3.

a. Assume that β is closed. Determine the conditions that the coefficients P,
Q, and R must satisfy.

b. Assume that β is exact, so β = d f for some function f (x,y,z) on R3.
Determine the conditions that f must satisfy.

11.23. Suppose the 1-form ω = Pdx+Qdy+ dz is closed in a window W centered
at the point (x,y,z) = (a,b,c). By analogy with Theorem 11.18, the exterior
derivative of 0-form

Φ(x,y,z) =

∫ x

a
P(t,b,c)dt +

∫ y

b
Q(x,t,c)dt +

∫ z

c
R(x,y,t)dt

should equal ω in W . Write down the integrability conditions defined by
dω = 0; then use those conditions to establish Φx = P, Φy = Q, Φz = R, and
hence to prove that dΦ = ω .

11.24. Extend the result of the previous exercise to n dimensions, as follows. Sup-
pose the 1-form ω = P1 dx1 + · · ·Pn dxn is closed in a window W centered at
(a1, . . . ,an).

a. Write down the integrability conditions described by dω = 0.
b. Express the 0-form Φ as a sum of integrals of the various coefficients

Pi of ω . The expression must reduce to the one in the previous exercise
(mutatis mutandis) if n = 3.

c. Use the integrability conditions to establish ∂Φ/∂xi = Pi, i = 1, . . . ,n,
and hence to prove that dΦ = ω .
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11.25. Verify the statements in the text (p. 497) about the number of partial differ-
ential equations and integrability conditions that are involved in establishing
local exactness of a closed form.

11.26. Show that (
n−1
k−1

)
+

(
n−1
k−2

)
=

(
n

k−1

)
if n≥ k.

(Note: This yields “Pascal’s triangle.”)

11.27. The algorithm for the general Poincaré lemma (i.e., for a k-form in n vari-
ables) involves

( n
k+1

)
integrability conditions.

a. Show that, in carrying out the induction step from m− 1 variables to m
variables, the algorithm uses only

(m−1
k

)
of those integrability conditions.

Show, moreover, that different integrability conditions are used for each
distinct value of m. Thus, as m successively takes the values k + 1, . . . ,n,
a total of

n

∑
m=k+1

(
m−1

k

)

integrability conditions are used.
b. Show that all integrability conditions are used in the algorithm by show-

ing that
n

∑
m=k+1

(
m−1

k

)
=

(
n

k + 1

)
.

11.28. a. Express curl(curlF) = ∇× (∇× F) in terms of the components of F =
(A,B,C) and their derivatives.

b. Interpret the identity U× (V×W) = (U ·W)V− (U ·V)W in a suitable
way for ∇× (∇×F) to show that

curl(curlF) = grad(divF)−div(gradF) = ∇(∇·F)− (∇·∇)F.

11.29. Use the divergence theorem to prove that
∫∫∫

R
{∇f ·∇g + f (∇·∇g)} dV =

∫∫

∂R
(n · f ∇g) dA,

where R is a region in R
3, n is the unit normal outward on the surface ∂R,

and f and g are smooth functions defined on R.
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Symbols

‖G‖ mesh size of the grid G 291
(k

j

)
binomial coefficient (“k choose j”) 90,

439( k
p1 p2 ··· pr

)
multinomial coefficient 94

9L9 norm of the linear map L 104
〈 , 〉 integral (symbolic) pairing 427

⌊x⌋, ⌈x⌉ floor, ceiling of x 283
v∧w oriented parallelogram determined by v

and w 41
x∧y∧ z oriented parallelepiped determined by

x, y, and z 42
∇ differential operator (nabla) 74, 93

∇ · divergence operator 461
∇× curl operator 462

ω f , ωV differential form corresponding to
function f , vector field V 460, 507

⊕ addition of velocities in special relativity
217

closure operator (overline), when used to
denote the closure S of a set S 277

∂ boundary operator 277, 427–429
∂ ( f ,g)/∂ (u,v) Jacobian of f ,g with respect

to u,v 137
∂1f(x,y) = ∂xf(x,y) partial derivative of f with

respect to its 1st (i.e., x) variables 206
̂ (circumflex) when used to delete an item

from a list 197, 441, 500
∗ when used to indicate the pullback of a

differential form 431–437
◦ interior operator (◦S is the interior of S)

277
† transpose operator (M† is the transpose of

the matrix M) 42
\ set difference 286

× cross-product 42
∆x ·∇ 93
~ indicates an oriented object, e.g., ~C 7, 353,

388, 392, 428
∧ wedge product

of differential forms 423
of vectors 41, 46

A

A,A inner, outer area 294
acceleration

gravitational acceleration 269
addition of velocities (special relativity) 217
additivity

of integrals 298
of Jordan content 286
of work on displacements 6

adjoints (in a symbolic pairing) 428, 436
agree at least to order p

at an arbitrary point 90
at the origin 88

angular speed (scalar) 462
angular velocity vector 462
anticommutative 423
antisymmetric

form 62, 63
matrix 243, 470

arc length 14
element of arc length 14, 408

arccosh (inverse hyperbolic function) 151
arcsech (inverse hyperbolic function) 177
arcsinh (inverse hyperbolic function) 153
arctangent function (with two arguments)

59, 494
graph 430

arctanh (inverse hyperbolic function) 177

517
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area
as Jordan content 294
element of area 272
element of oriented area 356
signed area 41, 356

arrowhead 384
average value see mean value

B

Br ball of radius r 167
Babylonian algorithm 157
ball (of radius r in Rn) 167
basic k-form 423
BASIC program see computer program
basis vector 31
“best-fitting” see Taylor polynomial
big oh 87
bilinear (form) 62
boundary (of a set) 277
boundary operator 277, 427

adjoint to exterior derivative 428
boundary point 277
Bourton-on-the-Water 166
branch (of a function) 152, 154, 156
Buck, R. C. vii

C

c complementation operator (Sc is the
complement of the set S) 277

Cauchy sequence 168
ceiling (of a real number) 283
chain rule 132, 129–140

for component functions 136
for Jacobians 138

change of variables 1–5, 21
for a differential form 429–443
for double integrals 339–352

oriented version 357, 358–363
unoriented version 339–350, 350–352
with a push-forward 341
with Green’s theorem 370

for integral pairings 437
for single integrals 337–339

oriented version 337
unoriented version 338–339

for triple integrals
oriented, unoriented versions 363

orientation-reversing 338–339
characteristic

equation 35
repeated root 38

polynominal 35

value, vector 35
circulation 466, 464–473

in Stokes’ theorem 485
per unit area 491

closed disk 276
closed form 494

locally exact closed form 496
closed set 277
closure (of a set) 277
co-latitude 446
codim (codimension) 51, 211
codimension 51

of an embedded surface patch 211
collapse 39
common refinement 300
commutative diagram 131, 163
completing the square, in Morse’s lemma

234, 256
complex conjugate 245
composite (of two maps) 131, see also factor
computer program

Mathematica 108, 122, 164
to compute a gravitational field 271

conformal map 118, 165, 359
conjugate transpose 267
content see also Jordan content

for an arbitrary collection of grids
288–294

contraction mapping 167
contraction mapping principle 167–169

convergence
of an improper integral 331–336
of an infinite series 331

coordinate change 158–165, see also change
of variables

as translation dictionary 192
can reverse concavity 222–223
cylindrical 178
in a path integral 434
in a surface integral 434
in Morse’s lemma 234–239, 253–257
in surface parametrizations 399–401
linear 32
polar 112
spherical 178, 446
to produce a pure square 219–224
to straighten level sets 189–191, 193, 195,

201–203
to transform a quadratic form 226,

240–242, 244
coordinate function 192
coordinate grid 29–39
coordinates 32

as languages 192
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biangular 178
bipolar (two-center) 178
curvilinear 165
cylindrical 178
spherical 178, 446

in R
4 183

window 113
cosh (hyperbolic function) 22
Courant, R. xii
critical point 189

degenerate, nondegenerate 221, 228, 246
function of one variable 219–224

Morse’s lemma 221
second derivative test 221

function of several variables 243–264
Morse’s lemma 248–263
second derivative test 263

function of two variables 224–243
Morse’s lemma 228, 233–237
second derivative test 229

Hessian, Hessian form 227, 246
index (index of inertia) 263
isolated, nonisolated 225, 229, 264

cross-product 42
crosscap 125–128

fails to be an immersion 215
CUPM (The Committee on the Undergraduate

Program in Mathematics) xii
curl 461

as cross product with nabla 462
in Stokes’ theorem 485
physical meaning 462–482

curve
closed 9
oriented 7
parametrized 7
partition (respecting the orientation) 8
piecewise-smooth 9
simple 7
smooth 7
space curve as a locus 199
unoriented 17–20

curve integral see path integral
cusp 376
Cyrillic alphabet 427

D

D( f ,S) Darboux integral of f over S 301

D, D lower, upper Darboux integrals 300
D G , DG lower, upper Darboux sums over the

grid G 300
Du directional derivative in the direction u

109

d derivative operator 99, 129
∂ boundary operator 277, 427–429
d exterior derivative of a differential form

425
Darboux integral 301, 299–310

equals Riemann integral 301–304
degenerate

critical point 221, 228, 246
quadratic form 227, 245

derivative 129
as linear part of Taylor polynomial 99
as matrix of partial derivatives 99
directional derivative 109
of a set function 312, 362
of the inverse map 136
partial derivative 107, 206
product rule 130

det (determinant) 35, 66
determinant 36, 66, 61–66
diagram see commutative diagram
diameter (of a set) 291
Dieudonné, J. xi
difference see set difference
differentiability viii, 105–111, 129

continuous 174–175
differentiable

function 106
map 115, 129

differential see exterior derivative
differential form 423–443

closed see closed form
correspondence with a (scalar or vector)

field 460, 507
exact see exact form
in n variables 439–443
locally exact see closed form

dilation see uniform dilation
dimension

of an embedded surface patch 209
directional derivative 109

expressed using the gradient 110
displacement 6
div (divergence) 451
divergence 451, 449–459

as dot product with nabla 461
physical meaning 449–451, 479–482

divergence theorem 456, 452–459
expressed with integral pairings 456

double cover 117
double integral 295

absolute (unoriented) 296
oriented 353, 356

double sum 297
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E

e base of natural logarithms 20
eigenspace (associated with an eigenvalue)

262
eigenvalue 35

complex eigenvalue 36
multiplicity of an eigenvalue 261
of a quadratic form 241–243
of a symmetric matrix 245
of the Hessian 228–229

eigenvector 35
of a quadratic form 241–243

element
of arc length 14, 408
of area 272

in polar coordinates 276
oriented (signed) 356

of surface area 404, 408
embedded surface patch 209

codimension 211
dimension 209

embedding 210
equivalence class 33, 40
equivalent matrices 33

eigenvalues of 36
Euclidean motion 288
exact differential equation 493
exact form 494
exterior derivative 425

adjoint to boundary operator 428
correspondence with differential operators

507
product rule 440

exterior form see differential form
exterior point 277
exterior product 423

F

factor (one map factoring through another)
163–164

fails to vanish see vanish
Feynman Lectures xii, 411
Feynman, R. xii
first integral (of a differential equation) 493
fixed point (of a map) 156–158, 166,

167–169
floor (of a real number) 283
flow see flux; see also total flux
flux 387

steady flow 388
through a curved surface 392–401
total see total flux

fold map 146, 373–374
folium of Descartes 237–240
force

and work 6
gravitational force 269

Foy, R. xiii
fundamental theorem of calculus 428

expressed with integral pairings 429

G

G content, G-measurability 291
G,G inner, outer G content 291, 294
G G ,GG inner, outer J-content estimates 293

G k,Gk inner, outer J-content estimates 291
G k general (nested) grid 290
{G} general (unnested) integration grids

293–294
Gauss’s theorem see divergence theorem
general position 200
generator (of a surface of revolution) 148
Gleason, A. viii, xii
grad (gradient) 25, 75
gradient 25, 74

as scalar product with nabla 461
connection with directional derivative 110
gradient vector 110

graph 48
difficulty visualizing 112
implicitly defined 185, 208
semi-log graph paper 160

gravitational acceleration 269
gravitational field 269–276

of a hollow sphere 409–412
via iterated integrals 323–325

greatest lower bound 300
Green’s theorem 364–377

expressed with integral pairings 427
in terms of differentials 427
in the change of variables formula 370
on more general domains 368

gutter 225

H

H content, H-measurability 288
H,H inner, outer H content 288
H k,Hk inner, outer area estimates 288
H k grid 288
harmonic function 384
Hessian, Hessian form 227, 246
hyperbolic functions 23

inverses 151–153
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I

i =
√
−1 35

im (image of a linear map) 46
image grid 29–39, 113–119, 122–128,

160–161, 164–165
image of a map viii, 29, 46, 112
immersion 212–215
implicit function theorem ix–xi, 189, 193,

195, 203, 207
implicit functions

given by a single equation 185–198
given by linear equations 47–52
given by several equations 205–215
given by two equations 198–205

improper integral 273, 326–337
compared with infinite series 330–331
convergence 327, 334, 337
unbounded domain 329, 336–337
unbounded function on bounded domain

328, 329–336
incompressible 508
index (of a nondegenerate critical point) 263
index (of a quadratic form) 258

index of inertia (Sylvester’s) 262
induced orientation 392
induction proof 79, 255
inf (infimum) 300
initial-value problem 154
injection 56, 212–215
inner Jordan content 281
inner volume 309
integrability condition 495
integrable function 295, 301
integral

as a symbolic pairing 427
as “product” 272
as Riemann–Darboux integral 304
Darboux see Darboux integral
improper see improper integral
iterated see iterated integral
path see path integral
proper 326
Riemann see Riemann integral
surface see surface integral
0-dimensional oriented integral 429

integral pairing
of a region and a differential form 427
to express Green’s theorem 427
to express the divergence theorem 456
to express the Fundamental Theorem of

Calculus 429
integral type see set function
integrating factor 495

integration by parts 80
integration grids 293–294, 295
interior (of a set) 277
interior point 276
invariant line 29, 35
inverse

in solving a differential equation 153
of a map 154–156

inverse function theorem ix–xi, 169,
165–176

compared with Taylor’s theorem 176
irrotational 508
iterate 158
iterated integral 317–326

J

J Jordan content 281
Jf Jacobian of the map f 137
J k , Jk inner, outer area estimates 281
J k Jordan content grid 280
J, J inner, outer Jordan content 281
Jacobian 137

as derivative of a set function 362
as local area magnification factor 343,

352, 362–363
in change of variables formula 339–340
its effect on orientation 355, 362–363
Jacobian matrix 137
of the inverse map 138

Jakus, S. xii
John, F. xii
Jordan content 269, 281, 278–294

and ordinary area 282–283, 290, 292
in higher dimensions 294, 308–310

Jordan measurability (of a set) 281

K

k-form see differential form
k-parallelepiped in Rn (k ≤ n) 67
k-volume in R

n (k ≤ n) 69
Kaplan, W. vii
ker (kernel of a linear map) 46
kernel 35, 46

L

Lagrange’s form of the remainder 82, 94
Lang, S. xi, 169
Laplacian 509
latitude, longitude 122, 447
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law of the mean 71–76, see also mean-value
theorem

basic 71
compared to the mean-value theorem 72
for double integrals 76
for functions on R

n 75
for single integrals 72

generalized 73
Leach, K. xiii
least upper bound 300
Leibniz notation 131
line integral see path integral
linearization of the locus 187, 194
little oh 86
local linearity viii–x, see also differentiabil-

ity
as shown by level curves 110–111
as shown by the image of a map 112–121

locally exact see closed form
locally linear

function 4, 106
map 115, 120, 129

locus 47, 185
as graph of a function or map 185, 208
as level set or contour 189

look linear locally viii–ix, 116–121,
163–165, 175–176, 197–198, 205, 209,
213

contrasted with local linearity 119–121,
128

lower Darboux integral, sum 300

M

magnification factor see multiplier
manta ray 108
map

log–log 161
of the plane to itself 112–121

linear 29–42
semi-log 161

map singularity see singular point
mass

gravitational mass 269
of a plane region 270, 310
of a wire 18

mass density 18, 270, 387
as limit of average mass density 310

Mathematica viii, xi, 108, 122, 164
matrix

antisymmetric matrix 243, 470
conjugate transpose 267
of a quadratic form 226
symmetric matrix 60, 470

transpose 42, 226
mean (of a random variable) 20
mean value 73, 75
mean-value theorem 71–77, see also law of

the mean
basic 72
for functions on Rn 75
for maps 139–140
for vector-valued functions 76

measurability see also Jordan measurability
for an arbitrary collection of grids

288–294
mesh of a partition 8
mesh size (of a grid) 291, 295–297
microscope equation 3, 115

generalized 83, 95
microscope window 111, 113–115,

117–119, 122–125
minimax 224
Möbius strip 415
model village 166
moment 316
Morrey, C. xii
Morse’s lemma x, xi, 221, 228, 248,

243–264
applied 233–237
compared with Taylor’s theorem 248–249

Morse, M. 248
multi-index 439–443, 499–503
multilinear (form) 63
multinomial

coefficients 94
expansion of (∆x ·∇)k 94

multiple-valued (function) 430
multiplicity (of an eigenvalue) 261
multiplier 3

area multiplier 41, 42, 115, 125, 292, 343,
362

for Jordan content 292
length multiplier 29
local multiplier 4, 115, 125, 137, 343, 362
volume multiplier 44, 137

N

n-parallelepiped 46
volume of 46

n-volume 46
nabla (“∇”) 74, 93, 461
Newton–Raphson method 157
nondegenerate

critical point 221, 228, 246
quadratic form 227, 245

nonoverlapping sets 285
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norm
of a derivative 139
of a linear map 104

normal
determines orientation 388
orienting normal of a surface parametriza-

tion 393
orienting unit normal 390
to a plane region in space 388

normal density function 21, 311
normal distribution 20, 311
null space 46
nullity 47

O

O (“big oh”) 87
Op×k the zero matrix with p rows and

k columns 49
o (“little oh”) 86
O(p) (“order at least p”) 87

in Taylor’s formula 87
o(p) (“order greater than p”) 86

in defining differentiability 105, 129
open disk 276
open set 277
order of integration 321, 357
order of vanishing xii, 85–90, 95, 98, see

also vanish
orientation

and sense of rotation 353
and the Jacobian 355, 362–363
determined by normal 388
induced

by a differentiable map 355
by a linear map 30, 41, 44, 353
on the boundary 355, 389

induced orientation 392
of a curve 7
of a displacement 6
of a parallelogam 41
of a piecewise-smooth surface 420
of a plane 30
of a region in the plane 353–355
of a smooth surface 417
of a 0-dimensional region 428
of an ordered set of vectors 45, 353–355
positive, negative 41, 42, 45, 353, 354
preserving, reversing 137

oriented surface integral see surface integral
oriented surface patch 392
orienting normal of a surface parametrization

393
orthogonal matrix 259

outer Jordan content 281
outer volume 309
overlap (overlapping sets) 285

P

Pn,a Taylor polynomial of degree n centered
at a 77

pairing see integral pairing
parallelepiped see also n-parallelepiped and

k-parallelepiped in Rn

oriented parallelepiped 42
volume of 43

parallelogram
area of 41
in R3 44
oriented parallelogram 41
orienting unit normal 390

parameter 7
arc-length parameter 15

parametrization
arc-length parametrization 15
of a curve 7
of a surface 121
of the crosscap 125
of the unit sphere 121
unit-speed parametrization 17

parametrized surface 121–128
local area multiplier 139

partial derivative 107, 206
partial differential equations

as integrability conditions 496–503
partition of a curve see curve
partition of a plane region 276
patch (surface patch) see surface
path integral 6–20

converting to an ordinary integral 9
of a scalar function 18
of a vector function 8
transformed by a coordinate change 434

pathwise connected 354, 417
permutation 65

even, odd 65
plane topology 276–278
pleat 374–377
Poincaré lemma 503, 497–504

for vector fields 508
polar coordinates 20–21, 112, 273–276

in a differential form 429
overlay 116–121

polygonal approximation 14
potential see scalar potential, vector

potential
primitive (of a differential equation) 493
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principal axes (of a quadratic form) 240–243
principal axes theorem 242, 260

probability 20
probability density function 311

product rule 130
for the exterior derivative 440

program see computer program
projection 50, 205, 206–212
proof by induction 79, 255
proper value, vector 35
Protter, M. xii
pullback 2–5, 10, 159

by a submersion 210–212
on a differential form 431–437
on a general k-form 442–443

punctured 3-space 504
punctured plane 495, 504
pure dilation see uniform dilation
push-forward 2–5, 160

by an immersion 213–215
in a change of variables 341

“Pythagorean” formula 45, 55

Q

quadratic form 226, 243
degenerate, nondegenerate 227, 245
index 258
level curves 240, 242
negative definite, positive definite 258
principal axes 240–243

quadratic map 116–121, 161–165, 340
quadrature 492

R

Rθ matrix that rotates the plane by θ radians
39

Rn,a remainder in Taylor’s formula for the nth
degree polynomial centered at a 79

random variable 20
rank (of a matrix) 47
rank–nullity theorem 47
rational point 276
ravioli 380
refine (a grid) 279
refinement (of one grid by another) 280
reflection 30
regular

curve 189
point 189, 195, 221

relative flow 474–482
relative-flow map, field 475
remainder (in Taylor’s formula) 79

restricted Riemann sum 307
Riemann integral 296, 297–299, 301–310

absolute (unoriented) 296
equals Darboux integral 301–304
oriented 356

Riemann sum 272, 295, 297
restricted 307–308

Riemann–Darboux integral 304
rotation 30

rotation–dilation 40
Rudin, W. xii

S

scalar potential 25, 508
scalar triple product 43
Schwartz, J. x, 343, 350
sech (hyperbolic function) 177
second derivative test 221, 229, 263
seed (for an implicit function) 185
semi-log

graph paper 160
map sl 161

sense of rotation see orientation
set difference 286
set function 310–312

derivative of a set function 312
of integral type 311–312

sgn (signum function) 356
shear 38, 231

nonlinear shear 190
shear–collapse 40
shear–dilation 40

signed area 41, 356
similarity 118
singular point, singularity ix, 263
sinh (hyperbolic function) 22
skew-symmetric see antisymmetric
sl semi-log map 161
solving equations 151–158

by finding fixed points 156–158
space curve as a locus 199
sphere 121–125

hollow 409–412
standard deviation (of a random variable) 20
steady flow 388
Steenrod, N. viii
Stokes’ theorem 484, 482–492

physical form 485
strain 31, 33, 40

strain–collapse 40
stretch factor see multiplier, length
submersion 209, 208–212
substitution see also change of variables
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integral 1–5
pullback see pullback
push-forward see push-forward

sup (supremum) 300
surface

as a locus (level set) 192–195, 198–205
embedded surface patch 209
oriented (oriented surface patch) 392,

392–404
parametrized surface 121–128

local area multiplier 139, 406
piecewise-smooth 412

orientable, oriented 420
smooth 415

orientable, oriented 417
surface area 405–407, 407

element of surface area 404, 408
for a given parametrization 406

surface integral 402
alternate form 403–404
compared with path integral 403
of a scalar function 409, 409–412

on a piecewise-smooth surface 413
on a piecewise-smooth oriented surface

420
on a smooth oriented surface 417
reformulated using a pullback 432
transformed by a coordinate change 434

surface of revolution 148
surface patch see surface
Sylvester’s law of inertia 262–263
Sylvester, J. 262
symbolic pairing see integral pairing
symmetric matrix 60, 243, 470

T

tangent plane 107
to a locus 194

tangent vector 7
tanh (hyperbolic function) 22
Taylor polynomial

as “best-fitting” polynomial 88, 95–96
for a vector-valued function 97

linear terms constitute derivative 99
multiple variables 94–100

definition (using ∆x ·∇) 94
one variable 77–90

definition 77
error estimates 77–79, 82–85

two variables 90–94
definition 90
with the differential operator ∆x ·∇ 93

Taylor’s formula

for a vector-valued function 98
remainder as OOO(n+1) 98

multivariable case 94–100
a bound on the remainder 96
integral remainder 94
Lagrange’s remainder 94
remainder as O(n+1) 95
remainder as microscope equation 95

one-variable case 79–82
a bound on the remainder 85
integral remainder 79
Lagrange’s remainder 82
remainder as O(n+1) 87
remainder as microscope equation 83
significance of various derivatives

223–224
two-variable case 91–94

integral remainder 91, 94
with the differential operator ∆x ·∇ 93

Taylor’s theorem see Taylor’s formula
Taylor, A. vii
Thom, R. ix, xi
topology see plane topology
torus 147
total flux 389

components 390
for a given parametrization 395
of the curl of a vector field 485
through a single parallelogram 394

trace (of a matrix) 36
transpose (of a matrix) 42, 226

conjugate transpose 267
transposition (permutation) 65
transverse intersection 200
triple integral 309–310
tubular neighborhood 289

U

uniform
continuity 168
dilation 30, 40

unit normal
on a smooth surface 416

unit tangent vector 17
universal gravitation 269
unoriented integral 296
upper Darboux integral, sum 300

V

V , V inner, outer volume 309
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vanish
at least to order p (“O(p)”)

at an arbitrary point 90
at the origin 87
for a multivariable function 95
for a vector-valued function 98

fails to vanish to order p 90, 95, 98
to order greater than p (“o(p)”)

at an arbitrary point 89
at the origin 85
for a multivariable function 95
for a vector-valued function 98

to the same order
at an arbitrary point 90
at the origin 86

vector field 7
conservative 25
flow field 388
gradient 25
gravitational 269
path-independent 25

vector potential 508
vector-valued function 7
volume

as 3-dimensional Jordan content 308
as given by a double integral 308–309

vortex 462
vortex flow field 473
vortex lines 486

vorticity 464
induced by shearing 463–464

quantified by circulation 464–465
vorticity flow field 473

W

W (~C) winding number of ~C 430
Watson, A. xiii
wedge product

of differential forms 423
of vectors 41, 46

Whitney, H. ix
Widder, D. vii
winding number 430
window 112

microscope see microscope window
window coordinates 113
window equation 115, 172
window map 162, 172
wine bottle example 229–237
work 6–9

coordinate components 7, 12
infinitesimal 13

Y

Yap, S. L. 497

Z

z-score 28
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