


Lecture Notes in Mathematics 2049

Editors:
J.-M. Morel, Cachan
B. Teissier, Paris

For further volumes:
http://www.springer.com/series/304



�



Angelo Favini • Gabriela Marinoschi

Degenerate Nonlinear
Diffusion Equations

123



Angelo Favini
University of Bologna
Department of Mathematics
Bologna
Italy

Gabriela Marinoschi
Romanian Academy
Institute of Mathematical
Statistics and Applied Mathematics
Bucharest
Romania

ISBN 978-3-642-28284-3 ISBN 978-3-642-28285-0 (eBook)
DOI 10.1007/978-3-642-28285-0
Springer Heidelberg New York Dordrecht London

Lecture Notes in Mathematics ISSN print edition: 0075-8434
ISSN electronic edition: 1617-9692

Library of Congress Control Number: 2012936484

Mathematics Subject Classification (2010): 35K35, 47Hxx, 35R35, 34C25, 49J20

c© Springer-Verlag Berlin Heidelberg 2012
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of
the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology
now known or hereafter developed. Exempted from this legal reservation are brief excerpts in connection
with reviews or scholarly analysis or material supplied specifically for the purpose of being entered
and executed on a computer system, for exclusive use by the purchaser of the work. Duplication of
this publication or parts thereof is permitted only under the provisions of the Copyright Law of the
Publisher’s location, in its current version, and permission for use must always be obtained from Springer.
Permissions for use may be obtained through RightsLink at the Copyright Clearance Center. Violations
are liable to prosecution under the respective Copyright Law.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
While the advice and information in this book are believed to be true and accurate at the date of
publication, neither the authors nor the editors nor the publisher can accept any legal responsibility for
any errors or omissions that may be made. The publisher makes no warranty, express or implied, with
respect to the material contained herein.

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



Preface

The aim of these notes is to include in a unitary presentation some topics
related to the theory of degenerate nonlinear diffusion equations, treated
in the mathematical framework of evolution equations with multivalued
maximal monotone operators in Hilbert spaces. The problems concern
nonlinear parabolic equations involving two cases of degeneracy. More exactly,
one case is due to the vanishing of the time derivative coefficient and the other
is provided by the vanishing of the diffusion coefficient on subsets of positive
measure of the domain.

From the mathematical point of view, the results presented in these notes
can be considered as general results in the theory of degenerate nonlinear
diffusion equations. However, this work does not seek to present an exhaustive
study of degenerate diffusion equations, but rather to emphasize some
rigorous and efficient functional methods for approaching these problems.

The main objective is to present various techniques in which a degenerate
boundary value problem with initial data can be approached and to introduce
relevant solving methods different for each case apart. The work focuses
on the theoretical part, but some attention is paid to the link between the
abstract formulation and examples concerning applications to boundary value
problems which describe real phenomena. Numerical simulations by which
the theoretical results are applied to some concrete real-world problems are
included with a double scope: for verifying the theory and for illustrating the
response given by the theoretical results to the problems arisen in applied
sciences.

The material is organized in four chapters, each divided into several
sections. The Definitions, results (Theorems, Propositions, Lemmas), and
figures are continuously numbered inside a chapter.

The readers are assumed to be familiar with functional analysis, partial
differential equations, and some concepts and basic results from the theory
of monotone operators. However, the book is self-contained as possible, some
specific definitions and results being either introduced at the first place where
they are evoked, or indicated by citations. The work addresses to advanced
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graduate students in mathematics and engineering sciences, researchers in
partial differential equations, applied mathematics and control theory. It can
serve as a basis for an advanced course and seminars on applied mathematics
for students during the Ph.D. level, and in this respect it is aimed to open to
the readers the way toward applications.

The writing of these notes has been developed during the visits of the
second author to the Department of Mathematics at the University of
Bologna, especially in the periods April–May 2010 when she was a visiting
professor, thanks for the financial support of Istituto Nazionale di Alta
Matematica “F. Severi”—Gruppo Nazionale per l’Analisi Matematica, la
Probabilità e le loro Applicazioni, Italy, May and November 2011. The work
is mainly based on the common results obtained with the first author, and
some parts of it completed in 2011 are new and not published in other works.

We would like to thank all the reviewers for having lectured this work
with obvious patience and carefulness and for all comments, observations,
and suggestions which helped to the text improvement.

The authors also acknowledge the PRIN project 20089 PWTPS “Analisi
Matematica nei Problemi Inversi” financed by Ministero dell’Istruzione,
dell’Università e della Ricerca, Italy and the CNCS-UEFISCDI project
PN-II-ID-PCE-2011–3–0027 financed by the Romanian National Authority
for Scientific Research, which have contributed to the maintenance of the
framework of their collaboration and to the achievement of this work.

Bologna Angelo Favini
Gabriela Marinoschi
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Introduction

Before starting the main body of these notes we would like to explain how the
equations we shall study arise from real-world problems. Some particularities
of these problems can lead to degenerate equations. They involve various
interesting mathematical problems whose study will be concretized in general
results which, at their turn, can provide useful information while applied to
the originary physical problems.

Throughout the work we are concerned with the study of nonlinear degen-
erate diffusion problems with the unknown function y, consisting basically in
the diffusion equation

∂(u(t, x)y)

∂t
−Δβ∗(y) +∇ · (a(t, x)G(y)) = f(t, x) in Q := (0, T )×Ω, (1)

with initial data and boundary conditions given for the function y(t, x), or
in some cases for u(t, x)y(t, x), where the time t runs in (0, T ) with T finite
and x = (x1, . . . , xN ) ∈ Ω. The domain Ω is an open bounded subset of RN ,
with a sufficiently smooth boundary ∂Ω. The boundary conditions can be of
Dirichlet type

y(t, x) = 0 on Σ := (0, T )× ∂Ω,
of Robin type

(a(t, x)G(y) −∇β∗(y)) · ν = φ(y) + fΓ (t, x) on Σ,

or of Neumann type if φ(y) = 0. Here, ν is the unit outward normal to
Γ. Problem (1) with the initial and boundary conditions can model various
diffusion processes in sciences.

As an example we refer to the fluid diffusion in nonhomogeneous partially
saturated porous media case in which u accounts for the porosity of the
medium, a is a vector characterizing the advection of the fluid through the
pores, process also assumed to be influenced by the solution by the means
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x Introduction

of G(y), and β∗ is a (multivalued) function which will be defined a little
later in relation with the coefficient of diffusion. The function f expresses the
influence of a source or sink distributed in the flow domain. In this case the
function y is the fluid saturation in the medium and θ(t, x) = u(t, x)y(t, x)
denotes the volumetric fluid content, or the medium moisture. Another
physical process modeled by (1) may be the propagation of a pollutant of
concentration y in a saturated porous medium (with all pores filled with
fluid). In this application u describes a process of absorption–desorption,
namely the retention of the fluid by the solid matrix and the release (of
a part) of it after some time. Heat transfer processes are also modeled by
equations of type (1). An equation of a similar type is encountered in the
models of soil bioremediation or can be deduced under some assumptions
from a Keller–Segel chemotaxis model (see [69]). Equations of form (1) with
particular coefficients (possibly vanishing) can also characterize nonlinear
population dynamics (see [36]), cell growth (see [64]), imaging processes (see
[8,9]) and more generally self-organizing phenomena (see [15]). In population
dynamics or medical applications y represents the population density.

Some particular properties of β∗ place (1) in specific classes of singular
diffusion, as we shall see.

In order to justify the physical relevance of the possibly degenerate
diffusion problem (1) we shall explain its settlement by giving an example.
This will have the role of making clearer how (1), with singular coefficients
possibly degenerating in some cases, is deduced from another model (see (2)
below) of a physical process. Thus, equations of the more general type (2)
can be studied by reducing them to (1).

Let us consider the following equation

C(h)
∂(u(t, x)h)

∂t
−∇ · (k(h)∇h) +∇ · (a(t, x)g(h)) = f(t, x) in Q, (2)

with an initial condition
h(0, x) = h0(x) (3)

and with boundary conditions (of Dirichlet, Neumann or Robin type) which
we do not specify at this time. This equation governs the evolution of a certain
physical quantity h(t, x).

For instance, (2) particularized in 3D for g = k and a(x) = (0, 0, 1) is
Richards’ equations describing the water infiltration into a soil with the
porosity u and the conductivity k (see [84], Chaps. 1 and 2). The function h
is the pressure in the soil and C is the water capacity. In a porous medium
the unsaturated part is the region (or the whole domain) with the pores only
partially filled with water, while the saturated part refers to a region where
all pores are completely filled with water. By convention, the pressure h is
negative in the unsaturated part and positive in the saturated part.
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In (2) we assume that C, k and g are nonnegative nonlinear functions
defined on (a subset of) R, u and f are real functions defined on Q, u is
nonnegative, and a is a vector whose components ai are real functions defined
on Q. The functions C and u are allowed to vanish on a subset of R, or Q,
respectively, inducing a certain degeneracy to (2).

In the example concerning Richards’ equation we mention that the water
capacity C vanishes when the pressure h becomes positive, i.e., in the
saturated domain, and it is positive in the unsaturated domain where h < 0.

We notice that in the particular case with C vanishing, the time-space
domain Q in which the process evolves splits at some time into two subdo-
mains

Qns = {(t, x); C(h(t, x)) > 0}, Qs = {(t, x); C(h(t, x)) = 0}, (4)

separated by a surface whose position is modified in time. The flow in these
subdomains is described by a parabolic equation (in Qns) and by an elliptic
equation (in Qs). Therefore, a degeneracy of (2) induced by the vanishing
of C may lead to a free boundary problem. It is obvious that if C(h) > 0
for all h, then (2) remains parabolic (if u(t, x) > 0) and the free boundary
problem does not occur. In our example from soil sciences (4) is a situation in
which a simultaneous unsaturated and saturated flow can occur. The subset
Qs is called the saturated domain and Qns is the unsaturated one, physically
corresponding to two phases of the infiltration process.

To treat (2) we shall make some transformations to bring it to the form
(1), which is more appropriate to the functional treatment we shall apply.

For the moment let us keep u(t, x) positive.
Let us assume hm ∈ R, and

C : [hm,∞) → [0, Cm], Cm > 0,

k : [hm,∞) → [Km,Ks], Ks > Km ≥ 0,

g : [hm,∞) → [gm, gs].

We shall further refer only to some basic and interesting cases from the
mathematical point of view. We consider that the functions C, k and g
are single valued, continuous and bounded. More generally they may have
discontinuities of first order, at most, i.e., at the points where they are not
continuous they have finite lateral limits. In this case some modifications will
occur in the model and in its mathematical treatment, without essentially
changing the arguments.

We define C∗ : [hm,∞) → [ym, ys], as

C∗(h) = ym +

∫ h

hm

C(ζ)dζ, h ≥ hm, (5)
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and K∗ : [hm,∞) → [K∗
m, β

∗
s ] by

K∗(h) := K∗
m +

∫ h

hm

k(ζ)dζ, h ≥ hm, K∗
m ≥ 0 (6)

which are continuous nondecreasing functions, where ys is a real positive
number and ym = C∗(hm) is a nonnegative number.

We make the function notation y = C∗(h) and assume first that
the medium is unsaturated i.e., C is positive. Then C∗ turns out to be
monotonically increasing and its inverse is (C∗)−1 : [ym, ys] → [hm,+∞),

h = (C∗)−1(y), y ∈ [ym, ys]. (7)

Replacing h in (2) this becomes

∂(u(t, x)y)

∂t
−Δβ∗(y)+∇· (a(t, x)G(y))+C1(y)

∂u

∂t
(t, x) = f(t, x) in Q, (8)

where the composed functions

β∗(y) := (K∗ ◦ (C∗)−1)(y), y ∈ [ym, ys], (9)

G(y) := (g ◦ (C∗)−1)(y), y ∈ [ym, ys], (10)

C1(y) = C((C
∗)−1(y)) · (C∗)−1(y)− y, y ∈ [ym, ys]

occur. Moreover, we still define

K(y) := (k ◦ (C∗)−1)(y), y ∈ [ym, ys]. (11)

Now, we shall separate several cases of interest related to the possible
vanishing of C on a subset included in (hm,∞). As specified before, in the
theory of water infiltration in soils hm < 0 = hs, ym = 0 and g = k. At
the value hs = 0 the saturation occurs. The function y is called the water
saturation in soil and the corresponding value ys = C∗(hs) is called the
saturation value.

(a) The fast diffusion case. Let us consider that C is continuous

C(h) = 0, h ∈ [hs,∞), C(h) > 0, h ∈ [hm, hs). (12)

Then (2) degenerates on [hs,∞) and (5) becomes

C∗(h) =

{

ym +
∫ h

hm
C(ζ)dζ, hm ≤ h < hs,

ys, h ≥ hs,
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namely y = C∗(h) remains at the saturation value ys as well as h is positive.
In this case one can compute the inverse of C∗ on the interval [hm, hs) where
it is increasing, while for the interval h > hs the inverse is no longer a
function, but a graph, i.e., at the point y = ys it has as image the whole
interval [hs,∞). More exactly we have

(C∗)−1(y) :=

{

(C∗)−1(y), y ∈ [ym, ys),

[hs,+∞), y = ys,
(13)

and so the function h = (C∗)−1(y) is continuous and monotonically increasing
on [ym, ys) and so-calledmultivalued at y = ys. Then, by a direct replacement
in (6) one obtains a function K∗ with two branches

K∗(h) :=

{

K∗
m +

∫ h

hm
k(ζ)dζ, h ∈ [hm, hs),

β∗s +Ksh, h ≥ hs,

which plugged in (9) leads to a multivalued function

β∗(y) :=
{

(K∗ ◦ (C∗)−1)(y), y ∈ [ym, ys),

[β∗s ,+∞), y = ys
(14)

which has the image [β∗s ,+∞) at y = ys. Here, we took hs = 0 and

β∗s := lim
y↗ys

(K∗ ◦ (C∗)−1)(y) > 0. (15)

We notice that β∗ is continuous on [ym, ys) and that K(ym) = Km, K(ys) =
Ks. Since the function (C∗)−1 is monotonically increasing on [ym, ys) we
can calculate β∗(y) by changing the variable in the integral (6), by denoting
ζ = (C∗)−1(ξ). In this way we get

β∗(y) =

{

K∗
m +

∫ y

ym
β(ξ)dξ, y ∈ [ym, ys),

[β∗s ,+∞), y = ys
(16)

and now in (8) the sign “=” can be replaced by the sign“	”. In the above
expression

β(y) :=
k((C∗)−1(y))

C((C∗)−1(y))
, for y ∈ [ym, ys). (17)

The function β defines the diffusion coefficient (also called diffusivity for
certain physical processes) and under the hypotheses made before it is a
nonnegative function, satisfying the blow-up property

lim
y↗ys

β(y) = +∞. (18)
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Concerning detailed computations of the above relations and the various
hypotheses made for k which may lead to some specific models we refer to
[84], Sect. 2. For a further use we define the ratio

ρ :=
k(hm)

C(hm)
=
k((C∗)−1(ym))

C((C∗)−1(ym))
(19)

which is nonnegative. Let us mention that if C and k are defined on R (as it
happens in some models), i.e., if hm = −∞, then we replace the above ratio
by

ρ := lim
h→−∞

k(h)

C(h)

which we assume finite.
We mention that the last term on the left-hand side in (8) is a single-

valued function because C1(y) = −y for y = ys. If u does not depend on t it
vanishes.

In our example related to Richards’ equation, by defining the functions y =
C∗(h), representing the water saturation in pores, β (the water diffusivity)
and G = K (the water conductivity function) we have passed from Richards’
equation written in terms of pressure to its diffusive form (1) written for the
water saturation y ≥ ym ≥ 0. Generally ym is taken equal with zero.

In the mathematical treatment we shall need to work with these functions
defined up to −∞, so that we extend the β at the left of y = ym by ρ if ρ > 0
and by a continuous positive function if ρ = 0. The function K and G are
extended by K(ym) and G(ym) at the left of y = ym.

To resume, this case is characterized by the functions β and β∗ defined on
the subset (−∞, ys), having singular behaviors at y = ys

lim
y↗ys

β(y) = +∞, β∗(ys) ∈ [β∗s ,+∞). (20)

A typical example is

β(y) =
1

(ys − y)1−p
for 0 < p < 1.

By analogy with the classification given by Aronson in [6] we say that this
case defines a fast diffusion and models a free boundary process.

Therefore, problem (2), which degenerates due to (12) and has been
transformed into (1) with a multivalued function β∗ is relevant for a free
boundary problem. The fact that a degenerate equation (2) corresponding to
a free boundary problem is characterized by an equation with a multivalued
operator must not be surprising because the extension of a nonlinear function
to a multivalued one by “filling in the jumps” with graphs is common in
the theory of nonlinear differential equations with discontinuous coefficients
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as well as in that modelling free boundary processes (see [14] for various
examples).

Under some other assumptions (regarding mostly the discontinuity of these
functions) one can get some other particular properties of the functions β,
β∗ K and G (e.g., they can be multivalued at some points within [ym, ys),
see [86]).

(b) The superdiffusion case. In this case let us allow β∗s defined in (15) going
to infinity, i.e., assume

lim
y↗ys

β(y) = +∞, lim
y↗ys

β∗(y) = +∞. (21)

The situation in which both β and β∗ blow up at y = ys corresponds to a
singular expression of β,

β(y) =
1

(ys − y)1−p
for p ≤ 0

and was defined in [6] as very fast diffusion, or superdiffusion.
An interesting example from biology is the instantaneous disappearance

(due to an extremely high diffusion coefficient) of a population of locusts
when its density reaches a certain critical value, ys.

(c) The slow diffusion case. We assume that

C(h) > 0 for h ∈ [hm,∞) (22)

and
lim
h→∞

C(h) = 0. (23)

This implies by (17) that β(y) <∞ for y ∈ [ym,+∞) and

lim
y→∞β(y) = +∞.

This case which may be illustrated by

β(y) = yp for p > 1

is a slow diffusion and the equation with such a diffusion coefficient is known
as the porous media equation, because it generally models the diffusion of a
gas in a porous medium. It also models nonlinear heat diffusion. If p = 1 we
get the classical heat equation. Concerning more general studies on diffusion
equations we refer the reader to [96–98]. If

lim
h→∞

C(h) ≥ Cs > 0
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then

lim
y→∞β(y) ≤ βs =

Ks

Cs
< +∞

and β∗ has a sublinear increasing, β∗(y) ≤ βsy.
In the cases (b) and (c) the function β∗ turns out to be single valued. Case

(c) characterizes a unsaturated flow, only.
To conclude this presentation we give some examples of functions C, β, K

which are basic in soil sciences. They are empirical relations established by
observations. Let us take the porosity constant and by dividing by it we can
rewrite (8) with u = 1.

First we refer to the hydraulic model of van Genuchten which proposes
the hydraulic functions (in a particular case)

K(ỹ) :=

{

K0.5
s ỹ[1− (1 − ỹ1/m)m]2 if ỹ < 1,

Ks if ỹ = 1,

ỹ(h) :=

{

[1 + |αh|1/(1−m)]−m if h < 0,

ỹs if h ≥ 0,

where m ∈ (0, 1), ỹ is the dimensionless water saturation defined by

ỹ :=
y − ym
ys − ym

and α is a length scaling factor. Obviously, the dimensionless saturation value
ỹs is equal to 1 and Ks = K(ỹs). The water capacity is then

C(h) :=

{

m
1−m

{

1 + |αh| 1
1−m

}−m−1

|αh| m
1−m |h|

h , if h < 0

0, if h ≥ 0.

The various values of the parameterm correspond to more or less nonlinear
behaviours of the soil. For example, we can notice that if m is close to 0,
there is a very low rate of variation of ỹ(h). The point at which C attaints its
maximum is very close to the saturation point and the hydraulic conductivity
K evolves highly nonlinear. This approaches a slow diffusion case. Ifm is close
to 1, we have that

lim
h↗0

C(h) = 0, lim
ỹ↗1

K ′(ỹ) < +∞

and we can notice a nonlinear variation of ỹ(h), and a more linear behaviour
of the hydraulic conductivity. This leads to a fast diffusion model with a
strongly nonlinear transport.
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The parametric model of Broadbridge and White (see [33]) introduces as
hydraulic functions the diffusion coefficient and the conductivity

β(ỹ) =
c(c− 1)

(c− ỹ)2 , K(ỹ) =
(c− 1)ỹ2

c− ỹ , (24)

with the same significance as before for ỹ. Here, the hydraulic nonlinearity
of the medium is characterized by the parameter c belonging to (1,+∞). If
c → 1 the medium is strongly nonlinear and if c → ∞ the medium behaves
weakly nonlinear. We can define

β∗(ỹ) =

{

(c−1)ỹ
c−ỹ if ỹ < 1

[1,∞) if ỹ = 1
(25)

and notice that this corresponds to a slow diffusion for c >> 1 and to a fast
diffusion when c is approaching the value 1.

These are some examples intended to show that the mathematical
properties previously considered for the functions β and K are not formal
but they can be retrieved in the usual hydraulic functions in practice. These
properties, pretty general, will be transformed into mathematical hypotheses
for the boundary value problems discussed in the next chapters.

Without giving an exhaustive information we would like to cite some key
achievements in the literature regarding existence and uniqueness studies for
solutions to the degenerate equation

∂(g(h))

∂t
−∇ · (b(∇h, g(h))) + f(g(h)) = 0.

We refer first to the method of entropy solutions introduced by S.N. Krushkov
in [75, 76]. Originally this method was devoted to prove L1-contraction for
entropy solutions for scalar conservation laws, i.e., generalized solutions in
the sense of distributions satisfying admissibility conditions similar to those
of entropy growth in gas dynamics (see also [23]). H.W. Alt and S. Luckhaus
established in [4] various existence, uniqueness and regularity results for
initial-boundary value problems for quasilinear systems of the above form
and studied variational inequalities of elliptic–parabolic equations applying
the results to certain Stefan type problems. J. Carillo (see [37, 38]) applied
Krushkov’s method to nonlinear equations

∂(g(h))

∂t
−Δb(h) +∇ · φ(h) = 0

with g and b continuous nondecreasing functions and φ satisfying rather
general conditions. F. Otto (see [92]) proved a L1-contraction principle and
uniqueness of solutions for this type of equation by applying Krushkov’s
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technique only to the time variable. We also mention the works [65, 66]
referring to equations with degenerate diffusion operators.

A degenerate, doubly nonlinear parabolic system, with coefficients depend-
ing on time and space too, was treated in [70] by approximating it by a
nondegenerate one and proving the convergence of approximate solutions.

In the paper [24] a model of the saturated–unsaturated flow lying on
a special definition of the boundary conditions that changes during the
phenomenon evolution, has been developed also for a finite value of the
diffusivity at saturation (which was implied by the assumption that C(h) > 0,
∀h ≥ 0). Following the technique presented in [50] the model was reduced to
systems in class of Stefan-like problems of high-order, see [49].

Another aspect which appears to be very relevant for nonlinear diffusion
problems refers to the solution dependence on the choice of nonlinear
functions involved in the equation. Such a problem in relation with the fluid
flow in a porous medium obeying Richards’ equation was recently treated
by Borsi et al. in [25]. This article deals with the finite-time stability (in
fact the continuity) of solutions to nonlinear scalar parabolic boundary value
problems in 1-D with respect to variations of parameter functions and gives
extensive details about applications in groundwater flows.

The analysis of the well-posedness of (1) in the very fast diffusion case
with u constant was approached in the papers [20] (with Robin boundary
conditions) and [81] (with nonhomogeneous Dirichlet boundary conditions)
in the framework of evolution equations withm-accretive operators in Hilbert
spaces. The latter gives also an example of a nonautonomous problem.

A rigorous existence and uniqueness theory for the fast diffusion case with
a free boundary occurrence was begun in [82] for N = 1 and developed in
[83] for N = 3, for u = 1. The fast diffusion case with the function k (and
consequently β) discontinuous was treated in [86].

As another application, we mention a particular degenerate model char-
acterizing diffusion in partially fissured media which was treated in [94] by
extending the existence and uniqueness results proved in [48].

To resume, we have established that (1) characterizing a diffusive flow may
be deduced by (2) which can be a degenerate equation (due to the vanishing
of C(h)) and in this case β blows up and β∗ turns out to be multivalued at
ys. In this work we shall associate this case with two situations in which (1)
still degenerates due to the hypotheses further presented.

The parabolic–elliptic degenerate case. Let us assume that u(t, x) may
vanish on a subset Q0 of Q of zero measure. This leads to a degeneration
of (1) into an elliptic equation on Q0 and we shall call this case parabolic–
elliptic degenerate.

The diffusion degenerate case. Let u(t, x) > 0 and assume that k(hm) = 0.
Then, by (17)

{

β(y) > 0 for y > ym
β(y) = 0 for y = ym.
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This implies that the diffusion coefficient β(y) vanishes on the subset of Q
where y(t, x) = ym and ρ given by (19) is zero. For convenience we shall call
this case diffusion degenerate.

If k(hm) > 0 the diffusion coefficient β is positive, i.e., ρ > 0, and then we
deal with a nondegenerate diffusion case.

We indicate the monograph [62] and the articles [2,3,18,19,51–57,61,63] as
a few references concerning the theory of linear equations degenerating into
elliptic or hyperbolic ones, examples and identification problems in relation
to them.

In this book we treat nonlinear equations degenerating in elliptic ones or
degenerating due to the vanishing of diffusion coefficient and focus especially
on the fast diffusion case which has a special physical and mathematical
relevance being associated with a free boundary problem whose character is
concisely expressed by the graph β∗.

The set of hypotheses which will be assumed in each chapter are pretty
general and follow from the properties of the empirical functions used in
practice and envisage especially singular cases. The techniques used to solve
the problems in each chapter can be extended to other more general cases
including: equations with discontinuous coefficients (see e.g. [86]), K non
Lipschitz, hysteretic behaviour of the nonlinear functions (see e.g. [85]).

Since the monotonicity of the main nonlinear term in the equations
corresponds to a natural dissipativity assumption for these classes of problems
and has an obvious physical meaning, the methods we use are related
to the theory of nonlinear evolution equations with monotone (accretive)
operators in Hilbert spaces. They provide rigorous and efficient techniques
for approaching well-posedness and other mathematical aspects raised by
these problems. In few lines we present a short history of the m-accretivity
technique. The main results of the theory of nonlinear maximal monotone
operators in Banach spaces are essentially due to Minty (see [79, 80]) and
Browder (see [34,35]). Further important contributions are due to Brezis (see
[26–28]), Lions [77], Rockafeller [93], mainly in connection with the theory of
subdifferential type operators. The general theory of nonlinear m-accretive
operators in Banach spaces has been developed in the works of Kato (see
[72]) and Crandall and Pazy (see [41, 42]) in connection with the theory
of semigroups of nonlinear contractions and nonlinear Cauchy problems in
Banach spaces. The existence theory for the Cauchy problem associated with
nonlinear m-accretive operators in Banach spaces begins with the pioneering
papers of Komura (see [74]) and Kato [71] in Hilbert spaces and was extended
in a more general setting by several authors. For a complete approach of these
problems we refer the readers to the monographs [10,14]. At the appropriate
places in the text we shall specify the concepts related to the m-accretivity
techniques and indicate the main results to which the proofs make appeal.

Chapter 1 is concerned in several sections with the study of the existence
and various properties of the solutions to (1) which degenerates in an elliptic
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equation. We shall treat this case with a nondegenerate diffusion coefficient.
Using techniques from the theory of evolution equations with m-accretive
operators in Hilbert spaces results of a higher degree of generality are
obtained. Briefly, we shall treat the following problems: existence properties
of the solution to (1) in the fast diffusion case, with homogeneous Dirichlet
boundary conditions, for u function of x only, vanishing on a subset Ω0 of
Ω with meas(Ω) > 0. In the abstract framework of evolution equations one
associates to this case the abstract Cauchy problem

d(My)

dt
(t) +Ay(t) 	 f(t) a.e. t ∈ (0, T ), (26)

(My)(0) = θ0

where M is not invertible and A is a multivalued nondegenerate operator.
The method consists in an approximation of the operators M and A, the
proof of the existence of an approximating solution and a convergence result
together with a special construction of a weak solution to (26). Sufficient
conditions under which uniqueness follows are established.

The Cauchy problem will be studied further under the hypothesis of a
very fast diffusion in which the existence proofs necessitate some different
arguments than in the fast diffusion case. They will be detailed in a separate
section.

Next, the existence of periodic solutions with f periodic as well as other
results concerning the longtime behavior of Cauchy problems with periodic
data will be investigated.

In Chap. 2 the problems of existence and uniqueness for the Cauchy
problem will be approached in the diffusion degenerate case in which (1)
with u constant is accompanied by certain Robin boundary conditions. We
shall deal with the abstract problem

dy

dt
(t) +Ay(t) 	 f(t) a.e. t ∈ (0, T ), (27)

y(0) = y0

where A is a multivalued operator and this case will be approached via a
time-difference scheme whose stability and convergence will be studied. The
existence of periodic solutions as well as the longtime behavior of the solutions
to Cauchy problems with periodic data will be further studied in the diffusion
degenerate case, too.

In Chap. 3 a nonautonomous parabolic–elliptic degenerate problem with u
depending on t and x is studied. This involves the application of some results
of Kato and Crandall and Pazy for semigroups generated by time-dependent
nonlinear multivalued operators.
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Chapter 4 is concerned with an identification problem, approached as a
control problem, for the vanishing coefficient u which will be determined
from available observations upon the solution. We resort to an auxiliary
approximating problem and determine the optimality conditions for an
approximating optimal pair. Then we prove a convergence result of the
sequence of approximating control pairs (control and state) to a solution
to the original problem.

Some sections are concluded by numerical simulations intended to put into
evidence the specific features of the solutions in the context of their physical
relevance.

The problems we deal in the book involve mainly nonlinear operators,
so that for all concepts, definitions and results related to the nonlinear
operators in Banach spaces and semigroup theory we refer the readers to
the monographs [10–14,22, 29, 30, 95, 99].



Chapter 1
Existence for Parabolic–Elliptic
Degenerate Diffusion Problems

In this chapter we are concerned with the study of some boundary value
problems with initial data formulated for parabolic–elliptic degenerate
diffusion equations with advection, focusing especially on the fast diffusion
case which involves a free boundary problem (case (a) in Introduction). After
setting an adequate functional framework for each situation we transpose
the boundary value problems into abstract formulations and study their
well-posedness with specific methods of the theory of nonlinear evolution
equations with m-accretive operators in Hilbert spaces. We investigate the
conditions under which particular properties of the solutions, like uniqueness
and time periodicity take place. We mention that the case without advection
was studied in [58]. Numerical simulations applied to problems arisen in soil
sciences complete the study and sustain the theoretical achievements.

Notation. We specify the functional spaces which will be further used.
Let Ω be a open bounded subset of RN (N ∈ N

∗ = {1, 2, . . .}), with the
boundary Γ := ∂Ω sufficiently smooth. The space variable is denoted by
x := (x1, . . . , xN ) ∈ Ω and the time by t ∈ (0, T ), with T finite.

We shall work with the spaces Lp(Ω) (see [30], pp. 89), Sobolev spaces
Wm,p(Ω) (see [30], pp. 263, 271) and the vectorial spaces Lp(0, T ;X),
Wm,p(0, T ;X) where X is a Banach space (see [14], pp. 21), m ≥ 1 and
p ∈ [1,∞]. Briefly, we recall that

Lp(Ω) = {f : Ω → R; f measurable, |f(x)|p integrable}, p ∈ [1,∞),

L∞(Ω) =

{

f : Ω → R; f measurable and there is a constant C

such that |f(x)| ≤ C a.e. on Ω

}

A. Favini and G. Marinoschi, Degenerate Nonlinear Diffusion Equations,
Lecture Notes in Mathematics 2049, DOI 10.1007/978-3-642-28285-0 1,
© Springer-Verlag Berlin Heidelberg 2012
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are Banach spaces with the norms

‖f‖Lp(Ω) =

(
∫

Ω

|f(x)|p dx
)1/p

,

‖f‖L∞(Ω) = inf{C; |f(x)| ≤ C a.e. on Ω},

respectively. For m ≥ 1 and p ∈ [1,∞] the Sobolev space Wm,p(Ω) is
defined by

Wm,p(Ω) = {f ∈ Lp(Ω); f measurable and Dαf ∈ Lp(Ω), with |α| ≤ m}

where α is a multi-index and |α| =
N
∑

i=1

αi, αi is a positive integer and Dα =

∂|α|ϕ
∂x

α1
1 ....∂x

αN
N

.

The norm is defined by

‖f‖Wm,p(Ω) =

⎛

⎝

∑

1≤|α|≤m

‖Dαf‖pLp(Ω)

⎞

⎠

1/p

, if 1 ≤ p <∞,

‖f‖Wm,∞(Ω) = max
1≤|α|≤m

‖Dαf‖pL∞(Ω) , if p = ∞.

We still denote Hm(Ω) = Wm,2(Ω) which is a Hilbert space with the
scalar product

(u, v)Hm(Ω) =
∑

1≤|α|≤m

(Dαu,Dαv)L2(Ω).

Let X be a Banach space. We denote

Lp(0, T ;X) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

f : (0, T ) → X; f measurable and

‖f(t)‖pX is Lebesgue integrable over (0, T ) for p ∈ [1,∞)

and ess sup
t∈(0,T )

‖f(t)‖X < ∞ for p = ∞

⎫

⎪

⎪

⎬

⎪

⎪

⎭

,

Wm,p([0, T ];X) = {f ∈ D′(0, T ;X);
djf

dxj
∈ Lp(0, T ;X), j = 1, . . . ,m},

where D′(0, T ;X) is the space of all continuous operators from D(0, T ) to X.
These spaces are endowed with the norms
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‖f‖Lp(0,T ;X) =

(

∫ T

0

‖f(t)‖pX dt
)1/p

,

‖f‖L∞(0,T ;X) = ess sup
t∈(0,T )

‖f(t)‖X ,

‖f‖Wm,p([0,T ];X) =

⎛

⎝

m
∑

j=1

∥

∥

∥

∥

djf

dxj

∥

∥

∥

∥

p

Lp(0,T ;X)

⎞

⎠

1/p

, 1 ≤ p <∞,

‖f‖Wm,∞([0,T ];X) = max
1≤j≤m

∥

∥

∥

∥

djf

dxj

∥

∥

∥

∥

p

L∞(0,T ;X)

, p = ∞.

By C([0, T ];X) we denote the space of continuous functions f : [0, T ] → X .
For simplicity, throughout the book we shall denote by (·, ·) and ‖·‖ the

scalar product and the norm in L2(Ω), respectively.
For not overloading the notation, sometimes we do not indicate in the

integrands the function arguments which are the integration variables.

1.1 Well-Posedness for the Cauchy Problem
with Fast Diffusion

The first section is devoted to the study of a Cauchy problem for a fast
diffusion equation with transport written for the unknown function y(t, x),
in which the degeneracy is induced by the vanishing of the time derivative
coefficient u(x), on a subset of nonzero measure of the space domain. The
equation is accompanied by Dirichlet boundary conditions and an initial
condition set for the function u(x)y(t, x).

The problem to be studied is

∂(u(x)y)

∂t
−Δβ∗(y) +∇ ·K0(x, y) 	 f in Q := (0, T )×Ω,

y(t, x) = 0 on Σ := (0, T )× Γ, (1.1)

(u(x)y(t, x))|t=0 = θ0(x) in Ω.

1.1.1 Hypotheses for the Parabolic–Elliptic Case

Let ρ, ys and β∗s be given positive constants.
In this section β∗ : (−∞, ys] → R is a multivalued function defined as

β∗(r) :=
{∫ r

0
β(ξ)dξ, r < ys,

[β∗s ,+∞), r = ys,
(1.2)
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where β : (−∞, ys)→ (ρ,+∞) is assumed of class C1(−∞, ys) and mono-
tonically increasing on [0, ys). We also make the hypothesis that it has the
behavior

β(r) ≥ γβ |r|m + ρ, for r ≤ 0, (1.3)

and the blow up property

lim
r↗ys

β(r) = +∞, (1.4)

such that

lim
r↗ys

∫ r

0

β(r) = β∗s . (1.5)

The blow up property (1.4) together with (1.5) account for the fast diffusion
character of the first equation in (1.1). In (1.3) γβ ≥ 0 and m ≥ 0. For the
sake of simplicity we can take in the diffusion nondegenerate case γβ = 0
and set

β(r) = ρ > 0, for any r ≤ 0, (1.6)

without losing the generality. In fact in the nondegenerate diffusion case the
requirement is β(r) ≥ ρ > 0. The more general form (1.3) can be treated in
the same way. Consequently, β∗ gets the properties

(

ζ − ζ) (r − r) ≥ ρ(r − r)2, ∀r, r ∈ (−∞, ys], ζ ∈ β∗(r), ζ ∈ β∗(r), (1.7)

lim
r→−∞β

∗(r) = −∞, (1.8)

lim
r↗ys

β∗(r) = β∗s . (1.9)

The definition of the weak solution which we give a little later will specify
the exact meaning of the boundary value problem (1.1).

The function u is considered smooth enough, nonnegative and bounded
by the upper bound uM , that can be taken any positive constant. Hence we
assume

u ∈W 1,∞(Ω), 0 ≤ u(x) ≤ uM for any x ∈ Ω, (1.10)

revealing the degeneration of the equation at the points where u is zero. To
be more specific we assume that

u(x) = 0 on Ω0, u(x) > 0 on Ωu = Ω\Ω0, (1.11)

where Ω0 is a fixed open bounded subset of Ω with meas(Ω0) > 0 and Ω0 is
strictly contained in Ω, see Fig. 1.1. The common boundary of Ω0 and Ωu is
denoted ∂Ω0 and is assumed to be regular enough.
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Wu

W0
u(x )>0

u(x )=0

Fig. 1.1 Geometry of the problem

We also specify that the domain where u vanishes can be formed by a
union of a finite number of subsets Ω0 with the properties specified before,
but we shall present the theory for only one subset.

Finally, the vector K0 : Ω × (−∞, ys] is assumed of the form

K0(x, y) =

{

a(x)K(y), x ∈ Ωu,

a(x), x ∈ Ω0,

where a(x) = (aj(x))j=1,...,N ,

aj ∈W 1,∞(Ω), aj(x) = 0 in Ω0, |aj(x)| ≤ aMj , for x ∈ Ω, (1.12)

and K : (−∞, ys] → R is Lipschitz continuous, i.e., there existsMK > 0 such
that

|K(r)−K(r)| ≤MK |r − r| , for any r, r ∈ (−∞, ys]. (1.13)

Moreover, we assume that K is bounded

|K(r)| ≤ Ks, for any r ∈ R. (1.14)

The term ∇ · K0(x, y) includes both a nonlinear advection term with the
velocity a(x)K ′(y) and a nonlinear decay or source term with the rate ∇ · a.

1.1.2 Functional Framework

We begin by establishing some notation and giving a few definitions.
Let us consider the Hilbert space V = H1

0 (Ω) with the usual Hilbertian
norm

‖v‖V =

(∫

Ω

|∇v(x)|2 dx
)1/2

,

and its dual V ′ = H−1(Ω).
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The dual V ′ will be endowed with the scalar product

(y, y)V ′ := 〈y, ψ〉V ′,V , (1.15)

where ψ ∈ V is the solution to the elliptic problem

A0ψ = y, (1.16)

with A0 : V → V ′ defined by

〈A0v, φ〉V ′,V :=

∫

Ω

∇v · ∇φdx, for any φ ∈ V. (1.17)

The notation 〈y, ψ〉V ′,V represents the pairing between V ′ and V and it

reduces to the scalar product in L2(Ω) if y ∈ L2(Ω).
It is well known that A0 = −Δ with Dirichlet boundary conditions is the

canonical isomorphism betweenH1
0 (Ω) andH−1(Ω).Moreover, it is isometric

because

‖y‖V ′ = ‖ψ‖V . (1.18)

Indeed, by (1.15) and (1.16) we get

‖y‖2V ′ = 〈y, ψ〉V ′,V = 〈A0ψ, ψ〉V ′,V = ‖ψ‖2V ,

where ψ = A−1
0 y.

We recall now the Poincaré inequality (see e.g., [30], pp. 290). Let Ω be
a bounded domain in R

N with a sufficiently smooth boundary. For each
y ∈ H1

0 (Ω) we have

‖y‖ ≤ cP ‖y‖H1
0 (Ω) (1.19)

with cP depending only on Ω and the dimension N .
We also recall that if θ ∈ L2(Ω) we have

‖θ‖V ′ ≤ cP ‖θ‖ . (1.20)

Indeed, by (1.15) and (1.18)

‖θ‖2V ′ = 〈θ, ψ〉V ′,V =

∫

Ω

θψdx ≤ ‖θ‖ ‖ψ‖ ≤ cP ‖θ‖ ‖ψ‖V = cP ‖θ‖ ‖θ‖V ′ .

For θ(t) ∈ V ′, we denote by dθ
dt (t) the strong derivative of θ(t) in V ′, i.e.,

dθ

dt
(t) = lim

ε→0

θ(t+ ε)− θ(t)
ε

in V ′.
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Finally, we specify that u ∈ W 1,∞(Ω) is a multiplicator in V ′. Let θ ∈ V ′.
Noticing that uψ ∈ V for ψ ∈ V, we define

〈uθ, ψ〉V ′,V := 〈θ, uψ〉V ′,V , for any ψ ∈ V,

and see by (1.15) that uθ is well defined since

‖uθ‖2V ′ = 〈uθ, ψ〉V ′,V = 〈θ, uψ〉V ′,V ≤ ‖θ‖V ′ ‖uψ‖V ≤ C ‖ψ‖V = C ‖uθ‖V ′ ,

where A0ψ = uθ and C includes the norm ‖u‖1,∞ := ‖u‖W 1,∞(Ω).

Problem (1.1) will be approached under the following hypotheses for f and
the initial datum:

f ∈ L2(0, T ;V ′), (1.21)

θ0 ∈ L2(Ω), θ0 = 0 a.e. on Ω0,

θ0 ≥ 0 a.e. on Ωu,
θ0
u

∈ L2(Ωu),
θ0
u

≤ ys, a.e. x ∈ Ωu. (1.22)

We recall that Ωu = Ω\Ω0 and it is an open subset of Ω. The non-
negativeness assumed for θ0 is in agreement with the physical interpretation
of θ0, that of a density (in general) or a temperature. From the mathematical
point of view it does not diminish the generality.

We give now the definition of a weak solution to (1.1).

Definition 1.1. Let (1.21) and (1.22) hold. We call a weak solution to (1.1)
a pair (y, ζ),

y ∈ L2(0, T ;V ),

ζ ∈ L2(0, T ;V ), ζ(t, x) ∈ β∗(y(t, x)) a.e. (t, x) ∈ Q, (1.23)

uy ∈ C([0, T ];L2(Ω)) ∩W 1,2([0, T ];V ′),

which satisfies

〈

d(uy)

dt
(t), ψ

〉

V ′,V
+

∫

Ω

(∇ζ(t) −K0(x, y(t))) · ∇ψdx

= 〈f(t), ψ〉V ′,V , a.e. t ∈ (0, T ), for any ψ ∈ V, (1.24)

the initial condition (uy(t))|t=0 = θ0 and the boundedness condition

y(t, x) ≤ ys a.e. (t, x) ∈ Q. (1.25)
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It is easy to see that an equivalent form to (1.24), which will be used many
times in this book is

∫ T

0

〈

d(uy)

dt
(t), φ(t)

〉

V ′,V
dt+

∫

Q

(∇ζ −K0(x, y)) · ∇φdxdt

=

∫ T

0

〈f(t), φ(t)〉V ′,V dt, for any φ ∈ L2(0, T ;V ). (1.26)

A proof of the equivalence between (1.24) and (1.26) can be found in [84],
pp. 81.

We also specify that a weak solution is a solution in the sense of
distributions to (1.1). Indeed if we take φ ∈ C∞

0 (Q) in (1.26) we get after
some computations involving Green’s and Ostrogradski’s formulae (see [13],
pp. 13) that

∫

Q

(

∂(uy)

∂t
−Δζ +∇ ·K0(x, y)− f

)

φdxdt = 0, ∀φ ∈ C∞
0 (Q),

which means that

∂(uy)

∂t
−Δζ +∇ ·K0(x, y)− f = 0 in D′(Q).

The boundary condition on Σ is immediately implied by the fact that the
solution y(t) ∈ V = H1

0 (Ω) a.e. t ∈ (0, T ).
Now we pass to the abstract writing of our problem. We set

D(A) := {y ∈ L2(Ω); ∃ζ ∈ V, ζ(x) ∈ β∗(y(x)) a.e. x ∈ Ω}

and introduce the multivalued operator A : D(A) ⊂ V ′ → V ′ by

〈Ay, ψ〉V ′,V :=

∫

Ω

(∇ζ −K0(x, y)) · ∇ψdx, ∀ψ ∈ V, for some ζ ∈ β∗(y).

With all these considerations we write the abstract evolution problem

d(uy)

dt
(t) +Ay(t) 	 f(t), a.e. t ∈ (0, T ),

(uy(t))|t=0 = θ0. (1.27)

We consider now the multiplication operator

M : D(A) → L2(Ω), My := uy, (1.28)
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whose inverse M−1 is multivalued. Denoting

θ(t, x) := u(x)y(t, x) (1.29)

(and formally writing y =M−1θ = θ
u ) we can rewrite (1.27) in terms of θ as

dθ

dt
(t) +Bθ(t) 	 f(t), a.e. t ∈ (0, T ),

θ(0) = θ0, (1.30)

where B = AM−1 and

D(B) :=

{

θ ∈ L2(Ω);
θ

u
∈ L2(Ω), ∃ζ ∈ V, ζ(x) ∈ β∗

(

θ

u
(x)

)

a.e. x

}

.

We see that θ ∈ D(B) implies θ ∈ L2(Ω) and y = θ
u ∈ D(A). Conversely, if

y = θ
u ∈ D(A) it follows that θ = uy ∈ D(B).

Besides the notion of weak solution previously given we recall the concepts
of strong and mild solutions (see e.g., [11,29]). Let H be a Hilbert space and
let us consider the problem

dz

dt
(t) +Az(t) 	 f(t) a.e. t ∈ (0, T ),

z(0) = z0, (1.31)

where A : D(A) ⊂ H → H is a nonlinear time-independent and possibly
multivalued operator. Let f ∈ L1(0, T ;H) be given, and z0 ∈ D(A).

A function z ∈ C([0, T ];H) is said to be a strong solution to the Cauchy
problem (1.31) if z is absolutely continuous on any compact subinterval of
(0, T ), satisfies (1.31) a.e. t ∈ (0, T ), z(0) = z0 and z(t) ∈ D(A) a.e. t ∈ (0, T ).

We remind that the absolute continuity on any compact subinterval of
(0, T ) implies the a.e. differentiability on (0, T ), because H is a Hilbert space
(generally this is true for a reflexive Banach space). Hence it is clear that a
strong solution z ∈W 1,1([a, b];H), for all 0 < a < b < T.

In literature by a mild solution to (1.31) it is meant a continuous func-
tion which is the uniform limit of solutions to a finite difference scheme
corresponding to the problem (see [10, 11]). We shall detail this definition
in Chap. 2.

For a later use we still define j : R → (−∞,+∞] by

j(r) :=

{∫ r

0
β∗(ξ)dξ, r ≤ ys,

+∞, r > ys.
(1.32)

Next, we recall the concepts of lower semicontinuity (l.s.c.) and weakly
lower semicontinuity and subdifferential.
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Let X be a Banach space and let ϕ : X → [−∞,∞]. The function ϕ is
proper if ϕ(x) �= +∞. The function ϕ is convex if

ϕ(λx1 + (1− λ)x2) ≤ λϕ(x1) + (1− λ)ϕ(x2)

for λ ∈ [0, 1] and any x1, x2 ∈ X.
The function ϕ is said lower semicontinuous at x0 ∈ X if

lim inf
x→x0

ϕ(x) ≥ ϕ(x0).

If ϕ is l.s.c. at each point x0 ∈ X then it is l.s.c. on X.
A function ϕ is sequentially weakly lower semicontinuous on X if for any

sequence (xn)n≥1, xn ∈ X, such that xn ⇀ x we have

ϕ(x) ≤ lim inf
n→∞ ϕ(xn), ∀x ∈ X.

Let ϕ be a proper convex lower semicontinuous function and let x ∈ X.
The set

∂ϕ(x) := {x∗ ∈ X ′;ϕ(x)− ϕ(z) ≤ 〈x∗, x− z〉X′,X , ∀z ∈ X}

is called the subdifferential of ϕ at x.

Lemma 1.2. The function j is proper, convex, lower semicontinuous and

∂j(r) =

⎧

⎨

⎩

β∗(r), r < ys
[β∗s ,+∞), r = ys
∅, r > ys.

(1.33)

Proof. First, we notice that

j(r) =

∫ r

0

β∗(ξ)dξ ≥ ρ

2
r2, ∀r ≤ ys. (1.34)

Then, for r ≤ ys,

j(r) ≤ j(ys) = lim
r↗ys

∫ r

0

β∗(ξ)dξ ≤ lim
r↗ys

β∗sr = β
∗
sys, (1.35)

so j is proper. It is also obvious that j is convex.
We show now that j is lower semicontinuous. For r < ys the function j is

continuous, so we have only to study what happens at ys. Let us consider a
sequence (rn)n≥1 ⊂ R, rn ≤ ys, such that rn → ys and write

j(rn) =

∫ rn

0

β∗(ξ)dξ =
∫ ys

0

χn(ξ)β
∗(ξ)dξ
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where

χn(ξ) =

{

1 if 0 ≤ ξ ≤ rn,
0 if rn < ξ ≤ ys.

We have χn(ξ)β
∗(ξ) ≥ 0 and χn(ξ)β

∗(ξ) → β∗(ξ) a.e. on (0, ys) as n → ∞.
Using Fatou’s lemma (see e.g., [13], pp. 3) we have

lim inf
n→∞ j(rn) = lim inf

n→∞

∫ ys

0

χn(ξ)β
∗(ξ)dξ ≥

∫ ys

0

β∗(ξ)dξ = j(ys).

Finally we have to prove that β∗ = ∂j.We begin with the inclusion β∗ ⊂ ∂j.
We have to prove that if v ∈ β∗(r) then v ∈ ∂j(r), for any r ≤ ys, i.e.,

j(r) − j(y) ≤ v(r − y), for any y ∈ R and r ≤ ys.

This inequality is obvious for r < ys and y < ys and for r = y = ys.
Let r = ys and y < ys. Then we have

j(ys)− j(y) =
∫ ys

y

β∗(ξ)dξ = lim
r↗ys

∫ r

y

β∗(ξ)dξ ≤ β∗s (ys − y) ≤ vs(ys − y),

where vs ∈ [β∗s ,+∞) = β∗(ys). If r < ys and y = ys, we have

j(r) − j(ys) = −
∫ ys

r

β∗(ξ)dξ

and this comes back to the previous situation. If r = ys and y > ys, then
j(y) = +∞ and the inequality is verified.

Now we notice that the function β∗ is maximal monotone on R. Indeed,
the range R(I + β∗) = R, this being implied by the observation that the
equation r+ β∗(r) = g ∈ R has a unique solution in (−∞, ys]. In conclusion,
β∗ is maximal and satisfies the inclusion β∗ ⊂ ∂j, hence it should coincide
with ∂j. So, we have proved (1.33) as claimed. ��

1.1.3 Approximating Problem

The approach of the Cauchy problem (1.27), or equivalently (1.30) is based
on some preliminary results. Since A is multivalued due to both M−1 and
β∗ we introduce an approximating problem by regularizing both of them. In
this subsection we shall study the approximating problem while in the next
subsection we shall prove that it converges in some sense to (1.27).
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Thus, let ε be positive and replace u by

uε(x) := u(x) + ε,

and β∗ by a regular single-valued function β∗ε : R → R. This can be defined
as a regularization of β∗ using mollifiers, or for convenience it can be taken
of the form

β∗ε (r) :=

{

β∗(r), r < ys − ε
β∗(ys − ε) + β∗

s−β∗(ys−ε)
ε [r − (ys − ε)], r ≥ ys − ε.

(1.36)

The function β∗ε is differentiable and has the derivative denoted βε bounded
on R, for each ε positive. Also, β∗ε is monotonically increasing on R,

(β∗ε (r) − β∗ε (r)) (r − r) ≥ ρ(r − r)2, for r, r ∈ R, (1.37)

and

lim
r→−∞β

∗
ε (r) = −∞, lim

r→+∞β
∗
ε (r) = +∞.

The function K is extended for r ≥ ys by its value K(ys) ≤ Ks, but
for the sake of simplicity we denote this extension still by K. Consequently,
K0(x, r) = a(x)K(r) will extend K0 by a(x)K(ys) for r ≥ ys.

Then we define the single-valued operator Aε : D(Aε) ⊂ V ′ → V ′, where

D(Aε) := {y ∈ L2(Ω); β∗ε (y) ∈ V },

〈Aεy, ψ〉V ′,V :=

∫

Ω

(∇β∗ε (y)−K0(x, y)) · ∇ψdx, for any ψ ∈ V, (1.38)

and we introduce the approximating Cauchy problem

d(uεyε)

dt
(t) +Aεyε(t) = f(t), a.e. t ∈ (0, T ),

uεyε(0) = θ0. (1.39)

Denoting now θε := uεyε we can write the equivalent approximating
Cauchy problem in terms of θε,

dθε
dt

(t) +Bεθε(t) = f(t), a.e. t ∈ (0, T ),

θε(0) = θ0. (1.40)
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The operator Bε : D(Bε) ⊂ V ′ → V ′ is single-valued, has the domain

D(Bε) :=

{

v ∈ L2(Ω); β∗ε

(

v

uε

)

∈ V
}

and is defined by

〈Bεv, ψ〉V ′,V :=

∫

Ω

(

∇β∗ε
(

v

uε

)

−K0

(

x,
v

uε

))

· ∇ψdx, for any ψ ∈ V.
(1.41)

In fact we note that Bεv = Aε

(

v
uε

)

and v ∈ D(Bε) is equivalent to v
uε

∈
D(Aε).

Also, it is easily seen that D(Bε) = V. Indeed, if v ∈ D(Bε) it follows that
v
uε

∈ V by the fact that the inverse of β∗ε is Lipschitz, and from here we get

that v ∈ V, since uε ∈ W 1,∞(Ω). Conversely, v ∈ V implies v
uε

∈ V and
taking into account that the derivative of β∗ε is bounded for each ε > 0 we

obtain that β∗ε
(

v
uε

)

∈ V. We recall that uε = u+ ε ∈W 1,∞(Ω).

Definition 1.3. Let (1.21) and (1.22) hold. We call a strong solution to
(1.40) a function

θε ∈ C([0, T ];L2(Ω)) ∩W 1,2([0, T ];V ′), β∗ε

(

θε
uε

)

∈ L2(0, T ;V ),

that satisfies (1.40), which can be still written

〈

dθε
dt

(t), ψ

〉

V ′,V
+

∫

Ω

(

∇β∗ε
(

θε
uε

)

−K0

(

x,
θε
uε

))

· ∇ψdx

= 〈f(t), ψ〉V ′,V , a.e. t ∈ (0, T ), for any ψ ∈ V (1.42)

and θε(0) = θ0.

Since by θε := uεyε, problems (1.40) and (1.39) are equivalent, it means
that if θε is a solution to (1.42) then yε is a solution to (1.39) and belongs to
the same spaces as θε.

An equivalent form to (1.42) can be written as

∫ T

0

〈

d(uεyε)

dt
(t), φ(t)

〉

V ′,V
dt+

∫

Q

(∇β∗ε (yε)−K0(x, yε)) · ∇φdxdt

=

∫ T

0

〈f(t), φ(t)〉V ′,V , for any φ ∈ L2(0, T ;V ). (1.43)
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1.1.4 Existence for the Approximating Problem

First we shall prove that, for each ε > 0, (1.40) has a unique solution θε and
consequently, (1.39) has a unique solution in their appropriate functional
spaces. The proof is essentially based on the quasi m-accretivity of the
operator Bε on V ′. Because we are working in Hilbert spaces, we recall the
celebrated theorem of Minty (see [79], or [14], pp. 34), by which the notion of
a maximal monotone operator is equivalent with that ofm-accretive operator.

We say that Bε is quasi m-accretive on V ′ if λI +Bε is monotone,

((λI +Bε)θ − (λI +Bε)θ, θ − θ)V ′ ≥ 0, ∀θ, θ ∈ D(Bε),

and surjective,

R(λI +Bε) = V
′,

for all λ > λ0.

Lemma 1.4. The operator Bε is quasi m-accretive on V ′.

Proof. Let θ, θ ∈ D(Bε). We compute

(

Bεθ −Bεθ, θ − θ
)

V ′ =

∫

Ω

∇
(

β∗ε

(

θ

uε

)

− β∗ε
(

θ

uε

))

· ∇ψdx

−
∫

Ω

(

K0

(

x,
θ

uε

)

−K0

(

x,
θ

uε

))

· ∇ψdx

where ψ ∈ V is the solution to A0ψ = θ− θ. Recalling (1.12)–(1.13) and that
ε ≤ uε(x) ≤ uM + ε we have

∫

Ω

(

K0

(

x,
θ

uε

)

−K0

(

x,
θ

uε

))

· ∇ψdx

≤
N
∑

j=1

∫

Ωu

MK |aj(x)|
∣

∣

∣

∣

θ

uε
− θ

uε

∣

∣

∣

∣

∣

∣

∣

∣

∂ψ

∂xj

∣

∣

∣

∣

dx

≤
N
∑

j=1

MKa
M
j

∥

∥

∥

∥

θ − θ
uε

∥

∥

∥

∥

L2(Ωu)

‖∇ψ‖L2(Ωu)

≤ M

ε

∥

∥θ − θ∥∥ ‖ψ‖V =
M

ε

∥

∥θ − θ∥∥ ∥∥θ − θ∥∥
V ′ , (1.44)
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where we have denoted M = MK

N
∑

j=1

aMj . Next, taking into account (1.37)

we compute

((λI + Bε)θ − (λI +Bε)θ, θ − θ)V ′

= λ
∥

∥θ − θ∥∥2
V ′ +

(

Bεθ −Bεθ, θ − θ
)

V ′

≥ λ∥∥θ − θ∥∥2
V ′ +

∫

Ω

(

β∗ε

(

θ

uε

)

− β∗ε
(

θ

uε

))

(θ − θ)dx

−M
ε

∥

∥θ − θ∥∥ ∥∥θ − θ∥∥
V ′

≥ λ∥∥θ − θ∥∥2
V ′ +

ρ

2(uM + ε)

∥

∥θ − θ∥∥2 − M
2

2ε2
uM + ε

ρ

∥

∥θ − θ∥∥2
V ′

=

(

λ− M
2

2ε2
uM + ε

ρ

)

∥

∥θ − θ∥∥2
V ′ +

ρ

2(uM + ε)

∥

∥θ − θ∥∥2 , (1.45)

so that Bε is quasi-monotone for λ ≥ λ0 = M
2
(uM+ε)
2ρε2 . We recall that ε is

positive fixed.
Next we have to prove that R(λI +Bε) = V

′ for λ large, i.e., to show that
the equation

λθε +Bεθε = g (1.46)

has a solution θε ∈ D(Bε) for any g ∈ V ′. If we denote β∗ε
(

θε
uε

)

= ζ ∈ V,
due to the fact that β∗ε is continuous and monotonically increasing on R and
R(β∗ε ) = (−∞,∞) it follows that its inverse

Gζ := uε(β
∗
ε )

−1(ζ) (1.47)

is continuous from V to L2(Ω). Indeed, for ζ, ζ ∈ V
∥

∥Gζ −Gζ∥∥ =
∥

∥uε
(

(β∗ε )
−1(ζ) − (β∗ε )

−1(ζ)
)∥

∥ (1.48)

≤ uM + ε

ρ

∥

∥ζ − ζ∥∥ ≤ (uM + ε)cP
ρ

∥

∥ζ − ζ∥∥
V
,

where we used (1.37) and Poincaré’s inequality (with the constant cP ).
So, (1.46) can be rewritten as

λGζ +B0ζ = g (1.49)

with B0 : V → V
′
defined by

〈B0ζ, ψ〉V ′,V :=

∫

Ω

(

∇ζ −K0

(

x,
Gζ

uε

))

· ∇ψdx, ∀ψ ∈ V. (1.50)
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We shall show that λG+B0 is surjective. First we have

〈

(λG +B0)ζ − (λG +B0)ζ, ζ − ζ
〉

V ′,V

= λ

∫

Ω

(Gζ −Gζ)(ζ − ζ)dx +
∫

Ω

∣

∣∇(ζ − ζ)∣∣2 dx

−
∫

Ω

a(x)

(

K

(

Gζ

uε

)

−K
(

Gζ

uε

))

· ∇(ζ − ζ)dx

≥
∫

Ω

λρ

uε
(Gζ −Gζ)2dx+

∫

Ω

∣

∣∇(ζ − ζ)∣∣2 dx

−M
ε

∥

∥Gζ −Gζ∥∥ ∥∥ζ − ζ∥∥
V

≥
(

λρ

uM + ε
− M

2

2ε2

)

∥

∥Gζ −Gζ∥∥2 + 1

2

∥

∥ζ − ζ∥∥2
V
,

so λG+B0 : V → V ′ is monotone and obviously coercive for λ > λ0.
We recall that the operator T : V → V ′ is called coercive if

lim
n→∞

〈Tzn, zn〉V ′,V

‖zn‖V
= +∞

for any sequence (zn)n≥1 with lim
n→∞ ‖zn‖V = +∞.

The inequality (1.48) implies also that the operator λG+B0 is continuous
from V to V

′
and since it is monotone it follows that it is m-accretive. Being

also coercive it is surjective (see [14], pp. 37). Therefore (1.49) has a solution
meaning in fact that we have proved that (1.46) has a solution θε ∈ D(Bε),
i.e., that Bε is quasi m-accretive. ��

Next we give an intermediate result that will be used in the existence proof
of the solution to the approximating problem.

First we define

jε(r) :=

∫ r

0

β∗ε (ξ)dξ, ∀r ∈ R, (1.51)

and notice that ∂jε(r) = β
∗
ε (r), for any r ∈ R.

Let

K = Ks(meas(Ω))1/2
N
∑

j=1

aMj .
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Proposition 1.5. Let f ∈ L2(0, T ;V ′) and θ0 ∈ L2(Ω). Then problem
(1.40) has a unique strong solution satisfying

∫

Ω

uε(x)jε

(

θε
uε

(t)

)

dx+
1

4

∫ t

0

∥

∥

∥

∥

dθε
dτ

(τ)

∥

∥

∥

∥

2

V ′
dτ +

1

4

∫ t

0

∥

∥

∥

∥

β∗ε

(

θε
uε

(τ)

)∥

∥

∥

∥

2

V

dτ

≤
∫

Ω

uε(x)jε

(

θ0
uε

)

dx+

∫ T

0

‖f(t)‖2V ′ dt+K
2
T, t ∈ [0, T ]. (1.52)

Moreover,

∥

∥θε(t)− θε(t)
∥

∥

2

V ′ +
ρ

uM + ε

∫ t

0

∥

∥

(

θε − θε
)

(τ)
∥

∥

2
dτ

≤ e
(

M2

ε2
uM+ε

ρ +1
)

T

(

∥

∥θ0 − θ0
∥

∥

2

V ′ +

∫ T

0

∥

∥f(t)− f(t)∥∥2
V ′ dt

)

(1.53)

where θε and θε are two solutions to (1.40) corresponding to the pairs of data
θ0, f and θ0, f , respectively.

In addition, if f ∈ W 1,2([0, T ];L2(Ω)) and θ0 ∈ V, then

θε, yε, β
∗
ε (yε) ∈ L2(0, T ;H2(Ω)). (1.54)

Proof. The proof is done in two steps. At the first step we take

θ0 ∈ D(Bε), f ∈ W 1,1([0, T ];V ′).

Hence the existence of a unique solution to (1.40)

θε ∈ C([0, T ];V ′) ∩W 1,∞([0, T ];V ′) ∩ L∞(0, T ;D(Bε)),

β∗ε

(

θε
uε

)

∈ L∞(0, T ;V )

follows from the general theorems for evolution equations with m-accretive
operators (see [14], pp. 141).

By the properties assumed for β∗ε , we deduce by (1.37) that its inverse is

Lipschitz with the constant 1
ρ , hence β

∗
ε

(

θε
uε
(t)
)

∈ D(Bε) = H1
0 (Ω) implies

θε
uε
(t) ∈ H1(Ω), a.e. t. Since (β∗ε )−1(0) = 0 the trace of θε

uε
(t) (see [13], pp. 122)

makes sense and vanishes on Γ. Therefore θε
uε

∈ L∞(0, T ;V ). For proving the
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estimate (1.52) we test (1.40) for β∗ε
(

θε
uε

)

∈ V and integrate over (0, t)×Ω.
Taking into account the relation

∫ t

0

〈

dθε
dτ

(τ), β∗ε

(

θε
uε

(τ)

)〉

V ′,V
dτ

=

∫ t

0

∫

Ω

uε(x)
d

dτ

(

jε

(

θε
uε

(t)

))

dxdτ

=

∫

Ω

uε(x)jε

(

θε
uε

(t)

)

dx−
∫

Ω

uε(x)jε

(

θ0
uε

)

dx,

we obtain that

∫

Ω

uε(x)jε

(

θε
uε

(t)

)

dx +

∫ t

0

∥

∥

∥

∥

β∗ε

(

θε
uε

(τ)

)∥

∥

∥

∥

2

V

dτ

≤
∫

Ω

uε(x)jε

(

θ0
uε

)

dx+

∫ t

0

‖f(τ)‖V ′

∥

∥

∥

∥

β∗ε

(

θε
uε

(τ)

)∥

∥

∥

∥

V

dτ

−
∫ t

0

∫

Ω

K0

(

x,
θε
uε

(τ)

)

· ∇β∗ε
(

θε
uε

(τ)

)

dxdτ.

From there, using (1.14) we get

∫

Ω

uε(x)jε

(

θε
uε

(t)

)

dx+
1

2

∫ t

0

∥

∥

∥

∥

β∗ε

(

θε
uε

(τ)

)∥

∥

∥

∥

2

V

dτ

≤
∫

Ω

uε(x)jε

(

θ0
uε

)

dx+

∫ T

0

‖f(t)‖2V ′ dt+K
2
T, for t ∈ [0, T ]. (1.55)

Next, we multiply (1.40) scalarly in V ′ by dθε
dt and integrate over (0, t).

By similar computations based on the definition of the scalar product in
V ′, we get

1

2

∫ t

0

∥

∥

∥

∥

dθε
dτ

(τ)

∥

∥

∥

∥

2

V ′
dτ +

∫

Ω

uε(x)jε

(

θε
uε

(t)

)

dx (1.56)

≤
∫

Ω

uε(x)jε

(

θ0
uε

)

dx+

∫ T

0

‖f(t)‖2V ′ dt+K
2
T.

Adding the previous two inequalities we obtain (1.52).
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In the second step we take

θ0 ∈ L2(Ω) = D(Bε), f ∈ L2(0, T ;V ′).

Since W 1,1([0, T ];V ′) is dense in L2(0, T ;V ′) and D(Bε) = V is dense in
L2(Ω) we can take the sequences (fn)n≥1 ⊂ W 1,1([0, T ];V ′) and (θn0 )n≥1 ⊂
D(Bε) such that

fn → f strongly in L2(0, T ;V ′),

θn0 → θ0 strongly in L2(Ω) as n→ ∞.

Then, for each ε > 0, the problem

dθnε
dt

(t) +Bεθ
n
ε (t) = fn(t), a.e. t ∈ (0, T ), (1.57)

θnε (0) = θ
n
0

has, according to the first step, a unique solution θnε satisfying the estimate
(1.52), namely,

∫

Ω

uε(x)jε

(

θnε
uε

(t)

)

dx+
1

4

∫ t

0

∥

∥

∥

∥

dθnε
dτ

(τ)

∥

∥

∥

∥

2

V ′
dτ +

1

4

∫ t

0

∥

∥

∥

∥

β∗ε

(

θnε
uε

(τ)

)∥

∥

∥

∥

2

V

dτ

≤
∫

Ω

uε(x)jε

(

θn0
uε

)

dx +

∫ T

0

‖fn(t)‖2V ′ dt+K
2
T, (1.58)

for any t ∈ [0, T ]. We stress that ε is fixed.
We notice that jε is Lipschitz and by the definition of β∗ε and jε we have

∫

Ω

uε(x)jε

(

θn0
uε

)

dx ≤ (uM + ε)
β∗s − β∗(ys − ε)

2ε

∥

∥

∥

∥

θn0
uε

∥

∥

∥

∥

2

, (1.59)

whence

∫

Ω

uε(x)jε

(

θnε
uε

(t)

)

dx+
1

4

∫ t

0

∥

∥

∥

∥

dθnε
dτ

(τ)

∥

∥

∥

∥

2

V ′
dτ +

1

4

∫ t

0

∥

∥

∥

∥

β∗ε

(

θnε
uε

(τ)

)∥

∥

∥

∥

2

V

dτ

≤ (uM + ε)
β∗s − β∗(ys − ε)

2ε

∥

∥

∥

∥

θn0
uε

∥

∥

∥

∥

2

+

∫ T

0

‖fn(t)‖2V ′ dt+K
2
T (1.60)

≤ (uM + ε)
β∗s − β∗(ys − ε)

ε

∥

∥

∥

∥

θ0
uε

∥

∥

∥

∥

2

+

∫ T

0

‖f(t)‖2V ′ dt+K
2
T + 2ε,

due to the strong convergence θn0 → θ0 and fn → f as n → ∞. Thus the
right-hand side in (1.60) is independent of n, since ε is small, fixed, e.g. ε� 1.
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Recalling (1.34), jε(r) ≥ ρ
2r

2 for any r ∈ R, we can write by (1.60) that

ρ

(uM + ε)
‖θnε (t)‖2

≤ (uM+1)
β∗s−β∗(ys − ε)

ε

∥

∥

∥

∥

θ0
uε

∥

∥

∥

∥

2

+

∫ T

0

‖f(t)‖2V ′ dt+K
2
T+2, (1.61)

for any t ∈ [0, T ].

We deduce that
(

β∗ε
(

θn
ε

uε

))

n
lies in a bounded subset of L2(0, T ;V ) and

(

dθn
ε

dt

)

n
is in a bounded subset of L2(0, T ;V ′). Therefore we can select a

subsequence, denoted still by the subscript n, such that

dθnε
dt

⇀
dθε
dt

in L2(0, T ;V ′) as n→ ∞,

β∗ε

(

θnε
uε

)

⇀ ζε in L2(0, T ;V ) as n→ ∞.

The latter immediately implies that

θnε
uε
⇀ yε in L2(0, T ;V ) as n→ ∞.

But uε ∈ W 1,∞(Ω) and the sequence (θε)n =
(

uε
θn
ε

uε

)

n
is bounded in

L2(0, T ;V ) so that we get

θnε ⇀ θε in L2(0, T ;V ) as n→ ∞.

At this point we recall the following theorem (see [7, 77]).

Theorem (Aubin–Lions). Let X1, X2, X3 be three Banach spaces, X1 and
X3 reflexive, X1 ⊂ X2 ⊂ X3 with dense and continuous inclusions and
the inclusion X1 ⊂ X2 is compact. Let (zn)n≥1 be a bounded sequence in
Lp1(0, T ;X1) such that (dzndt )n≥1 is bounded in Lp3(0, T ;X3). Then (zn)n≥1

is compact in Lp2(0, T ;X2), where 1 ≤ p1, p2, p3 <∞.
On the basis of the previous convergencies and since V is compact in L2(Ω)

it follows by the above theorem that

θnε → θε in L2(0, T ;L2(Ω)) as n→ ∞

and also (since uε ≥ ε) that

θnε
uε

→ θε
uε

in L2(0, T ;L2(Ω)) as n→ ∞.
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By (1.36) we have

∥

∥

∥

∥

β∗ε

(

θnε
uε

)

− β∗ε
(

θε
uε

)∥

∥

∥

∥

L2(Q)

=

∥

∥

∥

∥

β∗s − β∗(ys − ε)
ε

(

θnε
uε

− θε
uε

)∥

∥

∥

∥

L2(Q)

and deduce that

β∗ε

(

θnε
uε

)

→ β∗ε

(

θε
uε

)

in L2(Q), as n→ ∞,

hence ζε = β
∗
ε

(

θε
uε

)

a.e. on Q.

Moreover, since K is Lipschitz it follows that

K

(

θnε
uε

)

→ K

(

θε
uε

)

in L2(0, T ;L2(Ω)) as n→ ∞.

Finally, the Ascoli–Arzelà theorem (see below) implies that

θnε (t) → θε(t) in V
′, as n→ ∞, uniformly in t ∈ [0, T ], (1.62)

as we further prove. First we recall this theorem.

Theorem (Ascoli–Arzelà). Let X be a Banach space and let M ⊂
C([0, T ];X) be a family of functions such that

(i) ‖u(t)‖X ≤ C, ∀t ∈ [0, T ], u ∈ M,
(ii) M is equi-uniformly continuous i.e., ∀ε, ∃δ(ε) such that

‖u(t)− u(s)‖X ≤ ε if |t− s| ≤ δ(ε), ∀u ∈ M,

(iii) For each t ∈ [0, T ] the set {u(t);u ∈ M} is compact in X.

Then, M is compact in C([0, T ];X).

Indeed, the family M = (θnε )n ⊂ C([0, T ];V ′) is bounded (this follows
e.g., by (1.61)) and equi-uniformly continuous. To prove this, let ε′ > 0 and
consider that σ(ε′) exists such that |t− s| ≤ σ(ε′), for 0 ≤ s < t ≤ T.We have

∥

∥θnε (t)− θnε (s)
∥

∥

V ′ =

∥

∥

∥

∥

∫ t

s

dθnε
dt

(τ )dτ

∥

∥

∥

∥

V ′
≤
∫ t

s

∥

∥

∥

∥

dθnε
dt

(τ )

∥

∥

∥

∥

V ′
dτ

≤ |t− s|1/2
∥

∥

∥

∥

dθnε
dt

∥

∥

∥

∥

L2(0,T ;V ′)
≤ ε′, for σ(ε′) ≤ ε′2

γ0(ε)
, ∀θnε ∈M,

where γ0(ε) is the right-hand side in (1.60) which is independent of n. Still
by (1.61) we get that the sequence (θnε (t))n is bounded in L2(Ω) for any
t ∈ [0, T ] and since the injection of L2(Ω) in V ′ is compact it follows that
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the sequence (θnε (t))n is compact in V ′, for each t ∈ [0, T ]. Hence the set M
is compact in C([0, T ];V ′), i.e., we have (1.62).

From here we get that lim
n→∞ θ

n
ε (0) = θε(0), whence θ0 = θε(0).

By (1.57) we have that

Bεθ
n
ε = fn − dθnε

dt
⇀ f − dθε

dt
in L2(0, T ;V ′), as n→ ∞.

Since Bε is quasi m-accretive on V ′, its realization on L2(0, T ;V ′) is quasi
m-accretive too, hence it is demiclosed and the previous weak convergence
together with the strong convergence θnε → θε leads to

Bεθε = f − dθε
dt

in L2(0, T ;V ′),

(see [14], pp.100). We recall that a subset A of X ×X is called demiclosed if
it is strongly–weakly closed in X ×X, i.e., zn → z, wn ⇀ w where wn ∈ Azn
imply w ∈ Az. Thus, we have got (1.40), and proved that this problem has
the solution θε ∈ C([0, T ], L2(Ω)) ∩W 1,2([0, T ];V ′) ∩ L2(0, T ;V ).

Finally, passing to limit in (1.58) as n → ∞, and using the lower
semicontinuity property we get (1.52), as claimed.

Consider now two problems (1.40) corresponding to the pairs of data
θ0, f and θ0, f . They have the solutions denoted θε and θε, respectively. We
subtract the equations and multiply the difference by (θε − θε)(t), scalarly
in V ′. Then we integrate it over (0, t). A few calculations on the basis of
(1.45) lead us to

∥

∥θε(t)− θε(t)
∥

∥

2

V ′ +
ρ

uM + ε

∫ t

0

∥

∥θε(τ) − θε(τ)
∥

∥

2
dτ ≤ ∥

∥θ0 − θ0
∥

∥

2

V ′

+

∫ T

0

∥

∥f(t)− f(t)∥∥2
V ′ dt+

(

M
2
(uM + ε)

ε2ρ
+ 1

)

∫ t

0

∥

∥

(

θε − θε
)

(τ)
∥

∥

2

V ′ dτ

which by the Gronwall’s lemma implies (1.53). This also implies the
uniqueness if the data are the same.

Finally, we give an idea for the proof of (1.54). Let f ∈W 1,2([0, T ];L2(Ω))
and θ0 ∈ V . A rigorous computation means to replace (1.40) by a time

finite difference equation, to multiply it by
β∗
ε (yε(t+h))−β∗

ε (yε(t))
h which is in V

and to integrate with respect to t. For simplicity we present a more formal

computation. We multiply (1.40) by
∂β∗

ε (yε)
∂t and integrate over (0, t) × Ω.

We get

∫ t

0

∫

Ω

uεβε(yε)

(

dyε
dτ

)2

dxdτ +
1

2

∫ t

0

d

dτ
‖∇β∗ε (yε(τ))‖2 dτ

=

∫ t

0

∫

Ω

a(x)K(yε) · ∇
(

dβ∗ε (yε(τ))
dτ

)

dxdτ +

∫ t

0

∫

Ω

f
dβ∗ε (yε)
dτ

dxdτ.
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After the integration with respect to τ in the second term on the left-hand
side, we obtain

∫ t

0

∫

Ω

uεβε(yε)

(

dyε
dτ

)2

dxdτ +
1

2
‖β∗ε (yε(t))‖2V − 1

2
‖β∗ε (yε(0))‖2V

=

∫

Ω

a(x)K(yε(t)) · ∇β∗ε (yε(t))dx −
∫

Ω

a(x)K(yε(0)) · ∇β∗ε (yε(0))dx

−
∫ t

0

∫

Ω

a(x)
∂K(yε)

∂τ
· ∇β∗ε (yε(τ))dxdτ

+

∫

Ω

f(t)β∗ε (yε(t))dx −
∫

Ω

f(0)β∗ε (yε(0))dx−
∫ t

0

∫

Ω

∂f

∂τ
β∗ε (yε)dxdτ.

Next we have

∫ t

0

∫

Ω

uεβε(yε)

(

dyε
dτ

)2

dτdx +
1

2
‖β∗ε (yε(t))‖2V

≤ C0(ε) +M ‖yε(t)‖ ‖β∗ε (yε(t))‖V +M

∫ t

0

∥

∥

∥

∥

dyε
dτ

(τ)

∥

∥

∥

∥

‖β∗ε (yε(τ))‖V dτ

+ cP ‖f(t)‖ ‖β∗ε (yε(t))‖V + cP

∫ t

0

∥

∥

∥

∥

∂f

∂τ
(τ)

∥

∥

∥

∥

‖β∗ε (yε(τ))‖V dτ,

where

C0(ε) =
1

2

∥

∥

∥

∥

β∗ε

(

θ0
uε

)∥

∥

∥

∥

2

V

+M

∥

∥

∥

∥

θ0
uε

∥

∥

∥

∥

∥

∥

∥

∥

β∗ε

(

θ0
uε

)∥

∥

∥

∥

V

+ cP ‖f(0)‖
∥

∥

∥

∥

β∗ε

(

θ0
uε

)∥

∥

∥

∥

V

.

(1.63)

By βε(yε) ≥ ρ and (1.52) we deduce

ρε

∫ t

0

∫

Ω

(

∂yε
∂τ

)2

dxdτ +
1

4
‖β∗ε (yε)‖2V

≤ C0(ε) +
ρ

2

∫ t

0

∫

Ω

ε

(

∂yε
∂τ

)2

dxdτ +
1

2

(

M
2

ρε
+ 1

)

∫ t

0

‖β∗ε (yε(τ))‖2V dτ

+2M
2 ‖yε(t)‖2 + 2c2P ‖f(t)‖2 + c2P

2

∫ t

0

∥

∥

∥

∥

∂f

∂τ
(τ)

∥

∥

∥

∥

2

dτ,

whence we get dyε

dt ∈ L2(Q), β∗ε (yε) ∈ L∞(0, T ;V ) for each ε > 0.
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We continue with some other computations based on the arguments
developed in [84], Theorem 2.6, pp. 156. These are very long and technical
so we do no longer provide them. We obtain an estimate of the form

‖β∗ε (yε)‖2W 1,2([0,T ];L2(Ω)) + ‖β∗ε (yε)‖2L∞(0,T ;V ) + ‖β∗ε (yε)‖2L2(0,T ;H2(Ω))

≤ γ1β
∗
s − β∗(ys − ε)

ε

×
(

∥

∥

∥

∥

β∗ε

(

θ0
u+ ε

)∥

∥

∥

∥

2

V

+

∫

Ω

jε

(

θ0
u+ ε

)

dx+ ‖f(t)‖2W 1,2([0,T ];L2(Ω)) + 1

)

,

(1.64)

where γ1 is a constant depending on the problem data. Since θ0 ∈ V it

follows that θ0
u+ε ∈ V and jε

(

θ0
u+ε

)

∈ L1(Ω), so that by (1.64) we get

that β∗ε (yε) ∈ L2(0, T ;H2(Ω)). By a direct computation we also get that
ajK(yε) ∈ L2(0, T ;H1(Ω)), j = 1, . . . , N.

For a later use we specify that these imply the flux continuity across a
surface, i.e.,

(K0(x, yε(t))−∇β∗ε (yε(t))) · ν is continuous across Γc, a.e. t ∈ (0, T ),
(1.65)

where Γc is any surface included in Ω and ν is the outer normal to Γc.
Indeed, since each component ηi(t) of the flux vector belongs to H1(Ω), a.e.
t it follows that its trace on any line crossing the surface Γc is continuous.
Therefore the normal component of the gradient is continuous across any Γc
and in particular across ∂Ω0. ��

1.1.5 Convergence of the Approximating Problem

Theorem 1.6. Let (1.21) and (1.22) hold. Then, the Cauchy problem (1.27)
has at least a weak solution (y∗, ζ).

Proof. Let us assume (1.21) and (1.22), i.e.,

θ0 ∈ L2(Ω), θ0 = 0 a.e. on Ω0,

θ0 ≥ 0 a.e. on Ωu,
θ0
u

∈ L2(Ωu),
θ0
u

≤ ys, a.e. x ∈ Ωu.
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According to Proposition 1.5 there exists a unique solution to (1.40), with
the properties (1.52), (1.53). Then, it follows that

∫

Ω

jε

(

θ0
uε

)

dx =

∫

Ω0

jε

(

θ0
uε

)

dx+

∫

Ωu

jε

(

θ0
uε

)

dx =

∫

Ωu

jε

(

θ0
uε

)

dx

since θ0
uε

= 0 a.e. on Ω0. Using (1.35) and the fact that uε = u + ε > u on
Ωu, we still obtain

∫

Ω

jε

(

θ0
uε

)

dx =

∫

Ωu

∫ θ0/uε

0

β∗ε (r)drdx

≤
∫

Ωu

∫ θ0/u

0

β∗ε (r)drdx ≤ β∗sysmeas(Ω),

and so the right-hand side in (1.52) becomes essentially independent of ε,

∫

Ω

uε(x)jε

(

θε
uε

(t)

)

dx+

∫ t

0

∥

∥

∥

∥

dθε
dτ

(τ)

∥

∥

∥

∥

2

V ′
dτ +

∫ t

0

∥

∥

∥

∥

β∗ε

(

θε(τ)

uε

)∥

∥

∥

∥

2

V

dτ

≤4(uM+ ε)

(

β∗sysmeas(Ω)+

∫ T

0

‖f(t)‖2V ′ dt+K
2
T

)

, t ∈ [0, T ]. (1.66)

Then, using (1.34) we get

∥

∥

∥

∥

√
uε
θε
uε

(t)

∥

∥

∥

∥

2

≤ 8

ρ
(uM + ε)

(

β∗sysmeas(Ω) +

∫ T

0

‖f(t)‖2V ′ dt+K
2
T

)

, t ∈ [0, T ].

(1.67)

Next, we write again

θε =

(√
uε
θε
uε

)√
uε

and obtain

‖θε(t)‖2 ≤ 8

ρ
(uM+ε)2

(

β∗sysmeas(Ω) +

∫ T

0

‖f(t)‖2V ′ dt+K
2
T

)

, t ∈ [0, T ].

(1.68)

Therefore, the right-hand side terms in the estimates (1.66)–(1.68) are
bounded by constants (since ε is small, e.g., ε << 1).
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1.1.5.1 Passing to the Limit as ε → 0

On the basis of these estimates we can select a subsequence denoted still by
the subscript ε, such that

β∗ε

(

θε
uε

)

⇀ ζ in L2(0, T ;V ), as ε→ 0, (1.69)

yε =
θε
uε
⇀ y in L2(0, T ;V ), as ε→ 0, (1.70)

√
uε
θε
uε

w∗→ χ in L∞(0, T ;L2(Ω)), as ε→ 0. (1.71)

But

θε = uε
θε
uε

(1.72)

and since uε → u uniformly on Ω and u ∈W 1,∞(Ω) we have that

‖θε‖L2(0,T ;V ) ≤ constant independent of ε, (1.73)

and so

θε ⇀ θ in L2(0, T ;V ), as ε→ 0. (1.74)

By (1.66) we still deduce that

dθε
dt

⇀
dθ

dt
in L2(0, T ;V ′), as ε→ 0, (1.75)

and by (1.40) we have

Δβ∗ε

(

θε
uε

)

⇀
dθ

dt
− f in L2(0, T ;V ′), as ε→ 0. (1.76)

Also, by (1.70), (1.72), (1.74) and uε → u uniformly we deduce that

θ = uy a.e. on Q, (1.77)

and obviously

θ = 0 a.e. on Q0, (1.78)

where Q0 := (0, T )×Ω0. Using (1.71) and (1.70) we still obtain that

√
uεyε

w∗→ χ =
√
uy in L∞(0, T ;L2(Ω)). (1.79)
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Again, by the Ascoli–Arzelà theorem we deduce that

θε(t) → θ(t) in V ′, as ε→ 0, uniformly in t ∈ [0, T ]. (1.80)

Thus,

θ0 = lim
ε→0

θε(0) = θ(0) = (uy(t))|t=0 .

By the Aubin–Lions theorem (θε)ε is compact in L2(0, T ;L2(Ω)), i.e.,

θε → θ in L2(0, T ;L2(Ω)) as ε→ 0. (1.81)

We set now for δ > 0 arbitrarily small

Ωδ := {x ∈ Ω; u(x) > δ}, Qδ := (0, T )×Ωδ. (1.82)

We recall that

Ωu := {x ∈ Ω; u(x) > 0}, Qu := (0, T )×Ωu (1.83)

and notice that Ωδ and Ωu are open. We have

1

uε
=

1

u+ ε
<

1

δ
on Ωδ,

so that, by (1.81) and (1.70) we can conclude that

yε =
1

uε
θε → θ

u
:= y in L2(0, T ;L2(Ωδ)), (1.84)

and a.e. in Qδ, ∀δ > 0. Still by (1.70) we have that

yε =
θε
uε
⇀ y in L2(0, T ;L2(Ωu)). (1.85)

1.1.5.2 Convergence of β∗
ε(yε) on Qu

Let (t, x) ∈ Qδ. First, we shall prove that

ζ(t, x) ∈ β∗(y(t, x)) a.e. on Qδ, (1.86)

where ζ is given by (1.69). This will be proved using the fact that j is the
potential of β∗, i.e., β∗ = ∂j.
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To this end we establish some relations. We note that

jε(z) → j(z), as ε→ 0, for any z ∈ R. (1.87)

This assertion is clear for z < ys − ε, where jε(z) ≡ j(z).
For ys − ε ≤ z < ys we compute

|jε(z)− j(z)| =
∣

∣

∣

∣

∫ z

ys−ε

(β∗ε (ξ)− β∗(ξ))dξ
∣

∣

∣

∣

≤ 2β∗sε→ 0 as ε→ 0,

where we recall that β∗s = limr↗ys β
∗(r) (see (1.5)).

For z ≥ ys we have

jε(z) =

∫ ys−ε

0

β∗ε (ξ)dξ +
∫ z

ys−ε

β∗ε (ξ)dξ =
∫ ys−ε

0

β∗(ξ)dξ

+ β∗(ys − ε)[z − (ys − ε)] + β∗s − β∗(ys − ε)
2ε

[z − (ys − ε)]2.

Therefore, we have limε→0 jε(z) = j(ys) for z = ys and

lim
ε→0

jε(z) = +∞ = j(z) for z > ys.

Now, we are going to show that

∫

Qδ

j(y)dxdt ≤ lim inf
ε→0

∫

Qδ

jε(yε)dxdt. (1.88)

Let ε be small, e.g., ε < ys

2 . We can write

∫

Qδ

jε(yε(t, x))dxdt (1.89)

=

∫

Qε
1

jε(yε(t, x))dxdt +

∫

Qε
2

jε(yε(t, x))dxdt +

∫

Qε
3

jε(yε(t, x))dxdt,

where

Qε
1 = {(t, x) ∈ Qδ; yε(t, x) < ys − ε},

Qε
2 = {(t, x) ∈ Qδ; ys − ε ≤ yε(t, x) ≤ ys},

Qε
3 = {(t, x) ∈ Qδ; ys < yε(t, x)}.
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We compute each term apart. For (t, x) ∈ Qε
1 we have

jε(yε(t, x)) =

∫ yε(t,x)

0

β∗ε (ξ)dξ =
∫ yε(t,x)

0

β∗(ξ)dξ = j(yε(t, x)).

For (t, x) ∈ Qε
2 we write

jε(yε(t, x)) =

∫ ys−ε

0

β∗ε (ξ)dξ +
∫ yε(t,x)

ys−ε

β∗ε (ξ)dξ

= j(ys − ε) + β∗(ys − ε)[yε(t, x)− (ys − ε)]

+
β∗s − β∗(ys − ε)

2ε
[yε(t, x)− (ys − ε)]2

≥ j(ys − ε)

because the last two terms in the sum are positive on Qε
2 (β∗ is positive for

a positive argument and so β∗(ys − ε) > 0).
Next, if (t, x) ∈ Qε

3, taking into account that β∗ε (r) ≥ β∗(r) for r < ys and
β∗ε (ys) = β

∗
s we have

jε(yε(t, x)) =

∫ ys

0

β∗ε (ξ)dξ +
∫ yε(t,x)

ys

β∗ε (ξ)dξ

≥
∫ ys

0

β∗(ξ)dξ + β∗(ys − ε)(yε(t, x)− ys)

+
β∗s − β∗(ys − ε)

2ε
(yε(t, x) − ys)2

≥ j(ys).

We resume (1.89), writing

∫

Qδ

jε(yε(t, x))dxdt ≥
∫

Qε
1

j(yε(t, x))dxdt+

∫

Qε
2

j(ys − ε)dxdt+

∫

Qε
3

j(ys)dxdt

=

∫

Qδ

j(y(t, x))dxdt+

∫

Qε
1

(j(yε(t, x))− j(y(t, x)))dxdt

+

∫

Qε
2

(j(ys − ε)− j(y(t, x)))dxdt+

∫

Qε
3

(j(ys)− j(y(t, x)))dxdt (1.90)

and we treat again each term apart.
Since yε → y in L2(Qδ) it follows that on a subsequence yε → y a.e. on Qδ,

and in particular this is true on Qε
1 and Q

ε
2. Moreover, y → j(y) is continuous

if y ≤ ys and so we have

j(yε(t, x)) − j(y(t, x)) → 0 a.e. on Qε
1, as ε→ 0.
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Then j(yε(t, x))≤ j(ys−ε)≤ j(ys) if (t, x)∈Qε
1 and so |j(yε(t, x))− j(y(t, x))|

≤ 2j(ys). In conclusion by the Lebesgue dominated convergence theorem we
deduce that

∣

∣

∣

∣

∣

∫

Qε
1

(j(yε(t, x))− j(y(t, x)))dxdt
∣

∣

∣

∣

∣

=

∫

Qδ

∣

∣(j(yε(t, x)) − j(y(t, x)))χQε
1
(t, x)

∣

∣ dxdt→ 0,

where χQε
1
is the characteristic function of the set Qε

1. For the second term
in the sum (1.90) we write

∫

Qε
2

(j(ys − ε)− j(y(t, x)))dxdt

=

∫

Qε
2

(j(ys − ε)− j(yε(t, x)))dxdt +
∫

Qε
2

(j(yε(t, x)− j(y(t, x)))dxdt.

The last term on the right-hand side converges to 0 by a similar argument
as before, using the Lebesgue dominated convergence theorem. For the first
term we recall that y → j(y) is Lipschitz if y ≤ ys and we have

∣

∣

∣

∣

∣

∫

Qε
2

(j(ys − ε)− j(yε(t, x)))dxdt
∣

∣

∣

∣

∣

≤
∣

∣

∣

∣

∫

Qδ

(j(ys − ε)− j(yε(t, x)))χQε
2
(t, x)dxdt

∣

∣

∣

∣

≤ β∗s

∫

Qδ

|ys − ε− yε(t, x)| dxdt

≤ β∗smeas(Qδ)ε→ 0 as ε→ 0,

where χQε
2
is the characteristic function of the set Qε

2.
For the third term in (1.90) we write

∫

Qε
3

(j(ys)− j(y(t, x)))dxdt =
∫

Qδ

(j(ys)− j(y(t, x)))χQε
3
(t, x)dxdt

where χQε
3
is the characteristic function of the set Qε

3.
We are going to show that

y(t, x) ≤ ys a.e. on Qδ

which will imply that the integral on Qε
3 is nonnegative.
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Thus, on the basis of these results coming back to (1.90) we deduce

lim inf
ε→0

∫

Qδ

jε(yε(t, x))dxdt ≥
∫

Qδ

j(y(t, x))dxdt

+ lim inf
ε→0

(

∫

Qε
1

(j(yε(t, x)) − j(y(t, x))) dxdt

+

∫

Qε
2

(j(ys − ε)− j(y(t, x)))dxdt
)

=

∫

Qδ

j(y(t, x))dxdt

and so (1.88) is proved.
It remains to prove the assertion that y(t, x) ≤ ys a.e. on Qδ. We recall

(1.66) which implies in particular

∫ t

0

‖β∗ε (yε(τ))‖2L2(Qδ)
dτ ≤ C

that can be still written

∫ t

0

‖β∗ε (yε(τ))‖2L2(Qε
3)
dτ +

∫ t

0

‖β∗ε (yε(τ))‖2L2(Qδ\Qε
3)
dτ ≤ C.

The second term is positive and bounded, β∗ε (yε(τ, x)) ≤ β∗s on Qδ\Qε
3 =

{(t, x); yε(t, x) ≤ ys}, and replacing the expression of β∗ε we obtain

∫

Qδ

{

β∗(ys − ε) + β∗s − β∗(ys − ε)
ε

[yε − (ys − ε)]
}2

χQε
3
(t, x)dxdt ≤ C.

Further we have

∫

Qδ

(

β∗s − β∗(ys − ε)
ε

)2

(yε − ys)2χQε
3
(t, x)dxdt ≤ C

because β∗(ys − ε) > 0. We recall that β∗ is convex, which implies that

β∗s − β∗(ys − ε)
ε

> β(ys − ε)

and so we get

∫

Qδ

(yε − ys)2χQε
3
(t, x)dxdt =

∫

Qδ

{(yε − ys)+}2dxdt ≤ C

β2(ys − ε)
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where (yε − ys)+ represents the positive part of (yε − ys). Now we pass to
the limit (recalling that yε → y in L2(Qδ) by (1.84)) and take into account
that β blows up at ys, getting

∫

Qδ

{(y − ys)+}2dxdt ≤ 0

whence we deduce that y(t, x) ≤ ys a.e. on Qδ.
Now we resume the proof of the convergence of β∗ε on Qδ. Since

jε(r) ≤ jε(z) + β∗ε (r)(r − z), for any r, z ∈ R,

we can write the inequality in particular for z : (0, T )×Ωδ → R, z ∈ L2(Qδ)
and r = yε. We have

∫

Qδ

jε(yε)dxdt ≤
∫

Qδ

jε(z)dxdt +

∫

Qδ

β∗ε (yε)(yε − z)dxdt. (1.91)

Assume z ≤ ys. Then jε(z) ≤ β∗sys and using (1.87) we deduce by the
Lebesgue dominated convergence theorem (see [13], pp. 3) that

lim
ε→0

∫

Qδ

jε(z)dxdt =

∫

Qδ

j(z)dxdt.

Next, we remind that β∗ε (yε) ⇀ ζ in L2(0, T ;V ) and yε → y in
L2(0, T ;L2(Ωδ)). By passing to limit as ε → 0 in (1.91) and taking into
account (1.88) we obtain that

∫

Qδ

j(y)dxdt ≤
∫

Qδ

j(z)dxdt+

∫

Qδ

ζ(y − z)dxdt, ∀z ∈ L2(Qδ), z ≤ ys.
(1.92)

This implies that ∂j = ζ. Here is the argument. Let us fix (t0, x0) ∈ Qδ,
choose w arbitrary in R, w ≤ ys, and define

z(t, x) :=

{

y(t, x), (t, x) /∈ Br(t0, x0)

w, (t, x) ∈ Br(t0, x0),

where Br(t0, x0) is the ball of centre (t0, x0) and radius r > 0. We denote
Br(t0, x0) = Qδ\Br(t0, x0). Then, (1.92) yields

∫

Br(t0,x0)

j(y)dxdt +

∫

Br(t0,x0)

j(y)dxdt

≤
∫

Br(t0,x0)

j(z)dxdt+

∫

Br(t0,x0)

j(z)dxdt

+

∫

Br(t0,x0)

ζ(y − z)dxdt+
∫

Br(t0,x0)

ζ(y − z)dxdt.
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Taking into account the choice of z(t, x) we have

∫

Br(t0,x0)

j(y)dxdt+

∫

Br(t0,x0)

j(y)dxdt

≤
∫

Br(t0,x0)

j(w)dxdt +

∫

Br(t0,x0)

j(y)dxdt

+

∫

Br(t0,x0)

ζ(y − w)dxdt +
∫

Br(t0,x0)

ζ(y − y)dxdt

from where it remains
∫

Br(t0,x0)

j(y)dxdt ≤
∫

Br(t0,x0)

j(w)dxdt +

∫

Br(t0,x0)

ζ(y − w)dxdt.

We recall the following definition. Let l be a Lebesgue measurable function
on a set S and let z0 ∈ S. The point z0 is called a Lebesgue point for l if

lim
r→0

1

meas(Br(z0))

∫

Br(z0)

l(x)dx = l(z0).

The set of the points at which the previous relation holds is called the set
of Lebesgue points. We also recall that the set of Lebesgue points for an
integrable function l on a set S has the Lebesgue measure equal to that of S,
namely almost all points in S are Lebesgue for l.

Thus, let us assume now that (t0, x0) considered before is a Lebesgue point
for j. Dividing the inequality by meas(Br(x0, t0)) and letting r → 0 we get

j(y(t0, x0)) ≤ j(w) + ζ(t0, x0) (y(t0, x0)− w) , ∀w ∈ R, w ≤ ys.
By the definition of j we get ζ(t, x) ∈ β∗(y(t, x)) a.e. (t, x) ∈ Qδ. Then,

since δ is arbitrary and Qu =
⋃

δ>0Qδ, we infer that

ζ(t, x) ∈ β∗(y(t, x)) a.e. on Qu,

and we deduce that

y(t, x) ≤ ys a.e. on Qu.

Finally, since
(

K
(

θε
uε

))

ε
is bounded in L2(Q) we have

K

(

θε
uε

)

⇀ κ in L2(Q), as ε→ 0

and we assert that κ = K(y). Indeed,

K

(

θε
uε

)

⇀ κ in L2(Qu), as ε→ 0,
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too. On the other hand, K being Lipschitz it follows by (1.84) that
(

K
(

θε
uε

))

ε>0
is strongly convergent on each subset Qδ,

K

(

θε
uε

)

→ K (y) in L2(Qδ), as ε→ 0.

By the uniqueness of the limit the restriction of the weak limit function κ to
Qδ must coincide with K(y) and this also implies that

κ(t, x) = K(y(t, x)) a.e. on Qu.

On the subset Q0 the function a(x)K
(

θε
uε

)

= 0, so by the definition of K0

we get

K0

(

x,
θε
uε

)

⇀K0(x, y) in L
2(Q), as ε→ 0.

Finally, we derive a relation which will serve a little later. Assume first
that f ∈ W 1,2([0, T ];L2(Ω)) and θ0 ∈ V.

We recall that ζ(t) ∈ V a.e. t ∈ (0, T ). Since this regularity is not sufficient
to define its normal derivative to a surface Γc ⊂ Ω, we define a generalized
normal derivative of it ∂ζ(t)

∂ν , as an element of a distribution space on Γc. As

a matter of fact ∂ζ(t)
∂ν ∈ H−1/2(Γc) which is the dual of H1/2(Γc) (see the

definitions of these spaces in [78]).
Assume that Γc is a smooth surface surrounding the domain Ωc ⊂ Ω,

i.e., Γc = ∂Ωc. If η ∈ H1(Ωc) and Δη ∈ (H1(Ωc))
′ then we define ∂η

∂ν ∈
H−1/2(Γc) by

〈

∂η

∂ν
, tr(ψ)

〉

H−1/2(Γc),H1/2(Γc)

= 〈Δη, ψ〉(H1(Ωc))′,H1(Ωc)
+

∫

Ωc

∇η · ∇ψdx, ∀ψ ∈ H1(Ωc). (1.93)

In particular, for η = ζ(t), Ωc = Ω0 with the boundary Γ0 = ∂Ω0 we define

the outward normal derivative ∂+

∂ν ζ(t) a.e. t ∈ (0, T ), by

〈

∂+ζ(t)

∂ν
, tr(ψ)

〉

H−1/2(Γ0),H1/2(Γ0)

= 〈Δζ(t), ψ〉(H1(Ω0))′,H1(Ω0)

+

∫

Ω0

∇ζ(t) · ∇ψdx, ∀ψ ∈ H1(Ω0), a.e. t ∈ (0, T ), (1.94)

where tr(ψ) is the trace of ψ ∈ H1(Ω0) on Γ0.
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In a similar way, considering Ωu = Ω\Ω0 which has the common boundary

Γ0 = ∂Ω0 with Ω0, we define ∂−
∂ν ζ(t) on Γ0 by the relation

〈

∂−ζ(t)
∂ν

, tr(ψ)

〉

H−1/2(Γ0),H1/2(Γ0)

= 〈Δζ(t), ψ〉(H1(Ωu))′,H1(Ωu)
+

∫

Ωu

∇ζ(t) · ∇ψdx, ∀ψ ∈ V, a.e. t ∈ (0, T ),

(1.95)

where tr(ψ) is the trace of ψ ∈ V on Γ0.
Thus we can obtain the continuity of the generalized normal derivative

across the surface Γc, in particular across Γ0. Indeed by (1.65) we have

∫

Γ0

(K+
0 (x, yε(t))−∇ζ+ε (t)) · ν+ψdσ

=

∫

Γ0

(K−
0 (x, yε(t)) −∇ζ−ε (t)) · ν−ψdσ, ∀ψ ∈ V, a.e. t ∈ (0, T ),

where ζε = β
∗
ε (yε) and the superscripts + and − denote the restrictions of the

functions on Ω0 and Ωu, respectively. Also, ν+ and ν− are the outer normal
derivatives to Γ0 from Ω0 and Ωu, respectively. Since ∇ζε(t) is bounded in
L2(Ω) independently on ε, a.e. t (see (1.52)) we can pass to the limit and get

〈

(K+
0 (·, y(t))−∇ζ+(t)) · ν+, ψ〉

H−1/2(Γ0),H1/2(Γ0)

=
〈

K−
0 (·, y(t)) −∇ζ−(t) · ν−, ψ〉

H−1/2(Γ0),H1/2(Γ0)
, ∀ψ ∈ V, a.e. t ∈ (0, T )

(1.96)

where the normal derivatives ∂+ζ(t)
∂ν = ∇ζ+(t) · ν+ and ∂−ζ(t)

∂ν = ∇ζ−(t) · ν−
are considered in the generalized sense (1.94) and (1.95). For simplicity, here
we denoted tr(ψ) still by ψ.

Now we can pass to limit as ε→ 0 in (1.43) and obtain

∫ T

0

〈

d(uy)

dt
(t), φ(t)

〉

V ′,V
dt+

∫

Q

(∇ζ −K0(x, y)) · ∇φdxdt

=

∫ T

0

∫

Ω

fφdxdt, for any φ ∈ L2(0, T ;V ), (1.97)

where ζ is given by (1.69), ζ = lim
ε→0

β∗ε (yε).
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In particular if φ ∈ C∞
0 (Qu) we get

∫ T

0

〈

d(uy)

dt
(t), φ(t)

〉

V ′,V
dt+

∫

Qu

(∇ζ −K0(x, y)) · ∇φdxdt

=

∫ T

0

∫

Ωu

fφdxdt, (1.98)

where ζ ∈ β∗(y) a.e. on Qu. We have taken into account that

d(uy)

dt
=

{

∂(uy)
∂t , if uy > 0

0, if uy = 0
(1.99)

where ∂(uy)
∂t is the derivative in the sense of distributions.

If we take φ ∈ C∞
0 (Q0) we obtain

∫

Qu

(∇ζ −K0(x, y)) · ∇φdxdt =
∫ T

0

∫

Ω0

fφdxdt, (1.100)

where ζ is given by (1.69).

1.1.6 Construction of the Solution

Now we consider the following equations in the sense of distributions

∂(uy)

∂t
−Δζ +∇ ·K0(x, y) 	 f in Q,

ζ = 0 on Σ, (1.101)

obtained from (1.97) for φ ∈ C∞
0 (Q), where ζ is given by (1.69),

∂(uy)

∂t
−Δζ +∇ ·K0(x, y) 	 f in Qu = (0, T )×Ωu,

ζ = 0 on Σ, (1.102)

with ζ(t, x) ∈ β∗(y(t, x)) a.e. (t, x) ∈ Qu and

−Δζ 	 f in Q0 = (0, T )×Ω0 (1.103)

with ζ given again by (1.69).
The common boundary ∂Ω0 of the domains Ωu and Ω0 is regular. Since

ζ ∈ L2(0, T ;V ) we deduce that for a.e. t ∈ (0, T ) the trace of the function
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ζ(t) on any line L0 ⊂ Ω crossing the boundary ∂Ω0 belongs to V, so that it
is continuous across L0. Thus if we take x0 ∈ ∂Ω0 then

ζ−(t) := lim
x→x0

x∈L0∩Ωu

ζ(t) = lim
x→x0

x∈L0∩Ω0

ζ(t) = ζ+(t) a.e. t ∈ (0, T ).

We take into account that ζ−(t) ∈ β∗(y(t)) a.e. t ∈ (0, T ), hence ζ turns out
to be the solution to the elliptic problem

−Δζ(t) = f(t) in Ω0, a.e. t ∈ (0, T ) (1.104)

ζ(t) = ζ−(t) ∈ β∗(y(t)) on ∂Ω0, a.e. t ∈ (0, T ),

where y is the solution to (1.102) in Qu.
Now we can construct the function

y∗(t, x) :=
{

y(t, x), if (t, x) ∈ Qu

(β∗)−1(ζ(t, x)), if (t, x) ∈ Q0
(1.105)

and show that it is the solution to (1.27). Since ζ ∈ L2(0, T ;V ) it follows
that y∗ ∈ L2(0, T ;D(A)), whence y∗ ≤ ys a.e. on Q. This function belongs
also to the spaces specified in (1.23) (for the derivative we take into account
(1.99)).

We have to check that y∗ satisfies (1.26). If we plug y∗ given by (1.105) in
(1.26) and we take into account (1.99), (1.96) we obtain

∫ T

0

〈

d(uy∗)
dt

(t), φ(t)

〉

V ′,V
dt+

∫

Q

(∇ζ −K0(x, y
∗)) · ∇φdxdt

=

∫ T

0

〈

d(uy∗)
dt

(t), φ(t)

〉

V ′,V
dt+

∫

Qu

(∇ζ −K0(x, y)) · ∇φdxdt

+

∫

Q0

(∇ζ −K0(x, y
∗)) · ∇φdxdt

=

∫ T

0

∫

Ωu

fφdxdt+

∫ T

0

∫

Ω0

fφdxdt =

∫ T

0

∫

Ω

fφdxdt,

for any φ ∈ L2(0, T ;V ), ζ ∈ β∗(y∗) a.e. on Q. Here we used (1.98) and
(1.100).

Now, let f ∈ L2(0, T ;V ′) and θ0 ∈ L2(Ω). The previous relation remains
true, by density, but we do not provide all arguments because they are similar
with those given up to now. So, we obtain (1.26) as claimed and this ends
the existence proof. ��
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Now we are going to specify a physical interpretation of the solution,
stating that the previous proof also implies

Corollary 1.7. The solution y∗ to problem (1.1) given by Theorem 1.6 is
the solution to the transmission problem

∂(u(x)y∗)
∂t

−Δβ∗(y∗) +∇ ·K0(x, y
∗) 	 f in Qu,

−Δβ∗(y∗) 	 f in Q0,

ζ+ = ζ− on Σ0 = (0, T )× ∂Ω0,

(K+
0 (x, y∗)−∇ζ+) · ν+ = (K−

0 (x, y∗)−∇ζ−) · ν+ on Σ0,

y∗(t, x) = 0 on Σ := (0, T )× Γ,
(u(x)y∗(t, x))|t=0 = θ0(x) in Ω. (1.106)

Proof. Let f ∈W 1,2([0, T ];L2(Ω)). Let us write that y∗ is a solution to (1.1)

∫ T

0

〈

d(uy∗)
dt

(t), φ(t)

〉

V ′,V
dt+

∫

Qu

(∇ζ −K0(x, y)) · ∇φdxdt

+

∫

Q0

(∇ζ −K0(x, y
∗)) · ∇φdxdt

=

∫ T

0

∫

Ω

fφdxdt,

whence, expressing the integrals on Qu and Q0 in another way, we get

∫ T

0

〈

d(uy∗)
dt

(t)−Δζ(t) +∇ · a(x)K0(x, y
∗(t))− f(t), φ(t)

〉

(H1(Ωu))′,H1(Ωu)

dt

−
∫ T

0

〈

(K−
0 (·, y∗(t))−∇ζ−(t)) · ν−, φ(t)

〉

H−1/2(∂Ω0),H1/2(∂Ω0)
dt

+

∫ T

0

〈−Δζ(t)− f(t), φ(t)〉(H1(Ω0))′,H1(Ω0)
dt

−
∫ T

0

〈

K+
0 (·, y∗(t))−∇ζ+(t) · ν+, φ(t)

〉

H−1/2(∂Ω0),H1/2(∂Ω0)
dt

= 0,

for any φ ∈ C∞
0 (Q). Using (1.102) and (1.103) we get

(K−
0 (·, y∗(t))−∇ζ−(t))) ·ν−+(K+

0 (·, y∗(t))−∇ζ+(t)) ·ν+ = 0 a.e. t, on ∂Ω0

where ν− = −ν+. The result remains true for f ∈ L2(0, T ;V ′), by density. ��
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This means that the flux is conserved across the boundary Σ0, which
from the physical point of view is natural. As a matter of fact (1.106) is an
equivalent form of (1.27).

Finally, we mention that the presence of the advection term in nonlinear
degenerate diffusion problems, as well as in periodic problems as we shall
see, may induce difficulties in proving the solution uniqueness, especially
when using energetic relations. This is not a singular situation, because as
it is well known there are many nonlinear problems in which uniqueness has
remained an open problem (e.g. Navier–Stokes equation in 3D, nonlinear wave
equation). In general uniqueness follows under restrictive assumptions and in
diffusion with transport problems one can observe that it is ensured when the
diffusion dominates the advection. In media with low porosity it can also be
shown that a small enough velocity of the fluid is a condition guaranteeing
the flow uniqueness. So, we give next a uniqueness result, establishing in fact
a sufficient condition in (1.107) below. Its interpretation is that the advection
vector in absolute value is of the same order of magnitude as the square root
of the porosity. For the case when (1.107) is not obeyed one can accept that
the approximating solution (which is unique) is an appropriate candidate for
the solution to the physical model (1.1).

Proposition 1.8. Under the hypotheses of Theorem 1.6 assume in addition
that there exists ku > 0 such that

|a(x)| ≤ ku
√

u(x) for any x ∈ Ω. (1.107)

Then the solution to (1.1) is unique a.e. on Q.

Proof. Assume that we have two solutions (y∗, ζ) and (y∗, ζ) to (1.27)
corresponding to the same data f and θ0. We subtract (1.27) written for y∗

and y∗, multiply the difference scalarly in V ′ by u(y∗ − y∗)(t), and integrate
over (0, t). We get

∫ t

0

(

d(u(y∗ − y∗))
dτ

(τ), u(y∗ − y∗)(τ)
)

V ′
dτ +

∫ t

0

∫

Ω

∇(ζ − ζ) · ∇ψdxdτ

=

∫ t

0

∫

Ω

(K(y∗)−K(y∗))a(x) · ∇ψdxdτ, (1.108)

where A0ψ = u(y∗ − y∗). Next we have

1

2
‖u(y∗ − y∗)(t)‖2V ′ +

∫ t

0

∫

Ω

(ζ − ζ)u(y∗ − y∗)dxdτ

≤ NMKku

∫ t

0

∫

Ω

∣

∣

√
u(y∗ − y∗)∣∣ |∇ψ| dxdτ

≤ NMKku

∫ t

0

∥

∥

√
u(y∗ − y∗)(τ)∥∥ ‖u(y∗ − y∗)(τ)‖V ′ dτ
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whence, recalling (1.7) we obtain

1

2
‖u(y∗ − y∗)(t)‖2V ′ + ρ

∫ t

0

∫

Ω

u(y∗ − y∗)2dxdτ

≤ ρ

2

∫ t

0

∫

Ω

u(y∗ − y∗)2dxdτ + 1

2ρ
(NMKku)

2

∫ t

0

‖u(y∗ − y∗)(τ)‖2V ′ dτ.

Therefore, by Gronwall lemma (see [29]), ‖u(y∗ − y∗)(t)‖2V ′ ≤ 0 and we
deduce that uy∗(t) = uy∗(t) for any t ∈ [0, T ]. It follows that the solution
is unique a.e. on the set Qu where u(x) > 0. Therefore, using (1.104) which
is satisfied by ζ(t) ∈ β∗(y∗(t)) and ζ(t) ∈ β∗(y∗(t)) we write the problem
satisfied by their difference

Δ(ζ − ζ)(t) = 0 in Ω0, a.e. t ∈ (0, T ),

(ζ − ζ)(t) = 0 on ∂Ω0, a.e. t ∈ (0, T ).

This implies that ζ(t) = ζ(t) a.e. t and since (β∗)−1 is single valued we get
that y∗(t) = y∗(t) a.e. onΩ0.Then the solution uniqueness follows a.e. onQ. ��

Finally we would like to make a short comment about the continuity of
the solution with respect to the nonlinear functions, without entering into
details. We recall that such a property has been studied in [25] in the case of
Richards’ equation.

First we focus on the approximating problem (1.40). Let (Kj)j be such
that Kj(r) → K(r) as j → ∞, and (β∗j )j be a family of graphs such that
(β∗j )j converges to β∗ in the sense of the resolvent, that is

(1 + λβ∗j )
−1z → (1 + λβ∗)−1z, as j → ∞, ∀λ > 0, ∀z ∈ R.

Then
(I + λBj

ε)
−1g → (I + λBε)

−1g as j → ∞, for g ∈ V ′,

whereBj
ε are the quasim-accretive operators in (1.40) corresponding to (β∗j )ε.

Then by Trotter–Kato theorem for nonlinear semigroups (see [14], pp. 168)
it follows that the corresponding sequence of solutions (θj)ε is convergent to
θε as j → ∞ in C([0, T ];V ′). This continuity result can be further used to
get the continuity for the solution to the limit equation when ε→ 0.

1.1.7 Numerical Results

We end this chapter with numerical simulations for the solution to (1.1). We
imagine some scenarios for a real-world model of water infiltration into a
nonhomogeneous porous medium (soil) in which a solid intrusion with zero
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porosity (a rock) is present. Assuming that the model (1.1) is already written
in a dimensionless form, let us consider the expressions

β(r) =
c(c− 1)

(c− r)2 , K(r) =
(c− 1)r2

c− r for r ∈ [0, 1), c > 1, (1.109)

given by the parametric model of Broadbridge and White (see [33]). These
functions characterize the water infiltration into a soil whose properties are
strongly nonlinear when c is in a neighborhood of 1 and weakly nonlinear for
larger values of c (e.g., c ≥ 1.2).

We see that here limr→ys=1 β(r) is finite. This may be obtained by a jump
of the function C (defined in Introduction) at r = rs = 0 from a positive
value at the left to 0 at the right (see case (a) in Introduction), such that
the function β∗ is multivalued at r = 1. All the results proved in this section
apply to this case as well.

The computations are done in the 2D case in the domain

Ω = {(x1, x2);x1 ∈ (0, 5), x2 ∈ (0, 5)},

with Ω0 the circle with center in (2, 3) and radius δ = 0.1,

Ω0 = {(x1, x2); (x1 − 2)2 + (x2 − 3)2 ≤ 0.12}

and the function u (expressing the porosity of the soil) is chosen of the form

u(x1, x2) :=

{

0, in Ω0
(x1−2)2+(x2−3)2−0.12

100 , in Ωu.
(1.110)

In the computations we take uε(x1, x2) = u(x1, x2) + 10−9.
The functions β∗ and K0 with the properties considered in this section are

β∗(r) =

{

(c−1)r
c−r , r ∈ [0, 1)

[1,∞), r = 1,
K0(x, r) =

⎧

⎪

⎨

⎪

⎩

a(x)

{

(c−1)r2

c−r , r ∈ [0, 1)

1, r ≥ 1
in Ω0

0, in Ωu.

The other data are: θ0(x1, x2) = 0, a(x1, x2) = (1, 1), meaning that the
initial soil is dry and the advection is along both directions, and

f(t, x1, x2) =

{

t2, in Ωu

0, in Ω0.
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Fig. 1.2 Contour plot of the function u given by (1.110)

a b

Fig. 1.3 Solution θ = uy in the parabolic–elliptic degenerate case for u given by (1.110)
and c = 1.02

The algorithm is adapted from [39] for this degenerate case and the
computations are done by using the software package Comsol Multiphysics
(see [40]).

In Fig. 1.2 it is represented the contour plot of the function x3 = u(x1, x2),
i.e., the projection of this surface on the plane x1Ox2.

We are interested in some comparisons. In Fig. 1.3a, b we see the evolution
of θ= uy (representing the volumetric water content or soil moisture)
computed for c = 1.02 (a strongly nonlinear soil) at two moments of time
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a b

Fig. 1.4 Solution θ = uy in the parabolic–elliptic degenerate case for u given by (1.110)
and c = 1.5

a b

Fig. 1.5 Solution θ in the parabolic–elliptic nondegenerate case for u given by (1.111)
and c = 1.5

t = 0.5 (Fig. 1.3a) and t = 2 (Fig. 1.3b), while in Fig. 1.4a, b we see the
evolution of θ computed for c = 1.5 (a weakly nonlinear soil).

Then we compare the graphics in Fig. 1.4a, b with those drawn in Fig. 1.5a,
b corresponding to the nondegenerate case with u positive given by the
relation

unon(x1, x2) = u(x1, x2) + 0.3 (1.111)

and c = 1.5. This describes a porous medium with a higher porosity which
does not vanish, in which we see that the volumetric water content θ can
reach higher values than in porosity vanishing case.
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1.2 Well-Posedness for the Cauchy Problem
with Very Fast Diffusion

Let us consider the problem

∂(u(x)y)

∂t
−Δβ∗(y) +∇ ·K0(x, y) = f(t, x) in Q,

y(t, x) = 0 on Σ, (1.112)

(u(x)y(t, x))|t=0 = θ0(x) in Ω,

in which β∗ is a single valued function, β and β∗ blow-up at r = ys,

lim
r↗ys

β(r) = +∞, lim
r↗ys

β∗(r) = lim
r↗ys

∫ r

0

β(s)ds = +∞ (1.113)

(see case (b) in Introduction) and

β(r) = ρ > 0, for any r ≤ 0.

The functions u, ai and K are assumed to be as in the fast diffusion case,
i.e., obeying (1.10)–(1.14).

In this case we introduce the function j : R → (−∞,+∞] by

j(r) :=

{∫ r

0
β∗(ξ)dξ, r < ys,

+∞, r ≥ ys,

and specify that j is proper, convex, l.s.c. and

∂j(r) =

{

β∗(r), r < ys,
+∞, r ≥ ys,

(see the proof in [84], pp. 74).
Let us assume that

f ∈ L2(0, T ;V ′), (1.114)

θ0 ∈ L2(Ω), θ0 = 0 a.e. on Ω0, (1.115)

θ0 ≥ 0 a.e. on Ωu,
θ0
u

∈ L2(Ωu), j

(

θ0
u

)

∈ L1(Ω).
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Definition 1.9. Let (1.114) and (1.115) hold. We call a weak solution to
(1.112) a function y such that

y ∈ L2(0, T ;V ), β∗(y) ∈ L2(0, T ;V ),

uy ∈ C([0, T ];L2(Ω)) ∩W 1,2([0, T ];V ′),

which satisfies

〈

d(uy)

dt
(t), ψ

〉

V ′,V
+

∫

Ω

(∇β∗(y)(t) −K0(x, y(t))) · ∇ψdx

= 〈f(t), ψ〉V ′,V , a.e. t ∈ (0, T ), for any ψ ∈ V,

the initial condition (uy(t))|t=0 = θ0 and the boundedness condition

y(t, x) < ys a.e. (t, x) ∈ Q.

In the same way as in the previous section we can write the abstract
Cauchy problem

d(uy)

dt
(t) +Ay(t) = f(t), a.e. t ∈ (0, T ), (1.116)

(uy(t))|t=0 = θ0,

where
D(A) :=

{

y ∈ L2(Ω); β∗ (y) ∈ V }

and V = H1
0 (Ω), with the dual V ′ = H−1(Ω).

Then we pass to (1.30) by denoting θ(t, x) = u(x)y(t, x).
Next we shall prove that (1.116) has a weak solution.

Theorem 1.10. Let us assume (1.114) and (1.115). Then, the Cauchy
problem (1.116) has at least a weak solution y∗. In addition, if (1.107) holds,
then the solution is unique.

Proof. The proof is led as in the case of fast diffusion, with some modifications
imposed by the blowing-up of β∗. First, we introduce the approximating
functions βε and β∗ε by

βε(r) :=

{

β(r), r < ys − ε
β(ys − ε), r ≥ ys − ε, (1.117)

β∗ε (r) :=
{

β∗(r), r < ys − ε
β∗(ys − ε) + β(ys − ε)[r − (ys − ε)], r ≥ ys − ε (1.118)
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and the approximating problem (1.40). It has a unique strong solution
satisfying estimate (1.52), by using the same arguments as in Proposition 1.5.
Then, if j

(

θ0
u

) ∈ L1(Ω) one can see that the upper bound of this estimate
does not depend on ε and the proof can be continued as in Theorem 1.6.

The delicate point is to show the convergence of β∗ε (yε) to β∗(y) in
L2(0, T ;L2(Ωu)). This is implied by the convergencies (1.84), (1.85)

yε → y in L2(0, T ;L2(Ωδ)) as ε→ 0,

yε ⇀ y in L2(0, T ;L2(Ωu)) as ε→ 0

and (1.69)

β∗ε

(

θε
uε

)

⇀ ζ in L2(0, T ;V ), as ε→ 0. (1.119)

We claim that ζ = β∗(y) a.e. on Qu. For this we set

Qδs := {(t, x) ∈ Qδ; y(t, x) = ys}, Qδn := {(t, x) ∈ Qδ; y(t, x) < ys}.

Then, if (t, x) ∈ Qδn we have βε(r) = β(r) (for ε small enough) and we
can write

β∗ε (yε(t, x)) =

∫ yε(t,x)

0

βε(r)dr =

∫ yε(t,x)

0

β(r)dr

→
∫ y(t,x)

0

β(r)dr = β∗(y(t, x)) a.e. on Qδn, as ε→ 0.

If (t, x) ∈ Qδs, then two situations may arise:

(p1) there is a sequence εk → 0 such that yεk(t, x) ≥ ys − εk.
(p2) for all ε < ε0 we have yε(t, x) < ys − ε.

In the case (p2) the previous argument for (t, x) ∈ Qδn applies and
β∗ε (yε) → β∗(y) a.e. for (t, x) ∈ Qδs.

In the case (p1) we have

β∗εk(yεk(t, x)) =
∫ yεk

(t,x)−εk

0

β(r)dr +

∫ yεk
(t,x)

yεk
(t,x)−εk

β (ys − εk) dr

=

∫ yεk
(t,x)−εk

0

β(r)dr + εkβ(ys − εk) → +∞ = β∗(ys),

as εk → 0,
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because
∫ ys

0
β(r)dr= + ∞, pursuant to (1.113). Hence, selecting a subse-

quence (denoted still by the subscript ε), we have that

β∗ε (yε) → β∗(y) a.e. on Qδ as ε→ 0.

But (β∗ε (yε))ε>0 is bounded in L2(Qδ) by (1.66) and since it converges a.e.
on Qδ, it follows that β

∗
ε (yε)⇀ β∗(y) in L2(Qδ). Then we get that ζ = β∗(y)

a.e. on Qδ and since δ is arbitrarily small we obtain ζ = β∗(y) a.e. on Qu.
Here we have applied a consequence of Mazur theorem saying that if O is

a bounded open set of finite measure and (fn)n≥1 is a sequence bounded in
L2(O) such that fn → f a.e. on O, then fn ⇀ f in L2(O) as n→ ∞.

The proof is continued as in Theorem 1.6 and Proposition 1.8. ��

1.3 Existence of Periodic Solutions
in the Parabolic–Elliptic Degenerate Case

In this section we deal with the study of periodic solutions to the degenerate
fast diffusion equation introduced in Sect. 1.1, under the hypothesis of a
T -periodic function f . To this end, we first investigate the existence of a
periodic solution to an intermediate problem restraint to a period T and
extend then the result by periodicity to the time space R+ =(0,∞). The proof
involves an appropriate approximating periodic problem and the existence of
a solution is shown via a fixed point theorem on the basis of the results for the
approximating problem (1.40). This result will also allow to characterize the
behavior at large time of the solution to a Cauchy problem with periodic data.

We recall some previous papers dealing with periodic problems for
degenerate linear equations. In [16] a problem of the type

d

dt
(My(t)) +Ay(t) = f(t), 0 ≤ t ≤ 1,

with the periodic condition (My)(0) = (My)(1) has been studied. Here M
and A are two closed linear operators from a complex Banach space into itself,
under the assumptions that the domain D(A) of A is continuously embedded
in D(M) and A has a bounded inverse. Assuming suitable hypotheses on
the modified resolvent (λM +A)−1, it has been proved that problem admits
one 1-periodic solution. Some examples of applications to partial differential
equations and ordinary differential equations have been given. The latter case
has been studied in the paper [17].
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The nondegenerate fast diffusion case with a nonlinear transport term
has been approached in the paper [87], while the degenerate case without
advection has been studied in [59].

As in Sect. 1.1, Ω is an open bounded subset of R
N and T is finite.

We consider the problem

∂(u(x)y)

∂t
−Δβ∗(y) +∇ ·K0(x, y) 	 f in R+ ×Ω,

y(t, x) = 0 on R+ × Γ, (1.120)

(u(x)y(τ, x))|τ=t − (u(x)y(τ, x))|τ=t+T = 0 in R+ ×Ω,

under the assumption of the T -periodicity of the function f,

f(t, x) = f(t+ T, x) a.e. (t, x) ∈ R+ ×Ω. (1.121)

The hypotheses made for β∗, K0 and u are preserved as they were
presented in Sect. 1.1 and we assume that f ∈ L∞

loc(R+;V
′).

We begin with the study of the existence for the solution to the problem
on a time period

∂(u(x)y)

∂t
−Δβ∗(y) +∇ ·K0(x, y) 	 f in Q = (0, T )×Ω,

y(t, x) = 0 on Σ = (0, T )× Γ, (1.122)

(u(x)y(t, x))|t=0 − (u(x)y(t, x))|t=T = 0 in Ω.

Then, this solution will be extended by periodicity to all t ∈ R+.

1.3.1 Solution Existence on the Time Period (0, T )

The functional framework for this problem is the same as in Sect. 1.1.

Definition 1.11. Let f ∈ L∞(0, T ;V ′). We call a weak solution to (1.122)
a pair (y, ζ) such that

y ∈ L2(0, T ;V ), y(t, x) ≤ ys a.e. (t, x) ∈ Q,
uy ∈ C([0, T ];L2(Ω)) ∩W 1,2([0, T ];V ′),

ζ ∈ L2(0, T ;V ), ζ(t, x) ∈ β∗(y(t, x)) a.e. (t, x) ∈ Q,
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satisfying the equation

∫ T

0

〈

d(uy)

dt
(t), φ(t)

〉

V ′,V
dt+

∫

Q

(∇ζ −K0(x, y)) · ∇φdxdt

=

∫ T

0

〈f(t), φ(t)〉V ′,V dt, for any φ ∈ L2(0, T ;V )

and the condition (u(x)y(t, x))|t=0 − (u(x)y(t, x))|t=T = 0 in Ω.

With the same notation and definitions as in Sect. 1.1. we consider the
periodic approximating problem

d(uεyε)

dt
(t) +Aεuε(t) = f(t) a.e. t ∈ (0, T ), (1.123)

uε(yε(0)− yε(T )) = 0

which is equivalent with

dθε
dt

(t) +Bεθε(t) = f(t) a.e. t ∈ (0, T ), (1.124)

θε(0) = θε(T ),

by the function replacement θε = uεyε, with Aε and Bε given by (1.38) and
(1.41), respectively.

Let us denote

Cf =
2

ρ

(

‖f‖2L∞(0,T ;V ′) +K
2
)

, (1.125)

where K = Ks(meas(Ω))1/2
N
∑

j=1

aMj was defined in Proposition 1.5. We also

recall that ρ was specified in (1.6), M = MK

N
∑

j=1

aMj and by cP we have

denoted the constant in the Poincaré inequality.
We are going to prove the following existence result.

Theorem 1.12. Let f ∈ L∞(0, T ;V ′). Then, the periodic approximating
problem (1.124) has a unique solution

θε ∈ C([0, T ];L2(Ω)) ∩W 1,2([0, T ];V ′) ∩ L2(0, T ;V ), (1.126)

β∗ε

(

θε
uε

)

∈ L2(0, T ;V ). (1.127)
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Moreover, the solution satisfies the estimate

∫ T

0

∥

∥

∥

∥

dθε
dτ

(τ)

∥

∥

∥

∥

2

V ′
dτ +

∫ T

0

∥

∥

∥

∥

β∗ε

(

θε
uε

(τ)

)∥

∥

∥

∥

2

V

dτ (1.128)

≤ 4

(

∫ T

0

‖f(t)‖2V ′ dt+K
2
T

)

.

Proof. We apply a fixed point result and start this by fixing in (1.124) θε(0)
in L2(Ω) and denoting it by v, i.e.,

θε(0) := v ∈ L2(Ω).

Hence we have to deal with the Cauchy problem

dθε
dt

(t) +Bεθε(t) = f(t) a.e. t ∈ (0, T ), (1.129)

θε(0) = v,

whose well-posedness for v ∈ L2(Ω) has already been studied in Sect. 1.1,
Proposition 1.5. Thus, (1.129) has a unique solution (1.126)–(1.127).

Let us consider the set

Sε :=

{

z ∈ L2(Ω);

∥

∥

∥

∥

z√
uε

∥

∥

∥

∥

≤ Rε a.e. x ∈ Ω
}

(1.130)

where Rε is a positive constant for each ε > 0. We define the mapping

Ψε : Sε → Sε, Ψε(v) = θε(T ), for any v ∈ Sε

where θε(t) is the solution to (1.129).
Since (1.129) has a unique solution for v ∈ Sε, the mapping Ψε is single-

valued and we are going to show that it has a fixed point by the Schauder–
Tychonoff theorem (see e.g., [67], pp. 148), working in the weak topology.
We begin by checking the conditions of this theorem.

(i1) It is obvious that Sε is a convex, bounded and strongly closed subset of
L2(Ω). Hence it is weakly compact in L2(Ω).

(i2) Next, we have to show the inclusion Ψε(Sε) ⊂ Sε.
The solution θε ∈ C([0, T ];L2(Ω)) and so θε(T ) = uεyε(T ) ∈ L2(Ω).

We test (1.129) for θε
uε

∈ V and recalling (1.37) and (1.14) we get

1

2

d

dt

∥

∥

∥

∥

θε√
uε

(t)

∥

∥

∥

∥

2

+ ρ

∥

∥

∥

∥

θε
uε

(t)

∥

∥

∥

∥

2

V

≤ ‖f(t)‖V ′

∥

∥

∥

∥

θε
uε

(t)

∥

∥

∥

∥

V

+K

∥

∥

∥

∥

θε
uε

(t)

∥

∥

∥

∥

V

≤ ρ

2

∥

∥

∥

∥

θε
uε

(t)

∥

∥

∥

∥

2

V

+
1

ρ

(

‖f‖2L∞(0,T ;V ′) +K
2
)

.
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Next, applying the Poincaré inequality we have

d

dt

∥

∥

∥

∥

θε√
uε

(t)

∥

∥

∥

∥

2

+
ρ

c2P

∥

∥

∥

∥

θε
uε

(t)

∥

∥

∥

∥

2

≤ Cf

and using the relation uε(x) ≤ uM + ε < uM + 1 (since ε is arbitrarily
small) we obtain

d

dt

∥

∥

∥

∥

θε√
uε

(t)

∥

∥

∥

∥

2

+ ρ0

∥

∥

∥

∥

θε√
uε

(t)

∥

∥

∥

∥

2

≤ Cf

with ρ0 = ρ
(uM+1)c2P

. Integrating on (0, t) with t ∈ [0, T ] we get

∥

∥

∥

∥

θε√
uε

(t)

∥

∥

∥

∥

2

≤
∥

∥

∥

∥

v√
uε

∥

∥

∥

∥

2

exp(−ρ0t) + Cf

ρ0
(1− exp(−ρ0t)).

Now if R2
ε ≥ Cf

ρ0
(and this is true since Rε is large enough) and v ∈ Sε

it follows that

∥

∥

∥

∥

θε√
uε

(t)

∥

∥

∥

∥

≤ Rε, for any t ∈ [0, T ].

Thus, we have obtained that θε(T ) = Ψε(v) ∈ Sε and therefore, it follows
that Ψε(Sε) is weakly compact, too.

(i3) Finally, we have to prove that the mapping Ψε is weakly continuous.

For that we consider a sequence

{vn}n≥1 ⊂ Sε, v
n ⇀ v in L2(Ω) as n→ ∞,

and will show that

Ψε(v
n)⇀ Ψε(v) in L

2(Ω) as n→ ∞.

We introduce the approximating problem

dθnε
dt

(t) +Bεθ
n
ε (t) = f(t), a.e. t ∈ (0, T ),

θnε (0) = v
n.

This has a unique solution

θnε ∈ C([0, T ];V ′) ∩W 1,2([0, T ];V ′) ∩ L2(0, T ;V ), β∗ε

(

θnε
uε

)

∈ L2(0, T ;V )
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satisfying the estimate (1.52). Now, by (1.59)

∫

Ω

uεjε

(

θnε
uε

)

dx ≤ (uM + ε)
β∗s − β∗(ys − ε)

2ε

∥

∥

∥

∥

vn

uε

∥

∥

∥

∥

2

and
∥

∥

∥

∥

vn

uε

∥

∥

∥

∥

≤ 1√
ε

∥

∥

∥

∥

vn√
uε

∥

∥

∥

∥

≤ 1√
ε
Rε

due to the fact that vn ∈ Sε. Therefore (1.52) written for θnε is bounded
independently of n, and we can proceed like in Proposition 1.5 to show that
θnε tends in some appropriate space to θε which turns out to be the solution
to (1.129). This implies also the convergence

θnε (T ) → θε(T ) in V
′, as n→ ∞

due to the Ascoli–Arzelà theorem (see (1.62)). Hence

Ψε(v
n) = θnε (T )⇀ θε(T ) = Ψε(v) in L

2(Ω),

and because Sε is weakly closed it follows that θε(T ) ∈ Sε.
Now the Schauder–Tychonoff theorem ensures that Ψε has a fixed point,

implying that
θε(0) = θε(T ) or uεθε(0) = uεθε(T ).

Consequently, (1.124) has at least a solution.
The estimate (1.128) follows immediately by (1.52) in Proposition 1.5, for

t = T.
Uniqueness is proved as in Proposition 1.5, taking the same data in (1.53).

This ends the proof of Theorem 1.12. ��
Theorem 1.13. Let f ∈ L∞(0, T ;V ′). Then, the periodic problem (1.122)
has at least a solution (y∗, ζ) such that

y∗ ∈ L2(0, T ;V ),

uy∗ ∈ C([0, T ];L2(Ω)) ∩W 1,2([0, T ];V ′),

ζ ∈ L2(0, T ;V ), ζ(t, x) ∈ β∗(y∗(t, x)) a.e. (t, x) ∈ Q,
y∗(t, x) ≤ ys a.e. (t, x) ∈ Q.

If (1.107) and
ρ > NMKkucP

√
uM (1.131)

are satisfied the solution is unique a.e. on Q.
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Proof. The proof of the existence is based on the same arguments and is led
in the same way as in Theorem 1.6, including the construction of y∗, with
the corresponding modifications due to the periodicity condition. Thus in the
approximating problem in Theorem 1.6, θε(0) = uεyε(0) = uεyε(T ) = θε(T )
and by (1.80) we get (uy)|t=0 = (uy)|t=T property which is inherited by uy∗.
Obviously, uy∗ = 0 in Q0.

Assume now (1.107) and that there exist two solutions (y∗, ζ) and
(y∗, ζ) to (1.122) corresponding to the same periodic data f. We subtract
(1.122) written for y∗ and y∗ and multiply the difference scalarly in V ′ by
u(y∗ − y∗)(t),

(

d(u(y∗ − y∗))
dt

(t), u(y∗ − y∗)(t)
)

V ′
+

∫

Ω

∇(ζ(t) − ζ(t)) · ∇ψ(t)dx

=

∫

Ω

(K(y∗(t))−K(y∗(t))a(x) · ∇ψ(t)dx

where A0ψ(t) = u(y∗ − y∗)(t), a.e. t, (where we recall that A0 = −Δ
with Dirichlet boundary conditions (see (1.17)). Integrating over (0, T ) and
proceeding as in Proposition 1.8 we get

1

2
‖u(y∗ − y∗)(T )‖2V ′ − 1

2
‖u(y∗ − y∗)(0)‖2V ′ +

ρ

2

∫ T

0

∫

Ω

u(y∗ − y∗)2dxdt

≤ 1

2ρ
(NMKku)

2

∫ T

0

‖u(y∗ − y∗)(τ)‖2V ′ dτ

≤ 1

2ρ
(NMKkucP

√
uM )2

∫ T

0

∥

∥

√
u(y∗ − y∗)(τ)∥∥2 dτ,

where cP is the constant in the Poincaré inequality. We apply the solution
periodicity and it remains that ‖√u(y∗ − y∗)‖2L2(Q) =0. This implies
that uy∗=uy∗ a.e. on Q and then we continue as in Proposition 1.8.

��

1.3.2 Solution Existence on R+

Now we can extend the previous result to t ∈ R+. We resume problem (1.120)
and prove

Theorem 1.14. Let us assume

f ∈ L∞
loc(R+;V

′), f(t, x) = f(t+ T, x) a.e. (t, x) ∈ R+ ×Ω.
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Then problem (1.120) has at least a solution y ∈ L2
loc(R+;V ) satisfying

θ = uy ∈ C(R+;L
2(Ω)) ∩W 1,2

loc (R+;V
′),

y(t, x) ≤ ys a.e. (t, x) ∈ R+ ×Ω,
ζ ∈ L2

loc(R+;V ), where ζ(t, x) ∈ β∗(y(t, x)) a.e. (t, x) ∈ R+ ×Ω.

If (1.107) and (1.131) are satisfied then the solution is unique.

Proof. We consider first (1.120) on (0, T ) with f |(0,T ) . We obtain (1.122)

which has a periodic solution with (u(x)y(t, x))|t=0 = (u(x)y(t, x))|t=T

in Ω. Then we consider (1.120) on (T, 2T ) with the periodicity condition
(u(x)y(t, x))|t=T = (u(x)y(t, x))|t=2T in Ω. We make the transformation
t′ = t − T and denote ỹ(t′, x) = y(t′ + T, x) with t′ ∈ [0, T ]. Using
now the periodicity of the function f we find again problem (1.122) which

has a periodic solution ỹ(t′) with ˜θ = uỹ ∈ C([0, T ];L2(Ω)), such that
(u(x)ỹ(t′, x))|t′=0 = (u(x)ỹ(t′, x))|t′=T . Coming back to the variable t we
obtain that (1.120) has a periodic solution such that u(x)y(t, x) is continuous
on [T, 2T ] and this extends by continuity the solution obtained on [0, T ]. The
procedure is continued in this way on each time period. Moreover, if a satisfies
(1.107) and (1.131) the solution is unique on each period. ��

1.3.3 Longtime Behavior of the Solution
to a Cauchy Problem with Periodic Data

Finally we are going to characterize the longtime behavior of the solution y to
problem (1.1) with a T -periodic function f . The domain Q is taken R+ ×Ω,
and we assume that the solution starts from the initial condition θ0. Let

f ∈ L∞
loc(R+;V

′), f(t, x) = f(t+ T, x) a.e. (t, x) ∈ R+ ×Ω, (1.132)

θ0 ∈ L2(Ω), θ0 = 0 a.e. on Ω0,

θ0 ≥ 0 a.e. on Ωu,
θ0
u

∈ L2(Ωu),
θ0
u
(x) ≤ ys a.e. x ∈ Ωu

and we recall that uM is the maximum of u and cP is the constant in Poincaré
inequality (1.19).

Proposition 1.15. Let us assume (1.107) and (1.131). Then, the solution
to the Cauchy problem (1.1) with f periodic of period T satisfies

lim
t→∞ ‖(uy − uω)(t)‖V ′ = 0 (1.133)
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exponentially, where ω is the unique periodic solution to (1.120) and y is the
unique solution to (1.1).

Proof. By Theorem 1.14 the solution to (1.120) is unique and let us denote
it by ω. We multiply the difference of (1.1) and (1.120) by u(y(t) − ω(t))
scalarly in V ′, and we get

1

2

d

dt
‖u(y − ω)(t)‖2V ′ + ρ

∫

Ω

u(y − ω)2(t)dx

≤ NMKkucP
√
uM

∥

∥

√
u(y − ω)(t)∥∥2 .

Therefore, applying (1.131) we obtain

d

dt
‖u(y − ω)(t)‖2V ′ + δ

∥

∥

√
u(y − ω)(t)∥∥2 ≤ 0

with δ = ρ−NMKkucP
√
uM .

We have that

∫

Ω

u(y(t)− ω(t))2dx ≥ 1

uM

∫

Ω

u2(y(t)− ω(t))2dx ≥ 1

uMc2P
‖u(y − ω)(t)‖2V ′

hence
d

dt
‖u(y − ω)(t)‖2V ′ + δ0 ‖u(y − ω)(t)‖2V ′ ≤ 0

with δ0 = δ
uMc2P

. We deduce that

‖u(y − ω)(t)‖2V ′ ≤ e−δ0t ‖θ0 − (uω)(0)‖2V ′

and this implies (1.133). ��
Referring to applications in real-world problems we remark that the

behavior (1.133) of the solution to the Cauchy problem (1.1) with a periodic
f is possible only if the advection is done with a velocity in absolute value
lower than the porosity u and the diffusion processes has a sufficient high
diffusion coefficient. This means that the velocity must be sufficient small in
comparison with the pore dimension and that the diffusivity should dominate
the advection.

1.3.4 Numerical Results

We shall provide some simulations intended to show the behavior at large
time of the solution to (1.1) with a periodic f .
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a b

Fig. 1.6 Asymptotic behavior of θ = uy solution to (1.1) in the periodic parabolic–elliptic
degenerate case

The computations are done in 2D with Ω = (0, 5)× (0, 5), with the same
data for Ω0, u, β

∗ and K as in Sect. 1.1, (1.110), (1.109), a = (1, 1), c = 1.5
(a weakly nonlinear porous medium),

f(t, x1, x2) =

{(∣

∣sin π
20 t

∣

∣+
∣

∣cos π
30 t

∣

∣

)

, x ∈ Ωu

0, x ∈ Ω0

and two different initial data. In Fig. 1.6a the values θ(t, x) = u(x)y(t, x) are
computed for

θ0(x1, x2) = 0.01x22u(x1, x2)

and represented at x = (x1, 4), x1 = 1, 2, 4.
In Fig. 1.6b there are the graphics θ(t, x) = u(x)y(t, x) at x = (x1, 1),

x1 = 1, 2, 4, computed for

θ0(x1, x2) = 0.1x1(6− x1)u(x1, x2). (1.134)

We can see that after some time the solutions to (1.1) become periodic.



Chapter 2
Existence for Diffusion Degenerate
Problems

In this chapter we present another method for studying the well-posedness of
a multivalued degenerate fast diffusion equation by proposing an appropriate
time discretization scheme. We consider that the degeneration of the equation
is due to the vanishing of the diffusion coefficient and choose for this problem
Robin boundary conditions which contain the multivalued function as well.

In this case the operator defined in the abstract formulation of the problem
is not strongly monotone (and not invertible) because of the lack of strictly
monotonicity of the function β∗. Therefore, arguments following the general
theory (see [43]), related to the existence of a mild solution to a Cauchy
problem with anm-accretive operator on a Banach space (see also [11,45,73])
cannot be applied directly. We introduce a time-discretization scheme with
a quasi m-accretive operator and develop a direct proof of the stability and
convergence of it. This also enables the achievement of more precise results
concerning the convergence of the discretized solution to the solution to the
original problem. Besides the proof of the solution existence, this approach
is aimed to be a mathematical background to sustain the correctness of the
numerical algorithm for computing the solution to this type of equations
by avoiding the approximation of the multivalued function. The method was
developed for the nondegenerate singular fast diffusion case in [39] and treated
in the paper [88] for the degenerate situation which will be presented here.

2.1 Well-Posedness for the Cauchy Problem
with Fast Diffusion

As usually we consider Ω an open bounded subset of R
N (N ∈ N

∗ =
{1, 2, . . .}), with the boundary Γ := ∂Ω sufficiently smooth. We shall deal
with the boundary value problem with initial data

A. Favini and G. Marinoschi, Degenerate Nonlinear Diffusion Equations,
Lecture Notes in Mathematics 2049, DOI 10.1007/978-3-642-28285-0 2,
© Springer-Verlag Berlin Heidelberg 2012
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∂y

∂t
−Δβ∗(y) +∇ ·K0(x, y) 	 f in Q := (0, T )×Ω, (2.1)

y(0, x) = y0 in Ω (2.2)

and illustrate the theory by considering Robin boundary conditions of the
form

(K0(x, y)−∇β∗(y)) · ν − αβ∗(y) 	 0 on Σ := (0, T )× Γ, (2.3)

where ν is the unit outward normal vector to Γ.
In this model β∗ is the multivalued function introduced in Sect. 1.1 having

the properties specified there, except for (1.3) which is assumed here to take
place with ρ = 0, i.e.,

β(r) ≥ γβ |r|m for any r ≤ 0, (2.4)

with m > 0 and γβ > 0.
This implies that (1.7) is replaced by

(

ζ − ζ) (r − r) ≥ 0, ∀r, r ∈ (−∞, ys], ζ ∈ β∗(r), ζ ∈ β∗(r), (2.5)

so that in this case the degeneracy of the equation is induced by this property.
In a physical model the function α characterizes the space variable

permeability of the boundary Γ . The boundary condition (2.3) expresses
the fact that the flux across the boundary is proportional to the diffusivity
and to the variable permeability of the boundary Γ and no subset of it is
impermeable.

Taking into account the properties of β∗ it follows that (β∗)−1 : R →
(−∞, ys] is single valued, continuous and monotonically increasing on
(−∞, β∗s ) and constant on [β∗s ,+∞)

(β∗)−1(r) ≤ ys for r ≤ β∗s , (β∗)−1(r) = ys for r > β∗s . (2.6)

We shall assume that K0 : Ω × (−∞, ys], having the same meaning as in
Chap. 1, is linear with respect to the second variable

K0(x, r) = ai(x)r, i = 1, . . . , N, (2.7)

namely that the advection has the velocity a(x) and is supposed to depend
linearly on the solution. From the mathematical point of view such a
requirement is necessary in all results related to existence, Proposition 2.5,
estimate (2.36), Theorem 2.6 (and will be explained at the end of the proof
of Theorem 2.6). Here we still assume that

ai ∈ W 1,∞(Ω), (2.8)
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satisfying
a · ν ≤ 0 on Γ. (2.9)

In this section we assume that

f ∈ C([0, T ];L2(Ω)), (2.10)

and that α : Γ → [αm, αM ] is continuous and positive,

α(x) ≥ αm := min
x∈Γ

α(x) > 0 on Γ. (2.11)

The definition of the function j given by (1.32) and its properties remain
valid.

2.1.1 Functional Framework and Time
Discretization Scheme

As done before we denote the scalar product and norm in L2(Ω) with no
subscript, i.e., by (·, ·) and ‖·‖ , respectively.

We have to work in the space V = H1(Ω), choosing the norm

‖ψ‖V =

(∫

Ω

|∇ψ(x)|2 dx+
∫

Γ

α(x) |ψ(x)|2 dσ
)1/2

, (2.12)

which is equivalent with the standard Hilbertian norm on the space H1(Ω),
denoted by ‖·‖H1(Ω) . By the inequality

‖ψ‖2H1(Ω) ≤ cP
(∫

Ω

|∇ψ(x)|2 dx+
∫

Γ

|ψ(x)|2 dσ
)

, ∀ψ ∈ V, (2.13)

(see [91], pp. 20), and the trace theorem (see [13], pp. 122) we deduce that

there exist positive constants denoted cV , cH , cΓα depending on α
−1/2
m , the

domain Ω and the dimension N, such that for any ψ ∈ V we have

‖ψ‖H1(Ω) ≤ cH ‖ψ‖V , ‖ψ‖V ≤ cV ‖ψ‖H1(Ω) , ‖ψ‖L2(Γ ) ≤ cΓα ‖ψ‖V .
(2.14)

The scalar product in the dual space V ′ is introduced by

(y, y)V ′ =
〈

y,A−1
Δ y

〉

V ′,V , for any y, y ∈ V ′, (2.15)

where 〈·, ·〉V ′,V is the pairing between V ′ and V, and AΔ : V → V ′ is the
operator defined by
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〈AΔψ, φ〉V ′,V =

∫

Ω

∇ψ · ∇φdx+
∫

Γ

α(x)ψφdσ, for any ψ, φ ∈ V. (2.16)

Definition 2.1. Let f ∈ C([0, T ];L2(Ω)) and

y0 ∈ L2(Ω), y0 ≤ ys a.e. x ∈ Ω

hold. A weak solution to (2.1)–(2.3) is a pair (y, ζ),

y ∈ L2(0, T ;L2(Ω)) ∩W 1,2([0, T ];V ′),

ζ ∈ L2(0, T ;V ), ζ(t, x) ∈ β∗(y(t, x)) a.e. (t, x) ∈ Q,

which satisfies the equation

〈

dy

dt
(t), ψ

〉

V ′,V
+

∫

Ω

(∇ζ(t) −K0(x, y(t))) · ∇ψdx (2.17)

=

∫

Ω

f(t)ψdx−
∫

Γ

αζ(t)ψdσ, a.e. t ∈ (0, T ), for any ψ ∈ V,

along with the initial and boundedness conditions

y(0, x) = y0 in Ω,

y(t, x) ≤ ys a.e. (t, x) ∈ Q.

An equivalent form to (2.17) is

∫ T

0

〈

dy

dt
(t), φ

〉

V ′,V
dt+

∫

Q

(∇ζ −K0(x, y)) · ∇φdxdt

=

∫ T

0

∫

Ω

fψdxdt−
∫

Σ

αζφdσdt, a.e. t ∈ (0, T ), (2.18)

for any φ ∈ L2(0, T ;V ).

We remark that the weak solution in the sense of Definition 2.1 satisfies
(2.1) in the sense of distributions. Concerning (2.3), at a first glance this might
occur as not correct because the solution y does not have a trace on Σ. We
specify that this way of writing is formal and the rigorous interpretation is
that (y(t), ζ(t)), the weak solution to (2.1)–(2.3), is the limit of a sequence
(yh(t), ζh(t)), with yh(t), ζh(t) belonging to V. Thus, the flux (a(x)K(yh(t))−
∇β∗(yh(t)) ∈ V and his trace on Γ is well defined a.e. t in the sense of (1.93).
This will be in fact the result proved in this section.
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We introduce the multivalued operator A : D(A) ⊂ V ′ → V ′ with the domain

D(A) = {y ∈ L2(Ω); there exists ζ ∈ V, ζ(x) ∈ β∗(y(x)) a.e. x ∈ Ω},

and define it by the relation

〈Ay, ψ〉V ′,V =

∫

Ω

(∇ζ −K0(x, y)) · ∇ψdx+
∫

Γ

αζψdσ, for any ψ ∈ V,
(2.19)

and ζ(x) ∈ β∗(y(x)) a.e. x ∈ Ω.
With this notation we can introduce the abstract Cauchy problem

dy

dt
(t) +Ay(t) 	 f(t), a.e. t ∈ (0, T ), (2.20)

y(0) = y0. (2.21)

The well-posedness of the problem (2.20)–(2.21) can be investigated in
a direct way, as done in Sect. 1.1, by using a regular approximation β∗ε of
β∗, and proving the existence and convergence of the approximating solution
to a solution to (2.20)–(2.21). Even if this method of approximating β∗ is
efficient to prove the existence of solutions to these problems, numerical
simulations performed according to it fail for ε small due to the fact that
βε (the corresponding approximation of β) blows up as ε → 0. To overpass
this inconvenience and to set a background for a numerical algorithm we shall
study a scheme with time differences which is efficient for this purpose.

First let us introduce another variant of the concept of a mild solution.
Let h be positive. A h-discretization on [0, T ] for (2.20) consists in a

partition 0 = t0 ≤ t1 ≤ t2 ≤ . . . ≤ tn of the interval [0, T ], with ti − ti−1 = h
for i = 1, . . . , n, and a finite sequence (fhi )i=1,...,n, such that there exists δ(h)
which tends to 0 as h→ 0 and

∥

∥f(t)− fhi
∥

∥ ≤ δ(h), t ∈ (ti−1, ti).

The h-discretization is denoted by Dh
A(0= t0 ≤ t1 ≤ t2 ≤ . . . ≤ tn; fh1 , . . . , fhn ).

The time step h = T
n and n will be further determined.

Here we compute fhi as the time averages

fhi =
1

h

∫ ih

(i−1)h

f(s)ds (2.22)

and see by (2.10) that fhi ∈ L2(Ω).
We propose as time discretized system

(

1

h
I +Ah

)

yhi 	 fhi +
1

h
yhi−1, i = 1, . . . , n, (2.23)
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and set
yh0 = y0 in Ω. (2.24)

The operator Ah : D(Ah) ⊂ V ′ → V ′ is multivalued, defined by

D(Ah) = {y ∈ V ; there exists ζ ∈ V, ζ(x) ∈ β∗(y(x)) a.e. x ∈ Ω},
〈

Ahy, ψ
〉

V ′,V =

∫

Ω

(

∇ζ +
√
h∇y − a(x)y

)

· ∇ψdx +
∫

Γ

α(ζ +
√
hy)ψdσ,

for any ψ ∈ V .
Definition 2.2. Let y0 ∈ L2(Ω), y0 ≤ ys a.e. x ∈ Ω. A h-approximate
solution to (2.20)–(2.21) in relation with the h-discretization Dh

A(0 = t0 ≤
t1 ≤ t2 ≤ . . . ≤ tn; f

h
1 , . . . , f

h
n ) is a piecewise constant function denoted yh :

[0, T ] → V ′ whose restrictions yhi on (ti−1, ti] satisfy (2.23) with yh(0) = yh0 .
We say that y is a mild solution to (2.20)–(2.21) if y ∈ C([0, T ];V ′) and

for each h there exists a h-approximate solution z , such that

‖y(t)− z(t)‖V ′ ≤ �(h) for all t ∈ [0, T ]

and y(0) = y0, where � is continuous and �(0) = 0.

As a matter of fact, by the method further developed we shall prove
the existence of a mild solution to (2.20)–(2.21) and show that is has the
supplementary properties specified in Definition 2.1.

We are concerned with the stability and the convergence of the scheme
(2.23)–(2.24), emphasizing the precise nature of its convergence towards the
solution to (2.20)–(2.21). At the same time we shall show that a mild solution
to the abstract Cauchy problem (2.20)–(2.21) is in fact a weak solution to
(2.1)–(2.3).

The method allows to compute the solution without approximating the
inclusion β∗ and this enables the construction of an algorithm for the
numerical computation of the solution in the subsets where β∗ is multivalued.

2.1.2 Stability of the Discretization Scheme

Equation (2.23) can be written in the equivalent form

〈

yhi − yhi−1

h
, ψ

〉

V ′,V

+

∫

Ω

(∇ζhi +
√
h∇yhi − a(x)yhi ) · ∇ψdx (2.25)

+

∫

Γ

α(x)(ζhi +
√
hyhi )ψdσ =

∫

Ω

fhi ψdx,
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for any ψ ∈ V, where ζhi (x) ∈ β∗(yhi (x)) a.e. x ∈ Ω and the first result is that
it has a unique solution, yhi belonging to D(Ah), for each i = 1, . . . , n.

The existence for (2.23) with h fixed, small enough, follows by the quasi
m-accretivity of the operator Ah.

Proposition 2.3. The operator Ah is quasi m-accretive.

Proof. The computations are similar to those done in Lemma 1.4, so that
we shall not give all details. For the quasi accretivity let λ > 0, ζ ∈ Ahy,
ζ ∈ Ahy a.e. on Ω, and compute, according to (2.15)

(

λ(y − y) + ζ − ζ, y − y)
V ′ = λ ‖y − y‖2V ′ +

∫

Ω

(ζ(y) − ζ(y)) (y − y) dx

+
√
h

∫

Ω

(y − y)2 dx− a0 ‖y − y‖ ‖y − y‖V ′ ,

where

a0 =

N
∑

i=1

‖ai‖L∞(Ω) . (2.26)

Therefore, using (2.5) we obtain

(

λ(y − y) + ζ − ζ, y − y)
V ′ ≥

(

1− 1

k

)√
h ‖y − y‖2 +

(

λ− a20k√
h

)

‖y − y‖2V ′

(2.27)

which is nonnegative for λ ≥ λ0 =
a20k√
h
, where k is an arbitrary number,

k > 1.
For the quasi m-accretivity we have to show that R(λI + Ah) = V ′ for

λ > λ0, i.e., to find for each v ∈ V ′ a solution y ∈ D(Ah) to the equation

(

λI +Ah
)

y = v. (2.28)

Let us denote
˜β∗(y) = β∗(y) +

√
hy (2.29)

and deduce by the properties of β∗ that

(

ζ − ζ) (y − y) ≥
√
h(y − y)2, y, y ∈ (−∞, ys],

where ζ ∈ ˜β∗(y), ζ ∈ ˜β∗(y) a.e. on Ω. Let ζ ∈ ˜β∗(y). Its inverse Ghζ =
(

˜β∗
)−1

(ζ) is Lipschitz on L2(Ω) with the constant 1√
h
and continuous from

V to L2(Ω). Namely we have

∥

∥Ghζ −Ghζ
∥

∥ ≤ 1√
h

∥

∥ζ − ζ∥∥ ≤ cH√
h

∥

∥ζ − ζ∥∥
V
,
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with cH specified in (2.14). We can rewrite (2.28) as

λGhζ +A1ζ = v, (2.30)

where A1 : V → V ′ is defined by

〈A1ζ, ψ〉V ′,V =

∫

Ω

∇ζ · ∇ψdx−
∫

Ω

a(x)Ghζ · ∇ψdx+
∫

Γ

α(x)ζψdσ, ∀ψ ∈ V

and show that the operatorBh = λGh+A1 : V → V ′ is monotone, continuous
and coercive for λ large enough. The proof follows like in Lemma 1.4 in
Sect. 1.1. Therefore,Bh is surjective and (2.30) has a solution ζ ∈ V, ζ ∈ ˜β∗(y)
a.e. in Ω, implying that y ∈ V (because the inverse of ˜β∗ is Lipschitz). In
fact we have proved that y ∈ D(Ah) is a solution to (2.28). ��

Consequently, we can notice that if we take λ = 1
h in (2.27), then for

h <
1

k2
1

a40
(2.31)

the operator 1
hI +A

h is invertible. Relationship (2.31) is a first estimate for
the maximum time step. Therefore, the number n can be chosen such that
n ≥ [

k2a40T
]

+ 1.
We give now some preliminary results. First we notice that by (2.5) we

obtain by a straightforward computation
∫

Ω

∇yhi · ∇ζhi dx ≥ 0,

∫

Γ

α(x)yhi ζ
h
i dσ ≥ 0. (2.32)

Next, we recall the following result, which stands for a discrete version of
Gronwall’s lemma (see this proof in [39]).

Further we take into account (2.31) and the relation above connecting n
and T.

Lemma 2.4. Let vi ∈ L2(Ω), i = 0, . . . , n, such that

‖vp‖2 ≤ CMh

p
∑

i=1

‖vi‖2 + C0, p = 1, . . . , n, (2.33)

where CM > 0, C0 ≥ 0. Then

‖vp‖2 ≤ 2max{1, CM}eCMT (‖v0‖2 + C0) (2.34)

and

h

p
∑

i=1

‖vi‖2 ≤ max

{

1,
1

CM

}

eCMT
(

‖v0‖2 + C0

)

. (2.35)

We recall that αm = min
x∈Γ

α(x) was defined in (2.11) and is positive.
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Proposition 2.5. Let us assume (2.31) and let y0 ∈ L2(Ω), y0(x) ≤ ys
a.e. x ∈ Ω. Then (2.23) has a unique solution (yhi , ζ

h
i ), ζ

h
i ∈ β∗(yhi ) a.e. on

Q, yhi ∈ D(Ah) and the discretization scheme is stable, i.e.,

∥

∥yhp
∥

∥

2 ≤ C, for any p = 1, . . . , n, (2.36)

h

p
∑

i=1

∥

∥ζhi
∥

∥

2

V
≤ C(αm), for any p = 1, . . . , n, (2.37)

h

p
∑

i=1

∥

∥

∥

∥

∥

yhi − yhi−1

h

∥

∥

∥

∥

∥

2

V ′

≤ C(αm), for any p = 1, . . . , n, (2.38)

where by C and C(αm) we have denoted several constants depending on the

problem data and α
−1/2
m , respectively and independent on p and h.

Proof. By (2.22) and (2.10) we have fhi ∈ L2(Ω), and

h

p
∑

i=1

∥

∥fhi
∥

∥

2 ≤
n
∑

i=1

∫ ih

(i−1)h

‖f(s)‖2 ds =
∫ T

0

‖f(s)‖2 ds := Cf .

Since for h satisfying (2.31) the operator 1
hI + A

h is invertible and has
a Lipschitz continuous inverse it follows that (2.23) has a unique solution
yhi ∈ D(Ah), meaning in fact that yhi ∈ L2(Ω), ζhi ∈ V, ζhi ∈ β∗(yhi ) for
all i = 1, . . . , n. Next, we shall establish the estimates which will ensure the
scheme stability.

We write (2.25) for ψ = yhi . By (2.32) and (2.9) we have that

∥

∥yhi
∥

∥

2

2h
−
∥

∥yhi−1

∥

∥

2

2h
+
√
h
∥

∥yhi
∥

∥

2

V
≤ 〈

fhi , y
h
i

〉

V ′,V +

∫

Ω

a(x)yhi · ∇yhi dx

≤
∫

Ω

fhi y
h
i dx+

1

2

∫

Ω

a(x) · ∇ (

yhi
)2
dx

≤ ∥

∥fhi
∥

∥

∥

∥yhi
∥

∥+
1

2

∫

Ω

∇ · (a(x)(yhi )2)dx −
1

2

∫

Ω

(

yhi
)2 ∇ · a(x)dx

≤ 1

2

∥

∥fhi
∥

∥

2
+

1

2

∥

∥yhi
∥

∥

2
+

1

2
‖a‖1,∞

∥

∥yhi
∥

∥

2
,

where ‖a‖1,∞ =
n
∑

i=1

‖ai‖W 1,∞(Ω) . By summing up as i = 1, . . . , p we obtain
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∥

∥yhp
∥

∥

2
+
√
hh

p
∑

i=1

∥

∥yhi
∥

∥

2

V
≤ h

p
∑

i=1

∥

∥fhi
∥

∥

2
+
∥

∥yh0
∥

∥

2
+ (‖a‖1,∞ + 1)h

p
∑

i=1

∥

∥yhi
∥

∥

2

(2.39)
and using Lemma 2.4 (i.e., (2.34) and (2.35)) with

CM = ‖a‖1,∞ + 1, C0 =

∫ T

0

‖f(t)‖2 dt+ ‖y0‖2 (2.40)

we get both (2.36) and

h

p
∑

i=1

∥

∥yhi
∥

∥

2 ≤ C(‖y0‖2 +
∫ T

0

‖f(t)‖2 dt). (2.41)

This plugged into (2.39) leads to

√
hh

p
∑

i=1

∥

∥yhi
∥

∥

2

V
≤ C for any p = 1, . . . , n. (2.42)

By C we have denoted several positive constants and we retain another
estimate for the time step

h <
1

‖a‖1,∞ + 1
(2.43)

implied by the condition h < 1
CM
, occurring in the proof of Lemma 2.4.

We prove now (2.37). Since (yhi , ζ
h
i ) is the solution we write (2.25) for

ψ = ζhi , where ζ
h
i (x) ∈ β∗(yhi (x)) a.e. x ∈ Ω,

1

h

∫

Ω

(

yhi − yhi−1

)

ζhi dx+

∫

Ω

∣

∣∇ζhi
∣

∣

2
dx +

∫

Γ

α(x)
(

ζhi
)2
dσ

+
√
h

∫

Ω

∇yhi · ∇ζhi dx+
√
h

∫

Γ

α(x)yhi ζ
h
i dσ (2.44)

=

∫

Ω

fhi ζ
h
i dx +

∫

Ω

a(x)yhi · ∇ζhi dx ≤ 2kc2H
∥

∥fhi
∥

∥

2
+

1

k

∥

∥ζhi
∥

∥

2

V

+2a20k
∥

∥yhi
∥

∥

2

where we have used the relation (2.14). But ∂j = β∗, so we can write

∫

Ω

(j(yhi )− j(yhi−1))dx ≤
∫

Ω

ζhi (y
h
i − yhi−1)dx. (2.45)
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Summing up (2.44) from i = 1 to p we obtain

∫

Ω

j(yhp )dx +

(

1− 1

k

)

h

p
∑

i=1

∥

∥ζhi
∥

∥

2

V
(2.46)

≤ 2a20kh

p
∑

i=1

∥

∥yhi
∥

∥

2
+ 2kc2H

∫ T

0

‖f(t)‖2 dt+
∫

Ω

j(y0)dx.

We recall that yh0 = y0 with y0 ≤ ys and β∗(r) < β∗s for r < ys and so

∫

Ω

j(y0)dx ≤ lim
y↗ys

∫

Ω

∫ y

0

β∗(σ)dσdx ≤ β∗sysmeas(Ω) <∞. (2.47)

Taking also into account (2.41) the right-hand side in (2.46) turns out to be
bounded and we obtain for any p = 1, . . . , n, that

∫

Ω

j(yhp )dx+

(

1− 1

k

)

h

p
∑

i=1

∥

∥ζhi
∥

∥

2

V
≤ C(αm)

(

‖y0‖2 +
∫ T

0

‖f(t)‖2 dt+ 1

)

,

(2.48)

(where C(αm) is another constant depending on β∗s , ys, k, T, ‖a‖1,∞ , α−1/2
m ).

We also add that in the degenerate case hypothesis (2.4) implies that

j(r) ≥ γβ
(m+ 1)(m+ 2)

|r|m+2 ≥ 0 for r ≤ 0 (2.49)

and (2.48) leads to (2.37), and

∫

Ω

j(yhp )dx ≤ C(αm)

(

‖y0‖2 +
∫ T

0

‖f(t)‖2 dt+ 1

)

. (2.50)

From here we deduce that yhp ≤ ys a.e. x ∈ Ω for any p = 1, . . . , n.

Finally we pass to show (2.38). We multiply (2.23) by δyhi :=
yh
i −yh

i−1

h scalarly
in V ′. Using again (2.45) we get

∥

∥δyhi
∥

∥

2

V ′ +
1

h

∫

Ω

(

j(yhi )− j(yhi−1)
)

dx+
√
h

∫

Ω

yhi δy
h
i dx

≤ ∥

∥fhi
∥

∥

V ′
∥

∥δyhi
∥

∥

V ′ + a0
∥

∥yhi
∥

∥

∥

∥δyhi
∥

∥

V ′

≤ 1

k

∥

∥δyhi
∥

∥

2

V ′ + 3kc2H
∥

∥fhi
∥

∥

2
+ 3M2

Kk
∥

∥yhi
∥

∥

2
+ 3kh

∥

∥yhi
∥

∥

2

V
.
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Next we have

∥

∥δyhi
∥

∥

2

V ′ +
1

h

∫

Ω

(

j(yhi )− j(yhi−1)
)

dx

≤ ∥

∥fhi
∥

∥

V ′
∥

∥δyhi
∥

∥

V ′ + a0
∥

∥yhi
∥

∥

∥

∥δyhi
∥

∥

V ′ +
√
h
∣

∣

∣

〈

δyhi , y
h
i

〉

V ′,V

∣

∣

∣

≤ 1

k

∥

∥δyhi
∥

∥

2

V ′ + 3kc2H
∥

∥fhi
∥

∥

2
+ 3a20k

∥

∥yhi
∥

∥

2
+ 3kh

∥

∥yhi
∥

∥

2

V
,

and so we obtain

∫

Ω

(

j(yhi )− j(yhi−1)
)

dx +

(

1− 1

k

)

h
∥

∥δyhi
∥

∥

2

V ′

≤ 3kc2Hh
∥

∥fhi
∥

∥

2
+ 3ka20h

∥

∥yhi
∥

∥

2
+ 3kh · h ∥∥yhi

∥

∥

2

V
.

Summing up with respect to i = 1, . . . , n and taking into account (2.41) and
(2.42) we get that

∫

Ω

j(yhp )dx+

(

1− 1

k

)

h

p
∑

i=1

∥

∥δyhi
∥

∥

2

V ′ ≤ C(αm). (2.51)

Thus (2.38) is proved and the proof of Proposition 2.5 is ended. ��
We underline that by C we denote several constants depending on the

problem data, while C(αm) depends in addition, via (2.14), on α
−1/2
m , with

αm > 0 (see (2.11)). That is why we cannot deduce from here the estimates
for Neumann boundary conditions (corresponding to α ≡ 0). For that we
must follow another way (see [89]).

2.1.3 Convergence of the Discretization Scheme

We have now all results required to prove the scheme convergence. We define
the piecewise constant functions

yh(t, x) = yhi (x), for t ∈ ((i − 1)h, ih],

ζh(t, x) = ζhi (x), for t ∈ ((i − 1)h, ih], (2.52)

fh(t, x) = fhi (x), for t ∈ ((i − 1)h, ih],

for i = 1, . . . , n, and

yh(t, x) = y0(x), for t ∈ [−h, 0].
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Using (2.36)–(2.38), (2.48) and (2.42) we deduce the following estimates:

∥

∥yh(t)
∥

∥ ≤ C for any t ∈ [0, T ], (2.53)

∫ T

0

∥

∥ζh(t)
∥

∥

2

V
dt ≤ C(αm), ζh(t, x) ∈ β∗(yh(t, x)) a.e. (t, x)∈Q,

(2.54)

∫ T

0

∥

∥

∥

∥

yh(t)− yh(t− h)
h

∥

∥

∥

∥

2

V ′
dt ≤ C(αm), (2.55)

∫

Ω

j(yh(t))dx ≤ C(αm), for t ∈ [0, T ], (2.56)

h
1
2

∫ T

0

∥

∥yh(t)
∥

∥

2

V
dt ≤ C. (2.57)

Recalling that yh(0) = yh0 = y0, by Proposition 2.5 we have proved in fact
that yh is a h-approximate solution to the Cauchy problem (2.20)–(2.21).
Also we recall that αm > 0, defined by (2.11).

Theorem 2.6. Assume (2.31) and let y0 ∈ L2(Ω), y0(x) ≤ ys a.e. x ∈ Ω.
Then problem (2.20)–(2.21) has at least a mild solution obtained as the weak
limit of the sequence (yh)h>0,

y = lim
h→0

yh weakly in L2(0, T ;L2(Ω)). (2.58)

Moreover,

y ∈ L2(0, T ;L2(Ω)) ∩W 1,2([0, T ];V ′), (2.59)

y(t, x) ≤ ys a.e. (t, x) ∈ Q,

and it satisfies the estimates

‖y(t)‖ ≤ C for any t ∈ [0, T ], (2.60)
∫ T

0

‖ζ(t)‖2V dt ≤ C(αm), ζ(t, x) ∈ β∗(y(t, x)) a.e. (t, x) ∈ Q, (2.61)
∫ T

0

∥

∥

∥

∥

dy

dt
(t)

∥

∥

∥

∥

2

V ′
dt ≤ C(αm), (2.62)

∫

Ω

j(y(t))dx ≤ C(αm), for any t ∈ [0, T ]. (2.63)

Proof. By (2.53)–(2.57) it follows that there exist y, ζ, κ, χ in appropriate
spaces and we can select a subsequence of (yh)h>0 (denoted in the same way),
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such that

yh
w∗→ y in L∞(0, T ;L2(Ω)) as h→ 0, (2.64)

ζh ⇀ ζ in L2(0, T ;V ) as h→ 0, (2.65)

h
1
4 yh ⇀ κ in L2(0, T ;V ) as h→ 0, (2.66)

yh(t)− yh(t− h)
h

⇀ χ in L2(0, T ;V ′) as h→ 0. (2.67)

We show next that χ = dy
dt in the sense of distributions. To this end we take

ϕ ∈ C∞
0 (Q) and compute

∫ T

0

〈

yh(t)− yh(t− h)
h

, ϕ(t)

〉

V ′,V
dt

=

∫ T

0

1

h

〈

yh(t), ϕ(t)
〉

V ′,V dt−
∫ T

0

1

h

〈

yh(t− h), ϕ(t)〉
V ′,V dt

=

∫ T−h

0

1

h

〈

yh(t), ϕ(t)
〉

V ′,V dt+

∫ T

T−h

1

h

〈

yh(t), ϕ(t)
〉

V ′,V dt

−
∫ h

0

1

h

〈

yh(t− h), ϕ(t)〉
V ′,V dt−

∫ T

h

1

h

〈

yh(t− h), ϕ(t)〉
V ′,V dt.

We make the function transformation t→ t− h in the last integral and get

∫ T

0

〈

yh(t)− yh(t− h)
h

, ϕ(t)

〉

V ′,V
dt

=

∫ T−h

0

1

h

〈

yh(t), ϕ(t)
〉

V ′,V dt+

∫ T

T−h

1

h

〈

yh(t), ϕ(t)
〉

V ′,V dt

−
∫ h

0

1

h

〈

yh(t− h), ϕ(t)〉
V ′,V dt−

∫ T−h

0

1

h

〈

yh(t), ϕ(t+ h)
〉

V ′,V dt

= −
∫ T−h

0

〈

yh(t),
ϕ(t+ h)− ϕ(t)

h

〉

V ′,V
dt+

∫ T

T−h

1

h

〈

yh(t), ϕ(t)
〉

V ′,V dt

−
∫ h

0

1

h

〈

yh(t− h), ϕ(t)〉
V ′,V dt.

Passing to the limit as h → 0 and taking into account that the two last
integrals vanish due to the fact that ϕ has the support compact in Q, we
obtain
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lim
h→0

∫ T

0

〈

yh(t)− yh(t− h)
h

, ϕ(t)

〉

V ′,V
dt = −

∫ T

0

〈

y(t),
dϕ

dt
(t)

〉

V ′,V
dt,

which proves that
yh(t)− yh(t− h)

h
⇀ χ = dy

dt in the sense of distributions

as h→ 0.
From (2.56) and the lower semicontinuity property of the convex function

j we also get that

∫

Ω

j(y(t))dx ≤ lim inf
h→0

∫

Ω

j(yh(t))dx ≤ C(αm) (2.68)

which implies that y(t, x) ≤ ys a.e. on Q. By (2.66) and the trace continuity
it follows the trace convergence

h
1
4 yh

∣

∣

∣

Σ
⇀ κ|Σ in L2(0, T ;L2(Γ )) as h→ 0

and so
h

1
2 yh

∣

∣

∣

Σ
⇀ 0 in L2(0, T ;L2(Γ )) as h→ 0. (2.69)

The next step is to prove that yh(t) → y(t) in V ′ as h→ 0.
We denote by BV ([0, T ];V ′) the set of functions with bounded variation

from [0, T ] to V ′ and show that yh ∈ BV ([0, T ];V ′), i.e.,

V T
0 (yh) = sup

P∈P

np
∑

i=1

∥

∥yh(si)− yh(si−1)
∥

∥

V ′ ≤ C(αm), (2.70)

where P = {P (si) = (s0, . . . , snp);P is a partition of [0, T ]} is the set of all
partitions of [0, T ].

Here is the argument. First, let us take an equidistant partition, consid-
ering for example that si = ti (i.e., the partition considered up to now). We
have that

(

n
∑

i=1

∥

∥yh(ti)− yh(ti−1)
∥

∥

V ′

)2

(2.71)

≤ n

n
∑

i=1

∥

∥yhi − yhi−1

∥

∥

2

V ′ = nh · h
n
∑

i=1

∥

∥

∥

∥

∥

yhi − yhi−1

h

∥

∥

∥

∥

∥

2

V ′

≤ TC(αm),

by (2.38).
If the partition is not equidistant, having for some i, si−1 ∈ (ti−1, ti) and

si ∈ (tp−1, tp), with p > i (and sl = tl for l �= i), then we can write
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∥

∥yh(si)− yh(si−1)
∥

∥

V ′ ≤
∥

∥yh(ti)− yh(si−1)
∥

∥

V ′

+

p−1
∑

l=i+1

∥

∥yh(tl)− yh(tl−1)
∥

∥

V ′ +
∥

∥yh(si)− yh(tp−1)
∥

∥

V ′ ,

where the first and the last terms on the right-hand side vanish. Hence

∥

∥yh(si)− yh(si−1)
∥

∥

V ′ ≤
p−1
∑

l=i+1

∥

∥yh(tl)− yh(tl−1)
∥

∥

V ′

+
∥

∥yh(ti)− yh(ti−1)
∥

∥

V ′ +
∥

∥yh(tp)− yh(tp−1)
∥

∥

V ′ ,

so that (2.70) follows by changing the partition of [0, T ], by introducing
between si−1 and si the points ti, . . . , tp−1 and applying again (2.71) for
the new partition.

If si, si−1 ∈ (ti−1, ti) for some i, then
∥

∥yh(si)− yh(si−1)
∥

∥

V ′ = 0.

Since we have (2.70), (2.53) and L2(Ω) is compact in V ′ we can apply the
infinite dimensional Helly theorem (see [21], Theorem 3.5 and Remark 3.2,
pp. 60) to obtain that y ∈ BV ([0, T ];V ′) and

yh(t) → y(t) in V ′ for all t ∈ [0, T ]. (2.72)

From here and (2.64) we deduce that for ai ∈W 1,∞(Ω) we have

aiy
h(t) → aiy(t) in V

′ for t ∈ [0, T ], (2.73)

aiy
h ⇀ aiy in L2(0, T ;L2(Ω)) as h→ 0. (2.74)

At the end we assert that

fh → f in C([0, T ];L2(Ω)). (2.75)

Indeed, let f ∈ C([0, T ];L2(Ω)) and s, t ∈ (ti−1, ti). Then, since |s− t| ≤ h,
it follows that ‖f(s)− f(t)‖ ≤ δ(h) where δ(h) → 0, as h→ 0, whence

∥

∥fh(t)− f(t)∥∥ =

∥

∥

∥

∥

∥

1

h

∫ ti

ti−1

(f(s)− f(t))ds
∥

∥

∥

∥

∥

≤ 1

h

∫ ti

ti−1

‖f(s)− f(t)‖ ds ≤ δ(h),

for any t ∈ [0, T ], which implies (2.75).
Now, writing (2.25) for i = 1, . . . , n, and summing up with respect to i

we get
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∫ T

0

〈

yh(t)− yh(t− h)
h

, ψ(t)

〉

V ′,V
dt+ h

1
4

∫

Q

h
1
4∇yh · ∇ψdxdt

+h
1
4

∫

Σ

α(x)h
1
4 yhψdσdt+

∫

Q

(∇ζh − a(x)yh) · ∇ψdxdt

+

∫

Σ

α(x)ζhψdσdt =

∫ T

0

∫

Ω

fhψdxdt, for any ψ ∈ L2(0, T ;V ).

Then we pass to the limit as h→ 0, using (2.67), (2.65), (2.66), (2.69), (2.74)
and (2.75) and deduce the equation

∫ T

0

〈

dy

dt
(t), ψ(t)

〉

V ′,V
dt+

∫

Q

(∇ζ − a(x)y) · ∇ψdxdt (2.76)

+

∫

Σ

α(x)ζψdσdt =

∫

Q

fψdxdt for any ψ ∈ L2(0, T ;V ).

We stress that (2.66) implied h
1
2 yh ⇀ 0 in L2(0, T ;V ) as h → 0. If we take

φ ∈ C∞
0 (Q) in the previous equation we obtain that (y, ζ) satisfy

dy

dt
−Δζ +∇ · (a(x)y) = f in D′(Q). (2.77)

It remains to show that ζ ∈ β∗(y) a.e. on Q and to this end we prove that

lim sup
h→0

∫ T

0

(

ζh(t), yh(t)
)

dt ≤
∫ T

0

(ζ(t), y(t)) dt. (2.78)

We multiply (2.23) scalarly in V ′ by yhi and obtain

∥

∥yhi
∥

∥

2

V ′

2h
−
∥

∥yhi−1

∥

∥

2

V ′

2h
+

∫

Ω

ζhi y
h
i dx+

√
h

∫

Ω

(yhi )
2dx (2.79)

≤
∫

Ω

a(x)yhi · ∇ψh
i dx+

∫

Ω

fhi y
h
i dx,

where ψh
i ∈ V is the solution to AΔψ

h
i = yhi , i.e.,

−Δψh
i = yhi ,

∂ψh
i

∂ν
+ αψh

i = 0 on Γ for each i. (2.80)

We denote ψh(t) = ψh
i for t ∈ (ti−1, ti] and then we can rewrite this

problem as
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−Δψh(t) = yh(t),
∂ψh

∂ν
(t) + αψh(t) = 0 on Γ a.e. t ∈ (0, T ), (2.81)

with yh(t) ∈ L2(Ω).
By the elliptic regularity (see [1]) this problem has a unique solution

ψh(t) ∈ H2(Ω), a.e. t ∈ (0, T ), with
∥

∥ψh(t)
∥

∥

H2(Ω)
≤ c0

∥

∥yh(t)
∥

∥ ≤ C, due

to (2.36), and since H2(Ω) is compact in V we get that

ψh(t) → ψ(t) in V, a.e. t ∈ (0, T ). (2.82)

Hence passing to the limit in (2.81) we get that the function ψ satisfies the
problem

AΔψ(t) = y(t) for t ∈ [0, T ] (2.83)

with AΔ defined in (2.16). Recalling that dy
dt ∈ L2(0, T ;V ′) we obtain

AΔ
dψ

dt
(t) =

dy

dt
(t) a.e. t ∈ (0, T ) (2.84)

and so it follows that ψ ∈W 1,2([0, T ];V ). From here and (2.83) we get

〈

dy

dt
(t), ψ(t)

〉

V ′,V
=

∫

Ω

∇dψ
dt

(t) · ∇ψ(t)dx +
∫

Γ

α
dψ

dt
(t)ψ(t)dσ

=
1

2

d

dt
‖ψ(t)‖2V =

1

2

d

dt
‖y(t)‖2V ′ .

Finally, we deduce that

∫ T

0

〈

dy

dt
(t), ψ(t)

〉

V ′,V
dt =

1

2

(

‖y(T )‖2V ′ − ‖y(0)‖2V ′

)

. (2.85)

Now, we sum up (2.79) with respect to i = 1, . . . , n and get

∥

∥yhn
∥

∥

2

V ′

2h
−
∥

∥yh0
∥

∥

2

V ′

2h
+

n
∑

i=1

∫

Ω

ζhi y
h
i dx ≤

n
∑

i=1

∫

Ω

a(x)yhi ·∇ψh
i dx+

n
∑

i=1

∫

Ω

fhi y
h
i dx

whence we obtain

h

n
∑

i=1

∫

Ω

ζhi y
h
i dx ≤ −

∥

∥yhn
∥

∥

2

V ′

2
+

∥

∥yh0
∥

∥

2

V ′

2
+ h

n
∑

i=1

∫

Ω

a(x)yhi · ∇ψh
i dx

+h

n
∑

i=1

∫

Ω

fhi y
h
i dx.
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We still can write

∫ T

0

(

ζh(t), yh(t)
)

dt ≤ −
∥

∥yh(T )
∥

∥

2

V ′

2
+

∥

∥yh(0)
∥

∥

2

V ′

2
(2.86)

+

∫ T

0

∫

Ω

a(x)yh(t) · ∇ψh(t)dxdt +

∫ T

0

∫

Ω

fh(t)yh(t)dxdt.

By (2.75) and (2.64) we get

∫ T

0

∫

Ω

fh(t)yh(t)dt→
∫ T

0

∫

Ω

f(t)y(t)dt as h→ 0.

We notice that

∫ T

0

∫

Ω

a(x)yh(t) · ∇ψh(t)dt→
∫ T

0

∫

Ω

a(x)y(t) · ∇ψ(t)dt as h→ 0

because of (2.64) and (2.82). Therefore, by passing to the limit in (2.86) and
using all previous convergencies and yh(0) = y0 we get

lim sup
h→0

∫ T

0

(

ζh(t), yh(t)
)

dt ≤ −‖y(T )‖2V ′

2
+

‖y(0)‖2V ′

2

+

∫ T

0

∫

Ω

a(x)y(t) · ∇ψ(t)dxdt +
∫ T

0

∫

Ω

f(t)y(t)dxdt

= −
∫ T

0

〈

dy

dt
(t), ψ(t)

〉

V ′,V
dt+

∫ T

0

∫

Ω

a(x)y(t) · ∇ψ(t)dxdt

+

∫ T

0

∫

Ω

fydxdt =

∫ T

0

(ζ(t), y(t)) dt.

Thus, (2.78) is proved. Hence, we have yh ⇀ y, ζh ⇀ ζ in L2(0, T ;L2(Ω)) as
h → 0, ζh ∈ β∗(yh) and β∗ is maximal monotone. In conclusion, according
to a result given in [14], pp. 41, we deduce that ζ ∈ β∗(y) a.e. on Q. Since
ζ ∈ β∗(y) ∈ L2(0, T ;V ), it follows that y ≤ ys a.e. on Q.

Finally, estimates (2.60)–(2.63) are obtained by passing to the limit as
h → 0 in (2.53)–(2.56) on the basis of weakly lower semicontinuity (of the
norms and j) and the weakly convergencies (2.64), (2.65), (2.67).

Comparing (2.76) where ζ ∈ β∗(y) a.e. on Q with (2.18) we notice that
the mild solution to (2.20)–(2.21) obtained by this proof is in fact a weak
solution to (2.1)–(2.3). ��

We notice here the necessity of the linear dependence ofK0 on the solution.
In the case of a nonlinear dependence K0(x, y) = a(x)K(y) as in Chap. 1, the
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weak convergence yh ⇀ y only and the Lipschitz property of K(y) are not
sufficient to get more information about the weak limit of (K(yh))h>0, i.e.,
to show that it is K0(x, y).

2.1.4 Uniqueness

We shall give some results for the solution uniqueness in particular cases.

Proposition 2.7. Under the hypotheses of Theorem 2.6 with N = 1 and

a · ν = 0 on Γ, (2.87)

the solution to problem (2.20)–(2.21) is unique.
If a = 0 the solution to the N -dimensional problem (2.20)–(2.21) is unique.

Proof. We consider two problems (2.20)–(2.21) with the data {y0, f} and
{y0, f} having the solutions y and y, and multiply the difference of the
corresponding equations by y − y scalarly in V ′. We have

1

2
‖y(t)− y(t)‖2V ′ − 1

2
‖y0 − y0‖2V ′ (2.88)

≤
∫ t

0

∫

Ω

{

a(x)(y(τ) − y(τ)) · ∇ψ(τ) + (f(τ) − f(τ))(y(τ) − y(τ))} dxdτ

where ψ(t) is the solution to AΔψ(t) = y(t)− y(t), for t ∈ [0, T ].
In the caseN = 1 we can compute the term

∫

Ω a(x)vφxdx, where AΔφ = v
for any v ∈ L2(Ω). We recall that the latter equation is equivalent with

−φxx = v in Ω,
∂φ

∂ν
+ αφ = 0 on Γ.

We multiply the first equation in this problem by a(x)φx scalarly in L2(Ω)

∫

Ω

a(x)vφxdx = −
∫

Ω

a(x)φxφxxdx = −1

2

∫

Γ

a(x) · νφ2xdσ +
1

2

∫

Ω

axφ
2
xdx.

Using (2.87) we obtain

∫

Ω

a(x)vφxdx =
1

2

∫

Ω

axφ
2
xdx ≤ 1

2
‖a‖1,∞ ‖v‖2V ′ (2.89)

which applied for v = y(τ)− y(τ) gives
∫

Ω

a(x)(y(τ) − y(τ)) · ∇ψ(τ)dx ≤ 1

2
‖a‖1,∞ ‖y(τ)− y(τ)‖2V ′ . (2.90)
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Returning to (2.88) and considering the same data (y0 = y0, f = f) we
obtain that

‖y(t)− y(t)‖2V ′ ≤ ‖a‖1,∞
∫ t

0

‖y(τ) − y(τ)‖2V ′ dτ. (2.91)

Applying Gronwall’s lemma we get that the solution is unique.
In the N -dimensional case, with a = 0 the uniqueness follows immediately

from (2.88) for the same data. ��
In the general N -dimensional case, in the absence of a uniqueness result, the
convergence of yh to y takes place on a subsequence of (yh)h>0.

2.1.5 Error Estimate

Proposition 2.8. Let N = 1 and assume the hypotheses of Theorem 2.6
and (2.87). Then

∥

∥y(ti)− yhi
∥

∥

V ′ = O(h
1/4) as h→ 0, for i = 1, . . . , n. (2.92)

Proof. By Theorem 2.6 and (2.87) problem (2.20)–(2.21) has a unique
solution. Since (2.20) takes place in V ′, a.e. t, we can integrate it with respect
to t on (ti−1, ti), according to the integration of vectorial functions. More
exactly, if g ∈ L2(0, T ;V ′) we define

〈∫ t2

t1

g(t)dt, ψ

〉

V ′,V
:=

∫ t2

t1

〈g(t), ψ〉V ′,V dt, for any ψ ∈ V

and see that
∫ t2
t1
g(t)dt is well defined as an element of V ′. By integrating

(2.20) on (ti−1, ti) and dividing by h we get the equation in V ′

y(ti)− y(ti−1)

h
+

1

h

∫ ti

ti−1

Ay(t)dt =
1

h

∫ ti

ti−1

f(t)dt.

We subtract the corresponding equations from the discretized system (2.23)
and denote wi = y(ti)− yhi . Recalling (2.22) we get

wi − wi−1

h
− 1

h

∫ ti

ti−1

(Ay(t) −Ahyhi )dt = 0. (2.93)

We multiply (2.93) scalarly in V ′ by wi and obtain after some computations
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‖wi‖2V ′

h
+

1

h

∫ ti

ti−1

∫

Ω

(ζ(t) − ζhi )widxdt− 1

h

∫ ti

ti−1

∫

Ω

√
hyhi widxdt

=
1

h

∫ ti

ti−1

∫

Ω

a(x)(y(t) − yhi ) · ∇ψdxdt +
1

h
‖wi‖V ′ ‖wi−1‖V ′ ,

where ψ satisfies AΔψ = wi.
As specified before, because wi ∈ L2(Ω), this problem has a unique

solution ψ ∈ H2(Ω), with ‖ψ‖V ≤ ‖wi‖V ′ and ‖ψxx‖ ≤ c ‖wi‖ . Next we
can write

‖wi‖2V ′

2h
− ‖wi−1‖2V ′

2h
+

1

h

∫ ti

ti−1

∫

Ω

(ζ(t) − ζhi )(y(t) − yhi )dxdt

+
1

h

∫ ti

ti−1

∫

Ω

(ζ(t) − ζhi )(y(ti)− y(t))dxdt

≤ 1

h

∫ ti

ti−1

〈a(x)(y(t) − y(ti)),∇ψ〉V ′,V dt

+
1

h

∫ ti

ti−1

〈

a(x)(y(ti)− yhi ),∇ψ
〉

V ′,V dt+
1

h

∫ ti

ti−1

〈

wi,
√
hyhi

〉

V ′,V
dt.

Using (2.89) with v = y(ti)− yhi = wi we get

‖wi‖2V ′

2h
− ‖wi−1‖2V ′

2h
+

1

h

∫ ti

ti−1

∫

Ω

(ζ(t)− ζhi )(y(t)− yhi )dxdt

≤ 1

h

∫ ti

ti−1

‖y(ti)− y(t)‖V ′
∥

∥ζ(t)− ζhi
∥

∥

V
dt (2.94)

+
1

h

∫ ti

ti−1

‖a(x)(y(t) − y(ti))‖V ′ ‖ψx‖V dt

+
1

2h

∫ ti

ti−1

‖a‖1,∞ ‖wi‖2V ′ dt+
1

h

∫ ti

ti−1

‖wi‖V ′ h
1/4

∥

∥

∥h1/4yhi

∥

∥

∥

V
dt.

Now for t ∈ (ti−1, ti) we have

‖y(ti)− y(t)‖V ′ ≤ |ti − t|1/2
∥

∥

∥

∥

dy

dt
(t)

∥

∥

∥

∥

L2(0,T ;V ′)
≤ h1/2C(αm). (2.95)

Here we recalled (2.55) which is inherited by its limit, too. Also,

‖a(y(ti)− y(t))‖V ′ ≤ ‖a‖1,∞ ‖y(ti)− y(t)‖V ′ for a ∈W 1,∞(Ω).
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We plug these two inequalities in (2.94) and performing some computations,
we get that

‖wi‖2V ′

2h
− ‖wi−1‖2V ′

2h
≤ C(αm)

√
h

h

∫ ti

ti−1

∥

∥ζ(t)− ζhi
∥

∥

V
dt (2.96)

+
‖a‖1,∞
h

∫ ti

ti−1

‖y(t)− y(ti)‖V ′ ‖wi‖ dt+ 1

2h

∫ ti

ti−1

‖a‖1,∞ ‖wi‖2V ′ dt

+
1

2
‖wi‖2V ′ +

1

2

√
h
∥

∥

∥h1/4yhi

∥

∥

∥

2

V

≤ C(αm)

√
h

h

{(

h+

∫ ti

ti−1

‖ζ(t)‖2V dt+
∫ ti

ti−1

∥

∥ζhi
∥

∥

2

V
dt

)

+

∫ ti

ti−1

‖wi‖ dt
}

+
1

2
(‖a‖1,∞ + 1) ‖wi‖2V ′ +

1

2

√
h
∥

∥

∥h1/4yhi

∥

∥

∥

2

V
.

By (2.36) and (2.53) we recall that ‖wi‖ ≤ 2ess supt∈(0,T ) ‖y(t)‖ ≤ C. We
sum up (2.96) with respect to i = 1, . . . , p, and using (2.42) we obtain that

‖wp‖2V ′ − ‖w0‖2V ′ ≤ C
√
h+ (1 + ‖a‖1,∞)h

p
∑

i=1

‖wi‖2V ′ .

We take into account that w0 = y(0)−yh0 = 0, so that the latter inequality
implies, by Lemma 2.4 with CM = 1 + ‖a‖1,∞ and C0 = C

√
h, that

‖wp‖2V ′ ≤ C(αm)
√
h

i.e., (2.92) as claimed. This ends the proof. ��
We recall once again (2.31), (2.43), so a sufficient condition that enables

the scheme convergence is n =
[

T
h

]

+ 1, k > 1, or

h < min

{

1

k2
1

a40
,

1

1 + ‖a‖1,∞

}

. (2.97)

2.1.6 Numerical Results

In this section we present some numerical simulations intended to put into
evidence the effects induced by the diffusivity vanishing in the subsets Q0 =
{(t, x); y(t, x) = 0}, the formation and advance of the free boundary between
the saturated and unsaturated regions and the influence of the advection.
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The numerical algorithm is constructed following the quasi m-accretivity
proof. Instead of solving the system (2.23), with the multivalued Ah, we solve
a system similar to (2.30). More specifically, denoting

ζhi ∈ ˜β∗(yhi ), ˜β
∗(yhi ) = β

∗(yhi ) +
√
hyhi , K(G(ζhi )) = G(ζ

h
i ) (2.98)

we get the system

Gh(ζhi ) + hA1ζ
h
i = hfhi + yhi−1, i = 1, . . . , n,

where

Gh(r) :=

{

(˜β∗)−1(r) if r < β∗s +
√
hys

ys if r ≥ β∗s +
√
hys.

(2.99)

After solving the system, we set

yhi :=

{

(˜β∗)−1(ζhi ) if ζhi < β
∗
s +

√
hys

ys if ζhi ≥ β∗s +
√
hys.

(2.100)

We exemplify this method for a 2D process of water infiltration into a soil,
considering a dimensionless degenerate fast diffusion model with advection,
and a multivalued β∗,

βdeg(r) =
1

2
√
1− r − 1

2
, r ∈ [0, 1), β∗deg(r) =

{

1−√
1− r − r

2 , r ∈ [0, 1)
[

1
2 ,∞

)

, r = 1,
(2.101)

in the domain Ω = {(x1, x2);x1 ∈ (0, 5), x2 ∈ (0, 5)}. The initial datum
corresponds to a dry region Ω0, the circle with center in (2, 3) and radius
δ = 0.1,

y0(x1, x2) =

{

0, on Ω0
(x1−2)2+(x2−3)2−0.12

100 , otherwise
(2.102)

such that in this subset the diffusion coefficient βdeg vanishes. The other
data are

K(r) = r, f = 0.1 exp(−x21), α = 0.00001, h = 0.2.

Simulations have been made using Comsol Multiphysics with Matlab for three
cases with and without advection, and the solution is represented at times
t = 0.02, 1, 4.2, 10.

In Fig. 2.1a–d the values of the solution y computed for the model without
advection, a = (0, 0) are plotted. In Fig. 2.2a–d it is shown the solution
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a b

c d

Fig. 2.1 Solution in the diffusion degenerate case without advection

y computed for the case with periodic advection components along Ox1
and Ox2, i.e., a = (0.5 sin πx2

30 , 0.5 sin
πx1

30 ) and in Fig. 2.3a–d we see the
graphics of the solution in the case when the advection along Ox2 has a larger
amplitude, corresponding to a = (0.5 sin πx2

30 , 2.5 sin
πx1

30 ). It is observed how
the vanishing diffusivity keeps the volumetric water content (or the moisture
of the soil) y at low values in the domain Ω0 at the beginning of the flow
(t = 0.02) in all three cases. Then, at t = 1 the volumetric water content
y remains at high values in a region in the neighborhood of x = 0 and
this behavior is preserved at large time, too (t = 10) in the absence of
advection in the first case. The cases with a �= 0 reveal the influence of
the variable advection which determines the water accumulation towards the
corner (5, 5) at intermediate times (t = 4.2) and even the saturation (y = 1)
of this region due to the higher advection along Ox2 in the third case. In
Fig. 2.3c and d we notice the further advance of the saturated region along
x2 = 5 upwards. In the second case (Fig. 2.2) the increase of the volumetric
water content in this region is done slowly, as a consequence of a slower
advection.
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a b

c d

Fig. 2.2 Solution in the diffusion degenerate case with advection along both directions

2.2 Existence of Periodic Solutions in the Diffusion
Degenerate Case

In this section we shall study the existence of periodic solutions to the
degenerate diffusion problem without advection

∂y

∂t
−Δβ∗(y) 	 f in R+ ×Ω,

−∇β∗(y) · ν − αβ∗(y) 	 0 on R+ × Γ, (2.103)

y(t, x) = y(t+ T, x) in Ω, t > 0

under the hypotheses

f ∈ C(R+;L
2(Ω)), f(t+ T, x) = f(t, x), f(t, x) ≥ 0, ∀t ∈ R+, a.e. x ∈ Ω.

(2.104)
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a b

c d

Fig. 2.3 Solution in the diffusion degenerate case with higher advection along Ox2

We consider (2.4) with even powers β(r) ≥ γβr
2m, for r < 0, m ≥ 1, and in

this case

j(r) ≥ γβ |r|2(m+1)

(2m+ 1)(2m+ 2)
(2.105)

(see (2.49)), hence

lim
|r|→∞

j(r)

|r| = +∞. (2.106)

The study of this model on (0, T ) is done in the same functional framework
as in Sect. 2.1 but the proof arguments will differ. We consider the problem
on the period (0, T ),
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∂y

∂t
−Δβ∗(y) 	 f in Q = (0, T )×Ω,

−∇β∗(y) · ν − αβ∗(y) 	 0 on Σ = (0, T )×Γ, (2.107)

y(0, x) = y(T, x) in Ω.

Theorem 2.9. Let us assume

y0 ∈ L2(Ω), 0 ≤ y0 ≤ ys,

and let (2.104)–(2.105) hold. Then, there exists at least a nonnegative
solution (y, ζ) to problem (2.103),

y ∈ C(R+;L
2(Ω)) ∩W 1,2

loc (R+;V
′),

ζ ∈ L2
loc(R+;V ), ζ(t, x) ∈ β∗(y(t, x)) a.e. (t, x), (2.108)

0 ≤ y(t, x) ≤ ys, a.e. (t, x) ∈ R+ ×Ω.

Proof. We begin with the proof of the existence of a solution to (2.107). In
problem (2.107) let us fix y(0, x) = y0 in L2(Ω) and consider the Cauchy
problem

dy

dt
(t) +Ay(t) 	 f(t), a.e. t ∈ (0, T ), (2.109)

y(0) = y0, (2.110)

where A is given by (2.19) with K0 ≡ 0. We prove that it has a unique
solution, based on the fact that A is m-accretive on V ′. Next, we shall define
the mapping Φ :M0 →M0, Φ(y0) = y(T ), where

M0 = {v ∈ L2(Ω); 0 ≤ v(x) ≤ ys a.e. x ∈ Ω}

and prove that it satisfies the Schauder–Tikhonov theorem ([67], pp. 148).
We are going to prove the m-accretivity of A. The accretivity follows

immediately by

(ξ − ξ, y − y)V ′ =

∫

Ω

∇(ζ − ζ) · ∇ψdx =

∫

Ω

(ζ − ζ)(y − y)dx ≥ 0,

where ξ ∈ Ay, ξ ∈ Ay, ζ ∈ β∗(y), ζ ∈ β∗(y) a.e. in Ω and ψ is the solution
to AΔψ = y − y with AΔ given by (2.16). For the m-accretivity we have to
show that the equation

y +Ay = g (2.111)

has a solution y ∈ D(A) for each g ∈ V ′.
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We take ζ ∈ β∗(y) and denote G(ζ) = (β∗)−1(ζ). The function G : R →
(−∞, ys] is continuous and monotonically increasing (by the definition and
properties of β∗), so it is maximal monotone on R. Moreover, by (2.105) we
have that

|G(ζ)|2m+1 ≤ C(|ζ|+ 1) (2.112)

with C a constant. Thus, we have to deal with the equation

G(ζ) +A0ζ = g, (2.113)

where A0 is the restriction of AΔ on L2(Ω), A0 : D(A0) ⊂ L2(Ω) → L2(Ω),

D(A0) =

{

v ∈ V ;AΔv ∈ L2(Ω),
∂v

∂ν
+ αv = 0

}

, A0v = −Δv.

First, we shall consider that g ∈ L2(Ω). The linear operator A0 : V → V ′

is continuous and coercive, so its realization on L2(Ω) is m-accretive (see
[14], pp. 36). Also, the realization of G on L2(Ω) is maximal monotone on
L2(Ω). Hence, we define G+A0 : D(A +G0) ⊂ L2(Ω) → L2(Ω), where

D(G+A0) = {v ∈ D(A0); G(ζ) ∈ L2(Ω)}

and show that

(A0ζ,G(ζ)) =

∫

Ω

∇ζ · ∇G(ζ)dx +

∫

Γ

αζG(ζ)dσ ≥ 0

which follows by the monotonicity of G and (2.5). We conclude by a known
result (see [14], pp. 104) that G + A0 is m-accretive on L2(Ω). It is also
coercive, so it is surjective (see [14], pp. 36) and therefore (2.113) has a
unique solution ζ ∈ D(G+A0).

Next, we fix g ∈ V ′ and take a sequence (gn)n≥1 ⊂ L2(Ω), such that
gn → g in V ′. Then

G(ζn) +A0ζn = gn (2.114)

will provide a sequence of solutions (ζn)n≥1 with ζn ∈ D(G + A0) which
satisfies the estimate

‖ζn‖V ≤ C ‖gn‖V ′

obtained by multiplying (2.114) by ζn and using the fact that G is maximal
monotone. Therefore, there exists a subsequence such that ζn ⇀ ζ in V and
ζn → ζ in L2(Ω) by the compactness of the injection of V in L2(Ω).

By (2.112) we get that G(ζn) is bounded in L2(Ω), so that G(ζn)⇀ κ in
L2(Ω) on a subsequence. By (2.114) it follows that A0ζn is bounded in V ′,
so that A0ζn ⇀ A0ζ in V ′. Again by (2.114) we have that
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lim sup
n→∞

(G(ζn), ζn) ≤ (κ, ζ).

Consequently, κ = G(ζ) a.e. in Ω (see [10], pp. 42) and passing to the limit
in (2.114) we deduce that ζ is the solution to (2.113).

Because A is m-accretive and K0 = 0 it follows by Theorem 2.6 that
(2.109)–(2.110) has a unique solution y belonging to the spaces specified in
(2.108).

Moreover, if f ≥ 0 and y0 ≥ 0, the solution is nonnegative and this is
proved by multiplying (2.109) by the negative part y−, integrating over (0, t)
and applying the Stampacchia lemma (see [13], pp. 166). We recall that the
negative part is the function y− = min(0,−y). We get

−1

2

∥

∥y−(t)
∥

∥

2
+

1

2

∥

∥y−(0)
∥

∥

2 −
∫

Q

β(y)∇y · ∇y−dxdt =
∫

Q

fy−dxdt,

whence taking into account that y−(0) = y−0 = 0 and f ≥ 0 we obtain that

‖y−(t)‖2 = 0 for any t ∈ [0, T ], so that y(t) ≥ 0.
Now, we return to the proof of the conditions in Schauder–Tikhonov

theorem. By Proposition 2.7, for K0 ≡ 0 the solution y to (2.109)–(2.110)
is unique so Φ is single-valued. It is obvious that M0 is weakly compact in
L2(Ω) since it is closed and convex. Then, Φ(M0) ⊂M0 because for y0 ∈M0

we have Φ(y0) = y(T ) ∈ [0, ys], so that Φ(M0) is weakly compact, too.
Finally, we are going to show that Φ is weakly compact in L2(Ω). Let

(yn0 )n≥1 ⊂ L2(Ω), such that yn0 ⇀ y0 in L2(Ω) and consider the Cauchy
problem

dyn
dt

(t) +Ayn(t) 	 f(t), a.e. t ∈ (0, T ), (2.115)

yn(0) = yn0 .

Again by Theorem 2.6 this problem has a unique solution (yn, ζn), ζn ∈
β∗(yn) a.e. in Q, which satisfies the estimate

∫

Ω

j(yn(x, t))dx +

∫ t

0

∥

∥

∥

∥

dyn
dτ

(τ)

∥

∥

∥

∥

2

V ′
dτ +

∫ t

0

‖ζn(τ)‖2V dτ ≤ C(αm),

obtained by (2.61)–(2.63), with C(αm) depending on α
−1/2
m . This implies that

we can select a subsequence such that

yn ⇀ y weakly in L2(0, T ;L2(Ω)) as n→ ∞,
dyn
dt

⇀
dy

dt
in L2(0, T ;V ′) as n→ ∞,
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Ayn 	 ζn ⇀ ζ in L2(0, T ;V ) as n→ ∞,
yn(t) → y(t) in V ′ as n→ ∞,
yn(T ) → y(T ) in V ′ as n→ ∞,
yn(0) → y0 in V ′ as n→ ∞.

Then we have

∫ T

0

(ζn(t), yn(t))V ′dt = −1

2
‖yn(T )‖2V ′ +

1

2
‖yn0 ‖2V ′ +

∫ T

0

(f(t), yn(t))V ′dt

whence

lim sup
n→∞

∫ T

0

(ζn(t), yn(t))V ′dt

= −1

2
‖y(T )‖2V ′ +

1

2
‖y0‖2V ′ +

∫ T

0

(f(t), y(t))V ′dt =

∫ T

0

(ζ(t), y(t))V ′dt.

We deduce that ζ ∈ Ay a.e. in Q and conclude that y is the solution to
(2.109)–(2.110). Moreover, Φ(yn0 ) = yn(T ) ⇀ y(T ) = Φ(y0) in L

2(Ω). Thus,
Φ has a fixed point, y(T ) = Φ(y0) = y0 and this ends the proof.

The proof of a solution to (2.103) is done as in Theorem 1.13, starting by
(2.107) and extending the solution to R+ by periodicity. ��

2.2.1 Asymptotic Behavior at Large Time

In a Hilbert space H let A be a maximal monotone operator provided by a
proper convex lower semicontinuous function ϕ, A = ∂ϕ. Let us consider the
abstract equation

dy

dt
(t) +Ay(t) 	 f(t) a.e. t ∈ R. (2.116)

We recall the following general result (see [68]).

Theorem H. Let A be a potential operator and let f be T -periodic, i.e.,

f(t+ T ) = f(t) a.e. t ∈ R.

Assume that (2.116) has at least a T -periodic solution. Then, every other
solution y, corresponding to a whatever initial datum y0, is such that

y(t)− π(t)⇀ 0 as t→ ∞, (2.117)



88 2 Existence for Diffusion Degenerate Problems

where π(t) is some periodic solution to (2.116). Two periodic solutions ω and
π differ by a constant element of H.

Moreover, if the resolvent of A is compact in H , then the convergence
(2.117) is strong.

Lemma 2.10. If K0 = 0 the operator A defined by (2.19) is a potential
operator.

Proof. We define ϕ : V ′ → (−∞,∞]

ϕ(y) =

{∫

Ω j(y)dx, if y ∈ V ′ ∩ L1(Ω), j(y) ∈ L1(Ω)

+∞, otherwise

and notice that D(ϕ) = {y ∈ L2(Ω); y ≤ ys a.e. x ∈ Ω}. Indeed, let y ∈
L2(Ω), y ≤ ys a.e. x ∈ Ω. Then, ϕ(y) ≤ ϕ(ys) = β∗sysmeas(Ω) < ∞, hence
y ∈ D(ϕ). The converse inclusion is implied by the inequality (2.105). If
y ∈ D(ϕ) we have

‖y‖2(m+1) ≤ C(2m+ 1)(2m+ 2)ϕ(y) < +∞ (2.118)

whence we obtain that y ∈ L2(Ω). Moreover, the fact that j(y) ∈ L1(Ω)
implies y ≤ ys a.e. x ∈ Ω.

Then we show that ϕ is a proper, convex and lower semicontinuous
(l.s.c.). The argument is well known (see [10]) but we outline it for reader’s
convenience. The first two assertions are obvious and it remains to show that
the set

S = {y ∈ V ′;ϕ(y) ≤ λ}
is closed in V ′ for any λ > 0.

First we show that S is strongly closed in L2(Ω). Indeed, let yn ∈ S, yn → y
in L2(Ω). Recalling that j is l.s.c. and nonnegative we have by Fatou’s lemma
that

ϕ(y) =

∫

Ω

j(y)dx ≤
∫

Ω

lim inf
n→∞ j(yn)dx ≤ lim inf

n→∞

∫

Ω

j(yn)dx,

which implies that ϕ(y) ≤ λ, i.e., y ∈ S.
Now we can prove that S is closed in V ′. Let (yn)n be a sequence in S

such that yn → y in V ′ as n → ∞. We have to show that y ∈ S, meaning
that ϕ(y) ≤ λ.

By (2.118) it follows that (yn)n is bounded in L2(Ω), so that we can extract
a subsequence such that

yn ⇀ y in L2(Ω) as n→ ∞. (2.119)
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By the uniqueness of the limit (yn → y in V ′) it follows that y = y. Because
S is convex and strongly closed in L2(Ω) it follows that it is weakly closed
too, whence we get that y ∈ S.

Finally we shall show that A = ∂ϕ. First we compute

(ξ, y − y)V ′ =

∫

Ω

∇ζ · ∇ψdx+
∫

Γ

αζψdσ =

∫

Ω

ζ(y − y)dx for any y, y ∈ V,

where ξ ∈ Ay a.e. x ∈ Ω, ζ ∈ β∗(y) a.e. onΩ and ψ ∈ V satisfies AΔψ = y−y.
But ∂j(y) = β∗(y) so that

(ξ, y − y)V ′ ≥
∫

Ω

(j(y)− j(y))dx, ξ ∈ Ay a.e. on Ω,

which shows that Ay ⊂ ∂ϕ(y). Since A is maximal monotone in V ′ × V ′ it
follows that A = ∂ϕ. ��

Now we shall give a result showing that the solution to the problem

∂y

∂t
−Δβ∗(y) 	 f in R+ ×Ω,

−∇β∗(y) · ν − αβ∗(y) 	 0 on R+ × Γ, (2.120)

y(0) = y0

starting from y0 tends in some sense to a solution to (2.103).

Corollary 2.11. The solution y to (2.120) corresponding to a whatever
datum y0 satisfies

lim
t→∞ ‖y(t)− ω(t)‖V ′ = 0, (2.121)

where ω is some periodic solution to (2.103).

Proof. The operatorA is potential and (2.103) has at least a periodic solution.
Next we will show that (λI +A)−1 for λ > 0 is compact in V ′. Let (vn)n

be a sequence in V ′. We recall that A is m-accretive on V ′ and note that it
is coercive too, because (ξ, y)V ′ ≥ ρ ‖y‖2 ≥ ρ

c2H
‖y‖2V ′ , where ξ ∈ Ay and cH

is given by (2.14). Hence A is surjective and the equation

un +Aun = vn,

has a unique solution in D(A). We multiply it by ζn ∈ β∗(un) and integrate
over Ω. We get that

‖un‖2 + ‖ζn‖2V ≤ ‖vn‖2V ′ ≤ constant.



90 2 Existence for Diffusion Degenerate Problems

a b

Fig. 2.4 Asymptotic behavior of θ = uy solution to (2.120) in the periodic diffusion
degenerate case

Since L2(Ω) is compact in V ′ it follows that (un)n is compact in V ′, where
un = (λI +A)−1vn. Then, Theorem H implies (2.121). ��

2.2.2 Numerical Results

The numerical results presented below are intended to illustrate the result
proved in Corollary 2.11.

We perform the computations for Ω = (0, 2) × (0, 5), Ω0 the circle with
center at (2, 3) and radius 0.1, β∗ given by (2.101), y0 given by (2.102),
K(r) = 0 and

f(t, x1, x2) = 0.001x1(5 − x2)
(∣

∣

∣sin
π

20
t
∣

∣

∣+
∣

∣

∣cos
π

30
t
∣

∣

∣

)

.

We shall also put into evidence the influence of the boundary condition upon
the flow. In Fig. 2.4a the values are computed at x2 = 2, x1 = 1, 2, 4, for
α = 0.01 meaning that the boundary of the domain is permeable and allows
the fluid flux across it. In Fig. 2.4b there are the graphics computed for α =
0.000001 which indicates an almost impermeable boundary. In both cases the
flow ends by completely filling the soil reaching so a stationary regime, but
this is done in a shorter time in the second case when the flux across the
boundary is very much reduced. In the first case the flow needs a double time
to reach the (periodic) stationary regime than in the first case.



Chapter 3
Existence for Nonautonomous
Parabolic–Elliptic Degenerate
Diffusion Equations

The subject of this chapter is the study of a Cauchy problem with a time-
dependent nonlinear operator which is the abstract formulation of a boundary
value problem for a fast diffusion equation in the parabolic–elliptic degenerate
case, with nonhomogeneous Neumann conditions. Existence and uniqueness
for the abstract Cauchy problem are proved in relation with the results
of Kato, given in [71] and extended by Crandall and Pazy in [44] for the
nonautonomous evolution equations with nonlinear m-accretive operators.

3.1 Statement of the Problem and Functional
Framework

Let Ω be an open bounded subset of RN , with a piecewise smooth boundary
Γ := ∂Ω.We assume that Γ = Γp∪Γα, where Γp and Γα are disjoint smooth
open subsets of the boundary and denote by ν the unit outward normal to
the boundary Γ. We are concerned with the boundary value problem with
initial data

∂(u(t, x)y)

∂t
−Δβ∗(y) +∇ ·K0(t, x, y) 	 f, in Q = (0, T )×Ω, (3.1)

(u(t, x)y(t, x))|t=0 = θ0, in Ω,

(K0(t, x, y)−∇β∗(y)) · ν 	 p(t, x), on Σp = (0, T )× Γp,
y(t, x) = 0, on Σα = (0, T )× Γα.

The hypotheses for β and β∗ are the same as in Sect. 1.1, i.e., (1.2)–(1.9).
For u we assume

A. Favini and G. Marinoschi, Degenerate Nonlinear Diffusion Equations,
Lecture Notes in Mathematics 2049, DOI 10.1007/978-3-642-28285-0 3,
© Springer-Verlag Berlin Heidelberg 2012
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u ∈ W 2,∞(Q), u(t, x) ∈ [0, uM ] for any (t, x) ∈ Q,
u(0, x) := u0(x), (3.2)

u(t, x) = 0 in Q0 = [0, T ]×Ω0, u(t, x) > 0 on Qu = (0, T )×Ωu,

where Ω0 ⊂ Ω, meas(Ω0) > 0, Ω0 ∩ Γ = ∅, Ωu = Ω\Ω0.
In this chapter we consider that the advection term is time-dependent

K0(t, x, y) = a(t, x)K(y), a(t, x) := (aj(t, x))j=1,...,N ,

with a and K satisfying

aj ∈W 1,∞(Q), aj(t, x) = 0 in Q0, |aj(t, x)| ≤ aMj , for (t, x) ∈ Q, (3.3)

the function K : (−∞, ys] → R is Lipschitz continuous with the constant
MK > 0, and bounded, |K(r)| ≤ Ks.

We also assume

f ∈ L2(0, T ;V ′), p ∈ L2(0, T ;L2(Γp))

and

θ0 ∈ L2(Ω), θ0 = 0 a.e. on Ω0, θ0 ≥ 0 a.e. on Ωu, (3.4)

θ0
u0

∈ L2(Ωu),
θ0
u0

≤ ys, a.e. x ∈ Ωu.

We consider the Hilbert space V := {y ∈ H1(Ω); y = 0 on Γα} with the
norm

‖y‖V =

(∫

Ω

|∇y(x)|2 dx
)1/2

and its dual, V ′. We endow V ′ with the scalar product (y, y)V ′ = 〈y, ψ〉V ′,V
where ψ is the solution to the problem

−Δψ = y, ψ = 0 on Γα,
∂ψ

∂ν
= 0 on Γp

which can still be expressed as A0ψ = y with A0 : V → V ′ defined by

〈A0ψ, φ〉V ′,V :=

∫

Ω

∇ψ · ∇φdx, for any φ ∈ V. (3.5)

We recall that for the sake of simplicity we shall denote the norm and the
scalar product in L2(Ω) without subscript.
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Definition 3.1. We call a weak solution to (3.1) a pair (y, ζ) such that

y ∈ L2(0, T ;V ), (3.6)

uy ∈ C([0, T ];L2(Ω)) ∩ L2(0, T ;V ) ∩W 1,2([0, T ];V ′),

ζ ∈ L2(0, T ;V ), ζ(t, x) ∈ β∗(y(t, x)) a.e. on Q,
y ≤ ys, a.e. (t, x) ∈ Q,

which satisfies the equation
〈

d(uy)

dt
(t), ψ

〉

V ′,V
+

∫

Ω

(∇ζ(t) · ∇ψ −K0(t, x, y(t)) · ∇ψ) dx (3.7)

= 〈f(t), ψ〉V ′,V −
∫

Γp

p(t)ψdx, a.e. t ∈ (0, T ), ∀ψ ∈ V,

and the initial condition (u(t)y(t))|t=0 = θ0.

Equivalently (3.7) can be written

∫ T

0

〈

d(uy)

dt
(t), φ(t)

〉

V ′,V
dt+

∫

Q

(∇ζ · ∇φ−K0 (t, x, y) · ∇φ) dxdt

=

∫ T

0

〈f(t), φ(t)〉V ′,V dt−
∫

Σp

pφdσdt, (3.8)

for any φ ∈ L2(0, T ;V ), and some ζ(t, x) ∈ β∗ (y(t, x)) a.e. (t, x) ∈ Q.
We replace

θ(t, x) := u(t, x)y(t, x), (3.9)

and for each t ∈ [0, T ] we introduce the operator A(t) : D(A(t)) ⊂ V ′ → V ′,
with

D(A(t)) (3.10)

:=

{

z ∈ L2(Ω);
z

u(t, ·) ∈ L2(Ω), ∃ζ ∈ V, ζ(x) ∈ β∗
(

z(x)

u(t, x)

)

a.e. x ∈ Ω
}

,

by the relation

〈A(t)z, ψ〉V ′,V :=

∫

Ω

(

∇ζ · ∇ψ −K0

(

t, x,
z

u(t, x)

)

· ∇ψ
)

dx, (3.11)

for any ψ ∈ V.
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If p ∈ L2(0, T ;L2(Γp)) we define fΓp ∈ L2(0, T ;V ′) by

〈

fΓp(t), ψ
〉

V ′,V := −
∫

Γp

p(t)ψdσ, ∀ψ ∈ V, (3.12)

and so we are led to the Cauchy problem

dθ

dt
(t) +A(t)θ(t) 	 f(t) + fΓp(t), a.e. t ∈ (0, T ), (3.13)

θ(0) = θ0.

We notice that if the solution to (3.13) exists, then it is a solution in the
generalized sense to (3.1).

3.2 The Approximating Problem

We introduce an approximating problem by replacing u by uε = u + ε, the
multivalued function β∗ by the continuous approximation β∗ε defined in (1.36)
and extend K(y) at the right of y = ys by K(ys).

Therefore, we write the Cauchy problem

dθε
dt

(t) + Aε(t)θε(t) = f(t) + fΓp(t), a.e. t ∈ (0, T ), (3.14)

θε(0) = θ0,

with the time-dependent operator Aε(t) : D(Aε(t)) ⊂ V ′ → V ′ defined by

〈Aε(t)z, ψ〉V ′,V (3.15)

:=

∫

Ω

(

∇β∗ε
(

z(x)

uε(t, x)

)

· ∇ψ −K0

(

t, x,
z(x)

uε(t, x)

)

· ∇ψ
)

dx, ∀ψ ∈ V

for each t ∈ [0, T ] with

D(Aε(t)) :=

{

z ∈ L2(Ω); β∗ε

(

z

uε(t, ·)
)

∈ V
}

.

Equivalently to (3.14) we can write
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∫ T

0

〈

dθε
dt

(t), φ(t)

〉

V ′,V
dt

+

∫

Q

(

∇β∗ε
(

θε
uε

)

· ∇φ−K0

(

t, x,
θε
uε

)

· ∇φ
)

dxdt (3.16)

=

∫ T

0

〈f(t), φ(t)〉V ′,V dt−
∫

Σp

pφdσdt, ∀φ ∈ L2(0, T ;V ).

The definitions and properties of the functions j and jε are the same as in
Sect. 1.1.

Since (3.14) is a nonautonomous problem a way of solving it would be via
Lions’ theorem. For that the operator Aε(t) should be defined from V to V ′

and must be monotone. But this is not the case of this operator in the duality
V ′, V. That is why we have to find another way of treating this problem and
approach it relying on the results of Kato [71], extended by Crandall and
Pazy in [44].

First we prove a lemma that gathers some important properties of Aε(t)
which are the hypotheses assumed in [44].

Lemma 3.2. Let Aε(t) be the operator defined by (3.15).

(a) The domain of Aε(t) is independent of t and D(Aε(t)) = D(Aε(0)) = V.
(b) For each ε > 0 and t ∈ [0, T ] fixed, the operator Aε(t) is quasi m-accretive

on V ′.
(c) For θ ∈ V and 0 ≤ s, t ≤ T we have

‖Aε(t)θ −Aε(s)θ‖V ′ ≤ |t− s| g (‖θ‖V ′) (‖A(t)θ‖V ′ + 1), (3.17)

where g : [0,∞) → [0,∞) is a nondecreasing function.

Proof. (a) If θ ∈ V then θ
uε

∈ V, since uε ∈ u ∈ W 2,∞(Q) and uε is in the

bounded interval [ε, uM + ε]. Next, we easily see that ∂
∂xj

(

β∗ε
(

θ
uε

))

=

βε

(

θ
uε

)

∂
∂xj

(

θ
uε

)

∈ L2(Ω) for each ε > 0. Thus, V ⊂ D(Aε(t)).

Conversely, since the inverse of β∗ε is Lipschitz with the constant 1
ρ , it

follows that β∗ε
(

θ
uε

)

∈ V implies θ
uε

∈ V and finally θ ∈ V, whence

D(Aε(t)) ⊂ V, for each t ∈ [0, T ].
(b) Let λ > 0, and t ∈ [0, T ] be fixed. The quasi m-accretivity of Aε(t)

follows as in Lemma 1.4 (for Bε).
To prove (c) we calculate for any t, s, 0 ≤ s < t ≤ T

‖Aε(t)θ −Aε(s)θ‖2V ′ = 〈Aε(t)θ −Aε(s)θ, ψ〉V ′,V , for θ ∈ V,
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where

−Δψ = Aε(t)θ −Aε(s)θ,
∂ψ

∂ν
= 0 on Γp, ψ = 0 on Γα.

By hypotheses (3.2) and (3.3) the functions 1
uε(t,x)

, ∇
(

1
uε(t,x)

)

and aj are

Lipschitz continuous with respect to t, uniformly with respect to x, i.e.,

∣

∣

∣

∣

1

uε(t, x)
− 1

uε(s, x)

∣

∣

∣

∣

≤ C(ε) |t− s| , ∀x ∈ Ω, (3.18)

∣

∣

∣

∣

∇
(

1

uε(t, x)

)

−∇
(

1

uε(s, x)

)∣

∣

∣

∣

≤ C(ε) |t− s| , ∀x ∈ Ω. (3.19)

Using (3.3) and the hypotheses for K we can write

∫

Ω

[

K0

(

t, x,
θ

uε(t, x)

)

−K0

(

t, x,
θ

uε(s, x)

)]

· ∇ψdx

≤
∥

∥

∥

∥

(a(t, ·) − a(s, ·))K
(

t, x,
θ

uε(t, ·)
)∥

∥

∥

∥

‖∇ψ‖

+

∥

∥

∥

∥

a(s, ·)
(

K

(

t, x,
θ

uε(t, ·)
)

−K
(

t, x,
θ

uε(s, ·)
))∥

∥

∥

∥

‖∇ψ‖

≤
(

KsCa |t− s|+M
∥

∥

∥

∥

θ

uε(t, ·) −
θ

uε(s, ·)
∥

∥

∥

∥

)

‖∇ψ‖ .

By C(ε) we denote several constants depending on ε and Ca is the Lipschitz
constant for a. Therefore, taking account of the definition of β∗ε from (1.36)
we have that

‖Aε(t)θ −Aε(s)θ‖2V ′ =

∫

Ω

{

∇
[

β∗ε

(

θ

uε(t, x)

)

− β∗ε
(

θ

uε(s, x)

)]

· ∇ψ

−
[

K0

(

t, x,
θ

uε(t, x)

)

−K0

(

t, x,
θ

uε(s, x)

)]

· ∇ψ
}

dx

≤
∣

∣

∣

∣

∣

〈

Aε(t)θ −Aε(s)θ, β
∗
ε

(

θ

uε(t, x)

)

− β∗ε
(

θ

uε(s, x)

)〉

V ′,V

∣

∣

∣

∣

∣

+

(

KsCa |t− s|+M
∥

∥

∥

∥

θ

uε(t, ·) −
θ

uε(s, ·)
∥

∥

∥

∥

)

‖ψ‖V

≤ β∗s − β∗(ys − ε)
ε

‖Aε(t)θ −Aε(s)θ‖V ′

∥

∥

∥

∥

θ

uε(t, ·) −
θ

uε(s, ·)
∥

∥

∥

∥

V

+

(

KsCa |t− s|+McP
∥

∥

∥

∥

θ

uε(t, ·) −
θ

uε(s, ·)
∥

∥

∥

∥

V

)

‖Aε(t)θ −Aε(s)θ‖V ′ ,
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where M = MK

N
∑

j=1

aMj . Using (3.18) and (3.19) and performing some

computations we deduce the estimate

∥

∥

∥

∥

θ

(

1

uε(t, ·) −
1

uε(s, ·)
)∥

∥

∥

∥

V

≤ C(ε) |t− s| ‖θ‖V ,

so that we get that

‖Aε(t)θ −Aε(s)θ‖V ′ ≤ (KsCa + C(ε) ‖θ‖V ) |t− s| . (3.20)

We write θ = θ
uε
uε and compute ‖θ‖V obtaining

‖θ‖V ≤ C
∥

∥

∥

∥

θ

uε(t, ·)
∥

∥

∥

∥

V

, (3.21)

with C a constant depending onΩ and the norm ‖u‖C1(Q) . Then, we compute

〈

Aε(t)θ,
θ

uε(t, ·)
〉

V ′,V

=

∫

Ω

(

∇β∗ε
(

θ

uε

)

· ∇
(

θ

uε

)

−K0

(

t, x,
θ

uε

)

· ∇
(

θ

uε

))

dx

≥
∫

Ω

βε

(

θ

uε(t, x)

) ∣

∣

∣

∣

∇
(

θ

uε(t, x)

)∣

∣

∣

∣

2

dx−M1

∥

∥

∥

∥

θ

uε(t, ·)
∥

∥

∥

∥

V

≥ ρ
∥

∥

∥

∥

θ

uε(t, ·)
∥

∥

∥

∥

2

V

−M1

∥

∥

∥

∥

θ

uε(t, ·)
∥

∥

∥

∥

V

,

with M1 = Ks

N
∑

j=1

aMj , where we used the boundedness of K, |K(r)| ≤ Ks.

We deduce that

ρ

∥

∥

∥

∥

θ

uε(t, ·)
∥

∥

∥

∥

2

V

≤
〈

Aε(t)θ,
θ

uε(t, ·)
〉

V ′,V
+M1

∥

∥

∥

∥

θ

uε(t, ·)
∥

∥

∥

∥

V

≤ (‖Aε(t)θ‖V ′ +M1)

∥

∥

∥

∥

θ

uε(t, ·)
∥

∥

∥

∥

V

whence we get

∥

∥

∥

∥

θ

uε(t, ·)
∥

∥

∥

∥

V

≤ max{1,M1}
ρ

(‖Aε(t)θ‖V ′ + 1) . (3.22)
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Combining (3.20)–(3.22) we finally obtain that

‖Aε(t)θ −Aε(s)θ‖V ′ ≤ C(ε) |t− s| (‖Aε(t)θ‖V ′ + 1),

as claimed by (3.17). ��

3.3 Well-Posedness for the Nonautonomous Cauchy
Problem

Now we can pass to the proof of the existence and uniqueness results for
problem (3.13).

We recall that by cP we denote the constant in the Poincaré inequality
and let u′m, u′M ∈ R,

u′M := max
(t,x)∈Q

ut(t, x), u
′
m := min

(t,x)∈Q
ut(t, x).

Theorem 3.3. Let us assume f ∈ L2(0, T ;V ′), p ∈ L2(0, T ;L2(Γp)), (3.4)
and

ρ− c2Pu′M > 0. (3.23)

Then, the Cauchy problem (3.13) has a solution (y, ζ)

y ∈ L2(0, T ;V ), (3.24)

uy ∈ C([0, T ];L2(Ω)) ∩ L2(0, T ;V ) ∩W 1,2([0, T ];V ′)

ζ ∈ L2(0, T ;V ), ζ ∈ β∗ (y) a.e. on Q,

y(t, x) ≤ ys a.e. (t, x) ∈ Q.

If there exists ku > 0 such that

|a(t, x)| ≤ ku
√

u(t, x) for all (t, x) ∈ Q

then the solution is unique.

Proof. Since the result of Crandall and Pazy we intend to use works for
homogeneous evolution equations we first resort to a technique developed
by Dafermos and Slemrod in [47] by which (3.14) is transformed into a
homogeneous problem. For the homogeneous problem we apply then the main
theorem stating the existence of solutions to evolution equations with time-
dependent nonlinear operators given in [44] after we prove that all hypotheses
specified there are fulfilled.
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The proof is done in three steps. In the first two steps we show that the
approximating homogeneous problem has a unique solution and then we pass
to the limit as ε→ 0 for getting the existence for (3.13).

Step 1. First, let us assume that

f ∈W 1,1(0,∞;V ′), fΓp ∈W 1,1(0,∞;V ′), θ0 ∈ V. (3.25)

We denote F = f + fΓp ∈ W 1,1(0,∞;V ′) and introduce the space X :=
V ′ × L1(0,∞;V ′) with the norm

‖Θ‖2X = ‖θ‖2V ′ +

∫ ∞

0

‖γ(s)‖V ′ ds, where Θ =

(

θ

γ

)

∈ X .

Then we define the operator

Aε(t) : D(Aε(t)) = D(Aε(t)) ×W 1,1(0,∞;V ′) ⊂ X → X

by

Aε(t)(w, γ) =

(

Aε(t)w − γ(0)
−γ′

)

, (3.26)

for all (w, γ) ∈ D(Aε(t))×W 1,1(0,∞;V ′). If we denote

P(t) =

(

θε(t)

G(t)

)

, (3.27)

where G ∈ W 1,∞(0, T ;W 1,1(0,∞;V ′)) is defined by

G(t)(s) := F (t+ s), ∀s ∈ (0,∞), (3.28)

we can write the problem

dP
dt

(t) +Aε(t)P(t) = 0, a.e. t ∈ (0, T ), (3.29)

P(0) =

(

θ0
F (s)

)

.

The second component of (3.29) provides the problem

∂G(t, s)

∂t
− ∂G(t, s)

∂s
= 0,

G(0, s) = F (s),
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that is necessarily satisfied by G(t, s) = F (t + s). Then the problem
corresponding to the first component in (3.29) reads

dθε
dt

(t)+Aε(t)θε(t)−G(t)(0) = 0, a.e. t ∈ (0, T ),

θε(0) = θ0.

Since G(t)(0) = F (t) this turns out to be exactly (3.14).
The operator Aε(t) satisfies the same properties proved for Aε(t) in

Lemma 3.2. Indeed, its domain is time-independent D(Aε(t)) = V ×
W 1,1(0,∞;V ′) and according to the arguments given in [46, 47] it turns out
that the operator Aε(t) is quasi m-accretive on X . Finally, the property (c)
follows because

‖Aε(t)Θ −Aε(τ)Θ‖2X = ‖Aε(t)θ −Aε(τ)θ‖2V ′ .

If θ0 ∈ V it follows that θ0
u0+ε ∈ V = D(Aε(t)) and consequently, we

can apply the main result in [44] and assert that under the hypotheses
(3.25) the problem (3.29) has a unique strong solution in the domain of the
operator Aε(t), implying that problem (3.14) has a unique strong solution
θε ∈ C([0, T ];V ′) ∩ W 1,2([0, T ];V ′) with β∗ε (θε) ∈ L2(0, T ;V ). The latter
implies also that θε ∈ L2(0, T ;V ). The solution satisfies the estimates

∫

Ω

uε(t, x)jε

(

θε
uε

(t)

)

dx+

∫ t

0

∥

∥

∥

∥

β∗ε

(

θε
uε

(τ)

)∥

∥

∥

∥

2

V

dτ

+

∫ t

0

∥

∥

∥

∥

dθε
dτ

(τ)

∥

∥

∥

∥

2

V ′
dτ ≤ C

(∫

Ω

(u0 + ε)jε

(

θ0
u0 + ε

)

dx

+

∥

∥

∥

∥

θ0
u0

∥

∥

∥

∥

2

+ C1 + 1

)

, for t ∈ [0, T ], (3.30)

∥

∥θε(t)− θε(t)
∥

∥

V ′ ≤ C(ε)C2. (3.31)

By C and C(ε) we denote constants independent and dependent on ε,
respectively, where

C1 := 3

{
K

2
T +

∫ T

0

(
‖f(t)‖2V ′ + c2tr ‖p(t)‖2L2(Γp)

)
dt

}
,

C2 :=
∥∥θ0−θ0

∥∥2

V ′ +

∫ T

0

(∥∥f(t)− f(t)
∥∥2

V ′ + c2tr ‖p(t)− p(t)‖2L2(Γp)

)
dt,

K = Ks(meas(Ω))1/2
N∑

j=1

aM
j ,
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the constant ctr is given by the trace theorem and θ and θ are the solutions
corresponding to the pairs of data (θ0, f, p) and (θ0, f , p).

Let us notice that if u ∈ W 2,∞(Q) and z ∈ V ′ we have uεz ∈ V ′.Moreover,
(uε)t ∈ W 1,∞(Q) and if θε ∈ L2(0, T ;V ′) then we have (in the sense of
distributions) that

dθε
dt

= uε
d

dt

(

θε
uε

)

+
θε
uε

(uε)t. (3.32)

Also, we have the identity

∫ t

0

〈(

uε
d

dτ

(

θε
uε

))

(τ), β∗ε

(

θε
uε

(τ)

)〉

V ′,V
dτ (3.33)

=

∫

Ω

uε(t, x)jε

(

θε
uε

(t)

)

dx −
∫

Ω

(u0 + ε)jε

(

θ0
u0 + ε

)

dx.

Indeed, let us define the function ϕε : (0, T )× L2(Ω) → (−∞,∞),

ϕε(t, y) :=

∫

Ω

uε(t, x)jε(y)dx. (3.34)

This function is differentiable with respect to y and t and

∂yϕε(t, y) = uε(t, x)∂jε(y) = uε(t, x)β
∗
ε (y).

Then we have

∫ t

0

〈(

uε
dy

dτ

)

(τ), β∗ε (y(τ))
〉

V ′,V
dτ

=

∫ t

0

〈

dy

dτ
(τ), uε(τ)β

∗
ε (y(τ))

〉

V ′,V
dτ

=

∫ t

0

〈

dy

dτ
(τ), ∂yϕε(τ, ·)

〉

V ′,V
dτ

=

∫ t

0

∂ϕε(τ, y)

∂τ
dτ =

∫

Ω

uε(t, x)jε (y) dx

−
∫

Ω

(u0 + ε)jε

(

θ0
u0 + ε

)

dx.

This proves (3.33). Now, we test (3.14) at θε
uε

and integrate over (0, t). We
obtain
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∫ t

0

〈

dθε
dτ

(τ),
θε
uε

(τ)

〉

V ′,V
dτ +

∫ t

0

∫

Ω

∇β∗ε
(

θε
uε

)

· ∇
(

θε
uε

)

dxdτ

≤
∫ t

0

∫

Ω

K0

(

τ, x,
θε
uε

)

· ∇
(

θε
uε

)

dxdτ

+

∫ t

0

‖f(τ)‖V ′

∥

∥

∥

∥

θε
uε

(τ)

∥

∥

∥

∥

V

dτ +

∫ t

0

‖p(τ)‖L2(Γp)

∥

∥

∥

∥

θε
uε

(τ)

∥

∥

∥

∥

L2(Γp)

dτ.

Since
√
uε ∈W 2,∞(Q) and uε ≥ ε > 0 we have

d
√
uε

dt = (uε)t
2
√
uε

∈W 1,∞(Q).

We write θε =
θε√
uε

√
uε and apply (3.32),

∫ t

0

〈

√

uε(τ)
d

dτ

(

θε√
uε

)

(τ),
θε
uε

(τ)

〉

V ′,V
dτ

+

∫ t

0

∫

Ω

θε√
uε

(uε)t
2
√
uε

θε
uε
dxdτ + ρ

∫ t

0

∥

∥

∥

∥

θε
uε

(τ)

∥

∥

∥

∥

2

V

dτ

≤
∫ t

0

∥

∥

∥

∥

K0

(

τ, x,
θε
uε

(τ)

)∥

∥

∥

∥

∥

∥

∥

∥

θε
uε

(τ)

∥

∥

∥

∥

V

dτ

+

∫ t

0

‖f(τ)‖V ′

∥

∥

∥

∥

θε
uε

(τ)

∥

∥

∥

∥

V

dτ

+ctr

∫ t

0

‖p(τ)‖L2(Γp)

∥

∥

∥

∥

θε
uε

(τ)

∥

∥

∥

∥

V

dτ,

where ctr is the constant in the trace theorem. After a few calculations we
get

∫ t

0

〈

d

dτ

(

θε√
uε

)

(τ),
θε√
uε

(τ)

〉

V ′,V
dτ + ρ

∫ t

0

∥

∥

∥

∥

θε
uε

(τ)

∥

∥

∥

∥

2

V

dτ

≤ ρ

2

∫ t

0

∥

∥

∥

∥

θε
uε

(τ)

∥

∥

∥

∥

2

V

dτ +
C1

2ρ
+

1

2

∫ t

0

∫

Ω

(

θε
uε

)2

|(uε)τ | dτdx.

Integrating the first term on the left-hand side with respect to τ we obtain

∥

∥

∥

∥

θε√
uε

(t)

∥

∥

∥

∥

2

+ ρ

∫ t

0

∥

∥

∥

∥

θε
uε

(τ)

∥

∥

∥

∥

2

V

dτ ≤
∥

∥

∥

∥

θ0√
u0 + ε

∥

∥

∥

∥

2

+
C1

ρ
+ c2Pu

′
M

∫ t

0

∥

∥

∥

∥

θε
uε

(τ)

∥

∥

∥

∥

2

V

dτ,
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hence,

∥

∥

∥

∥

θε√
uε

(t)

∥

∥

∥

∥

2

+ ρ1

∫ t

0

∥

∥

∥

∥

θε
uε

(τ)

∥

∥

∥

∥

2

V

dτ ≤ (uM + 1)

∥

∥

∥

∥

θ0
u0

∥

∥

∥

∥

2

+
C1

ρ
, (3.35)

with ρ1 = ρ− c2Pu′M > 0, by (3.23). Indeed, since u0 ≤ u0 + ε we have that

∥

∥

∥

∥

θ0√
u0 + ε

∥

∥

∥

∥

≤ √
uM + ε

∥

∥

∥

∥

θ0
u0

∥

∥

∥

∥

. (3.36)

To prove estimate (3.30) we multiply (3.14) by β∗ε
(

θε
uε

)

and integrate

over (0, t), writing θε = uε
θε
uε
. Using (3.32) and (3.33) we obtain after some

computations that

∫

Ω

uεjε

(

θε
uε

(t)

)

dx+

∫ t

0

∫

Ω

θε
uε
β∗ε

(

θε
uε

)

(uε)τdxdτ

+
1

2

∫ t

0

∥

∥

∥

∥

β∗ε

(

θε
uε

(τ)

)∥

∥

∥

∥

2

V

dτ

≤
∫

Ω

(u0 + ε)jε

(

θ0
u0 + ε

)

dx+
C1

2
.

Further, writing that

∣

∣

∣

∣

∫ t

0

∫

Ω

θε
uε
β∗ε

(

θε
uε

)

(uε)τdxdτ

∣

∣

∣

∣

≤
∫ t

0

∥

∥

∥

∥

β∗ε

(

θε
uε

(τ)

)∥

∥

∥

∥

∥

∥

∥

∥

θε
uε

(τ)(uε)τ (τ)

∥

∥

∥

∥

dτ

≤ cP
∫ t

0

∥

∥

∥

∥

β∗ε

(

θε
uε

(τ)

)∥

∥

∥

∥

V

∥

∥

∥

∥

θε
uε

(τ)(uε)τ (τ)

∥

∥

∥

∥

dτ

≤ 1

4

∫ t

0

∥

∥

∥

∥

β∗ε

(

θε
uε

(τ)

)∥

∥

∥

∥

2

V

dτ + c2P

∫ t

0

∥

∥

∥

∥

θε
uε

(τ)(uε)
2
τ (τ)

∥

∥

∥

∥

dτ

we have

∫

Ω

uεjε

(

θε
uε

(t)

)

dx +
1

2

∫ t

0

∥

∥

∥

∥

β∗ε

(

θε
uε

(τ)

)∥

∥

∥

∥

2

V

dτ

≤
∫

Ω

(u0 + ε)jε

(

θ0
u0 + ε

)

dx+ C1 +
1

4

∫ t

0

∥

∥

∥

∥

β∗ε

(

θε
uε

(τ)

)∥

∥

∥

∥

V

dτ

+c2P

∫ t

0

∫

Ω

(

θε
uε

)2

(uε)
2
τdxdτ.
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Since (uε)τ ≤ u′M we get

∫

Ω

uε(t, x)jε

(

θε
uε

(t)

)

dx+

∫ t

0

∥

∥

∥

∥

β∗ε

(

θε
uε

(τ)

)∥

∥

∥

∥

2

V

dτ

≤ 4

(∫

Ω

(u0 + ε)jε

(

θ0
u0 + ε

)

dx+ C1

)

+4c4P (u
′
M )2

∫ t

0

∥

∥

∥

∥

θε
uε

(t)

∥

∥

∥

∥

2

V

dτ.

Using (3.35) we obtain

∫

Ω

uε(t, x)jε

(

θε
uε

(t)

)

dx+

∫ t

0

∥

∥

∥

∥

β∗ε

(

θε
uε

(τ)

)∥

∥

∥

∥

2

V

dτ (3.37)

≤ C
(

∫

Ω

(u0 + ε)jε

(

θ0
u0 + ε

)

dx+

∥

∥

∥

∥

θ0
u0

∥

∥

∥

∥

2

+ C1 + 1

)

with C depending on the problem data and independent on ε.
We multiply now (3.14) by dθε

dt (t) in V
′ and integrate over (0, t). We have

∫ t

0

∥

∥

∥

∥

dθε
dτ

(τ)

∥

∥

∥

∥

2

V ′
dτ +

∫ t

0

〈

dθε
dτ

(τ), β∗ε

(

θε
uε

(τ)

)〉

V ′,V
dτ

=

∫ t

0

∫

Ω

K0

(

τ, x,
θε
uε

)

· ∇β∗ε
(

θε
uε

)

dxdτ

+

∫ t

0

〈

f(τ), β∗ε

(

θε
uε

)〉

V ′,V
dτ −

∫ t

0

∫

Γp

pβ∗ε

(

θε
uε

)

dxdτ.

Since the computations are similar to those made before we do not present
them in detail. We obtain

∫

Ω

uε(t, x)jε

(

θε
uε

(t)

)

dx+

∫ t

0

∥

∥

∥

∥

dθε
dτ

(τ)

∥

∥

∥

∥

2

V ′
dτ (3.38)

≤ C
(

∫

Ω

(u0 + ε)jε

(

θ0
u0 + ε

)

dx+

∥

∥

∥

∥

θ0
u0

∥

∥

∥

∥

2

+ C1 + 1

)

.

Summing up the last two relations we get (3.30) as claimed.
Relation (3.31) is proved exactly like (1.53).



3.3 Well-Posedness for the Nonautonomous Cauchy Problem 105

Step 2. In the second step we assume

f, fΓp ∈ L2(0, T ;V ′), θ0 ∈ L2(Ω).

We can extend f and fΓp by 0 for t ∈ (T,+∞) and let us consider the
sequences

(fn)n≥1 ∈ W 1,1(0,∞;V ′), (fnΓp
)n≥1 ∈ W 1,1(0,∞;V ′), (θn0 )n≥1 ⊂ V

such that

Fn = fn + fnΓp
→ F = f + fΓp in L2(0, T ;V ′) as n→ ∞

and
θn0 → θ0 in L2(Ω), as n→ ∞.

Then we consider the problem

dPn

dt
(t) +Aε(t)Pn(t) = 0, a.e. t ∈ (0, T ), (3.39)

Pn(0) =

(

θn0
Fn(s)

)

.

For the second component (3.28) we have

Gn(t)(s) = Fn(t+ s) → F (t+ s) = G(t)(s), as n→ ∞, ∀s ∈ (0,∞),

while the first component reads

dθnε
dt

(t) +Aε(t)θ
n
ε (t) = Fn(t), a.e. t ∈ (0, T ), (3.40)

θnε (0) = θn0 .

By the previous step we know that (3.39) has a unique solution, meaning
that (3.40) has a solution satisfying (3.30). From here, by passing to limit as
n→ ∞, according to the second step in Proposition 1.5 we obtain that (3.14)
has a solution which is unique on the basis of (3.31). Consequently (3.29) has
a unique solution. Anyway, further we are interested only in (3.14).

Step 3. In this part we pass to the limit as ε→ 0.
Let us assume (3.4) and f, fΓp ∈ L2(0, T ;V ′). According to the second

step (3.14) has a unique solution satisfying (3.30). We can write
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∫

Ω

jε

(

θ0
u0 + ε

)

dx =

∫

Ω

∫ θ0/(u0+ε)

0

β∗ε (r)drdx

≤
∫

Ωu

∫ θ0/u0

0

β∗ε (r)drdx

≤
∫

Ωu

∫ ys

0

β∗ε (r)dr ≤ β∗sysmeas(Ω).

Plugging this result in (3.30) we obtain

∫

Ω

uε(t, x)jε

(

θε
uε

(t)

)

dx+

∫ t

0

∥

∥

∥

∥

β∗ε

(

θε
uε

(τ)

)∥

∥

∥

∥

2

V

dτ

+

∫ t

0

∥

∥

∥

∥

dθε
dτ

(τ)

∥

∥

∥

∥

2

V

dτ ≤ C, (3.41)

for any t ∈ [0, T ], where C does not depend on ε. The estimates (3.35) and
(3.41) allow us to deduce that by selecting successive subsequences we get

β∗ε

(

θε
uε

)

⇀ ζ in L2(0, T ;V ), as ε→ 0, (3.42)

θε
uε
⇀ y in L2(0, T ;V ), as ε→ 0, (3.43)

θε ⇀ θ in L2(0, T ;V ), as ε→ 0, (3.44)

dθε
dt

⇀
dθ

dt
in L2(0, T ;V ′), as ε→ 0. (3.45)

Following the arguments presented in Theorem 1.6 we deduce

θ = uy, ζ ∈ β∗(y) a.e. on Q, (3.46)

and

K0

(

t, x,
θε
uε

)

⇀K0(t, x, y) in L
2(0, T ;L2(Ω)), as ε→ 0. (3.47)

Finally we can pass to the limit as ε→ 0 in (3.16) and get
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∫ T

0

〈

d(uy)

dt
(t), φ(t)

〉

V ′,V
dt

+

∫

Q

(∇ζ · ∇φ−K0 (t, x, y) · ∇φ) dxdt

=

∫ T

0

〈f(t), φ(t)〉V ′,V dt−
∫

Σp

pφdσdt, ∀φ ∈ L2(0, T ;V ),

for any φ ∈ L2(0, T ;V ). Next we proceed as for the solution construction in
Theorem 1.6 and for uniqueness as in Proposition 1.8. ��

Another possibility of treating nonautonomous problems is by following
the Brezis–Ekeland principle, see [31, 32]. This approach based on the
Legendre–Fenchel–Young relations allows the study of equations with less
regular data and leads to generalized solutions in larger spaces of functions.
Such results have been obtained in [90] for (3.1) in the fast diffusion case and
in the case with β and β∗ defined on R, i.e., case (c) from Introduction.

3.3.1 Numerical Results

The numerical results in this section are presented for the same data (Ω, Ω0,
β∗, K0, f, θ0) as in Sect. 1.1 except for the porosity u which is considered
increasing in time

a b

Fig. 3.1 Solution θ = uy in the parabolic–elliptic degenerate case for the time-dependent
u given by (3.48) and c = 1.02
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u(t, x1, x2) :=

{

0, on Q0
(

(x1−2)2+(x2−3)2−0.12

100

)2

t2, on Qu.
(3.48)

The graphics of θ = uy for c = 1.02 are shown in Fig. 3.1a, b at t = 0.5, 2.
In this case the porosity is much smaller than in Sect. 1.1. We can notice the
influence of the time variable porosity upon the solution by the increase of
the water content values at larger times (t = 2) as u increases.



Chapter 4
Parameter Identification
in a Parabolic–Elliptic Degenerate
Problem

In applied sciences an important achievement is the determination of the
parameters of the equations modelling a physical process from the knowledge
of certain physical quantities which can be observed or measured. These
are formulated as identification and inverse problems that can be treated
as optimal control problems. This chapter is devoted to such an example.

We shall study an identification problem in relation with (1.1). More
specifically, the purpose is to identify the space variable time derivative
coefficient u from available observations on the function θ = uy. This problem
can be approached as a control problem (P ) with the control u in W 2,m(Ω)
for m > N . First, we introduce an approximating control problem (Pε)
and prove the existence of an optimal pair. Under certain assumptions on
the data the necessary conditions that should be obeyed by the control are
found in an implicit variational form. Next, it is shown that a sequence of
optimal pairs (u∗ε, y

∗
ε)ε>0 for (Pε) converges as ε goes to 0 to a pair (u∗, y∗)

which realizes the minimum in (P ), and y∗ is a solution to the original state
system. An alternative way of handling the control problem can be led by
considering two controls related between them by a certain elliptic problem.
This approach enables the determination of simpler conditions of optimality
under an additional restriction upon the initial datum of the direct problem.
We also remark that inverse problems are ill-posed and in general we do not
have uniqueness.

The problem without the advection term (a(x) = 0) was treated in [60].

4.1 Statement of the Problem

Let us resume (1.1), i.e., the parabolic–elliptic degenerate problem

∂

∂t
(u(x)y)−Δβ∗(y) +∇ · (a(x)K(y)) 	 f in Q, (4.1)

A. Favini and G. Marinoschi, Degenerate Nonlinear Diffusion Equations,
Lecture Notes in Mathematics 2049, DOI 10.1007/978-3-642-28285-0 4,
© Springer-Verlag Berlin Heidelberg 2012

109
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y(t, x) = 0 on Σ, (4.2)

(u(x)y(t, x))|t=0 = θ0 in Ω. (4.3)

In this chapter the dimension of the space is taken N ≤ 3 and we consider ∂Ω
of class C2. The parameters satisfy all conditions (1.2)–(1.14) and in addition
we require that β ∈ C2(−∞, ys). We recall that

0 ≤ u ≤ uM , u = 0 on Ω0, u > 0 on Ωu = Ω\Ω0, (4.4)

and
Ω0 = {x ∈ Ω;u(x) = 0}, Ωu = {x ∈ Ω;u(x) > 0}.

The identification problem will be approached under stronger assumptions
on the problem data, respectively,

f ∈ W 1,2([0, T ];L2(Ω)), (4.5)

θ0 ∈ H2(Ω) ∩H1
0 (Ω), θ0 = 0 in Ω0, (4.6)

θ0 ≥ 0 in Ωu,
θ0
u

∈ L2(Ωu),
θ0
u

≤ ys, for x ∈ Ωu,

and u will be found in a more restrictive class of functions, W 2,m(Ω), with
m > N.

We introduce the function θ(t, x) = u(x)y(t, x), and assume that there are
available data θobs(t, x) observed for θ in a domain Qobs = (0, Tobs) × Ωobs,
where Tobs ≤ T and Ωobs ⊆ Ω, θobs ∈ L2(Qobs). Denoting

J(u) =
1

2

∫

Qobs

(u(x)y(t, x) − θobs(t, x))2dxdt + k1
m

∫

Ω

(u(x)−Δu(x))mdx

we are going to approach the identification problem as an optimal control
problem, by searching for the control u as the solution to the problem

MinimizeJ(u) (P )

subject to (4.1)–(4.3), for all u ∈ U, where

U =

{

u ∈W 2,m(Ω),
θ0
ys

(x) ≤ u(x) ≤ uM on Ω,
∂u

∂ν

∣

∣

∣

∣

Γ

= 0, u = 0 on Ω0

}

,

(4.7)

and m is a positive even integer,

m = 2k > N, k ≥ 1. (4.8)
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In a rigorous way, in (P ) we should have denoted yu in order to specify that y
depends on u, but for not complicating the notation we make the convention
to skip the superscript indicating u. The positive constant k1 is a weight that
may be chosen in such a way to enhance a greater importance to a term in
(P ) against the other.

The last term on the right-hand side in (P ) was introduced to induce
the regularity u ∈ W 2,m(Ω) necessary in the next proofs. On the one hand
this implies by the Sobolev embedding theorem that W 2,m(Ω) is compactly
embedded in W 1,∞(Ω) for m > N. Also u belongs to H2(Ω), so that the
control u ∈ H2(Ω) ∩W 1,∞(Ω). The property u ∈ W 1,∞(Ω) is necessary to
ensure that u is a multiplier in V ′ while u ∈ H2(Ω) will be used in the proof
of existence of the solution to the dual system. For N ≤ 2 it is sufficient to
take m = 2.

We make a notation that will be further used. For u ∈W 2,m(Ω) we denote

v := u−Δu ∈ Lm(Ω).

We also recall that according to the result due to Agmon et al. (see [1]),
the problem

u−Δu = v in Ω, (4.9)

∇u · ν = 0 on Γ

with v ∈ Lm(Ω), has a unique solution u ∈W 2,m(Ω), such that

‖u‖W 2,m(Ω) ≤ C ‖u‖Lm(Ω) for any u ∈ Lm(Ω). (4.10)

The inequality θ0
ys

≤ u is required in the proof of existence in the state
system, while u ≤ uM is mostly related to the physical interpretation of u.

We mention that from the mathematical point of view, Robin or nonhomo-
geneous Dirichlet boundary conditions might also be considered in U instead
of the Neumann one. A homogeneous Dirichlet condition should be avoided
because Ω0 was considered to be strictly included in Ω.

Because the state system involves a multivalued operator and in the
perspective of establishing a framework for numerical computations an appro-
priate approximating problem (Pε) indexed on a small positive parameter ε
will be introduced. It involves an approximating state system. The approach
of the identification problem will address the following aspects: existence,
uniqueness and regularity of the approximating state system; proof of the
existence of a solution to (Pε); computation of the approximate optimality
condition, after introducing and studying the system of first order variations
and the dual system for the approximating problem; proof of the fact that
(Pε) approximates (P ), i.e., that a sequence of optimal pairs (u∗ε, y

∗
ε )ε for (Pε)

tends to a pair (u∗, y∗) which realizes the minimum in (P ) and the state y∗

corresponding to u∗ is the solution to (4.1)–(4.3).
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4.2 The Approximating Control Problem

Let ε be positive, small and consider a smooth approximation of the multi-
valued function β∗. For the purposes of this part β∗ is replaced by a three
times differentiable function β∗ε : R → R, taken for example as

β∗ε (r) =

⎧

⎪

⎨

⎪

⎩

β∗(r), r < ys − ε
β∗reg(r), ys − ε ≤ r ≤ ys
β∗(ys − ε) + β∗

s−β∗(ys−ε)
ε [r − (ys − ε)], r > ys,

(4.11)

where β∗reg is a regular function that can be simply constructed (taking into
account the properties (1.4)–(1.6)), such that β∗ε and its first three derivatives
denoted by βε, β

′
ε, β

′′
ε , respectively, have the properties

lim
r→±∞β

∗
ε (r) = ±∞,

βε(r) ≥ ρ > 0 for r ∈ R, βε(r) = β(r) = ρ for r ≤ 0, (4.12)

β′ε(r) = 0 for r ∈ (−∞, 0] ∪ [ys,∞), β′′ε ∈ L∞(R).

The function K is extended at the right of r = ys by K(ys). Let us denote

Jε(u) =
1

2

∫

Qobs

((u+ ε)y(t, x)− θobs(t, x))2dxdt (4.13)

+
k1
m

∫

Ω

vm(x)dx +
1

2ε

∫

Ω0

u2(x)dx,

˜U =

{

u ∈ W 2,m(Ω);
θ0
ys

(x) ≤ u(x) ≤ uM on Ω,
∂u

∂ν

∣

∣

∣

∣

Γ

= 0

}

,

(4.14)

where v = u−Δu, and introduce the problem

Minimize Jε(u), (Pε)

for all u ∈ ˜U, subject to the approximating problem

∂

∂t
((u+ ε)y)−Δβ∗ε (y) +∇ · (a(x)K(y)) = f in Q, (4.15)

y(t, x) = 0 on Σ, (4.16)

(u+ ε)y(0, x) = θ0 in Ω. (4.17)

We notice that U ⊂ ˜U. The last term introduced on the right-hand side in
(4.13) will force the vanishing of u on Ω0 as ε will go to zero.
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4.2.1 Existence in the Approximating State System

We write the abstract Cauchy problem (equivalent with (4.15)–(4.17))

d((u + ε)yε)

dt
(t) +Aεyε(t) = f(t) a.e. t ∈ (0, T ), (4.18)

uεyε(0) = θ0,

with u ∈W 2,m(Ω), u ≥ 0 and denote θε(t, x) := (u+ε)yε(t, x). The operator
Aε is that defined in (1.38). As specified before we begin by proving the
results for the approximating problem, in the same functional space as in
Sect. 1.1. We recall Proposition 1.5 and add also a regularity result.

Proposition 4.1. Assume (4.5), (4.6), and

u ∈W 2,m(Ω), 0 ≤ u ≤ uM . (4.19)

Then, the Cauchy problem (4.18) has a unique solution

yε, θε, β
∗
ε (yε) ∈ L2(0, T ;V ) ∩W 1,2([0, T ];V ′), (4.20)

satisfying

∫

Ω

(u + ε)jε

(

θε
u+ ε

(t)

)

dx +
1

4

∫ t

0

∥

∥

∥

∥

dθε
dτ

(τ)

∥

∥

∥

∥

2

V ′
dτ

+
1

4

∫ t

0

∥

∥

∥

∥

β∗ε

(

θε
u
(τ)

)∥

∥

∥

∥

2

V

dτ

≤
∫

Ω

(u+ ε)jε

(

θ0
u+ ε

)

dx+

∫ T

0

‖f(t)‖2V ′ dt+K
2
T, t ∈ [0, T ].

(4.21)

In addition, we have

yε, θε, β
∗
ε (yε) ∈W 1,∞([0, T ];L2(Ω)) ∩W 1,2([0, T ];V ) ∩ L∞(0, T ;H2(Ω)),

(4.22)

‖β∗ε (yε)‖2W 1,∞([0,T ];L2(Ω)) + ‖β∗ε (yε)‖2W 1,2([0,T ];V )

+ ‖β∗ε (yε)‖2L∞(0,T ;H2(Ω)) ≤ γ0C(ε), (4.23)

‖yε‖2W 1,∞([0,T ];L2(Ω)) + ‖yε‖2W 1,2([0,T ];V ) + ‖yε‖2L∞(0,T ;H2(Ω)) ≤ γ0C(ε),
(4.24)
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where γ0 denotes several constants dependent on N,Ω, ρ, T and

C(ε) = γ0βM (ε)×
(

∥

∥

∥

∥

β∗ε

(

θ0
u+ ε

)∥

∥

∥

∥

2

V

+

∫

Ω

jε

(

θ0
u+ ε

)

dx+

∫ T

0

‖f(t)‖2L2(Ω) dt+ 1

)

,

βM (ε) = max
r∈R

βε(r) =
β∗s − β∗(ys − ε)

ε
. (4.25)

Proof. By (4.6) and (4.19) it follows by a straightforward computation that

θ0
u+ ε

∈ H1
0 (Ω) ∩H2(Ω). (4.26)

Then, Proposition 1.5 gives the first part of the solution existence (4.20), its
uniqueness and estimate (4.21). The other estimates (4.22)–(4.24) are proved
by a very technical proof. A similar proof was done in [83] (see also [84],
Theorem 2.8, pp. 160) for a 3D model with an advection term a(x) = (0, 0, 1)
and Robin boundary conditions. With slight modifications corresponding to
the Dirichlet boundary conditions the argument applies here as well, so that
we shall not develop the computations and refer the reader to these works.
We mention only that the hypotheses under which this result takes place,
i.e., (4.5) and (4.26) are satisfied. Finally, since uε ∈ W 2,m(Ω) it follows that
θε belongs to the same spaces as yε and satisfies (4.24). ��

4.2.2 Existence of the Approximating Optimal
Control

Theorem 4.2. Assume (4.5) and (4.6). Then, problem (Pε) has at least one

solution u∗ε ∈ ˜U. The corresponding state y∗ε , which is the solution to (4.18)
with u = u∗ε, satisfies (4.21)–(4.24).

Proof. Let ε be fixed. Since Jε(u) ≥ 0, it follows that dε = infu∈˜U Jε(u) exists

and it is nonnegative. Let (unε )n≥1 be a minimizing sequence with unε ∈ ˜U.
Then

dε ≤ 1

2

∫

Qobs

((unε + ε)ynε (t, x) − θobs(t, x))2dxdt (4.27)

+
k1
m

∫

Ω

(vnε )
m(x)dx +

1

2ε

∫

Ω0

(unε )
2(x)dx ≤ dε + 1

n
,



4.2 The Approximating Control Problem 115

where
vnε = unε −Δunε (4.28)

and ynε is the solution to (4.18) corresponding to unε , i.e.,

d((unε + ε)ynε )

dt
(t) +Aεy

n
ε (t) = f(t) a.e. t ∈ (0, T ), (4.29)

unε y
n
ε (0) = θ0.

This is written in the equivalent form

∫

Q

d((unε + ε)ynε )

dt
ψdxdt+

∫

Q

(∇β∗ε (ynε )−a(x)K(ynε ))·∇ψdxdt =
∫

Q

fψdxdt,

(4.30)
for any ψ ∈ L2(0, T ;V ),

θnε (0) = (unε + ε)ynε (0) = θ0, (4.31)

where θnε = (unε + ε)ynε . By (4.27) we get on a subsequence, still denoted by
the subscript n, that

vnε ⇀ v∗ε in Lm(Ω) as n→ ∞. (4.32)

Now, unε ∈ ˜U , hence
∂un

ε

∂ν = 0 on Γ. Coupling it with (4.28) it follows that
unε satisfies (4.9) with v = vnε . Consequently, ‖unε ‖W 2,m(Ω) ≤ C ‖vnε ‖Lm(Ω),
hence

unε ⇀ u∗ε in W 2,m(Ω), and unε → u∗ε uniformly on Ω as n→ ∞. (4.33)

The second assertion follows by the fact that W 2,m(Ω) is compactly
embedded in C(Ω). By passing to the limit as n→ ∞ in (4.28) it follows that
u∗ε is the solution to (4.9) with v = v∗ε . Because the convergence is uniform,

u∗ε preserves all boundedness properties of unε , hence u
∗
ε ∈ ˜U.

Further, by Proposition 4.1 we get that (4.29) has a unique solution

θnε , y
n
ε , β

∗
ε (y

n
ε ) ∈ W 1,∞([0, T ];L2(Ω)) ∩W 1,2([0, T ];V ) ∩ L∞(0, T ;H2(Ω)),

satisfying (4.23)–(4.24). Again, unε ∈ ˜U , so θ0
un
ε +ε ≤ ys which implies, because

β∗ε is monotonically increasing, that

β∗ε

(

θ0
unε + ε

)

≤ β∗ε (ys) = β∗s . (4.34)
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From here we get

∫

Ω

jε

(

θ0
unε + ε

)

dx ≤ β∗sy∗smeas(Ω). (4.35)

By some computations we also deduce that

∥

∥

∥

∥

β∗ε

(

θ0
unε + ε

)∥

∥

∥

∥

2

V

≤ C

ε4
‖θ0‖2H2(Ω) β

2
M (ε)(‖vnε ‖2 + 1) (4.36)

≤ C

ε4
‖θ0‖2H2(Ω) β

2
M (ε)(dε + 2),

and so the right-hand side in (4.23), written for β∗ε (y
n
ε ), becomes independent

of n. Consequently, by selecting a subsequence denoted still by the subscript
n, we can write the following convergencies, as n→ ∞:

β∗ε (y
n
ε )

w∗→ η∗ε in L∞(0, T ;H2(Ω)) ∩W 1,∞([0, T ];L2(Ω)), (4.37)

β∗ε (y
n
ε ) ⇀ η∗ε in W 1,2([0, T ];V ),

ynε
w∗→ y∗ε in L∞(0, T ;H2(Ω)) ∩W 1,∞([0, T ];L2(Ω)), (4.38)

ynε ⇀ y∗ε in W 1,2([0, T ];V ),

θnε
w∗→ θ∗ε in L∞(0, T ;H2(Ω)) ∩W 1,∞([0, T ];L2(Ω)), (4.39)

θnε ⇀ θ∗ε in W 1,2([0, T ];V ).

We deduce by the Aubin–Lions theorem that

θnε → θ∗ε in L2(0, T ;L2(Ω)) as n→ ∞, (4.40)

and by (4.33), (4.38) and (4.39) we get that

θ∗ε = (u∗ε + ε)y
∗
ε a.e. on Q. (4.41)

The sequence {θnε }n≥1 is bounded in C([0, T ];L2(Ω)), is equi-continuous and
‖θnε (t)‖V ≤ constant. Then, by the Ascoli–Arzelà theorem we obtain that

θnε (t) → θ∗ε (t) in L
2(Ω) uniformly in t ∈ [0, T ], (4.42)

which implies that limn→∞ θnε (0) = θ
∗
ε(0). By (4.31) we get

(u∗ε + ε)y
∗
ε (0) = θ

∗
ε (0) = θ0. (4.43)

We notice that the function r → β∗ε (r) is Lipschitz,
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‖β∗ε (ynε )− β∗ε (y∗ε )‖ =

∫ yn
ε

y∗
ε

βε(r)dr ≤ β∗s − β∗(ys − ε)
ε

‖ynε − y∗ε‖ ,

so that
β∗ε (y

n
ε ) → β∗ε (y

∗
ε ) in L

2(0, T ;L2(Ω)) as n→ ∞ (4.44)

whence η∗ε = β∗ε (y∗ε ) a.e. on Q. Also r → K(r) is Lipschitz and we have

K(ynε ) → K(y∗ε ) in L
2(0, T ;L2(Ω)) as n→ ∞.

Now we can pass to the limit in (4.27) as n goes to ∞, relying on the
weakly lower semicontinuity property of the norms. Then

dε ≤ Jε(u∗ε) ≤ lim inf
n→∞ Jε(u

n
ε ) ≤ dε

so that, dε = Jε(u
∗
ε), and u

∗
ε is found to be an optimal control. By passing to

the limit in (4.30) we still get that

∫

Q

d((u∗ε + ε)y
∗
ε )

dt
ψdxdt+

∫

Q

(∇β∗ε (y∗ε )−a(x)K(y∗ε )) ·∇ψdxdt =
∫

Q

fψdxdt,

for any ψ ∈ L2(0, T ;V ), which together with (4.43) proves that y∗ε is the
solution to (4.18) with u = u∗ε. ��

4.3 The Approximating Optimality Condition

In order to compute the optimality condition for an approximating controller
u∗ε we have to introduce and to study the system in variations and the dual
system.

4.3.1 The First Order Variations System

Let us denote by u∗ε a controller and by y∗ε its corresponding state. Let wε ∈ ˜U
and λ ∈ [0, 1] and define the variation uλε = (1−λ)u∗ε + λwε that can be still
written

uλε = u∗ε + λũε, (4.45)

where
ũε = wε − u∗ε. (4.46)

We define by

Yε(t, x) = lim
λ↘0

yλε (t, x)− y∗ε (t, x)
λ
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the Gâteaux derivative of the state function yε with respect to the con-
troller u∗ε. Here, y

λ
ε is the solution to (4.18) corresponding to uλε . Without

indicating all computation we note that formally Yε satisfies

∂

∂t
((u∗ε + ε)Yε)−Δ(βε(y

∗
ε )Yε) +∇ · (a(x)K ′(y∗ε )Yε) = −d(ũεy

∗
ε )

dt
in Q,

(4.47)

Yε(t, x) = 0 on Σ, (4.48)

(u∗ε + ε)Yε(0, x) = −ũεy∗ε (0, x) in Ω.
(4.49)

For u∗ε ∈ ˜U we set

v∗ε = u∗ε −Δu∗ε, vλε = uλε −Δuλε , (4.50)

define

ṽε(t, x) = lim
λ↘0

vλε (t, x)− v∗ε (t, x)
λ

and deduce that
ṽε = ũε −Δũε in Ω. (4.51)

We also note that ∇ũε · ν = 0 and ∇u∗ε · ν = 0 on Γ because u∗ε, ũε ∈ ˜U.

Proposition 4.3. Assume (4.5) and (4.6). Then, problem (4.47)–(4.49) has
a unique solution

Yε ∈ C([0, T ];L2(Ω)) ∩W 1,2([0, T ];V ′) ∩ L2(0, T ;V ). (4.52)

Proof. We denote zε = (u∗ε + ε)Yε, and write the abstract linear Cauchy
problem (equivalent to (4.47)–(4.49))

dzε
dt

(t) +BY
ε (t)zε(t) = F

Y
ε (t) a.e. t ∈ (0, T ), (4.53)

zε(0) = z0ε, (4.54)

where

FY
ε = −d(ũεy

∗
ε )

dt
∈ L2(0, T ;L2(Ω)), z0ε = −ũεy∗ε (0) ∈ V,

and BY
ε (t) : V → V ′ is the time-dependent linear operator defined by
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〈

BY
ε (t)z, ψ

〉

V ′,V =

∫

Ω

(∇(g(t)z)− b(x)K ′(y∗ε )z) · ∇ψdx, for any ψ ∈ V,
(4.55)

with

g(t, x) =
βε(y

∗
ε (t, x))

u∗ε(x) + ε
, b(x) =

1

u∗ε(x) + ε
a(x). (4.56)

First of all, we recall that 0 ≤ ρ ≤ βε(y
∗
ε (t)) ≤ βM (ε) given by (4.25). By

(4.12), β′ε ∈ C1(R), β′ε(r) = 0 for r ∈ R\[0, ys], so β′ε(r) is bounded on [0, ys]
by a constant dependent on ε. Also, ε ≤ u∗ε(x)+ ε ≤ uM +1, so we have that

|∇g| ≤ |(u∗ε + 1)β′ε(y
∗
ε )∇y∗ε |+ |βε(y∗ε )∇u∗ε|
ε2

, |b| ≤ ‖a‖L∞(Ω)

2ε
.

By (4.24) we get that g ∈ L∞(0, T ;H2(Ω)) ∩ L∞(Q),

g(t, x) ≥ ρ

uM + 1
, ‖∇g‖ ≤ C(ε, ‖v∗ε‖Lm(Ω))

ε2
= C(ε), (4.57)

where ∇ denotes the operator ∇ =
(

∂
∂x1
, ..., ∂

∂xN

)

and C(ε) accounts for

several constants depending on ε.
The function t → BY

ε (t)z is measurable from [0, T ] to V ′, and we shall
deduce some other properties of BY

ε (t). To this end we use the results below
established for N ≤ 3.

If φ ∈ H1
0 (Ω) ⊂ L6(Ω) we have φ2 ∈ L2(Ω). Indeed, by the Sobolev

embedding theorem we get

∥

∥φ2
∥

∥

2
=

∫

Ω

φ4dx ≤
(∫

Ω

φ2dx

)1/2(∫

Ω

φ6dx

)1/2

(4.58)

= ‖φ‖ ‖φ‖3L6(Ω) ≤ C ‖φ‖ ‖φ‖3V .

Hence, if φ, ψ ∈ V it follows that φψ ∈ L2(Ω) and

‖φψ‖ =

(∫

Ω

φ2ψ2dx

)1/2

≤ C ‖φ‖1/2 ‖φ‖3/2V ‖ψ‖1/2 ‖ψ‖3/2V . (4.59)

Next we compute

〈

BY
ε (t)z, z

〉

V ′,V =

∫

Ω

(

g(t, x) |∇z|2 + z(∇g(t, x)− b(x)K ′(y∗ε )) · ∇z
)

dx

≥ ρ

2(uM + 1)
‖z‖2V − (uM + 1)

2ρ
‖z(∇g − bK ′(y∗ε ))‖2 .
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Applying (4.59) and (4.57) we get

‖z(∇g − bK ′(y∗ε ))‖2

≤ C ‖z‖1/2 ‖z‖3/2V ‖∇g − bK ′(y∗ε )‖1/2 ‖∇g − bK ′(y∗ε )‖3/2V

≤ C(ε) ‖z‖1/2 ‖z‖3/2V

and obtain, by a consequence of Hölder’s theorem, that

〈

BY
ε (t)z, z

〉

V ′,V ≥ ρ

4(uM + 1)
‖z‖2V − C(ε) ‖z‖2 .

Again by (4.57) we have

∣

∣

∣

〈

BY
ε (t)z, ψ

〉

V ′,V

∣

∣

∣ =

∫

Ω

(g(t, x)∇z + z∇g(t, x)− b(x)K ′(y∗ε )z) · ∇ψ) dx

≤ C(ε) ‖z‖V ‖ψ‖V ,

hence
∥

∥BY
ε (t)z

∥

∥

V ′ ≤ C(ε) ‖z‖V .
In conclusion BY

ε (t) satisfies the properties required by the theorem of Lions
(see [77]) to ensure the existence and uniqueness of the solution to (4.47)–
(4.49), i.e., zε ∈ W 1,2([0, T ];V ′) ∩ L2(0, T ;V ). We turn back to the function
Yε and get (4.52). ��

4.3.2 The Dual System

We denote by χ(0,Tobs), χΩobs
, χΩ0 the characteristic functions of (0, Tobs),

Ωobs and Ω0 respectively, by pε the dual variable and introduce the dual
system

∂

∂t
((u∗ε + ε)pε) + βε(y

∗
ε )Δpε + a(x)K

′(y∗ε ) · ∇pε = Eε in Q, (4.60)

pε(t, x) = 0 on Σ, (4.61)

pε(T, x) = 0 in Ω, (4.62)

where
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Eε(t, x) = −(u∗ε(x) + ε)S
∗
ε (t, x)χ(0,Tobs)(t)χΩobs

(x), (4.63)

S∗
ε (t, x) = (u∗ε + ε)y

∗
ε(t, x) − θobs(t, x),

S∗
ε ∈ L2(0, T ;L2(Ω)), Eε ∈ L2(0, T ;L2(Ω)).

Making the transformation t = T − τ we have to study the abstract linear
Cauchy problem

d((u∗ε + ε)p̃ε)
dτ

(τ) +Gε(τ)p̃ε(τ) = ˜Eε(τ) a.e. τ ∈ (0, T ), (4.64)

p̃ε(0, x) = 0, (4.65)

where p̃ε(τ, x) = pε(T − τ, x), ˜Eε(τ, x) = Eε(T − τ, x), Gε(τ) : V → V ′ is the
time-dependent linear operator

〈Gε(τ)z, ψ〉V ′,V =

∫

Ω

{g(t, x)∇ψ + ψ(∇g(t, x) − b(x)K ′(y∗ε ))} · ∇zdx
(4.66)

for any ψ ∈ V, with g and b previously defined in (4.56).

Proposition 4.4. Assume (4.5) and (4.6). Then, problem (4.64)–(4.65) has
a unique solution

pε ∈ C([0, T ];L2(Ω)) ∩W 1,2([0, T ];V ′) ∩ L2(0, T ;V ). (4.67)

The proof is led in a similar way as for the system in variations.

4.3.3 The Necessary Optimality Condition

Proposition 4.5. Assume (4.5)–(4.6) and let (u∗ε, y∗ε ) be an optimal pair in
(Pε). Then, the necessary optimality condition has the variational form

∫

Ω

(u∗ε − wε)αεdx− k1
∫

Ω

(v∗ε )
m−1Δ(u∗ε − wε)dx ≤ 0, (4.68)

where wε ∈ ˜U, v∗ε = u∗ε −Δu∗ε and

αε(x) = −pε(0, x)y∗ε (0, x) (4.69)

−
∫ T

0

(

pε
dy∗ε
dt

− χ(0,Tobs)χΩobs
y∗εS

∗
ε

)

dt+
1

ε
u∗εχΩ0 + k1(v

∗
ε )

m−1.
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Proof. We multiply (4.47) by pε and integrate over Q,

−
∫ T

0

〈

d

dt
((u∗ε + ε)pε)(t) + βε(y

∗
ε (t))Δpε(t), Yε(t)

〉

V ′,V
dt (4.70)

+

∫

Ω

(u∗ε + ε)(Yεpε)(T, x)dx −
∫

Ω

(u∗ε + ε)(Yεpε)(0, x)dx

+

∫

Σ

Yεβε(y
∗
ε )
∂pε
∂ν
dσdt−

∫

Σ

pε
∂

∂ν
(βε(y

∗
ε )Yε)dσdt

= −
∫

Q

ũε
dy∗ε
dt
pεdxdt,

where ũε is defined in (4.46). Taking into account the boundary conditions
for Yε and ũε and the initial condition for Yε we obtain

∫

Q

YεS
∗
ε (u

∗
ε + ε)χ(0,Tobs)χΩobs

dxdt (4.71)

= −
∫

Ω

pε(0, x)y
∗
ε (0, x)ũεdx−

∫

Q

pε
dy∗ε
dt
ũεdxdt.

On the other hand, u∗ε is optimal in (Pε), so that is verifies

1

2

∫

Qobs

((u∗ε + ε)y
∗
ε − θobs)2dxdt +

k1
m

∫

Ω

(v∗ε )
mdx+

1

2ε

∫

Ω0

(u∗ε)
2dx

≤ 1

2

∫

Qobs

((uλε + ε)yλε − θobs)2dxdt+ k1
m

∫

Ω

(vλε )
mdx+

1

2ε

∫

Ω0

(uλε )
2dx,

where we recall that uλε and vλε were defined in (4.45) and (4.50). Therefore,
by a few computation we obtain

∫

Qobs

((u∗ε + ε)Yε + ũεy
∗
ε )S

∗
εdxdt + k1

∫

Ω

(v∗ε )
m−1ṽεdx+

1

ε

∫

Ω0

u∗εũεdx ≥ 0.

(4.72)
We replace (4.71) in the left-hand side of (4.72), use (4.51) and get

∫

Ω

ũεαεdx− k1
∫

Ω

(v∗ε )
m−1Δũεdx ≥ 0,

which implies (4.68) as claimed. ��



4.4 Convergence of the Approximating Control Problem 123

4.4 Convergence of the Approximating Control
Problem

Now we are going to prove that a sequence (u∗ε, y
∗
ε )ε of the optimal pairs in

(Pε) converges as ε goes to 0 to a pair (u∗, y∗) that realizes the minimum in
(P ). Moreover, the function y∗ turns out to be the solution to (4.1)–(4.3).
Before this we give a preliminary result.

Let us write again the abstract Cauchy problem (1.27) equivalent to (4.1)–
(4.3)

d(uy)

dt
(t) +Ay(t) 	 f(t) a.e. t ∈ (0, T ), (4.73)

(uy(t))|t=0 = θ0,

where u = 0 on Ω0, and A was defined in Sect. 1.1, i.e.,

A : D(A) ⊂ V ′ → V ′,

D(A) = {y ∈ L2(Ω); there exists ζ ∈ V, ζ ∈ β∗(y) a.e. on Ω},

〈Ay, ψ〉V ′,V =

∫

Ω

(∇ζ − a(x)K(y)) · ∇ψdx, for any ψ ∈ V,

and ζ ∈ β∗(y) a.e. on Ω.
Lemma 4.6. Let (4.5) and (4.6) hold and assume

uε ∈W 2,m(Ω), 0 ≤ θ0
ys

≤ uε ≤ uM on Ω, (4.74)

such that
uε ⇀ u in W 2,m(Ω), as ε→ 0, u = 0 on Ω0. (4.75)

Let yε be the solution to the approximating state system (4.18). Then, there
exists a subsequence of (yε)ε denoted still by the subscript ε, such that

yε ⇀ y in L2(0, T ;V ), as ε→ 0, (4.76)

(uε + ε)yε = θε ⇀ θ = uy in W 1,2([0, T ];V ′) ∩ L2(0, T ;V ), (4.77)

θε → θ strongly in L2(0, T ;L2(Ω)), as ε→ 0,

and y is a solution to (4.73) corresponding to u.

Proof. Let uε satisfy (4.74)–(4.75). Then, by Proposition 4.1 we know that
(4.18) has a unique solution yε with the properties (4.20)–(4.24).
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Since uε + ε ≥ uε on Ω we have θ0
uε+ε ≤ ys, which implies

β∗ε

(

θ0
uε + ε

)

≤ β∗ε (ys) = β∗s ,
∫

Ω

jε

(

θ0
uε + ε

)

dx ≤ β∗sysmeas(Ω),

and so the right-hand side in (4.21) becomes independent of ε. Therefore by
selecting a subsequence, if necessary, we get

β∗ε (yε)⇀ ζ in L2(0, T ;V ) as ε→ 0,

yε ⇀ y in L2(0, T ;V ) as ε→ 0.

By (4.75) we have

uε → u uniformly in Ω as ε→ 0,

then
(uε + ε)yε = θε ⇀ θ in L2(0, T ;L2(Ω)) as ε→ 0

and so we get that θ = uy a.e. on Q. Again by (4.21) we have

dθε
dt

⇀
dθ

dt
in L2(0, T ;V ′) as ε→ 0.

We deduce via the Aubin–Lions theorem and Ascoli–Arzelà theorem, respec-
tively, that

θε → θ in L2(0, T ;L2(Ω)) as ε→ 0,

θε(t) → θ(t) in V ′ uniformly for t ∈ [0, T ], as ε→ 0,

which implies
lim
n→∞ θε(0) = θ(0) = θ0.

We still remark, for a further use, that

(uε + ε)yε − θobs → uy − θobs in L2(0, T ;L2(Ω)) as ε→ 0. (4.78)

Now we have all ingredients to prove that y is a solution to (4.73) (equivalently
(4.1)–(4.3)) by applying Theorem 1.6 in Sect. 1.1. ��
Theorem 4.7. Let (4.5)–(4.6) hold, and let (u∗ε, y∗ε ) be optimal in (Pε).
Then, there exists a subsequence denoted still by the subscript ε, such that

u∗ε ⇀ u∗ in W 2,m(Ω), as ε→ 0, (4.79)

y∗ε ⇀ y∗ in L2(0, T ;V ), as ε→ 0, (4.80)
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(u∗ε + ε)y
∗
ε = θ∗ε → θ∗ = u∗y∗ in L2(0, T ;L2(Ω)) as ε→ 0, (4.81)

θ∗ε ⇀ θ∗ in W 1,2([0, T ];V ′) ∩ L2(0, T ;V ).

Moreover, u∗ ∈ U, y∗ is a solution to (4.1)–(4.3) and (u∗, y∗) realizes the
minimum in (P ), i.e.,

1

2

∫

Qobs

(u∗(x)y∗(t, x)− θobs(t, x))2dxdt+ k1
m

∫

Ω

(u∗ −Δu∗)m(x)dx

≤ 1

2

∫

Qobs

(u(x)y(t, x)−θobs(t, x))2dxdt+k1
m

∫

Ω

(u−Δu)m(x)dx, (4.82)

for any u ∈ U, and y a solution to (4.1)–(4.3).

Proof. Let (u∗ε, y
∗
ε ) be optimal in (Pε) and denote v∗ε = u∗ε −Δu∗ε a.e. on Ω.

By the optimality of (u∗ε, y
∗
ε) we can write

1

2

∫

Qobs

((u∗ε + ε)y
∗
ε − θobs)2dxdt+

k1
m

∫

Ω

(v∗ε )
mdx+

1

2ε

∫

Ω0

(u∗ε)
2dx

≤ 1

2

∫

Qobs

((u + ε)yε − θobs)2dxdt+k1
m

∫

Ω

vmdx+
1

2ε

∫

Ω0

u2dx, (4.83)

for any u ∈ ˜U, where yε is the solution to the approximating state system
(4.18) corresponding to u. We recall that U and ˜U are the admissible sets
for (P ) and (Pε), described by (4.7) and (4.14). In particular, let us take

u ∈ U ⊂ ˜U. We remark that the integral on Ω0 vanishes on the right-hand
side because u ∈ U vanishes on Ω0 and v = u−Δu is in L2(Ω).

We apply Lemma 4.6 with uε = u. Thus, yε tends to y which is a solution
to (4.73) (equivalently (4.1)–(4.3)), according to the same convergencies as
in (4.76)–(4.78). Since the last term on the right-hand side in (4.83) is zero,
we can write on the basis of the strong convergence (4.78),

1

2

∫

Qobs

((u + ε)yε − θobs)2dxdt + k1
m

∫

Ω

vmdx (4.84)

≤ lim sup
ε→0

{

1

2

∫

Qobs

((u + ε))yε − θobs)2dxdt+ k1
m

∫

Ω

vmdx

}

≤ 1

2

∫

Qobs

(uy − θobs)2dxdt+ k1
m

∫

Ω

vmdx = constant.

Since the left-hand side in (4.83) is bounded by a constant selecting a
subsequence, if necessary, we get
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v∗ε ⇀ v∗ in Lm(Ω), as ε→ 0,

1√
ε
u∗ε ⇀ u0 in L2(Ω0), as ε→ 0. (4.85)

We recall that u∗ε satisfies (4.9) and so

u∗ε ⇀ u∗ in W 2,m(Ω), and uniformly on Ω, as ε→ 0. (4.86)

Moreover u∗ is the solution to (4.9) corresponding to v∗, i.e., v∗ = u∗ −Δu∗
a.e. on Ω. By (4.85) we derive that

u∗ = w- lim
ε→0

u∗ε = 0 in Ω0. (4.87)

Consequently, u∗ ∈ U . Again by Lemma 4.6 with uε replaced by u∗ε we deduce
that y∗ is a solution to (4.1)–(4.3) corresponding to u∗. On the basis of these
results and taking into account that the integral on Ω0 is nonnegative, we
can write successively from (4.83) and (4.84) that

1

2

∫

Qobs

(u∗y∗ − θobs)2dxdt + k1
m

∫

Ω

(v∗)mdx

≤ lim inf
ε→0

{

1

2

∫

Qobs

((u∗ε + ε)y
∗
ε − θobs)2dxdt+

k1
m

∫

Ω

(v∗ε )
mdx

+
1

2ε

∫

Ω0

(u∗ε)
2dx

}

≤ lim inf
ε→0

{

1

2

∫

Qobs

((u + ε)yε − θobs)2dxdt + k1
m

∫

Ω

vmdx

}

≤ lim sup
ε→0

{

1

2

∫

Qobs

((u + ε)yε − θobs)2dxdt + k1
m

∫

Ω

vmdx

}

≤ 1

2

∫

Qobs

(uy − θobs)2dxdt+ k1
m

∫

Ω

vmdx,

for any u ∈ U and this proves that (u∗, y∗) realizes the minimum in (P ). ��

4.5 An Alternative Approach

We present now another approach of the control problem (P ), based on the
control change. The advantage is that the optimality conditions will be found
in a simpler form, but an additional restriction will be required for the initial
data θ0. More exactly, we assume (4.5) and
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θ0 ∈ H2(Ω) ∩H1
0 (Ω) ⊂ C(Ω), θ0 = 0 in Ω0, (4.88)

θ0 ≥ 0 in Ωu,
θ0
u

∈ L2(Ωu),
θ0
u

≤ ys, for x ∈ Ωu,

∂θ0
∂ν

≤ 0 on Γ.

Let us denote

φmin =
1

ys
(θ0 −Δθ0) , (4.89)

and consider problem (4.9). We prove

Lemma 4.8. Let

v ∈ Lm(Ω), φmin(x) ≤ v ≤ uM a.e. on Ω. (4.90)

Then, the unique solution u ∈W 2,m(Ω) to problem (4.9) satisfies

θ0(x)

ys
≤ u(x) ≤ uM , for any x ∈ Ω. (4.91)

Proof. To show the lower boundedness of u we denote z = u− θ0
ys

and write
the problem

z −Δz = v − φmin in Ω, (4.92)

∇z · ν = −∂θ0
∂ν

on Γ.

We multiply (4.92) by z− (the negative part of z) and integrate over Ω,
applying the Stampacchia’s lemma. We have

∥

∥z−
∥

∥

2

H1(Ω)
= −

∫

Ω

(v − φmin)z
−dx+

∫

∂Ω

∂θ0
∂ν
z−dσ ≤ 0,

since v ≥ φmin and ∂θ0
∂ν ≤ 0 on Γ by (4.88). It follows that u(x) ≥ θ0

ys
≥ 0

in Ω. The inequality u(x) ≤ uM is similarly shown. ��
Let us fix m > N and consider the new control problem

Minimize

{∫

Qobs

(u(x)y(t, x) − θobs(t, x))2dxdt
}

( ˜P )

subject to (4.1)–(4.3), for all (v, u) ∈ W

W = {(v, u); v ∈ L∞(Ω), φmin ≤ v ≤ uM a.e. on Ω, (4.93)

u satisfies (4.9), and u = 0 in Ω0

}

.
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In this problem we have two controls u and v which are related by (4.9),
where v ∈ L∞(Ω) ⊂ Lm(Ω), with m > N.

4.5.1 The Approximating Problem ( ˜Pε)

Let us denote

˜W = {v ∈ L∞(Ω); φmin(x) ≤ v ≤ uM a.e. on Ω} (4.94)

and introduce the problem

Minimize

{∫

Qobs

((uv(x) + ε)y(t, x)− θobs(t, x))2dxdt+ 1

ε

∫

Ω0

(uv)2(x)dx

}

( ˜Pε)

for all v ∈ ˜W, subject to the approximating problem (4.15)–(4.17), where uv

is the solution to (4.9) with v ∈ ˜W. We denote

˜Jε(v) =

∫

Qobs

((uv(x)+ε)y(t, x)−θobs(t, x))2dxdt+ 1

ε

∫

Ω0

(uv)2(x)dx. (4.95)

In ( ˜Pε) and ˜Jε we have written u
v, in order to stress that uv is determined

by v, but further we shall skip this notation for the writing simplicity.
We notice that in ( ˜Pε) the only control which remains is v while u becomes

a state, being computed by (4.9). Existence of an optimal pair is proved
similarly as in Theorem 4.2.

Proposition 4.9. Assume (4.5) and (4.88). Then, problem ( ˜Pε) has at least

one solution v∗ε ∈ ˜W.

Proof. Let ε be fixed. Since ˜Jε(v) ≥ 0, it follows that dε = inf
v∈˜W

˜Jε(v) exists

and it is nonnegative. Let (vnε )n≥1 be a minimizing sequence with vnε ∈ ˜W.
Then

dε ≤
∫

Qobs

((unε + ε)ynε (t, x)− θobs(t, x))2dxdt +
1

ε

∫

Ω0

(unε )
2(x)dx ≤ dε + 1

n

where unε is the solution to

unε −Δunε = vnε in Ω, (4.96)

∂unε
∂ν

= 0 on Γ
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and ynε is the solution to (4.18) corresponding to unε , i.e.,

d((unε + ε)ynε )

dt
(t) +Aεy

n
ε (t) = f(t) a.e. t ∈ (0, T ),

unε y
n
ε (0) = θ0.

But vnε ∈ ˜W, so ‖vnε ‖Lm(Ω) ≤ constant and it follows that on a subsequence

vnε ⇀ v∗ε as n→ ∞. The boundedness of unε follows by (4.96) and everything
continues like in Theorem 4.2. ��

Before establishing the form of the new optimality condition we specify
that the convergence result remains true.

Theorem 4.10. Let (4.5), (4.88) hold, and let (v∗ε , y
∗
ε) be optimal in ( ˜Pε).

Then, there exists a subsequence denoted still by the subscript ε, such that

v∗ε ⇀ v∗ in L2(Ω), as ε→ 0,

u∗ε ⇀ u∗ in W 2,m(Ω), as ε→ 0,

y∗ε ⇀ y∗ in L2(0, T ;V ), as ε→ 0,

(u∗ε + ε)y
∗
ε = θ∗ε → θ∗ = u∗y∗ in L2(0, T ;L2(Ω)) as ε→ 0,

θ∗ε ⇀ θ∗ in W 1,2([0, T ];V ′) ∩ L2(0, T ;V ).

Moreover, u∗ ∈ U, y∗ is a solution to (4.1)–(4.3) and ((u∗, v∗), y∗) realizes

the minimum in ( ˜P ), i.e.,

∫

Qobs

(u∗(x)y∗(t, x)− θobs(t, x))2dxdt ≤
∫

Qobs

(u(x)y(t, x) − θobs(t, x))2dxdt,

for any (u, v) ∈W, and y a solution to (4.1)–(4.3).

Proof. Let (v∗ε , y
∗
ε) be optimal in ( ˜Pε) and let u∗ε be the function given by

the elliptic equation. By the optimality of (v∗ε , y
∗
ε) we can write

∫

Qobs

(u∗εy
∗
ε−θobs)2dxdt+

1

ε

∫

Ω0

(u∗ε)
2dx ≤

∫

Qobs

(uyε−θobs)2dxdt+1

ε

∫

Ω0

u2dx,

for any v ∈ ˜W, where yε is the solution to the approximating state system
(4.18) corresponding to u via v. In particular, let us take v as an element
of a pair (u, v) ∈ W. We remark that the integral on Ω0 vanishes on the
right-hand side and next one can continue as in Theorem 4.7. ��
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4.5.1.1 The First Order Variations and Dual Systems

Assume that v∗ε is a controller and u∗ε and y∗ε are the corresponding states.

Let wε ∈ ˜W and λ ∈ [0, 1] and denote the variation along the direction λ by
vλε = v∗ε + λṽε, where ṽε = wε − v∗ε . The optimal state u∗ε is given by (4.9)
for v = v∗ε and ũε is computed from the system

ũε −Δũε = ṽε in Ω, (4.97)

∇ũε · ν = 0 on Γ.

The first order variation system (4.47)–(4.49) and the dual system (4.60)–
(4.62) are the same as before. Because two states are involved, we have to
write a dual system for the state u∗ε, too. This reads

qε −Δqε = F q
ε , in Ω, (4.98)

∇qε · ν = 0 on Γ,

where

F q
ε (x) = −y∗ε(0, x)pε(0, x)

−
∫ T

0

(

pε
dy∗ε
dt

− χΩobs
χ(0,Tobs)(t)y

∗
εS

∗
ε

)

dt+
1

ε
χΩ0u

∗
ε, (4.99)

and F q
ε ∈ L2(Ω). We remark that (4.98) has a unique solution qε ∈ H2(Ω).

4.5.1.2 The Optimality Condition

Proposition 4.11. Assume (4.5), (4.88) and let v∗ε be an optimal control
in (Pε). Then,

⎧

⎨

⎩

v∗ε = φmin on {x ∈ Ω; qε(x) > 0}
v∗ε ∈ (φmin, uM ) on {x ∈ Ω; qε = 0}
v∗ε = uM on {x ∈ Ω; qε(x) < 0}.

(4.100)

Proof. We multiply (4.47) by pε and integrate over Q, getting again (4.71),
i.e.,

∫

Q

Yε(u
∗
ε + ε)S

∗
εχ(0,Tobs)(t)χΩobs

(x)dxdt (4.101)

= −
∫

Ω

pε(0, x)y
∗
ε (0, x)ũεdx−

∫

Q

pε
dy∗ε
dt
ũεdxdt.
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Next, we multiply (4.97) by qε and integrate over Ω, obtaining

∫

Ω

(qε −Δqε)ũεdx+
∫

Γ

ũε∇qε · νdσ =

∫

Ω

ṽεqεdx. (4.102)

Therefore
∫

Ω

ũε(x)F
q
ε (x)dx =

∫

Ω

ṽε(x)qε(x)dx. (4.103)

On the other hand, from the fact that v∗ε is optimal in ( ˜Pε) we deduce that

∫

Qobs

((u∗ε + ε)Yε + ũεy
∗
ε )S

∗
εdxdt+

1

ε

∫

Ω0

u∗εũεdx ≥ 0. (4.104)

We replace (4.101) on the left-hand side and get

∫

Ω

ũε

{

−pε(0, x)y∗ε (0, x)−
∫ T

0

(

pε
dy∗ε
dt

− χΩobs
χ(0,Tobs)y

∗
εS

∗
ε

)

dt

+
1

ε
u∗εχΩ0

}

dx ≥ 0.

Taking into account (4.99), (4.103) and recalling that ṽε = wε−v∗ε , we obtain
∫

Ω

(v∗ε − wε) (−qε) dx ≥ 0, for any wε ∈ ˜W (4.105)

which implies that
− qε ∈ ∂IK1(v

∗
ε ) = NK1(v

∗
ε ) (4.106)

where by ∂IK1(v
∗
ε ) we denote the subdifferential of the indicator function of

the closed set K1 = [φmin(x), uM ] at v∗ε .
We recall that the indicator function of a closed convex subset K of a

Banach space X is a function IK : X → (−∞,∞]

IK(x) =
{

0 if x ∈ K,
+∞ otherwise

and

∂IK(x) =
{ {0} if x ∈ intK,
NK(x) if x ∈ ∂K.

Here, NK(x) ⊂ X ′ is the normal cone to K at x and is defined by

NK(x) = {x∗ ∈ X ′; 〈x∗, x− y〉X′,X ≥ 0, ∀y ∈ K}.

In conclusion by (4.106) we get the optimality condition (4.100), as claimed.
��
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4.5.2 Numerical Results

We present numerical results for identifying the function u∗ε, a solution to

( ˜Pε), by following the alternative approach and several steps based on Rosen’s
algorithm (see [5]). The space domain is Ω = {(x1, x2);x1 ∈ (0, 5), x2 ∈
(0, 5)}, Ω0 = (2, 3)× (2, 3) and Ωobs = (3, 5)× (3, 5).

We apply the method for the following data

β∗(r) = r2, K0 = 0, f(t, x1, x2) =

{

0.1x1 in Ωu

0 in Ω0
,

θ0 =

{

0.98 in Ωu

0 in Ω0
, θobs = 0.5.

The control is v∗ε and u∗ε will be determined by (4.9). For simplicity we shall
not retain the subscript ε for the control and state.

Step 0. Fix εcrt small and let us take v∗0(x) ∈ [φmin, uM ]. Set k = 0.
Step 1. We determine u∗k by (4.9), y∗k by (4.15)–(4.17), pk by (4.60)–(4.62),

qk by (4.98) and ˜Jε(v
∗
k) from (4.95).

Step 2. We compute wk by (4.100)

⎧

⎨

⎩

wk = φmin on {x ∈ Ω; qk(x) > 0}
wk ∈ (φmin, uM ) on {x ∈ Ω; qk = 0}
wk = uM on {x ∈ Ω; qk(x) < 0}.

If qk = 0 we can try with wk any value in (φmin, uM ). Then we
compute ṽk = wk − v∗k and

vk(x) = v
∗
k(x) + λṽk(x) = (1 − λk)v∗k(x) + λwk(x), λ ∈ [0, 1]

such that
˜Jε(vk) = min

λ∈[0,1]
{ ˜Jε(v∗k + λṽk(x)}. (4.107)

Step 3. We set
v∗k+1(x) = vk(x)

with vk found by (4.107) and compute ˜Jε(v
∗
k+1). Denote

err =
∣

∣

∣

˜Jε(vk+1)− ˜Jε(vk)
∣

∣

∣ .

If ˜Jε decreases and err ≤ εcrt with the prescribed εcrt then the algorithm
stops and set v∗ε = v∗k+1 and u∗k+1 is obtained from (4.9).

If not, continue from Step 1.



4.5 An Alternative Approach 133

0
1

2
3

4
5

0

2

4

6
0.7

0.75

0.8

0.85

0.9

0.95

1

x1

u

x2

0.74

0.76

0.78

0.8

0.82

0.84

0.86

0.88

0.9

0.92

0.94

0
1

2
3

4
5

0

2

4

6
0

0.2

0.4

0.6

0.8

1

x1

θ = uy

x2

u
y

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

Fig. 4.1 The approximating control u∗
ε and state function θ∗ε

In Fig. 4.1 we see the graphics of u∗ε and the corresponding θ∗ε = u∗εy
∗
ε

computed according the above algorithm, by Comsol + Matlab, with

v∗0 = uM , εcrt = 0.1,

after three steps, in which the obtained values are indicated below:

Step 0: ˜Jε(v0) = 12.3691

Step 1: ˜Jε(v1) = 9.2221

Step 2: ˜Jε(v2) = 9.194.
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70. J. Kačur, S. Luckhaus, Approximation of degenerate parabolic systems by nondegen-
erate elliptic and parabolic systems. Appl. Numer. Math. 26, 307–326 (1998)

71. T. Kato, Nonlinear semi-groups and evolution equations. J. Math. Soc. Jpn. 19,
508–520 (1967)

72. T. Kato, Accretive operators and nonlinear evolution equations in Banach spaces, in
Nonlinear Functional Analysis ed. by F. Browder (American Mathemathical Society,
Providence, 1970), pp. 138–161

73. Y. Kobayashi, Difference approximation of Cauchy problem for quasi-dissipative
operators and generation of nonlinear semigroups. J. Math. Soc. Jpn. 27, 641–663
(1975)

74. Y. Komura, Nonlinear semigroups in Hilbert spaces. J. Math. Soc. Jpn. 19, 508–520
(1967)

75. S.N. Krushkov, Generalized solutions of the Cauchy problem in the large for first-order
nonlinear equations. Sov. Math. Dokl. 10, 785–788 (1969)

76. S.N. Krushkov, First order quasilinear equations in several independent variables. Mat.
Sb. 81, 228–255 (1970)
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