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Preface

The underlying motivation for this book is the study of the algebraic homotopy
theory of nonsimply connected spaces; in the first instance, the algebraic classifica-
tion of certain finite dimensional geometric complexes with nontrivial fundamental
group G; more specifically, directed towards two basic problems, the D(2) and R(2)
problems explained below.

The author’s earlier book [52] demonstrated the equivalence of these two prob-
lems and developed algebraic techniques which were effective enough to solve them
for some finite fundamental groups ([52], Chap. 12). However the theory developed
there breaks down at a number of crucial points when the fundamental group G

becomes infinite. In order to consider these problems for general finitely presented
fundamental groups the foundations must first be re-built ab initio; in large part the
aim of the present monograph is to do precisely that.

The R(2)–D(2) Problem Having specified the fundamental group, the types
of complex we aim to study are, from the point of view of homotopy theory,
the simplest finite dimensional complexes which can then be envisaged; namely
n-dimensional complexes X with n ≥ 2 which satisfy

πr(˜X) = 0 for r < n, (∗)

where ˜X is the universal cover of X. These restrictions alone are not sufficient to
specify the next homotopy group πn(˜X); nor, however, is the choice of πn(˜X) en-
tirely arbitrary. We shall explain in detail throughout the book how to parametrize
the possible choices for πn(˜X) as a module over the group ring Z[G] and the extent
to which an admissible choice determines the homotopy type of X.

Given a complex X as above we can construct the cellular chain complex

Cn
∂n→ Cn−1

∂n−1→ ·· · ∂2→ C1
∂2→ C0,

ix
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where Cr = Hr(˜X
r,˜Xr−1;Z) is a free Z[G]-module with basis the r-cells of X. By

the Hurewicz theorem, the conditions (∗) above force

Hr(C∗) =
⎧

⎨

⎩

Z r = 0,
0 1 ≤ r < n,

πn(X) r = n,

so that we may extend the above chain complex to an exact sequence

C∗(X) = (0 → πn(˜X) → Cn
∂n→ Cn−1

∂n−1→ ·· · ∂2→ C1
∂1→ C0 → Z → 0).

By an algebraic n-complex over Z[G] we mean an exact sequence of Z[G]-modules

A∗ = (0 → J → An
∂n→ An−1

∂n−1→ ·· · ∂2→ A1
∂1→ A0 → Z → 0)

in which each Ar is finitely generated and free over Z[G]. An algebraic n-complex
A∗ is said to be geometrically realizable when there exists a geometric n-complex
X of type (∗) such that C∗(X) � A∗. One may then ask the obvious question:

R(n): Is every algebraic n-complex geometrically realizable?

For n ≥ 3 the R(n) problem is answered in the affirmative in Chap. 9. In fact, this is
a special case of an older and much more general result of Wall [98]. The question
that remains is genuinely problematic:

R(2): Is every algebraic 2-complex geometrically realizable?

Whilst important in its own right, the R(2)-problem is also of interest via its re-
lation to a notorious and more obviously geometrical problem in low dimensional
topology. First make a definition; say that a 3-dimensional cell complex X is co-
homologically 2-dimensional when H3(˜X;Z) = H 3(X;B) = 0 for all coefficient
systems B on X. The problem may then be stated as follows:

D(2): Let X be a finite connected cell complex of geometrical dimension 3 which
is cohomologically 2-dimensional. Is X is homotopy equivalent to a finite
complex of geometrical dimension 2?

Both D(2) and R(2) problems are parametrized by the fundamental group under
discussion; each finitely presented group G has its own D(2) problem and its own
R(2) problem. Moreover, for a given fundamental group G the D(2) problem is
entirely equivalent to the R(2) problem; to solve one is to solve the other. This
equivalence was shown by the present author in [51, 52], subject to a mild condition
on G which was subsequently shown to be unnecessary by Mannan [71].

This book is in two parts, Theory and Practice. In this Preface we give a brief
outline of the theory; a summary of the practical aspects is given in the Conclusion.

The Method of Syzygies The basic model in the theory of modules is the theory
of vector spaces over a field. However, the modules encountered in this book are
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defined over more general rings and in dealing with them it is useful to keep in
mind how far one is being forced to deviate from the basic paradigm.

Linear algebra over a field is rendered tractable by the fact that every module over
a field is free; that is, has a spanning set of linearly independent vectors. General
module theory takes as its point of departure the observation that when a module M

is not free we may at least make a first approximation to its being free by taking a
surjective homomorphism ϕ : F0 → M where F0 is free to obtain an exact sequence

0 → K1 → F0
ϕ→ M → 0.

We find it instructive to regard the kernel K1 as a first derivative of M . Setting
aside temporarily the question of uniqueness one may repeat the construction and
approximate K1 in turn by a free module to obtain an exact sequence

0 → K2 → F1 → K1 → 0.

Iterating we obtain a long exact sequence

� Fn
∂n+1 �

��� ���

Fn−1

Kn

∂n �∂n−1 · · · �∂3 F2 �

��� ���

F1

K2

∂2 �

��� ���

F0

K1

∂1 � M� 0

Thus arises the notion of free resolution, made famous by the work of Hilbert on
Invariant Theory [43]. The intermediate modules Kn are called the syzygies of M .
Indeed, the etymology (συζυγ oζ = yoke) is determined by the conventional view
that the Kn are connections in this sense. Nevertheless, we prefer to regard them as
objects in their own right, as derivatives of M . Before doing this, however, we must
first answer the question we have avoided; to what extent are they unique?

At one level the most simple minded considerations show that they cannot pos-
sibly be unique; given an exact sequence

0 → K1 → F0
ϕ→ M → 0

then by stabilizing the middle term thus 0 → K1 ⊕ Λ → F0 ⊕ Λ
ϕ→ M → 0 it is

clear that if K1 is to be considered as a first derivative of M then K1 ⊕Λ must also
be so considered. So much must have been apparent to Hilbert. Even so, it is clear
that the pioneers of the subject considered that the syzygies ought, somehow, to be
unique. In the original context of Invariant Theory [28] this can be made to work if
the resolution is, in some sense, minimal. In our context, as we shall see, the notion
of ‘uniqueness via minimality’ fails badly. However there is indeed a sense in which
the syzygies are uniquely specified, and it is to this we now turn.

Stable Modules and Schanuel’s Lemma According to legend, in the autumn of
1958, during a lecture of Kaplansky at the University of Chicago, Stephen Schanuel,
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then still an undergraduate, observed that if we are given exact sequences of modules
over a ring Λ

0 → K → Λn ϕ→ M → 0;
0 → K ′ → Λm ϕ→ M → 0

then K ⊕Λm ∼= K ′ ⊕Λn. In fact, Schanuel proved slightly more than this; however
it suggests that given Λ-modules K , K ′ we should write:

K ∼ K ′ ⇐⇒ K ⊕ Λm ∼= K ′ ⊕ Λn for some positive integers m,n.

When this happens we say that K , K ′ are stably equivalent. The relation ‘∼’
is an equivalence relation on Λ modules and, applied to the above exact se-
quences, Schanuel’s Lemma shows that K ∼ K ′; it is in this sense that syzygies
are unique.

Schanuel’s Lemma explains neatly why the attempt to force uniqueness of the
syzygy modules by minimising the resolution is, in general, doomed to failure. Thus
suppose that m is the minimum number of generators of the Λ-module M and sup-
pose given exact sequences

0 → K → Λm ϕ→ M → 0;
0 → K ′ → Λm ϕ→ M → 0.

Schanuel’s Lemma then tells us that K ⊕ Λm ∼= K ′ ⊕ Λm. We are left to solve the
following:

Cancellation Problem Does K ⊕ Λm ∼= K ′ ⊕ Λm imply that K ∼= K ′?

In dealing with modules over integral group rings the expected answer is ‘No’;
as we shall see, cancellation is the exception not the rule. The failure of cancellation
may be starkly portrayed by representing the stable module [K] as a graph.

When M is a finitely generated Λ-module, the stable module [M] has the struc-
ture of a directed graph in which the vertices are the isomorphism classes of modules
N ∈ [M] and where we draw an edge N1 → N2 when N2 ∼= N1 ⊕Λ. We will show,
in Chap. 1, that [M] is a ‘tree with roots that do not extend infinitely downwards’.
This graphical method of representing stable modules is due to Dyer and Sierad-
ski [24].

The extent to which cancellation fails in [M] is captured by the amount of branch-
ing. We illustrate the point with some examples; A below represents a tree with a
single root and no branching above level two; B represents a tree with two roots but
with no branching above level one; C represents a tree with a single root and no
branching whatsoever. Cancellation holds in C but fails in both A and B.
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A significant difference between finite and infinite groups is the extent of our knowl-
edge of the branching behaviour in stable modules over Z[G]. When G is finite,
the Swan-Jacobinski Theorem [46, 93] imposes severe restrictions on the type of
branching that may occur; for example, the odd syzygies Ω2n+1(Z) can behave
only like B and C with possibly multiple roots but with no branching above level
one; the even syzygies Ω2n(Z) may resemble any of the three types but nothing
worse. By contrast, when G is infinite very little is known in detail about the lev-
els at which a stable module over Z[G] may branch.1 We explore this question for
some familiar infinite groups starting with the most basic case, namely the stable
class of 0.

Iterated Fibre Squares and Stably Free Modules In passing from finite groups
to infinite groups the first point of difference is the increased incidence of non-
cancellation. For finite Φ non-cancellation over Z[Φ] is comparatively rare. By the
theorem of Swan and Jacobinski, it can only occur when the real group ring

R[Φ] ∼=
m
∏

i=1

Mdi (Di )

fails the Eichler condition; that is when for some i, di = 1 and Di = H is the di-
vision ring of Hamiltonian quaternions. However, the proof of the Swan-Jacobinski
theorem does not survive the passage to infinite groups and so we are forced to fall
back on other methods.

The approach which has proved profitable is the method of iterated fibre squares
which was used by Swan in [94] to consider the extent to which non-cancellation
fails in finite groups which fail the Eichler condition. We elaborate the necessary
theory of fibre squares in Chap. 3. As a working method it proceeds like this; take
a convenient finite group Φ and establish the cancellation properties of Z[Φ] from
first principles by using the method of fibre squares. Now generalize the statement,
replacing Z[Φ] by R[Φ]; on taking R = Z[G] where G is infinite one hopes to
analyze the cancellation properties of R[Φ] ∼= Z[G×Φ]. Some successful attempts
are exhibited in Chaps. 10 through 12.

1Although over more general rings, for example the coordinate rings of spheres, the pattern of
branching away from the main stem may be very complicated.
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The Derived Module Category We have set ourselves the task of classifying al-
gebraic complexes and, in particular, algebraic 2-complexes. To see the relevance
of syzygies for this, suppose given a Λ-module M and write Ωn(M) for the stable
class any nth-syzygy of M ; then we may portray an algebraic 2-complex formally
as

0 � Ω3(Z) � F2 �

��� ���

F1

Ω2(Z)

∂2 �

��� ���

F0

Ω1(Z)

∂1 � Z � 0

showing, in particular, that when X is a connected geometric 2-complex with
π1(X) = G the Z[G]-module π2(˜X) is constrained to lie in the third syzygy Ω3(Z).

The Ωn formalism was first introduced by Heller in the context of modular rep-
resentations of finite groups [39]. In that restricted setting it is relatively easy, with
suitable interpretations, to regard the correspondence M 
→ Ωn(M) as a functor. In
more general contexts attempting to make Ωn functorial involves additional techni-
cal complications.

The first question to be answered is ‘In what category is Ωn(M) supposed to
live?’ As a first approximation we take the quotient of the category ModΛ of
Λ-modules obtained by ignoring morphisms which factorize through a free mod-
ule; more precisely, we equate morphisms whose difference factorizes through a
free module; that is if f,g : M → N are Λ-homomorphisms we write ‘f ≈ g’ when
f − g can be written as a composite f − g = ξ ◦ η as below where F is a free mod-
ule:

�

�
�� �

��

M N

F

f−g

η ξ

The quotient category Der(Λ) = ModΛ/ ≈ is called the derived module category.
It is too crude an approximation, if only on the basis of size for, as we have imposed
no size restrictions, our modules can be arbitrarily large. We can attempt to restrict
all definitions to apply only to finitely generated modules; thus if N is a module
we say that its stable class [N ] is finitely generated when N is finitely generated;
in that case, any module in [N ] is also finitely generated. In the original context
of modular representation theory, such size restriction causes no difficulty. In our
more general context however, the difficulty arises that if M is finitely generated
then Ωn(M) need not be. To restrict attention to rings where this behaviour does not
occur would exclude the integral group rings Z[G] of many interesting groups [53]
(See Appendix D).

However, under a mild restriction on the ring,2 if M is countably generated so
also is Ωn(M); then restricting all definitions to apply only to countably generated
modules yields a derived module category Der∞(Λ) of realistic size.

2Weak coherence. See Chap. 1.
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There is, however, a complication more subtle than mere size. Recall that any
projective module is a direct summand of a free module. Thus the above condition
‘f ≈ g’ is equivalent to the requirement that f − g factors through a projective.
This has the eventual consequence for modules K , K ′ over Λ that

K ∼=Der K
′ ⇐⇒ K ⊕ P ∼=Λ K ′ ⊕ P ′

for some projective modules P , P ′; that is, isomorphism classes in Der correspond
not to stability classes of modules but, in MacLane’s terminology, to projective
equivalence classes3 ([68], p. 101). Moreover, this applies even when all modules
under consideration are finitely generated. In the original context of modular rep-
resentation theory all projective modules are free, there is no distinction between
stability and projective equivalence and Ωn defines a functor on the derived module
category. However, in general, to obtain functoriality one must consider not Ωn but
rather its analogue using the appropriate notion of generalized syzygy; disregarding
finiteness restrictions and taking the successive kernels in a projective resolution P

� Pn
∂n+1 �

��� ���

Pn−1

Dn

∂n �∂n−1 · · · �∂3 P2 �

��� ���

P1

D2

∂2 �

��� ���

P0

D1

∂1 � M� 0

the correspondence M 
→ Dn gives a functor Dn : Der∞ → Der∞. As classes of
modules Ωn(M) ⊂ Dn(M) and we may regard Ωn(M) as a sort of polarization
state of Dn(M). We note that for most computational purposes we may legitimately
revert to Ωn(M) as HomDer(Ωn(M),N) ≡ HomDer(Dn(M),N).

Eliminating Injectives In the late 1940s the introduction of Eilenberg-Maclane
cohomology as the derived functors of Hom completely transformed module the-
ory. The indeterminate nature of syzygies was replaced by the definiteness of com-
putable invariants. In the aftermath the syzygetic method, insofar as it was still pur-
sued, was regarded as an unwelcome reminder of a more primitive past. For us now,
however, its rehabilitation via the derived module category raises the question of
relating syzygies directly to cohomology.

Here we encounter a difficulty which is inherent in the cohomological method
itself. In the standard treatments it is shown that one may compute the derived func-
tor of Hom(− ,−) either by taking a projective resolution in the first variable or,
equally, by taking an injective co-resolution in the second. Moreover, this symmetry
is not a point of esoteric scholarship, or at least, not merely so. With each variable
one has a long exact sequence obtained by systematic appeal to the properties of
the appropriate type of module. Which leads us back to the two sorts of modules
themselves.

3For countably generated modules it is technically more convenient to replace the relation of
projective equivalence by the equivalent notion of hyperstable equivalence, which is to say that
K ⊕ Λ∞ ∼=Λ K ′ ⊕ Λ∞. But again, see Chap. 1.
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Projective modules, as direct summands of free modules, were in common use4

before the name was ever applied to them; however the history and nature of injec-
tive modules is entirely different. Whereas projective modules are unavoidable, in-
jective modules are a deliberate contrivance, only introduced to have arrow-theoretic
properties dual to those of projectives [6]. Whereas projective modules are natural,
injective modules are formal. Whereas projective modules are constructible (and
we shall show how to construct some of them) injective modules are essentially
non-constructible. One needs a theorem to show they exist. Except in the most ele-
mentary cases, where the point is irrelevant, they are not describable by any effective
process. In our context this last point is the most pressing; injectives are so differ-
ent from the objects with which we must deal that, arguments of formal simplicity
notwithstanding, the need to dispense with them becomes insistent.5

The elimination of magic from homological algebra, in this case the avoidance of
injective modules, forces us in every case to use projective resolutions. Whilst dis-
pensing with the dualising services of injectives it is nevertheless essential to employ
some form of homological duality which, however weak, can be confined entirely
within the ‘projective quotient’ category. In fact, this requirement has a precedent
as does the remedy; in the cohomology of lattices over finite groups the dual arrow
theoretic properties of projectives are possessed by projectives themselves. Thus
one may dispense with injectives entirely and describe the theory solely in terms of
projectives. This is Tate cohomology, a point to which we will return. Our solution
is comparable but not quite so convenient.

Corepresentability of Cohomology The appropriate notion, which we shall use
systematically, is that of ‘coprojectivity’; a module M is said to be coprojective
when Ext1(M,Λ) = 0. To see how coprojectivity works take an exact sequence

E = (0 → K
i→ F

ϕ→ M → 0) where F is free so that K is a first syzygy of M ; if
α : K → N is a Λ-homomorphism one may form the pushout diagram

E
↓

α∗(E)
c =

⎛

⎜

⎝

0 → K
i→ F

ϕ→ M → 0
↓ α ↓ ν ↓ Id

0 → N → lim−→(α, i) → M → 0

⎞

⎟

⎠

from which we obtain the connecting homomorphism δ : HomΛ(K,N) →
Ext1(M,N) by means of δ([E]) = [α∗(E)]. When M is coprojective (and not oth-
erwise) δ descends to give a natural equivalence δ : HomDer(K,−) → Ext1(M,−)

so that we may write

Ext1(M,−) ∼= HomDer(Ω1(M),−).

4For example in Wedderburn theory.
5The disadvantages, for any practical purpose, of an object about which one has to think hard
before even being able to admit its existence ought to be obvious. Doubtless some will regret
this as yet another instance of a depressing but universal trend; in Weber’s succinct phrase ‘The
elimination of Magic from the World’ ([99], p. 105).
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In other-words, when M is coprojective, Ω1(M) is a corepresenting object for
Ext1(M,−)6 considered as a functor on the derived module category. More gen-
erally, in higher dimensions there is a corresponding corepresentation theorem

Hn(M,−) ∼= HomDer(Ωn(M),−)

which holds provided that Hn(M,Λ) = 0. That is, we have replaced the de-
rived functor Hn by the derived object Ωn. Corepresenting cohomology in this
way is the first step towards geometrizing extension theory so as to be able to
apply it to the question of realizing algebraic complexes. Moreover, the groups
HomDer(Ωn(M),N) are then natural generalizations of the Tate cohomology
groups defined for modules over finite groups.

Homotopy Classification and the Swan Homomorphism The problem of clas-
sifying algebraic complexes up to homotopy equivalence may be compared with
the simpler Yoneda theory of module extensions up to congruence [68, 101]. For
a specified fundamental group G let Algn(Z) denote the set of homotopy types of
algebraic n-complexes of the form

A∗ = (0 → J → An → An−1 → ·· · → A0 → Z → 0).

The stabilization Σ+(A∗) is obtained by adding Λ = Z[G] to the final two terms
thus

Σ+(A∗) = (0 → J ⊕ Λ → An ⊕ Λ → An−1 → ·· · → A0 → Z → 0)

and Algn(Z) also acquires a tree structure by drawing arrows A∗ → Σ+(A∗). More-
over the correspondence A∗ 
→ J defines a mapping of trees, ‘algebraic πn’,

πn : Algn(Z) → Ωn+1(Z).

In his unpublished paper [12] Browning described the fibres π2 : Alg2(Z) → Ω3(Z)

for those finite groups G which satisfy the Eichler condition. In [52], generalizing
a criterion of Swan [91], we showed, still within the confines of finite groups, how
to circumvent dependence on the Eichler condition and gave a rather different de-
scription of the fibres of π2. Here we show how to extend the description of [52] to
a much wider class of rings.7

A significant difficulty lies in being able to generalize the Swan mapping. In the
original version [91] the homomorphism property of the Swan mapping is an easy
consequence of special circumstances; in the wider context it is less obvious. Again

6Notice that the blank space would normally have to be co-resolved by means of injectives; the
coprojectivity hypothesis removes this necessity.
7We note that a very special case of our classification theorem, for algebraic n-complexes over the
group rings of n-dimensional Poincaré Duality groups (n ≥ 4), was given by Dyer in [23].
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take an exact sequence E = (0 → J
i→ F

ϕ→ M → 0) where F is free; if α : J → J

is a Λ-homomorphism one may again form the pushout diagram

J
i→ F

↓ α ↓ ν

J → lim−→(α, i)

It turns out (Swan’s projectivity criterion) that lim−→(α, i) is projective precisely when
α is an isomorphism in Der. When M and J are finitely generated one obtains a
mapping

S : AutDer(J ) → ˜K0(Λ)

to the reduced projective class group of Λ. This is the generalized Swan mapping
and is, nontrivially, a homomorphism. This result was first shown in [56]. Moreover,
despite the apparent dependence upon J , when M is coprojective it depends only
upon M and is independent of the sequence E used to produce it. More generally, if

0 → J → An → An−1 → ·· · → A0 → Z → 0

is an algebraic n-complex and Hn+1(M,Λ) = 0 the same mapping S : AutDer(J ) →
˜K0(Λ) again reappears independently of the sequence used to produce it. By con-
trast, however, the natural mapping νJ : AutΛ(J ) → AutDer(J ) is heavily depen-
dent on J . The detailed homotopy classification of algebraic n-complexes over M

requires a knowledge of the cosets Ker(S)/Im(νJ ) as J runs through Ωn+1(M).
Imposing the coprojectivity condition or its higher dimensional analogues does,

of course, restrict the range of applicability of the theory. In practice it is not too
serious; for example, the classification of algebraic 2-complexes over Z[G] requires
us to impose the condition

H 3(Z,Z[G]) = 0.

This condition is satisfied in many familiar cases; in particular, when G is a virtual
duality group of virtual dimension n it is satisfied whenever n �= 3.

Parametrizing the First Syzygy In applying the classification theorem to our
original problem one needs specific information about the syzygies Ωn(Z). In prac-
tice, this is a matter of severe computational difficulty. At the time of writing, the
only finite fundamental groups for which there are complete descriptions for all
Ωn(Z) are certain groups of periodic cohomology. For infinite fundamental groups
the situation is far worse.

In the first instance we are content to study Ω1(Z). Here we find that the branch-
ing properties at the minimal level are intimately related to the existence of stably
free modules; that is, to the stable class of the zero module. When G is infinite and
Ext1(Z,Z[G]) = 0 we show that the stably free modules describe a lower bound for
the branching behaviour in Ω1(Z) and give a complete description of the minimal
level Ωmin

1 (Z). This is done in Chap. 13.
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Finally, in the most familiar case where Ext1(Z,Z[G]) �= 0, namely when G ∼=
Fn ×Cm, we give a complete description of all the odd syzygies Ω2n+1(Z). By way
of illustration we conclude the book with Edwards’ solution [25, 26] of the R(2)
problem for the groups C∞ × Cm.
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their perceptive comments but also, as will be seen in the text, in substance from
some original and significant contributions.

F.E.A. JohnsonLondon, England
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Theory



Chapter 1
Preliminaries

Many of the arguments in this book are formulated in terms of modules over the
group ring Z[G] where G is a specified fundamental group. Thus, in part, this book
is concerned with the general theory of modules and so, by association, with the
general theory of rings. Given the pathology of which the subject is capable there
is a tendency, frequently indulged in the literature, to present Ring Theory as a
menagerie of wild beasts with strange and terrifying properties. Regardless of ap-
pearances that is not our aim here. The rings we consider are comparatively well
behaved. However, in order to explain quite how well behaved we are forced to dis-
cuss a small amount of pathology if only to say what delinquencies we need not
tolerate.

1.1 Restrictions on Rings and Modules

The rings we encounter are typically, though not exclusively, integral group rings. In
principle we would prefer simply to say that the rings we meet will have properties
which are no worse than the worst behaviour one can expect from Z[G] where G

is a finitely presented group; but of course we must be more precise than that. The
first restriction we impose is the invariant basis number property (= IBN); that is,
for positive integers a, b:

Λa ∼= Λb =⇒ a = b. (IBN)

Although this condition is a definite restriction it is too weak for many purposes and
there are two progressively stronger notions which are more useful; the first is the
surjective rank property (= SR):

If ϕ : ΛN → Λn is a surjective Λ-homomorphism then, n ≤ N. (SR)

Finally we have the so-called weak finiteness property (= WF).

If ϕ : Λa → Λa is a surjectiveΛ-homomorphism then ϕ is bijective. (WF)

F.E.A. Johnson, Syzygies and Homotopy Theory, Algebra and Applications 17,
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It is straightforward to see that WF =⇒ SR =⇒ IBN. In [15] Cohn shows that if
there exists a ring homomorphism Λ → F to a field then Λ has the SR property.
Thus if A is a commutative ring then any group ring A[G] satisfies SR. Furthermore,
in addition to possessing the SR property, for any group G the integral group ring
Z[G] also satisfies WF. The main details of a proof of this last were outlined in a
paper of Montgomery [75].

For reasons explained below, we also impose the following very mild restriction:

Weak Coherence If M is a countably generated Λ-module and N ⊂ M is a
Λ-submodule then N is also countably generated.

We denote by ModΛ the category of right Λ-modules and by Mod∞ the full
subcategory of countably generated modules; Mod∞ is then equivalent to a small
category. The force of imposing the weak coherence condition is that Mod∞ be-
comes an abelian category in the formal sense of [74].

There is a stronger notion; let Modfp(= Modfp(Λ)) denote the category of
finitely presented right Λ-modules; Λ is said to be coherent when Modfp is an
abelian category. Ideally one would like to impose this stronger condition. However,
to do so would exclude too many significant examples.

Clearly every countable ring is weakly coherent. Hence, the integral group ring
Z[G] of any countable group G is weakly coherent. By contrast, coherence is a far
less common property. Admittedly, if G is finite then Z[G] is coherent; however,
there are many finitely presented infinite groups G where Z[G] fails to be coherent,
even some which satisfy otherwise strong geometrical finiteness conditions. For
example, if G contains a direct product of two nonabelian free groups then Z[G]
fails to be coherent. The topic is considered further in Appendix D.

Finally, we need to mention duality. We set out with the intention of always
working with right modules. Over general rings, this is not possible if one wants also
to deal with duality, for if M is a right Λ-module then the dual module HomΛ(M,Λ)

is naturally a left module via the action

• : Λ × HomΛ(M,Λ) → HomΛ(M,�)

(λ • f )(x) = λf (x)

In general there is no way around this; there exist rings in which the category of left
modules is not equivalent to the category of right modules. However, in the case of
group rings Λ = Z[G] we can circumvent this difficulty by the familiar device of
converting left modules back to right modules

∗ : HomΛ(M,Λ) × Λ → HomΛ(M,Λ)

f ∗ λ = λ • f

via the canonical (anti)-involution g = g−1. More generally one may do this when-
ever the ring Λ has a distinguished (anti)-involution. With this convention the dual
module HomΛ(M,Λ) so equipped as a right module is denoted by M∗.
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1.2 Stable Modules and Tree Structures

Let Λ be a ring with the surjective rank property SR of Sect. 1.1. We denote by ‘∼’
the stability relation on Λ modules; that is

M1 ∼ M2 ⇐⇒ M1 ⊕ Λn1 ∼= M2 ⊕ Λn2

for some integers n1, n2 ≥ 0; the relation ‘∼’ is an equivalence on isomorphism
classes of Λ-modules. For any Λ-module M , we denote by [M] the correspond-
ing stable module; that is, the set of isomorphism classes of modules N such that
N ∼ M . One sees easily that:

M is finitely generated if and only if each N ∈ [M] is finitely generated. (1.1)

When M is a nonzero finitely generated Λ-module we define the Λ-rank of M by

rkΛ(M) = min{a ∈ Z+ for which there is a surjective Λ-homomorphism

ϕ : Λa → M}.

Proposition 1.2 If N ∈ [M] then for each integer a > 0, N ⊕ Λa �∼= N .

Proof Put μ = rkΛ(N) and let ϕ : Λμ → N be a surjective homomorphism. If N ∼=
N ⊕ Λa for some a ≥ 1 then for all k ≥ 1, N ∼= N ⊕ Λka . Choose k ≥ 1 such that
μ < ka. Let hk : N → N ⊕ Λka be an isomorphism and let πk : N ⊕ Λka → Λka

be the projection. Then πk ◦ hk ◦ μ : Λμ → Λka is a surjective homomorphism and
μ< ka. This is a contradiction, hence N �∼= N ⊕ Λa when a ≥ 1. �

We define a function g : [M] × [M] → Z, the ‘gap function’ as follows

g(N1,N2) = g ⇐⇒ N1 ⊕ Λa+g ∼= N2 ⊕ Λa,

where both a and a + g are positive integers.We must first show that:

Proposition 1.3 g is a well defined function.

Proof Suppose that N1 ⊕ Λp ∼= N2 ⊕ Λq and also that N1 ⊕ Λr ∼= N2 ⊕ Λs . We
will show

p − q = r − s. (*)

To see this, observe that N1 ⊕ Λp+r ∼= N2 ⊕ Λq+r and that N1 ⊕ Λp+r ∼=
N2 ⊕ Λp+s . Thus

N2 ⊕ Λq+r ∼= N2 ⊕ Λp+s .

Suppose that q + r �= p + s. Then without loss of generality we may suppose that
p + s < q + r . Putting N3 = N2 ⊕ Λp+s and α = q + r − (p + s) we see that
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N3 ⊕Λα ∼= N3 where α > 0. This contradicts Proposition 1.2 above. Hence q + r =
p + s and so p − q = r − s as claimed. �

It is straightforward to check that

g(N,N ⊕ Λb) = b, (1.4)

g(N2,N1) = −g(N1,N2), (1.5)

g(N1,N3) = g(N1,N2) + g(N2,N3). (1.6)

Lemma 1.7 Let Λ be a ring with the surjective rank property and let M be a
finitely generated Λ-module; if K ∈ [M] is such that 0 ≤ g(K,M) then g(K,M) ≤
rkΛ(M).

Proof Put m = rkΛ(M) and let ϕ : Λm → M be a surjective Λ-homomorphism.
Suppose that K ∈ [M] is such that 0 ≤ g(K,M) = k and let h : M ⊕ Λa →
K ⊕ Λa+k be an isomorphism. If π : K ⊕ Λa+k → Λa+k is the projection then
π ◦ h ◦ (ϕ ⊕ Id) : Λm+a → Λa+k is also a surjective homomorphism. Hence by the
surjective rank property for Λ, a + k ≤ a + m and so k ≤ m as claimed. �

We say that a module M0 ∈ [M] is a root module for [M] when 0 ≤ g(M0,K)

for all K ∈ [M]. We show:

Theorem 1.8 Let Λ be a ring with the surjective rank property and let M be a
finitely generated Λ-module; then [M] contains a root module.

Proof If K ∈ [M], either g(K,M) < 0 or, by above, 0 ≤ g(K,M) and g(K,M) ≤
rkΛ(M). Either way

g(K,M) ≤ rkΛ(M),

and the mapping K 
→ g(K,M) gives a function [M] → Z which is bounded above
by rkΛ(M). Thus there exists M0 ∈ [M] which maximises this function; that is,

g(M0,M) = max{g(K,M) : K ∈ [M]}.
We claim that for all K ∈ [M], 0 ≤ g(M0,K). Otherwise, if there exists K ∈ [M]
such that g(M0,K) < 0 then g(K,M0) < 0 and so

g(K,N) = g(K,M0) + g(M0,N) > g(M0,N)

which contradicts the choice of M0. Thus 0 ≤ g(M0,K) for all K ∈ [M], and M0 is
a root module as claimed. �

If M0 is a root module for [M] we may define a height function h : [M] → N by

h(L) = g(M0,L).



1.2 Stable Modules and Tree Structures 7

Whilst ostensibly the height function depends upon M0, in fact it is intrinsic to the
stable module [M]; to see this, suppose that M0 and M ′

0 are both root modules for
[M] and consider the respective height functions h(L) = g(M0,L) and h′(L) =
g(M ′

0,L). From (1.6) above g(M0,L) = g(M0,M
′
0) + g(M ′

0,L) so that

h(L) = g(M0,M
′
0) + h′(L).

However g(M0,M
′
0) = h(M ′

0) ≥ 0 whilst g(M0,M
′
0) = −g(M ′

0,M0) =
−h′(M0) ≤ 0. Thus g(M0,M

′
0) = 0 and so

h(L) = h′(L).

When the ring Λ has the surjective rank property and M is a finitely generated
Λ-module we may speak unequivocally of the height function h : [M] → N on the
stable module [M].

When M is a finitely generated Λ-module, the stable module [M] has the struc-
ture of a graph in which the vertices are the isomorphism classes of modules
N ∈ [M] and where we draw an edge N1 → N2 when N2 ∼= N1 ⊕ Λ. Recall that
a graph is said to be a tree when it contains no nontrivial loop. Since each module
N ∈ [M] has a unique arrow which exits the vertex represented by N , namely the
arrow N → N ⊕ Λ, it follows that the only way of having a non trivial loop in [M]
would be if N ∼= N ⊕ Λa for some a > 0. However, this possibility is precluded by
Proposition 1.2, so that we have:

Proposition 1.9 Let Λ be a ring having the surjective rank property; if M is a
finitely generated module over Λ then [M] is an infinite (directed) tree.

Without attempting any more precise characterization of the (directed) tree struc-
tures which may arise in this way, it is evident that they are good deal more spe-
cialised than indicated by the statement of Proposition 1.9. For example, we have
already observed that a unique arrow exits any vertex. Furthermore, the existence of
root modules and the associated existence of a height function h : [M] → N implies
that [M] may be represented as a ‘tree with roots’. In particular if we regard the
integers Z as a directed tree in the obvious way, namely:

Z = (· · · → −(n + 1) → −n → ·· · → −1 → 0 → 1 → ·· · → n → (n + 1) → ·· · )

then it is an easy deduction from the height function, as constructed on [M], that
Z does not imbed in [M]. We may paraphrase this by saying that the roots of [M]
do not extend infinitely downwards. To illustrate the point consider again the tree
diagrams noted in the Introduction; A below represents a tree with a single root
and no branching above level two; B represents a tree with two roots but with no
branching above level one; C represents a tree with a single root and no branching
whatsoever.
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These examples all actually arise; denoting the quaternion group of order 4n by
Q(4n) then A represents the stable class of 0 over the integral group ring Z[Q(24)]
whilst B represents the stable class �3(Z) over Z[Q(32)]. Any stable module in
which cancellation holds is represented by C; for example (as we shall see in
Chap. 15) the stable class �3(Z) over the group ring Z[C∞ × Cm] for any inte-
ger m ≥ 2.

1.3 Stably Free Modules and Gabel’s Theorem

The most basic cancellation problem arises when one considers [0], the stable class
of the zero module; evidently a module S belongs to [0] when, for some integers a,
b ≥ 1

S ⊕ Λa ∼= Λb.

Any such module S is finitely generated. More generally, one says that a module S

is stably free when S ⊕ Λa is a free module of unspecified rank, finite or infinite.
Clearly any free module is stably free; the issue is whether a stably free module
is necessarily free. In fact, nothing new is gained by allowing infinitely generated
stably free modules as shown by the following observation of Gabel [32, 65, 67].

Theorem 1.10 Let S be a stably free Λ module; if S is not finitely generated then S

is free.

Proof Let FX denote the free Λ module on the set X. The hypotheses may be ex-
pressed as follows:

(i) S is not finitely generated;

(ii) for some set X and some finite set Y there is a Λ-isomorphism h : FX
�−→

S ⊕ FY .
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Note that X is necessarily infinite. Now let π : S ⊕ FY → FY be the projection;
putting

̂h = π ◦ h : FX → FY

then ̂h is surjective. Moreover, h induces an isomorphism h : Ker(̂h)
�−→ S so that

it is enough to show that Ker(̂h) is free.
As FY is free we may choose a right inverse s : FY → FX for̂h. For each y ∈ Y

there exists a finite subset σ(y) ⊂ X such that s(y) is a linear combination in the
elements of σ(y). Put Z =⋃

y∈Y σ (y) and Z = X − Z. Then Z is finite so that Z
is infinite.

Now π ◦ h : FZ → FY is also surjective so that FX is an internal sum (not nec-
essarily direct) FX = Ker(̂h) + FZ . However FZ/(Ker(̂h) ∩ FZ) ∼= FY so from the
exact sequence

0 → Ker(̂h) ∩ FZ → FZ → FZ/(Ker(̂h) ∩ FZ) → 0

we see that

(Ker(̂h) ∩ FZ) ⊕ FY
∼= FZ. (1.11)

From the exact sequence 0 → Ker(̂h) ∩ FZ → Ker(̂h) → FX/FZ → 0 and the iso-
morphism FX/FZ

∼= FZ we see that

Ker(̂h) ∼= (Ker(̂h) ∩ FZ) ⊕ FZ. (1.12)

As Z is infinite we may write it as a disjoint union Z = Y1 � W where Y1 ⊂ Z is a
finite subset such that |Y1| = |Y |. In particular we may write

FZ
∼= FY ⊕ FW

for some infinite subset W ⊂ X so from (1.12) we get

Ker(̂h) ∼= (Ker(̂h) ∩ FZ) ⊕ FY ⊕ FW . (1.13)

From (1.11) and (1.13) we see that

Ker(̂h) ∼= FZ ⊕ FW
∼= FZ�W (1.14)

so that Ker(̂h) is free as required. �

Gabel’s Theorem confines the problem of stably free modules to the realm of
finitely generated modules. Even so, the subject admits a certain amount of pathol-
ogy; to avoid this we must impose the strongest of the restrictions of Sect. 1.1.

Given a stably free module S such that S ⊕ Λa ∼= Λb one is tempted to make a
definition of the rank rk(S) of S by

rk(S) = b − a.
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This is not a definition for all rings Λ as in general the rank of a free module is not
well defined. It becomes a definition if Λ satisfies the (IBN) condition; however,
there are still problems. Cohn [15] has given an example of a ring Λ with the IBN
property which possesses a nonzero module S satisfying S ⊕Λ2 ∼= Λ so that in this
case rk(S) = −1.

The surjective rank property by itself still leaves open the possibility that there
exist nonzero stably free modules S of rank 0; that is, which satisfy S ⊕ Λ ∼= Λ. To
avoid this we need something stronger still; we note:

Proposition 1.15 Let S be a nonzero finitely generated stably free module over a
weakly finite ring Λ. Then 0 < rk(S).

When discussing the rank of stably free modules we shall, without further comment,
assume that the ring Λ is weakly finite. We shall say that such a ring Λ has the
stably free cancellation property (= SFC) when

S ⊕ Λa ∼= Λb =⇒ S ∼= Λb−a.

1.4 Projective Modules and Hyperstability

A module P over Λ is said to be projective when it is a direct summand of a
free module. Projective modules arise inevitably once cohomology is introduced.
When P is finitely generated projective then, for some positive integer n and some
Λ-module Q

P ⊕ Q ∼= Λn.

Clearly stably free modules are projective but the converse is frequently false. Whilst
our interest is directed towards the existence or nonexistence of nontrivial stably free
modules, a discussion, however brief, of the general case is unavoidable.

Let P(Λ) denote the set of isomorphism classes of finitely generated projective
Λ-modules. P(Λ) becomes an abelian monoid under direct sum;

[P ] + [Q] = [P ⊕ Q].
The Grothendieck group K0(Λ) is the universal abelian group obtained from P(Λ).
The reduced Grothendieck group ˜K0(Λ) is the quotient

˜K0(Λ) = K0(Λ)/[Λ]
by the subgroup generated by the class of Λ and there is a surjective monoid homo-
morphism

P(Λ) → ˜K0(Λ).

Whereas standard K-theory typically concerns itself with computing ˜K0(Λ) we
shall be more concerned with the dual problem, calculating what is lost under
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P(Λ) → ˜K0(Λ). At a number of points we will need to use the celebrated result
of Grothendieck [2, 4].

If R is a coherent ring of finite global dimension then ˜K0(R[t, t−1]) ∼= ˜K0(R).
(1.16)

Gabel’s Theorem does not extend to general projective modules. There are many
interesting rings which possess infinitely generated projective modules which are
not free. However, they cannot be ‘too big’ as the following result of Kaplansky
[62] shows:

Every projective module is a direct sum of countably generated modules. (1.17)

In recent years there has been renewed research interest on the topic of infinitely
generated projective modules. However, the question does not impact significantly
upon our considerations. We do, however, need to consider the famous ‘conjuring
trick’ of Eilenberg.

We denote by Λ∞ the countable coproduct Λ∞ = Λ ⊕ Λ ⊕ · · · ⊕ Λ ⊕ Λ ⊕ · · ·
or, alternatively, as the direct limit Λ∞ = lim−→Λn where Λn ⊂ Λn ⊕ Λ = Λn+1

under the inclusion x 
→ (x,0). Evidently a countable coproduct of copies of Λ∞ is
isomorphic to Λ∞;

Λ∞ ⊕ Λ∞ ⊕ · · · ⊕ Λ∞ ⊕ Λ∞ ⊕ · · · ∼= Λ∞. (1.18)

In this context one has Eilenberg’s trick.

Proposition 1.19 If P ∈ Mod∞ is projective then P ⊕ Λ∞ ∼= Λ∞.

Proof As P is countably generated choose a surjective Λ-homomorphism

η : Λ∞ → P.

Putting Q = Ker(η) gives an exact sequence 0 → Q → Λ∞ → P → 0 which splits
since P is projective. We have

P ⊕ Q ∼= Λ∞ (I)

so that from (1.18), (P ⊕ Q) ⊕ (P ⊕ Q) ⊕ · · · ⊕ (P ⊕ Q) ⊕ (P ⊕ Q) ⊕ · · · ∼= Λ∞
which we may re-bracket as

P ⊕ (Q ⊕ P) ⊕ (Q ⊕ P) ⊕ · · · ⊕ (Q ⊕ P) ⊕ (Q ⊕ P) ⊕ · · · ∼= Λ∞. (II)

However from (I) it also follows that Q ⊕ P ∼= Λ∞; substitution in (II) gives

P ⊕ Λ∞ ⊕ Λ∞ ⊕ · · · ⊕ Λ∞ ⊕ Λ∞ ⊕ · · · ∼= Λ∞

so that, from (1.18), P ⊕ Λ∞ ∼= Λ∞ as stated. �
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We shall say that a module M ∈ Mod∞ is hyperstable when M ∼= M0 ⊕Λ∞ for
some module M0 ∈Mod∞. Then M ⊕Λ∞ ∼= M0 ⊕Λ∞ ⊕Λ∞ ∼= M0 ⊕Λ∞ ∼= M

so that we have:

A module M ∈Mod∞ is hyperstable if and only if M ∼= M ⊕ Λ∞. (1.20)

The hyperstabilization ̂M of the module M ∈ Mod∞
Λ is defined to be

̂M = M ⊕ Λ∞.

Clearly the operation is idempotent; ̂̂M ∼= ̂M . Moreover, if P ∈ Mod∞ is a projec-
tive module it follows easily from Eilenberg’s Trick that:

̂M ∼= ̂M ⊕ P ∼= ̂M ⊕ P . (1.21)



Chapter 2
The Restricted Linear Group

A celebrated result of H.J.S. Smith [47, 86] shows that when Λ is a commutative
integral domain which possesses a Euclidean algorithm then an arbitrary m×m ma-
trix X over Λ can be expressed as a product X = E+DE− where D is diagonal and
E+, E− are products of elementary unimodular matrices. This chapter is a general
study of rings whose matrices possess an analogue of such a Smith Normal Form.

2.1 Some Identities Between Elementary Matrices

Given a ring Λ we denote by Mn(Λ) the ring of (n × n)-matrices over Λ and by
GLn(Λ) the group of invertible n × n-matrices over Λ. For each n ≥ 2, Mn(Λ) has
the canonical Λ-basis ε(i, j)1≤i,j≤n given by ε(i, j)r,s = δirδjs . The elementary
invertible matrices E(i, j ;λ) (λ ∈ Λ) and D(i, δ) (δ ∈ Λ∗) which perform row and
column operations are expressed in terms of the basic matrices as follows;

E(i, j ;λ) = In + λε(i, j) (i �= j);
D(i, δ) = In + (δ − 1)ε(i, i).

There are a number of familiar identities between these matrices:

E(i, j ;λ)E(i, j ;μ) = E(i, j ;λ + μ); (2.1)

E(i, j ;λ)−1 = E(i, j ;−λ); (2.2)

[E(i, j ;λ),E(j, k;μ)] = E(i, k;λμ) (i �= k); (2.3)

[E(i, j ;λ),E(k, l;μ)] = 1 ({i, j} ∩ {k, l} = ∅). (2.4)

Here we are taking the commutator [X,Y ] to be [X,Y ] = XYX−1Y−1.

D(i,λ)D(i,μ) = D(i,λμ); (2.5)

D(i,λ)−1 = D(i,λ−1); (2.6)

F.E.A. Johnson, Syzygies and Homotopy Theory, Algebra and Applications 17,
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D(i,λ)E(i, j ;μ) = E(i, j ;λμ)D(i, λ); (2.7)

D(i,λ)E(j, k;μ) = E(j, k;μ)D(i, λ) (i �∈ {j, k}). (2.8)

For 2 × 2 matrices we have the following identity where u ∈ Λ∗;
[

u 0
0 u−1

]

=
[

1 0
1 1

][

1 −1
0 1

][

1 0
1 1

][

1 u−1

0 1

][

1 0
−u 1

][

1 u−1

0 1

]

.

It generalises to the following identity with i �= j :

Δ(i,u)Δ(j,u−1) = E(j, i;1)E(i, j ;−1)E(j, i;1)E(i, j ;u−1)

× E(j, i;−u)E(i, j ;u−1). (2.9)

Let Σn denote the group of permutations on {1, . . . , n}. For each σ ∈ Σn there is an
n × n permutation matrix P(σ) defined by

P(σ)r,s = δr,σ (s).

It is straightforward to see that:

P defines an injective homomorphism P : Σn → GLn(Λ). (2.10)

The permutation matrices P(σ) can be expressed as products of matrices of the
form D(i,−1) and E(i, j ;±1). As Σn is generated by the transpositions (i, j) it
suffices to express each P(i, j) as a product of this type. In fact, we have:

P(σ) = D(j,−1)E(i, j ;1)E(j, i;−1)E(i, j ;1). (2.11)

It is useful to record how the permutation matrices P(σ) interact with the E(i, j ;λ)
and D(i, δ). First the action on the basic matrices ε(i, j);

P(σ)ε(i, j) = ε(σ (i), σ (j))P (σ ). (2.12)

This easily implies

P(σ)E(i, j ;λ) = E(σ(i), σ (j);λ)P (σ ). (2.13)

Alternatively expressed:

E(i, j ;λ)P (σ ) = P(σ)E(σ−1(i), σ−1(j);λ). (2.14)

Whilst

P(σ)D(i, δ) = D(σ(i), δ)P (σ ). (2.15)

In the special case where λ ∈ Λ∗ we have the matrix equation
(

0 1
1 0

)(

1 λ

0 1

)

=
(

1 λ−1

0 1

)(−λ−1 0
0 λ

)(

1 0
λ−1 1

)
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which generalises to

P(i, j)E(i, j ;λ) = E(i, j ;λ−1)D(i,−λ−1)D(j,λ)E(j, i;λ−1). (2.16)

2.2 The Restricted Linear Group

For n ≥ 2 we denote by Dn(Λ) the subgroup of GLn(Λ) defined by

Dn(Λ) = {D(1, δ) : δ ∈ Λ∗};

that is

Dn(Λ) =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

⎡

⎢

⎢

⎢

⎣

δ 0
1

. . .

0 1

⎤

⎥

⎥

⎥

⎦

⎫

⎪

⎪

⎪

⎬

⎪

⎪

⎪

⎭

and by En(Λ) the subgroup of GLn(Λ) generated by the matrices E(i, j ;λ)
(λ ∈ Λ). From (2.7) and (2.8)

D(1, δ)E(i, j ;λ)D(1, δ)−1 =
⎧

⎨

⎩

E(1, j ; δλ) i = 1,
E(i,1;λδ−1) j = 1,
E(i, j ;λ) i �∈ {i, j}.

We see that:

Dn(Λ) normalises En(Λ). (2.17)

We define the restricted linear group GEn(Λ) to be the subgroup of GLn(Λ) given
as the internal product

GEn(Λ) = Dn(Λ) · En(Λ).

In general GEn(Λ) is a proper subgroup of GLn(Λ) and Λ is said to be weakly
Euclidean when GEn(Λ) = GLn(Λ) for all n ≥ 2. We shall examine this notion at
greater length in Sects. 2.4 and 2.5. From (2.17) we get:

En(Λ) is a normal subgroup of GEn(Λ). (2.18)

We put ̂Σn = {P(σ) : σ ∈ Σn}.

Proposition 2.19 ̂Σn ⊂ GEn(Λ).

Proof It follows from (2.11) that P(i, j) ∈ En(Λ) for each transposition (i, j). The
conclusion follows as Σn is generated by transpositions. �
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It is useful to have different descriptions of GEn(Λ). For δ1, . . . , δn ∈ Λ∗ let
Δ(δ1, . . . , δn) denote the diagonal matrix

Δ(δ1, . . . , δn) =

⎡

⎢

⎢

⎣

δ1 0
δ2

. . .
0 δn

⎤

⎥

⎥

⎦

and put Δn(Λ) = {Δ(δ1, . . . , δn) : δi ∈ Λ∗}.
Proposition 2.20 Δn(Λ) is a subgroup of GEn(Λ).

Proof It is straightforward to see that Δn(Λ) is a subgroup of GLn(Λ). Note that
D(j, δj ) ∈ GEn(Λ) as, by (2.15),

D(j, δ) = P(1, j)D(1, δ)P (1, j)

and D(i, δ),P (1, j) ∈ GEn(Λ). The conclusion follows as Δ(δ1, . . . , δn) =
∏n

j=1 D(j, δj ). �

By (2.7) we have Δ(δ1, . . . , δn)E(i, j ;λ)Δ(δ1, . . . , δn)
−1 = E(i, j ; δiλδ−1

j )

from which we see that:

Δn(Λ) normalises En(Λ). (2.21)

Now Δn(Λ), En(Λ) are subgroups of GEn(Λ) = Dn(Λ)En(Λ) and Dn(Λ) ⊂
Δn(Λ). We obtain another description of GEn(Λ).

GEn(Λ) = Δn(Λ) · En(Λ). (2.22)

The constructions GEn, En are functorial under ring homomorphisms. In particular,
given a surjective ring homomorphism π : A → B the induced map π∗ : En(A) →
En(B) is also surjective. However unless the induced map on units π∗ : A∗ → B∗ is
also surjective then the induced homomorphism π∗ : GEn(A) → GEn(B), need not
be surjective. We say that ring homomorphism π : A → B has the lifting property
for units when the induced map on units π∗ : A∗ → B∗ is surjective. Then we have:

Proposition 2.23 Let π : A → B be a surjective ring homomorphism with the lifting
property for units; then π∗ : GEn(A) → GEn(B) is surjective.

2.3 Matrices with a Smith Normal Form

If Λ is a ring and α1, . . . , αn ∈ Λ write Δ(α1, . . . , αn) for the diagonal matrix

Δ(α1, . . . , αn) =
⎛

⎜

⎝

α1 0
. . .

0 αn

⎞

⎟

⎠
.
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We shall say that X ∈ Mn(Λ) has a Smith Normal Form when

X = E+Δ(α1, . . . , αn)E−

for some E+,E− ∈ En(Λ) and some α1, . . . , αn ∈ Λ. More generally, if X,Y ∈
Mn(Λ) we write X ∼ Y when X = E+YE− for some E+,E− ∈ En(Λ). Evidently
we have:

Proposition 2.24 Let X ∼ Y ∈ Mn(Λ); if Λ is commutative then det(X) = det(Y ).

The identities of Sect. 2.1 allow us to move units around; let α1, . . . , αn ∈ Λ

and u1, . . . , un ∈ Λ∗. Writing D(r) = Δ(1, ur )Δ(r,u−1
r ), D = D(2)D(3) · · ·D(n)

and u = u1 · · ·un we see that Δ(α1u1, . . . , αnun)D = Δ(α1u, α2, . . . , αn). How-
ever, each D(r) ∈ En(Λ) by (2.9); thus for u1, . . . , un ∈ Λ∗:

Δ(α1u1, . . . , αnun) ∼ Δ(α1u, α2, . . . , αn) where u = u1 · · ·un. (2.25)

Similarly for v1, . . . , vn ∈ Λ∗:

Δ(v1α1, . . . , vnαn) ∼ Δ(vα1, α2, . . . , αn) where v = vn · · ·v1. (2.26)

Write T (i, j) = E(i, j ;1)E(j, i;−1)E(i, j ;1) ∈ En(Λ); when τ is the transposi-
tion which interchanges the indices i and j we have

Δ(ατ(1), . . . , ατ(n)) = T (i, j)Δ(α1, . . . , αn)T (j, i).

Writing an arbitrary permutation σ as a product of transpositions we see that

Δ(ασ(1), . . . , ασ(n)) ∼ Δ(α1, . . . , αn). (2.27)

The following is useful:

Proposition 2.28 Let Λ be a commutative ring and suppose that X ∈ Mn(Λ) has a
Smith Normal Form where n ≥ 2; if det(X) is indecomposable in Λ then

X ∼ Δ(det(X),1, . . . ,1).

Proof As X has a Smith Normal Form then X ∼ Δ(α1, . . . , αn) for some
α1, . . . , αn ∈ Λ. By Proposition 2.24 det(X) = ∏n

r=1 αr . As det(X) is indecom-
posable it follows that there is an index t such that αr ∈ Λ∗ for r �= t . Denot-
ing by σ the transposition (1, t) we see from (2.27) that X ∼ Δ(ασ(1), . . . , ασ(n))

where ασ(r) ∈ Λ∗ for r ≥ 2. By (2.25) X ∼ Δ(
∏n

r ασ(r),1, . . . ,1). However
∏n

r ασ(r) =∏n
r=1 αr = det(X). �

The Smith Normal Form is compatible with products of rings as we now proceed
to show. Suppose Λ = Λ1 × Λ2 is a direct product of rings. Then the projections
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πr : Λ → Λr induce ring homomorphisms πr : Mm(Λ) → Mm(Λr) so that

(π1,π2) : Mm(Λ) → Mm(Λ1) × Mm(Λ2) is a ring isomorphism. (2.29)

In consequence:

(π1,π2) : GLm(Λ) → GLm(Λ1) × GLm(Λ2) is an isomorphism of groups. (2.30)

Requiring slightly more care is:

Proposition 2.31 (π1,π2) induces an isomorphism Em(Λ)
�−→ Em(Λ1)×Em(Λ2).

Proof πr(E(k, l; (λ1, λ2))) = E(k, l;λr) so that (π1,π2) induces a group homo-
morphism (π1,π2) : Em(Λ) → Em(Λ1) × Em(Λ2). Evidently (π1,π2) is injective
since it is already the restriction of a ring isomorphism. To show that (π1,π2) is
onto Em(Λ1) × Em(Λ2) we first show that:

If X ∈ Em(Λ1) then there exists ˜X ∈ Em(Λ) such that (π1,π2)(˜X) = (X, Id).
(∗)

To prove (∗) write X ∈ Em(Λ1) as a product X = E(k1, l1;λ1) · · ·E(kN, lN ;λN)

and write ˜X = E(k1, l1; (λ1,0)) · · ·E(kN, lN ; (λN,0)). One sees easily that
(π1,π2)(˜X) = (X, Id). Similarly:

If Y ∈ Em(Λ2) then there exists ˜Y ∈ Em(Λ) such that (π1,π2)(˜Y ) = (Id, Y ).
(∗∗)

Surjectivity of (π1,π2) now follows, for if (X,Y ) ∈ Em(Λ1) × Em(Λ2) then

(X,Y ) = (X, Id)(Id, Y ) = (π1,π2)(˜X)(π1,π2)(˜Y ) = (π1,π2)(˜X˜Y ). �

The existence of Smith Normal Forms is compatible with products in the
strongest sense; let X ∈ Mm(Λ) and put Xr = πr(X) ∈ Mm(Λr) for r = 1,2. Sup-
pose given sequences αr

s ∈ Λr (s = 1, . . . ,m, r = 1,2); with this notation:

Theorem 2.32 For any permutations σ , τ we have:

X ∼

⎛

⎜

⎜

⎜

⎜

⎝

(α1
σ(1), α

2
τ(1))

(α1
σ(2), α

2
τ(2))

. . .

(α1
σ(n), α

2
τ(n))

⎞

⎟

⎟

⎟

⎟

⎠

⇐⇒ Xr ∼

⎛

⎜

⎜

⎜

⎝

αr
1

αr
2

. . .

αr
n

⎞

⎟

⎟

⎟

⎠

.
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We shall say that the ring Λ is generalized Euclidean when for all m ≥ 2,

Mm(Λ) = Em(Λ)Dm(Λ)Em(Λ). (2.33)

The terminology generalized Euclidean is taken from the classical sufficient con-
ditions for this to occur, namely those of the Smith Normal Form, which may be
re-expressed thus:

Proposition 2.34 (Smith [86]) Let Λ be a commutative integral domain with a Eu-
clidean algorithm; then Λ is generalized Euclidean.

It follows from Theorem 2.32 that:

Proposition 2.35 Let Λ1,Λ2 be generalized Euclidean rings; then Λ1 ×Λ2 is also
generalized Euclidean.

To consider an example, we denote by Zn the ring of residues mod n; that is,
Zn = Z/n. If n is square free we may write it as a product of distinct primes n =
p1p2 · · ·pk . Then Zn

∼= Fp1 × · · · × Fpk
where Fp is the field with p elements and

so

Zn[t, t−1] ∼= Fp1 [t, t−1] × · · · × Fpk
[t, t−1].

However, each Fpr [t, t−1] is a Euclidean ring and so is generalized Euclidean by
Proposition 2.34; from Proposition 2.35 we see that:

If n is square free then Zn[t, t−1] is generalized Euclidean. (2.36)

Another useful result is:

Proposition 2.37 Let Λ1 be a generalized Euclidean ring; if ϕ : Λ1 → Λ2 is a
surjective ring homomorphism then Λ2 is also generalized Euclidean ring.

Proof Let A ∈ Mm(Λ2). First choose ˜A ∈ Mm(Λ1) such that ϕ∗(˜A) = A. Since
Λ1 is generalized Euclidean, we may write ˜A = P1DP2 where Pi ∈ Em(Λ1) and
D ∈ Dm(Λ1). Then ϕ∗(Pi) ∈ Em(Λ2), ϕ∗(D) ∈ Dm(Λ2) and the required decom-
position is given by

A = ϕ∗(P1)ϕ∗(D)ϕ∗(P2).
�

Next consider diagonal matrices

Δ =

⎛

⎜

⎜

⎜

⎝

δ1 0
δ2

. . .

0 δm

⎞

⎟

⎟

⎟

⎠

∈ Mm(Λ).
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We say that Δ is of restricted type when δ2, . . . , δm ∈ Λ∗ and that Δ ∈ Mm(Λ)

is of very restricted type when δ2 = · · · = δm = 1. Likewise we say that a matrix
X ∈ Mm(Λ) has a Smith Normal Form of restricted type (resp. very restricted type)
when X ∼ Δ where Δ is a diagonal matrix of restricted type (resp. very restricted
type). From (2.25) and (2.27) it follows easily that if X ∈ Mm(Λ) then:

{

X has a Smith Normal
Form of restricted type

}

⇐⇒
{

X has a Smith Normal
Form of very restricted type

}

. (2.38)

Given a ring Λ a two sided ideal J in Λ is of radical type when u + j ∈ Λ∗ for
any j ∈ J and u ∈ Λ∗. We say that a ring homomorphism ϕ : A → B has the strong
lifting property for units when, in addition to the lifting property for units, ϕ satisfies

α ∈ A∗ ⇐⇒ π(α) ∈ B∗. (2.39)

It is straightforward to see that if ϕ : A → B is a surjective ring homomorphism
with the lifting property for units then:

ϕ has the strong lifting property for units ⇐⇒ Ker(ϕ) is of radical type. (2.40)

If J is a two-sided ideal in Λ we shall say that a matrix U = (uij ) ∈ Mm(Λ) has
restricted form with respect to J when u22, . . . , umm ∈ Λ∗ whilst uij ∈ J when
i �= j and i, j ≥ 2; otherwise expressed, the image U in Λ/J then takes the form

U =

⎛

⎜

⎜

⎜

⎝

∗ ∗ ∗ ∗
∗ u22 0 0

∗ 0
. . . 0

∗ 0 0 umm

⎞

⎟

⎟

⎟

⎠

.

Now suppose that J is a two sided ideal of radical type in Λ and that U ∈ Mm(Λ)

has restricted form with respect to J . As r descends from m to 2 we may, by means
of suitable row and column operations, successively kill the r th row and column
leaving units in the (r, r)th places; we obtain:

Proposition 2.41 Let J be a two sided ideal of radical type in Λ; if U ∈ Mm(Λ)

has restricted form with respect to J then U has a Smith Normal Form of restricted
type.

Lemma 2.42 (Lifting Lemma) Let ϕ : Λ → Λ̆ be a surjective ring homomorphism
with the strong lifting property for units; if X ∈ Mm(Λ) is such that ϕ(X) has a
Smith Normal Form of restricted type then X also has a Smith Normal Form of
restricted type.
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Proof By hypothesis, ϕ(X) has a Smith Normal Form of restricted type which, by
(2.38), we may take to be of the form

⎛

⎜

⎜

⎜

⎝

ξ 0
1

. . .

0 1

⎞

⎟

⎟

⎟

⎠

.

Formally, there exist E+,E− ∈ Em(Λ̆) such that E+ϕ(X)E− = Δ(ξ,1, . . . ,1). As
ϕ is surjective we may now choose E′+,E′− ∈ Em(Λ) such that ϕ(E′

σ ) = Eσ . One
sees easily that E′+XE′− has restricted form with respect to the two sided ideal
Ker(ϕ). However, as ϕ has the strong lifting property for units then Ker(ϕ) is of
radical type. By Proposition 2.41, E′+XE′− has a Smith Normal Form of restricted
type. Hence X also has a Smith Normal Form of restricted type. �

2.4 Weakly Euclidean Rings

The ring Λ is said to be weakly Euclidean when GLn(Λ) = GEn(Λ) for all n ≥ 2.
As Δm(Λ) normalises Em(Λ) this is equivalent to requiring that each X ∈ GLn(Λ)

has a Smith Normal Form. We may now establish a Recognition Criterion for this
property:

Proposition 2.43 Let ϕ : A → B be a surjective ring homomorphism where B is
weakly Euclidean; if ϕ has the strong lifting property for units then A is also weakly
Euclidean.

Proof Let X ∈ GLm(A); then ϕ(X) ∈ GLm(B). By hypothesis on B , ϕ(X) is a prod-
uct

ϕ(X) = D(δ̆,1)E,

where δ̆ ∈ B∗ and E ∈ Em(B). In particular, ϕ(X) has a Smith Normal Form of very
restricted type. By Lemma 2.42 and (2.38), X also has a Smith Normal Form of very
restricted type so we may write X = E+D(δ,1)E− for some E+,E− ∈ Em(A). As
X is invertible then δ ∈ A∗. It follows from (2.17) that E′+ = D(δ−1,1)E+D(δ,1) ∈
Em(A) and so X = D(δ,1)E where E = E′+E− ∈ Em(A). �

There is a useful generalization of the notion of weakly Euclidean ring; for any
ring Λ the group GLm(Λ) imbeds via stabilization in GLn(Λ) for m ≤ n; moreover
GLm(Λ) · En(Λ) is a subgroup of GLn(Λ) and is normalised by GLm(Λ). We say
that Λ is m-weakly Euclidean when GLn(Λ) = GLm(Λ) ·En(Λ) = for m ≤ n. Evi-
dently if Λ is m-weakly Euclidean then it is Λ is n-weakly Euclidean when m ≤ n.
Moreover, Λ is 1-weakly Euclidean precisely when it is weakly Euclidean.
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2.5 Examples of Weakly Euclidean Rings

The standard theory of reduction by row operations shows that:

Any division ring is weakly Euclidean. (2.44)

Moreover, from Smith’s Theorem Proposition 2.34, it follows a fortiori that:

Any commutative Euclidean domain is weakly Euclidean. (2.45)

Let L be a (possibly noncommutative) local ring; it is straightforward to see that
the canonical homomorphism π : L → L/rad(L) has the strong lifting property for
units. Moreover, as L/rad(L) is a division ring it is weakly Euclidean. Applying
Proposition 2.43 we get the following which first seems to have been observed by
Klingenberg [64].

Corollary 2.46 If L is a (possibly noncommutative) local ring then L is weakly
Euclidean.

Note that weakly Euclidean rings are closed under products; that is:

Proposition 2.47 If R1, . . . ,Rm are weakly Euclidean rings then R1 × · · · × Rm is
also weakly Euclidean.

We note also the following adjunct to Morita theory:

Theorem 2.48 Let R be a weakly Euclidean ring; then for each n ≥ 1, the ring
Mn(R) of n × n matrices over R is also weakly Euclidean.

Proof If V is an R-module then for each m ≥ 1 put V (m) = V ⊕ · · · ⊕ V
︸ ︷︷ ︸

m

; for each

m ≥ 1 there is a ring isomorphism Ψ : EndR(V
(m))

�−→ Mm(EndR(V )) given by

Ψ (α)rs = πsαir ,

where is : V → V (m) is the inclusion of the sth summand and πr : V (m) → V is pro-
jection onto the r th-factor. When V is a free module of rank n with basis {εk}1≤k≤n

we identify EndR(V ) with Mn(R). Moreover V (m) then has the basis {Et }1≤t≤mn

where, on writing t = n(a − 1) + b with 1 ≤ a ≤ m and 1 ≤ b ≤ n,

Et = ia(εb)

enabling us to identify EndR(V
(m)) with Mmn(R). Ψ then becomes the ‘block de-

composition’ isomorphism

Ψ : Mmn(R)
�−→ Mm(Mn(R))
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inducing a group isomorphism Ψ : GLmn(R)
�−→ GLm(Mn(R)). It will suffice to

show that

Ψ (GEmn(R)) ⊂ GEm(Mn(R)).

For then, by the weakly Euclidean hypothesis on R, GEmn(R) = GLmn(R) and so

GLm(Mn(R)) = Ψ (GLmn(R)) ⊂ GEm(Mn(R))

and hence GLm(Mn(R)) = GEm(Mn(R)) showing that Mn(R) is weakly Euclidean.
To show that Ψ (GEmn(R)) ⊂ GEm(Mn(R)) first observe that Ψ (Δmn(R)) ⊂
Δm(Mn(R)). As GEmn(R) = Δmn(R) · Emn(R) it therefore suffices to show that

Ψ (E(s, t;λ)) ∈ GEm(Mn(R))

for 1 ≤ s, t ≤ mn and s �= t , λ ∈ R. Write s = n(a − 1)+ b, t = n(a′ − 1)+ b′ with
1 ≤ a, a′ ≤ m and 1 ≤ b, b′ ≤ n. If a = a′ then Ψ (E(s, t;λ)) ∈ Δm(Mn(R)) whilst
if a �= a′ Ψ (E(s, t;λ)) ∈ Em(Mn(R)). �

For n ≥ 2 we denote by Fn the free nonabelian group of rank n, whilst F1 will
denote the infinite cyclic group C∞. We have the following theorem of Cohn [17]:

Theorem 2.49 For any division ring D the group ring D[Fn] is weakly Euclidean.

Let R be a ring and G a group; we say that the group ring R[G] has only trivial
units when each λ ∈ R[G]∗ has the form λ = ug for u ∈ R∗ and g ∈ G.

Proposition 2.50 Let π : A → B be a surjective ring homomorphism with the
strong lifting property for units and suppose that the ideal Ker(π) is nilpotent; if
G is a group for which B[G] has only trivial units then the induced homomorphism
π∗ : A[G] → B[G] has the strong lifting property for units.

Proof Putting J = Ker(π) observe that Ker(π∗) = J [G] = {∑g∈G ξgg : ξg ∈ J }.
Now, by hypothesis, JM = {0} for some M ≥ 1. It follows that if X ∈ Ker(π∗) then
XM = 0. Hence 1 − X ∈ A[G]∗ as

(1 − X)(1 + X + X2 + · · · + XM−1) = 1.

Now let α ∈ A[G] satisfy π∗(α) ∈ B[G]∗. We must show that α ∈ A[G]∗. By hy-
pothesis, B[G]∗ has only trivial units; that is π∗(α) = ug for some u ∈ B∗ and
g ∈ G. As π is surjective we may choose v ∈ A such that π(v) = u. It then follows
that v ∈ A∗ as π has the strong lifting property for units. Put γ = v−1αg−1; and
X = 1 − γ ; then γ = 1 − X where X ∈ Ker(π∗), so that γ ∈ A[G]∗ by the above
and α = vγg ∈ A[G]∗ as required. �

If G is a group and X, Y are subsets of G we say that g ∈ G is represented as
a product in X, Y when g = xy for some x ∈ X and y ∈ Y . We say that g ∈ G is
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uniquely represented as a product in X, Y when, in addition, if g = x′y′ with x′ ∈ X

and y′ ∈ Y then x = x′ and y = y′. We say that G satisfies the two unique products
condition (abbreviated to T UP) when, given finite subsets X, Y of G with 2 ≤ |X|
and 2 ≤ |Y |, at least two elements of G are uniquely represented as products in
X, Y . In Appendix C we give a fuller account of this topic; in particular we will see:

Theorem 2.51 Let G be a T UP group; then for any (possibly noncommutative)
integral domain A, A[G] has only trivial units.

It is known (cf. Appendix C) that the free group Fn satisfies the T UP condition;
thus for any division ring D the group ring D[Fn] has only trivial units. Suppose that
L is a local ring in which rad(L) is nilpotent and put D = L/rad(L); by applying
Proposition 2.50 to the induced homomorphism L[Fn] → D[Fn] we may extend
Theorem 2.49 as follows:

Corollary 2.52 If L is a local ring for which rad(L) is nilpotent then the group ring
L[Fn] is weakly Euclidean.

With very little change the requirement that rad(L) be nilpotent may be replaced
by the hypothesis that L is complete to obtain:

Proposition 2.53 If ̂L is a complete local ring then ̂L[Fn] is weakly Euclidean for
any n ≥ 1.

We may generate a useful class of examples by the triangular algebra construc-
tion. If R is a ring and n is an integer ≥ 2 we define

Tn(R) = {X ∈ Mn(R) : Xij = 0 for i < j};
that is Tn(R) consists of elements of the form

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

X11
X22 0

. . .

∗ . . .

Xnn

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

.

Observe that Tn(R) is a subring of Mn(R). Moreover, there is an obvious surjective
ring homomorphism

δ : Tn(R) → R × · · · × R
︸ ︷︷ ︸

n

; δ(X) = (X11,X22, . . . ,Xnn).

It is straightforward to check that δ has the strong lifting property for units. From
this observation together with Propositions 2.43 and 2.47 we see that:

Proposition 2.54 If R is weakly Euclidean then Tn(R) is also weakly Euclidean.
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2.6 The Dieudonné Determinant

If P(σ) is a permutation matrix then by (2.15)

P(σ)Δ(δ1, . . . , δn)P (σ )−1 = Δ(δσ(1), . . . , δσ(n)).

In particular, in GEn(Λ) the subgroup ̂Σn of permutation matrices normalises the
subgroup Δn(Λ) of diagonal matrices. We define the core subgroup Cn(Λ) of
GEn(Λ) to be the internal product

Cn(Λ) = Δn(Λ) · ̂Σn. (2.55)

We have seen, in (2.21), that Δn(Λ) normalises En(Λ). It follows from (2.13) that
̂Σn also normalises En(Λ). Thus Cn(Λ) normalises En(Λ). However, GEn(Λ) =
Δn(Λ) · En(Λ) so that, a fortiori,

GEn(Λ) = Cn(Λ) · En(Λ). (2.56)

It is clear that Δn(Λ) ∩ ̂Σn = {1} so that the decomposition (2.55) is actually a
semi-direct product. Alternatively we can regard Cn(Λ) as a semidirect product

Cn(Λ) ∼= (Λ∗)n • Σn, (2.57)

where Σn acts on (Λ∗)n via σ · (δ1, . . . , δn) = (δσ(1), . . . , δσ(n)). Let (Λ∗)ab denote
the abelianization of the unit group (Λ∗)ab; that is

(Λ∗)ab = Λ∗/[Λ∗,Λ∗]. (2.58)

If δ ∈ Λ∗ we denote by [δ] its class in (Λ∗)ab . One sees easily that the multiplication
map

μ : (Λ∗)n → (Λ∗)ab; μ(δ1, . . . , δn) = [δ1], . . . , [δn]
is a homomorphism. Moreover, μ extends to a homomorphism from the semidirect
product

μ̂ : (Λ∗)n • Σn → (Λ∗)ab by μ̂(δ1, . . . , δn;σ) = [sign(σ )][δ1], . . . , [δn].
We define the proto-determinant protn : Cn(Λ) → (Λ∗)ab to be the homomorphism
which corresponds to μ̂ under the isomorphism (2.57); that is:

protn (Δ(δ1, . . . , δn) · P(σ)) = [sign(σ )][δ1], . . . , [δn]. (2.59)

The proto-determinant is compatible with stabilization. For any integers k,n with
1 ≤ k the stabilization inclusion sn,k : GLn(Λ) → GLn+k(Λ)

sn,k(A) =
(

A 0
0 Ik

)



26 2 The Restricted Linear Group

induces the subsidiary inclusions sn,k : En(Λ) → En+k(Λ), sn,k : Δn(Λ) →
Δn+k(Λ), sn,k : GEn(Λ) → GEn+k(Λ), sn,k : ̂Σn → ̂Σn+k and hence also sn,k :
Cn(Λ) → Cn+k(Λ) and the following diagram commutes for each k, n with 1 ≤ k

Cn+k(Λ)
protn+k→ (Λ∗)ab

↑ sn,k ↑ Id

Cn(Λ)
protn→ (Λ∗)ab

By a weak determinant for Λ we mean a family {detn}2≤n of group homomorphisms

detn : GEn(Λ) → (Λ∗)ab

such that

(i) detn extends protn; that is detn|Cn(Λ) = protn;
(ii) the family {detn}2≤n is compatible with stabilization; that is, the diagram below

commutes for each k, n with 1 ≤ k:

GEn+k(Λ)
detn+k→ (Λ∗)ab

↑ sn,k ↑ Id

GEn(Λ)
detn→ (Λ∗)ab

Observe that:

Proposition 2.60 If {detn}2≤n is a weak determinant for Λ then detn(E) = 1 for
each E ∈ En(Λ).

Proof It suffices to show that detn(E(i, j ;λ)) = 1 for each generator E(i, j ;λ).
When n ≥ 3 then, by (2.3), for some r ≤ n, E(i, j ;λ) = [E(i, r;λ),E(r, j ;1)] so
that

detn(E(i, j ;λ)) = detn(E(i, r;λ))detn(E(r, j ;1))

× detn(E(i, r;λ))−1detn(E(r, j ;1))−1

and the conclusion follows as detn takes values in the abelian group (Λ∗)ab . For
n = 2, the result follows by stabilization as

det2(E(i, j ;λ)) = det3(s3,2(E(i, j ;λ))) = 1. �

It follows that a weak determinant for Λ is unique; that is:

Proposition 2.61 If {detn}2≤n and {det′n}2≤n are weak determinants for Λ then
detn = det′n for each n ≥ 2.

Proof Write X ∈ GEn(Λ) in the form X = C ·E where C ∈ Cn(Λ) and E ∈ En(Λ).
Then detn(C) = protn(C) and detn(E) = 1 so that
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detn(X) = detn(C) · detn(E) = protn(C).

Repeating the calculation gives det′n(X) = protn(C) so that det′n = detn. �

2.7 Equivalent Formulations of the Dieudonné Condition

We say that Λ is a Dieudonné ring when Λ possesses a weak determinant. In this
section we derive a simple necessary and sufficient condition for Λ to be Dieudonné,
namely that for each n ≥ 2

Dn(Λ) ∩ En(Λ) = Dn([Λ∗,Λ∗]),
where

Dn([Λ∗,Λ∗] = {D(1, h) : h ∈ [Λ∗,Λ∗]}.
We shall also show that when {detn}2≤n is a weak determinant for Λ then the se-
quence

1 → En(Λ) ⊂ GEn(Λ)
detn−→ (Λ∗)ab → 1

is exact. We begin by observing:

Proposition 2.62 Dn([Λ∗,Λ∗]) ⊂ En(Λ) for each n ≥ 2.

Proof First consider the case n = 2. Then for α,β ∈ Λ∗,
[

αβα−1 0
0 β−1

]

=
[

1 0
α−1 1

][

1 −α

0 1

][

1 0
α−1 1

][

1 αβ−1

0 1

]

×
[

1 0
−βα−1 1

][

1 αβ−1

0 1

]

from which we see that:
[

αβα−1 0
0 β−1

]

∈ E2(Λ). (I)

Replacing β by β−1 and taking α = 1 we obtain the following, which is also a
consequence of (2.9)

[

β−1 0
0 β

]

∈ E2(Λ). (II)

Taking the product
[

αβα−1β−1 0
0 1

]= [ αβα−1 0
0 β−1

][

β−1 0
0 β

]

we conclude that

[

αβα−1β−1 0
0 1

]

∈ E2(Λ). (III)
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The statement for n = 2 now follows as [Λ∗,Λ∗] is generated by the basic commu-
tators [α,β] = αβα−1β−1 whilst for n > 2 the conclusion follows by stabilization
as

Dn([Λ∗,Λ∗]) = sn,2(D2([Λ∗,Λ∗])) ⊂ sn,2(E2(Λ) ⊂ En(Λ). �

It should cause no confusion to identify Λ∗ with Dn(Λ) and [Λ∗,Λ∗] with
Dn([Λ∗,Λ∗]). In particular we shall write

GEn(Λ) = Λ∗ · En(Λ) and GE(Λ) = Λ∗ · E(Λ),

where

E(Λ) = lim−→En(Λ) and GE(Λ) = lim−→GEn(Λ).

Whenever 2 ≤ k < n we have, by Proposition 2.62, a sequence of inclusions

[Λ∗,Λ∗] ⊂ Λ∗ ∩ Ek(Λ) ⊂ Λ∗ ∩ En(Λ) ⊂ Λ∗ ∩ E(Λ).

Let �n : (Λ∗)ab → GEn(Λ)/En(Λ) be the composition �n = νn ◦ [ ]n where

[ ]n : Λ∗/[Λ∗,Λ∗] → Λ∗/Λ∗ ∩ En(Λ)

is the natural surjection and

νn : Λ∗/Λ∗ ∩ En(Λ) → Λ∗En(Λ)/En(Λ) = GEn(Λ)/En(Λ)

is the Noether isomorphism νn([δ]n) = δ · En(Λ). Let �∞ be the composition
�∞ = ν∞ ◦ [ ]∞ : (Λ∗)ab → GE(Λ)/E(Λ) where ν∞ = lim−→νn and [ ]∞ = lim−→[]n.
We get a commutative diagram with exact rows

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎩

1 → Λ∗ ∩ E(Λ)/[Λ∗,Λ∗] → (Λ∗)ab �∞→ GE(Λ)/E(Λ) → 1
↑ i∞,n ‖Id ↑ s∞,n

1 → Λ∗ ∩ En(Λ)/[Λ∗,Λ∗] → (Λ∗)ab �n→ GEn(Λ)/En(Λ) → 1
↑ in,k ‖Id ↑ sn,k

1 → Λ∗ ∩ Ek(Λ)/[Λ∗,Λ∗] → (Λ∗)ab �k→ GEk(Λ)/Ek(Λ) → 1

(2.66)

where the mappings i∞,n, in,k , s∞,n, sn,k are induced by stabilization. Note that
i∞,n, in,k are injective whilst s∞,n, sn,k are surjective.

The homomorphism Λ∗ → K1(Λ) = GL(Λ)/E(Λ); δ 
→ D(1, δ) · E(Λ) in-
duces a canonical mapping i : (Λ∗)ab → K1(Λ). As we now see, the Dieudonné
condition on a ring Λ can be expressed in a number of ways. The conditions below
are comprehensive without being exhaustive.

Theorem 2.64 For any ring Λ the conditions below are equivalent:

(i) Λ admits a weak determinant;
(ii) Λ∗ ∩ En(Λ) = [Λ∗,Λ∗] for each n ≥ 2;
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(iii) Λ∗ ∩ E(Λ) = [Λ∗,Λ∗];
(iv) the canonical mapping �n : (Λ∗)ab → GEn(Λ)/En(Λ) is an isomorphism for

each n ≥ 2;
(v) the canonical mapping �∞ : (Λ∗)ab → GE(Λ)/E(Λ) is an isomorphism;

(vi) the canonical mapping i : (Λ∗)ab → K1(Λ) is injective.

Proof The equivalence of (ii) and (iii) follows directly from the definition of E(Λ)

as lim−→En(Λ) whilst the equivalence of (ii) with (iv) and (iii) with (v) follows directly
from the exactness of the rows in (2.66). Thus it suffices to show that (i) ⇐⇒ (ii)
and (iii) ⇐⇒ (vi).

(i) =⇒ (ii) Let {detn}2≤n be a weak determinant for Λ. As detn(E) = 1 for any
E ∈ En(Λ) then detn induces a homomorphism (detn)∗ : GEn(Λ)/En(Λ) → (Λ∗)ab .
Thus consider the diagram

� �

���������

								

�

(Λ∗)ab (Λ∗)abGEn(Λ)/En(Λ)

Λ∗

�n (detn)∗

i[ ] [ ]

where �n is the homomorphism of (2.66) and i : Λ∗ → GEn(Λ)/En(Λ) is the ho-
momorphism i(δ) = Dn(1, δ) · En(Λ). Computing we see that

�n([δ]) = Dn(1, δ) · En(Λ) and (detn)∗(Dn(1δ) · En(Λ)) = [δ]
so that (detn)∗ ◦ �n = Id|(Λ∗)ab . In particular, �n is injective. However, by (2.66),

Ker(�n) = Λ∗ ∩ En(Λ)/[Λ∗,Λ∗]
and so Λ∗ ∩ En(Λ) = [Λ∗,Λ∗]. This proves (i) =⇒ (ii).

(ii) =⇒ (i) From the filtration

[Λ∗,Λ∗] ⊂ Λ∗ ∩ Ek(Λ) ⊂ Λ∗ ∩ En(Λ) ⊂ Λ∗ (I)

we obtain a commutative diagram with exact rows
⎧

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎩

1 → En(Λ) → GEn(Λ)
γn→ Λ∗/Λ∗ ∩ En(Λ) → 1

↑ sn,k ↑ sn,k ↑ σn,k

1 → Ek(Λ) → GEk(Λ)
γk→ Λ∗/Λ∗ ∩ Ek(Λ) → 1

↑ sk,1 ↑ sk,1 ↑ σk,1

1 → [Λ∗,Λ∗] → Λ∗ [ ]→ Λ∗/[Λ∗,Λ∗] → 1

(II)

in which γn is the composition γn = ν−1 ◦ 〈 〉n where 〈 〉n : GEn(Λ) → GEn(Λ)/

En(Λ) is the canonical mapping and ν−1 : GEn(Λ)/En(Λ) → Λ∗/Λ∗ ∩ En(Λ)
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is the inverse of the Noether isomorphism already considered. Here the mappings
sn,k are induced by stabilization and the σn,k are the appropriate quotient mappings
from the filtration (i). By hypothesis Λ∗ ∩ En(Λ) = [Λ∗,Λ∗] so that each σn,k is
the identity and (II) becomes

⎧

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎩

1 → En(Λ) → GEn(Λ)
γn→ (Λ∗)ab → 1

↑ sn,k ↑ sn,k ‖Id

1 → Ek(Λ) → GEk(Λ)
γk→ (Λ∗)ab → 1

↑ sk,1 ↑ sk,1 ‖Id

1 → [Λ∗,Λ∗] → Λ∗ [ ]→ (Λ∗)ab → 1

(III)

Evidently γk is a homomorphism and we claim it extends protk . To see this, first
note that sk,1(δ) = Dk(1, δ) so that, by commutativity, γk(sk,1(δ)) = [δ]. By (2.11)
we have

P(i,1) = sk,1(−1)E(1,1;1)E(1, i;−1)E(i,1;1) and hence

γk(P (i,1)) = γk(sk,1(−1))γk(E(i,1;1)E(1, i;−1)E(i,1;1))

= [−1]γk(E(i,1;1)E(1, i;−1)E(i,1;1)).

However E(i,1;1)E(1, i;−1)E(i,1;1) ∈ Ker(γk) so that γk(P (i,1) = [−1]. Now
P(i, j) = P(i,1)P (j,1)P (i,1) so that

γk(P (i, j)) = γk(P (i,1))γk(P (j,1))γk(P (i,1)) = [−1][−1][−1] = [−1].

It follows by induction that γk(P (σ ) = [signσ ]. Also Dk(r, δ) = P(1, r)Dk(1, δ)×
P(1, r) so that

γk(Dk(r, δ)) = γk(P (1, r))γk(Dk(1, δ))γk(P (1, r)) = [−1][δ][−1] = [δ].

However Δ(δ1, . . . , δk) = ∏k
r=1 Dk(r, δr ), hence γk(Δ(δ1, . . . , δk)) = [δ1][δ2] · · ·

[δk]. Thus

γk(Δ(δ1, . . . , δn)P (σ )) = [sign(σ )][δ1][δ2] · · · [δk]
and so γk is a homomorphism extending protk . Moreover, as is clear from (III)
above, {γn}2≤n is compatible with stabilization; that is {γn}2≤n is a weak determi-
nant for Λ and so (ii) =⇒ (i).

(iii) ⇐⇒ (vi) The canonical mapping i : (Λ∗)ab → K1(Λ) is simply the compo-
sition

(Λ∗)ab �∞−→ GE(Λ)/E(Λ) ⊂ GL(Λ)/E(Λ)

so that, by exactness of the rows in (2.66), Ker(i) = Ker(�∞) = Λ∗ ∩ E(Λ)/

[Λ∗,Λ∗]. In particular, Λ∗ ∩ E(Λ) = [Λ∗,Λ∗] ⇐⇒ i is injective. This proves
(iii) ⇐⇒ (vi) and completes the proof. �
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The proof of Theorem 2.64 shows more than the formal statement. As there is at
most one weak determinant for Λ, the proof that (ii) =⇒ (i) and, in particular, the
diagram (III) shows that:

Corollary 2.65 If {detn}2≥n is a weak determinant for Λ then for each n the se-

quence 1 → En(Λ) → GEn(Λ)
detn→ (Λ∗)ab → 1 is exact.

We note that the condition ‘Λ∗ ∩ E2(Λ) = [Λ∗,Λ∗]’ occurs, albeit obliquely, in
Cohn’s study of GL2 [16]. Cohn shows that for those rings Λ which are ‘universal
for GE2’ there is an isomorphism GE2(Λ)/E2(Λ) ∼= (Λ∗)ab ([16], Theorem (9.1)).
Although not expressed as such, his proof may be re-arranged to give the condition
‘Λ∗ ∩ E2(Λ) = [Λ∗,Λ∗]’ directly.

2.8 A Recognition Criterion for Dieudonné Rings

We begin with a straightforward group-theoretic observation:

Proposition 2.66 Let ϕ : G → H be a surjective group homomorphism; then

ϕab : Gab → Hab is an isomorphism ⇐⇒ Ker(ϕ) ⊂ [G,G].

Proof (=⇒) First note the inclusions

[G,G] ⊂ ϕ−1([H,H ]) ⊂ G, (∗)

Ker(ϕ) ⊂ ϕ−1([H,H ]) ⊂ G. (∗∗)

We have a Noether isomorphism ϕ̂ : G/ϕ−1([H,H ]) → H/[H,H ] = Hab whilst
(∗∗) gives an exact sequence

1 → ϕ−1([H,H ])/[G,G] → G/[G,G] ν→ G/ϕ−1([H,H ]) → 1.

Moreover, the induced map ϕab : Gab → Hab is the composition ϕab = ϕ̂ ◦ ν. Thus
we have an exact sequence

1 → ϕ−1([H,H ])/[G,G] → Gab ϕab

−→ Hab → 1

in which, by hypothesis, ϕab is an isomorphism. Hence [G,G] = ϕ−1([H,H ]) and
so Ker(ϕ) ⊂ [G,G] by (∗∗). This proves (=⇒).

(⇐=) Conversely suppose that Ker(ϕ) ⊂ [G,G]. Then we have an exact se-
quence

1 → [G,G]/Ker(ϕ) → G/Ker(ϕ)
μ−→ Gab → 1.
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As ϕ is surjective there is a Noether isomorphism ϕ∗ : G/Ker(ϕ) → H . Define

ν = μ ◦ ϕ−1∗ : H → Gab.

Then ν is surjective and the diagram below commutes where �G, �H are the canon-
ical homomorphisms:

G
�G→ Gab

ϕ ↓ ν ↗ ↓ ϕab

H
�H→ Hab

Let νab : Hab → Gab be the homomorphism induced from ν via the universal
property for abelianization. Then νab is surjective. Moreover ϕab ◦ ν = �H =⇒
ϕab ◦ νab = Id so that νab is also injective and hence is an isomorphism with
(νab)−1 = ϕab . In particular, ϕab is an isomorphism. This proves (⇐=) and com-
pletes the proof. �

In what follows we adopt the convention that
∏N

r=1 λr means λ1 · · ·λN ; more-
over, for a ring homomorphism ϕ : A → B , ϕu will denote the induced map on
units

ϕu = ϕ|A∗ : A∗ → B∗.

We have a Recognition Criterion for Dieudonné rings.

Theorem 2.67 Let ϕ : A → B be a ring homomorphism such that

(i) ϕu : A∗ → B∗ is surjective and
(ii) ϕab

u : (A∗)ab → (B∗)ab is an isomorphism.

If B is a Dieudonné ring then so also is A.

Proof By Theorem 2.64 we must show [A∗,A∗] = A∗∩E(A). However, [A∗,A∗] ⊂
A∗ ∩ E(A) by Proposition 2.62 so it suffices to show that A∗ ∩ E(A) ⊂ [A∗,A∗].
Thus let δ ∈ A∗ ∩ E(A). Then ϕ(δ) ∈ B∗ ∩ E(B). However, B is a Dieudonné ring
so that, by Theorem 2.64, we may write

ϕ(δ) =
N
∏

r=1

[αr,βr ]

with αr,βr ∈ B∗. Now ϕu : A∗ → B∗ is surjective so that we may choose
α̂r , ̂βb ∈ A∗ such that ϕ(α̂r ) = αr and ϕ(̂βr) = βr . Put

γ =
N
∏

r=1

[α̂r , ̂βr ] ∈ [A∗,A∗].
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Then ϕu(γ
−1δ) = 1; that is, γ−1δ ∈ Ker(ϕu). However, ϕab

u is an isomorphism so
that, by Proposition 2.66, Ker(ϕu) ⊂ [A∗,A∗]. Hence we may write δ = γ η for
some η ∈ [A∗,A∗]. Thus δ ∈ [A∗,A∗] as γ,η ∈ [A∗,A∗]. �

The standard theory of the determinant over a commutative ring shows that:

Any commutative ring is a Dieudonné ring. (2.68)

The theorem of Dieudonné [21] shows:

Any division ring is a Dieudonné ring. (2.69)

We give a complete proof of (2.69) in Appendix A. More interestingly, the group
rings of certain infinite groups satisfy the Dieudonné condition. For example:

Proposition 2.70 Let G be a finitely generated T UP group such that H1(G,Z)

is torsion free. Then for any commutative integral domain A the group ring A[G]
satisfies the Dieudonné condition.

Proof As noted in Theorem 2.51, the T UP condition guarantees that A[G] has only
trivial units; that is

A[G]∗ ∼= A∗ × G.

Let ν : A[G] → A[Gab] be the canonical mapping. As Gab ∼= H1(G;Z) is finitely
generated and torsion free then Gab is a free abelian group of finite rank and so also
satisfies the T UP condition (see Appendix C). In particular, A[Gab] also has only
trivial units; that is

A[Gab]∗ ∼= A∗ × Gab.

The canonical mapping ν thus induces a surjection ν : A[G]∗ → A[Gab]∗ and an
isomorphism

ν : (A[G]∗)ab �−→ A[Gab]∗.
Moreover, A[Gab]∗ is its own abelianization. As A[Gab] is commutative it satis-
fies the Dieudonné condition. Thus A[G] also satisfies the Dieudonné condition by
Theorem 2.67. �

As examples of groups G satisfying the hypotheses of Proposition 2.70 we may
take, for example, any finite product G = G1 × · · · × GN where Gi is either a free
group or the fundamental group of an orientable surface (cf. Appendix C).

2.9 Fully Determinantal Rings

To a ring Λ is associated a canonical homomorphism i : (Λ∗)ab → K1(Λ). We
shall say that Λ is fully determinantal when i admits a left inverse. Given such
a left inverse δ : K1(Λ) → (Λ∗)ab then composition with the canonical mappings
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νn : GLn(Λ) → K1(Λ) gives a family {δn}2≤n of group homomorphisms

δn = δ ◦ νn : GLn(Λ) → (Λ∗)ab

making the following diagram commute for each k, n with 1 ≤ k:

GLn+k(Λ)
δn+k→ (Λ∗)ab

↑ sn,k ↑ Id

GLn(Λ)
δn→ (Λ∗)ab

The family {δn}2≤n is then said to be a full determinant for Λ. As i has a left
inverse it is injective. The restriction δn : GEn(Λ) → (Λ∗)ab is then the (unique)
weak determinant of Λ which exists by virtue of the injectivity of i; hence δn ex-
tends protn : Cn(Λ) → (Λ∗)ab . Clearly one has:

If Λ is Dieudonné and weakly Euclidean then Λ is fully determinantal. (2.71)

In particular, as division rings are both Dieudonné and weakly Euclidean then

Any division ring is fully determinantal. (2.72)

We note that a commutative ring Λ is fully determinantal as there is a natu-
ral choice of left inverse for i induced from the standard determinant construc-
tion. However, in contrast to weak determinants, full determinants, where they
exist, need not necessarily be unique. This may be true even in the commuta-
tive case. In general, if i : (Λ∗)ab → K1(Λ) has a left inverse then any full de-
terminant of Λ is unique only when there is no nontrivial group homomorphism
Coker(i) → (Λ∗)ab .

In conjunction with the Dieudonné condition the additional condition of being
weakly Euclidean is sufficient but not necessary for the possession of a full de-
terminant. Every commutative ring is fully determinantal but very few are weakly
Euclidean. Less trivially, as the following shows, there are examples of noncom-
mutative rings which are fully determinantal and, in general, very far from being
weakly Euclidean.

Theorem 2.73 If A is a commutative integral domain then the group ring A[FN ] is
fully determinantal.

Proof Let k be the field of fractions of A. As both FN and CN∞ satisfy the T UP
condition then k[FN ]∗ ∼= k∗ × FN and k[CN∞]∗ ∼= k∗ × CN∞ so that (k[FN ]∗)ab ∼=
k∗ ×CN∞. We saw in Proposition 2.70 that k[FN ] satisfies the Dieudonné condition.
Moreover, by the theorem of Cohn Theorem 2.48 k[FN ] is weakly Euclidean. Thus
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k[FN ] is fully determinantal; moreover, Proposition 2.61 and the weakly Euclidean

condition guarantee the determinant is unique.

Let δm : GLm(k[FN ]) → (k[FN ]∗)ab be the determinant; there is a commutative

diagram

�
�

���

�
�

���

�GLm(k[FN ]) GLm(k[CN∞])

k∗ × CN∞

�

δm det

where � : GLm(k[FN ]) → GLm(k[CN∞]) be the homomorphism induced from the

abelianization FN → CN∞. Evidently this imbeds in a larger commutative diagram

�
�

�
��

�
�

�
��

�

�


 


GLm(A[FN ]) GLm(A[CN∞])

GLm(k[FN ]) GLm(k[CN∞])

k∗ × CN∞

�

�

δm det

j i

As A[CN∞] is commutative, if X ∈ GLm(A[CN∞]) then det(X) ∈ A[CN∞]∗. However,

again by the T UP condition, A[CN∞]∗ ∼= A∗ × CN∞. From the commutativity of the

above diagram, if X ∈ GLm(A[FN ]) then δm(j (X)) ∈ A[CN∞]∗ = A∗ × CN∞. Once

more by the T UP condition (A[FN ]∗)ab ∼= A∗ × CN∞. We define a homomorphism

δ′
m : GLm(A[FN ]) → (A[FN ]∗)ab by

δ′
m = δm ◦ j.

Again by Proposition 2.70, A[FN ] satisfies the Dieudonné condition and it straight-

forward to see that δ′
m extends the weak determinant dm : GEm(A[FN ]) →

(A[FN ]∗)ab . Finally the diagram below commutes
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�
�

���

�
�

���

�

� �

�
�

���

�
�

���

�

GLn(A[FN ]) GLn(k[FN ])

A∗ × CN∞ ⊂ k∗ × CN∞

GLm(A[FN ]) GLm(k[FN ])

j

j

δ′
n

δ′
m

δn

δm

sn,m sn,m

in consequence of which A[FN ] is fully determinantal as claimed. �



Chapter 3
The Calculus of Corners and Squares

This chapter is a systematic study of projective modules via the decomposition
of rings into fibre squares. The genesis of this approach was geometric, namely
‘Mayer-Vietoris patching’ for vector bundles. Its translation into pure algebra was
effected by Milnor in [73] and subsequently extended, notably by Karoubi [63]. In
its original formulation, the method aimed to describe the stable structure of pro-
jective modules. However, our treatment is heavily influenced by that of Swan in
[94], wherein the method is adapted to the dual ‘unstable’ theory; that is, the study
of what is lost on stabilization.

3.1 The Category of Corners

By a corner A we mean a quintuple A = (A+,A−,A0, ϕ+, ϕ−) where A+,A−,A0
are rings and ϕ+ : A+ → A0 , ϕ− : A− → A0 are ring homomorphisms. We portray
a corner conventionally as

A =
⎧

⎨

⎩

A−
↓ ϕ−

A+
ϕ+→ A0

If B = (B+,B−,B0,ψ+,ψ−) is also a corner then by a corner morphism h : A → B
we mean a triple h = (h+, h−, h0) of ring homomorphisms hσ : Aσ → Bσ making
the following diagram commute.

F.E.A. Johnson, Syzygies and Homotopy Theory, Algebra and Applications 17,
DOI 10.1007/978-1-4471-2294-4_3, © Springer-Verlag London Limited 2012
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�

�

�
�

��

�
�

��

�
�

�� 





A+ A0

A−

B+ B0

B−

ϕ+

ϕ−

ψ+

ψ−

h+ h0

h−

There is evidently a category Corners whose objects are corners and whose mor-
phisms are as described above. A group valued functor G : Rings → Groups applied
to a corner A gives a diagram of group homomorphisms

G(A) =

⎧

⎪

⎨

⎪

⎩

G(A−)

↓ G(ϕ−)

G(A+)
G(ϕ+)→ G(A0)

We write

G(A) = ImG(ϕ+)\G(A0)/ ImG(ϕ−).

The set G(A) has a distinguished point, denoted by ∗, namely the class of the iden-
tity from G(A0). The correspondence A 
→ G(A) defines a functor G : Corners →
Sets∗ to the category Sets∗ of based sets and basepoint preserving maps. When ϕ+,
ϕ− are understood we write this as G(A) = G(A+)\G(A0)/G(A−).

The functors we use most often are G = GLn, En, GL (= lim−→GLn), E (= lim−→En).
However, over any ring Λ

GLn(Λ) · En+k(Λ) = En+k(Λ) · GLn(Λ);

thus writing GEn,k(Λ) = GLn(Λ) · En+k(Λ) we see that GEn,k(Λ) is a subgroup
of GLn+k(Λ) and we shall also employ the functor Λ 
→ GEn,k(Λ). For k ≥ 1 the
stabilization operator

X 
→
(

X 0
0 Ik

)

induces mappings sn,k : GLn(A) → GLn+k(A) and sn,k : En(A) → En+k(A).
These satisfy sn,m = sn+k,m−k ◦ sn,k for 1 ≤ k <m. In addition, there is stabilization
map s′

n,k : GLn(A) → GEn,k(A).
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3.2 Modules over a Corner

By a module over a corner A we mean a triple M = (M+,M−, α) where M+,
M− are modules over A+ A− respectively with the property that M+ ⊗ A0 ∼=
M− ⊗ A0 and where α : M− ⊗ A0 → M+ ⊗ A0 is a specific A0-isomorphism. If
N = (N+,N−, β) is also a module over A then by an A-morphism f : M → N
we mean a pair f = (f+, f−) where fσ : Mσ → Nσ is a homomorphism over Aσ

such that the following commutes:

M− ⊗ A0
f−⊗Id−→ N− ⊗ A0

↓ α ↓ β

M+ ⊗ A0
f+⊗Id−→ N+ ⊗ A0

There is a category ModA whose objects are modules over the corner A and whose
morphisms are as described above. Observe that ModA has coproducts given by

M⊕N = (M+ ⊕ N+,M− ⊕ N−;α ⊕ β); f ⊕ g = (f+ ⊕ g+, f− ⊕ g−).

We may transfer properties of Aσ -modules to A-modules in an obvious way; thus
say that an A-module M = (M+,M−;α) is finitely generated when Mσ is finitely
generated over Aσ for σ = +,−. Similarly we may transfer the notion of exactness.
Firstly observe that (0,0; Id) is a zero object in the category of A-modules in the
formal sense of category theory. Now suppose given a sequence E of A-modules
thus:

E = (0 → (K+,K−;γ )
(i+,i−)→ (M+,M−;α) (p+,p−)→ (Q+,Q−;β) → 0);

then we say that E is a short exact sequence of A-modules when, for σ = +,− the
sequences

0 → Kσ
iσ→ Mσ

pσ→ Qσ → 0 and 0 → Kσ ⊗ A0
iσ→ Mσ ⊗ A0

pσ→ Qσ ⊗ A0 → 0

are all exact. Here a certain degree of circumspection is called for as we cannot,
a priori, guarantee that − ⊗ A0 is an exact functor. The following condition will be
sufficient for our purposes.

Proposition 3.1 If the sequences 0 → Kσ
iσ→ Mσ

pσ→ Qσ → 0 are split exact for
σ = +,− then E is a short exact sequence of A-modules.

The corner A gives rise to a family of finitely generated modules over itself

as follows; note that there is a canonical isomorphism � : A+ ⊗ A0
�−→ A− ⊗ A0

which, by (a slight) abuse of notation, we may confuse with Id : A0 → A0; then for
n ≥ 1 write Fn(A) = (An+,An−; Idn); we refer to Fn(A) as the global free module
of rank n over A. A finitely generated A module P will be said to be globally
projective when there is an isomorphism P ⊕ Q ∼= Fn(A) for some n and some A
module Q.
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3.3 Classification of Modules Within a Local Type

For an A-module M = (M+,M−;α) the pair (M+,M−) is called the local type
of M. The following shows that local type is an isomorphism invariant.

Proposition 3.2 Let M = (M+,M−;α), N = (N+,N−;β) be modules over the
corner A; then M ∼=A N =⇒ Mσ

∼=Aσ Nσ for σ = +,−.

Proof Let f = (f+, f−) : (M+,M−;α) → (N+,N−;β) be an A-isomorphism
with inverse g = (g+, g−) : (N+,N−;β) → (M+,M−;α). Then fσ : Mσ → Nσ

is an Aσ -isomorphism with inverse gσ : Nσ → Mσ . �

For a local type (M+,M−) put

Iso(M− ⊗ A0,M+ ⊗ A0) =
{

α : M− ⊗ A0 → M+ ⊗ A0 such
that α is an A0 isomorphism

}

.

There is a two-sided action

AutA+(M+) × Iso(M− ⊗ A0,M+ ⊗ A0)× AutA−(M−) → Iso(M− ⊗ A0,M+ ⊗ A0)

(h+, α,h−) 
→ [h+] ◦ α ◦ [h−]
where we write [hσ ] = hσ ⊗ 1 : Mσ ⊗ A0 → Mσ ⊗ A0. Then if L(M+,M−) de-
notes the set of isomorphism classes of A-modules of local type (M+,M−) there is
evidently a surjective mapping

� : Iso(M− ⊗ A0,M+ ⊗ A0) → L(M+,M−)

�(α) = [(M+,M−, α)]
It is straightforward to see that:

Proposition 3.3 � induces a bijection

� : AutA+(M+)\ Iso(M− ⊗ A0,M+ ⊗ A0)/AutA−(M−) −→ L(M+,M−).

Evidently Proposition 3.3 gives a complete classification of A-modules within a
local type.

3.4 Locally Projective Modules and the Patching Condition

We say that an A-module L is locally free when L ∼= (An+,An−, α) for some α ∈
GLn(A0). Likewise an A-module M = (M+,M−;α) is locally projective when
Mσ is projective over Aσ for σ = +,−. Recall that a finitely generated A module
P is globally projective when there is an isomorphism P ⊕ Q ∼= (An+,An−, In) for
some n and some A module Q. Clearly we have:

A globally projective A-module is locally projective. (3.4)
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Although the converse is false in general, it is, as we will show later in this chapter,
true under favourable conditions which are relatively easy to satisfy. We begin with
a useful simplification:

Proposition 3.5 Let P = (P+,P−;α) be a finitely generated locally projective
A-module; then there exists a finitely generated locally projective A-module Q =
(Q+,Q−;β) such that P ⊕Q is locally free.

Proof Suppose that P = (P+,P−;α) is a finitely generated locally projective
A-module. We may choose projective modules ˜K+, ˜K− over A+, A− respectively
so that for some positive integers a, b,

P+ ⊕ ˜K+ ∼= Aa+; P− ⊕ ˜K− ∼= Ab−.

Putting K+ = ˜K+ ⊕ Ab+ and K− = ˜K− ⊕ Aa− we see that Pσ ⊕ Kσ
∼= Aa+b

σ

for σ = +,−. So also (Pσ ⊗ A0) ⊕ (Kσ ⊗ A0) ∼= Aa+b
0 for σ = +,−. However

P+ ⊗ A0 ∼= P− ⊗ A0; putting Qσ = Kσ ⊕ Aa+b
σ we see by Schanuel’s Lemma that

Q+ ⊗ A0 ∼= Q− ⊗ A0. Choose an isomorphism β : Q− ⊗ A0
�−→ Q+ ⊗ A0; then

Q = (Q+,Q−;β) is a locally projective A-module and

P ⊕Q ∼= (P+ ⊕ Q+,P− ⊕ Q−;α ⊕ β).

However, Pσ ⊕Qσ
∼= A

2(a+b)
σ so that (P+ ⊕Q+,P− ⊕Q−;α ⊕ β) is locally free.

�

The ‘finite generation’ hypotheses in Proposition 3.5 may be dropped with suit-
able modifications which we leave to the reader. Next we observe that the classifica-
tion of modules within a local type given by Proposition 3.3 becomes slightly more
concrete when we classify locally free modules. Given a corner A we denote by

LFn(A) =
{

Isomorphism classes of A-modules of the form
(An+,An−;α) where α ∈ Iso(An− ⊗ A0,A

n+ ⊗ A0)

}

.

Identifying A+ ⊗ A0 = A0 = A− ⊗ A0 we have Iso(An− ⊗ A0,A
n+ ⊗ A0) =

GLn(A0); then Proposition 3.3 reduces to a bijective correspondence:

νn : GLn(A) = GLn(A+)\GLn(A0)/GLn(A−)
�−→ LFn(A). (3.6)

Likewise there are stabilization operators σn,k : LFn(A) → LFn+k(A) induced
from the correspondence P 
→ P ⊕ (Ak+,Ak−; Ik). Moreover the diagram below
commutes:

GLn(A)
sn,k−→ GLn+k(A)

νn ↓ νn+k ↓
LFn(A)

σn,k−→ LFn+k(A)

(3.7)

Now consider the following condition on corners A;
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Patch: For each integer n ≥ 1 and each α ∈ GLn(A0) there exists k ≥ 1 and
β ∈ GLk(A0) such that α ⊕ β = [h+][h−] for some h+ ∈ GLn+k(A+) and h− ∈
GLn+k(A−).

Theorem 3.8 For any corner A the following conditions are equivalent:

(i) every finitely generated locally projective A-module is globally projective;
(ii) every finitely generated locally free A-module is globally projective;

(iii) A satisfies Patch.

Proof (i) =⇒ (ii) is clear since a (finitely generated) locally free A-module is lo-
cally projective.

(ii) =⇒ (i). Let P = (P+,P−;α) be a finitely generated locally projective
A-module; by Proposition 3.5 there exists a finitely generated locally projective
A-module Q′ = (Q′+,Q′−;β) such that P ⊕ Q′ is locally free. By hypothesis,
P ⊕ Q is now globally projective over A; that is, there exists a finitely generated
A-module Q′′ such that P ⊕Q′ ⊕Q′′ ∼= (An+,An−; In) and so P is globally projec-
tive over A.

(iii) =⇒ (ii). Let (An+,An−;α) be a locally free A-module. By hypothesis, A sat-
isfies Patch so that there exists a positive integer k and an element β ∈ GLk(A0)

such that for some h+ ∈ GLn+k(A+), h− ∈ GLn+k(A−)

α ⊕ β = [h+][h−].

It follows from (3.6) that (An+,An−;α) ⊕ (Ak+,Ak−;β) ∼= (An+k+ ,An+k− ; In+k). Thus
(An+,An−;α) being a direct summand of a globally free module is globally projec-
tive.

(ii) =⇒ (iii). Let α ∈ GLn(A0); then L = (An+,An−;α) is a locally free
A-module. By hypothesis, there exists an A-module Q = (Q+,Q−;γ ) such that

L⊕Q ∼= (Ak+,Ak−; Ik)

for some k > n. Write k = m + n where m ≥ 1; in particular, Am+n
σ

∼= Qσ ⊕ An
σ .

Hence putting K = (Q+ ⊕ An+,Q− ⊕ An−;γ ⊕ In) we see that

L⊕K ∼= (Am+2n+ ,Am+2n− ; Im+2n).

However L ⊕ K ∼= (Am+2n+ ,Am+2n− ;α ⊕ β) where β = γ ⊕ In ∈ GLn+m(A0) =
GLk(A0). That is, given α ∈ GLn(A0) there exists β ∈ GLk(A0) such that

(An+,An−;α)⊕ (Ak+,Ak−;β) ∼= (An+k+ ,An+k− ; In+k).

By (3.6) there exist h+ ∈ GLn+k(A+), h− ∈ GLn+k(A−) such that α ⊕ β =
[h+][h−] so that A satisfies Patch. This proves (ii) =⇒ (iii) and completes the
proof. �
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3.5 Completing the Square

By a square A we mean an octuple A = (̂A,A+,A−,A0;η+, η−, ϕ+, ϕ−) where ̂A,
A+, A−, A0 are rings and η+, η−, ϕ+, ϕ− are ring homomorphisms making the
diagram below commute:

A =

⎧

⎪

⎨

⎪

⎩

̂A
η−→ A−

↓ η+ ↓ ϕ−
A+

ϕ+→ A0

If B = (̂B,B+,B−,B0; ξ+, ξ−,ψ+,ψ−) is also a square then by a morphism of
squares f : A → B we mean a 4-tuple f = (̂f ,f+, f−, f0) of ring homomorphisms
such that, for σ = +,−, ξσ f = fσ ησ and ψσfσ = f0ϕσ . Evidently there is a cat-
egory {Squares} whose objects are squares and whose morphisms are as described.
We say that the above square A is a fibre square when η+ × η− maps ̂A isomor-
phically onto the fibre product A+ ×ϕ A− = {(x+, x−) ∈ A+ × A− : ϕ+(x+) =
ϕ−(x−)}. Given a corner A = (A+,A−,A0, ϕ+, ϕ−) we can construct a canonical
fibre square

̂A =

⎧

⎪

⎨

⎪

⎩

̂A
π−→ A−

↓ π+ ↓ ϕ−
A+

ϕ+→ A0

where ̂A = A+ ×ϕ A− and π+, π− are projections. The construction A 
→ ̂A defines
a functor

̂: {Corners} → {Fibre squares}.
In this section we show that, for any corner A, there is a natural 1–1 correspondence

⎧

⎨

⎩

Isomorphism classes of
finitely generated globally

projective A-modules

⎫

⎬

⎭

←→
⎧

⎨

⎩

Isomorphism classes of
finitely generated

projective ̂A-modules

⎫

⎬

⎭

.

Let M be a module over ̂A and observe that M ⊗ϕ−π− A0 ≡ M ⊗ϕ+π+ A0. Thus
there is a canonical isomorphism � : (M ⊗π− A−)⊗ϕ− A0 → (M ⊗π+ A+)⊗ϕ+ A0

making the following commute

(M ⊗π− A−) ⊗ϕ− A0
�→ (M ⊗π+ A+) ⊗ϕ+ A0

↓ ν− ↓ ν+

M ⊗ϕ−π− A0
Id→ M ⊗ϕ+π+ A0

where νσ : (M⊗πσ A−)⊗ϕσ A0 → M⊗ϕσ πσ A0 is the canonical isomorphism. Thus
an ̂A-module M gives rise to a module (M ⊗π+ A+,M ⊗π+ A+; �)
over A. If f : M → N is a homomorphism of ̂A modules then putting fσ =
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f ⊗ Id : M ⊗πσ Aσ → N ⊗πσ Aσ , the correspondences M 
→ (M ⊗π+ A+,

M ⊗π+ A+; �);f 
→ (f+, f−) determine a functor

r : Mod
̂A →ModA.

Note that r is additive functor; that is, there is a natural equivalence:

r(M ⊕ N) ≈ r(M) ⊕ r(N). (3.9)

Note that we have a literal equality ̂A = 〈A+,A−, Id〉; moreover, making the

identifications Aσ = ̂A ⊗πσ Aσ and A0 = Aσ ⊗ϕσ A0 we may write r(̂A) =
(A+,A−, Id). By additivity, we have r(̂An) ∼= (An+,An−, In). If P is a finitely gen-

erated projective ̂A-module then writing P ⊕ Q ∼= ̂An we see that r(P ) ⊕ r(Q) ∼=
(An+,An−, In) so that r(P ) is a finitely generated globally projective A-module. Thus
r induces a mapping

r :
⎧

⎨

⎩

Isomorphism classes of
finitely generated

projective ̂A-modules

⎫

⎬

⎭

→
⎧

⎨

⎩

Isomorphism classes of
finitely generated globally

projective A-modules

⎫

⎬

⎭

.

We will show that r is a bijection with inverse induced by an additive functor

〈 , 〉 :ModA →Mod
̂A.

Thus when M = (M+,M−, α) is an A module define

〈M+,M−, α〉 = {(m+,m−) ∈ M+ × M− : α[m−] = m+},
where [mσ ] = mσ ⊗ 1 ∈ Mσ ⊗ϕσ A0. If (λ+, λ−) ∈ A+ ×ϕ A− then ϕ+(λ+) =
ϕ−(λ−) so that, for (m+,m−) ∈ 〈M+,M−, α〉,

α[m−λ−] = α[m−]ϕ−(λ−) = [m+]ϕ+(λ+) = [m+λ+].
Hence 〈M+,M−, α〉 acquires the structure of an ̂A-module via the action:

〈M+,M−, α〉 × A+ ×ϕ A− −→ 〈M+,M−, α〉

(m+,m−) • (λ+, λ−) = (m+λ+,m−λ−)

If f = (f+, f−) : (M+,M−, α) → (N+,N−, β) is a morphism of A-modules then

〈f 〉 = f+ × f− : 〈M+,M−, α〉 → 〈N+,N−, β〉
is an ̂A-homomorphism; thus the correspondences (M+,M−, α) 
→ 〈M+,M−, α〉,
f 
→ 〈f 〉 define a functor

〈 , 〉 :ModA →Mod
̂A.
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Note that 〈 , 〉 is also additive; there is a natural equivalence:

〈M⊕N 〉 ≈ 〈M〉 ⊕ 〈N 〉. (3.10)

Next define a natural transformation ν : r ◦ 〈〉 → IdModA ; let M = (M+,M−, α) ∈
ModA. For σ = +,− the projection pσ : M+ × M− → Mσ defines a morphism of
modules

pσ : 〈M+,M−, α〉 → Mσ

over the ring homomorphism πσ : ̂A → Aσ and hence induces a homomorphism of
Aσ -modules

νσ = pσ ⊗ 1 : 〈M+,M−, α〉 ⊗πσ Aσ −→ Mσ .

Then νM = (ν+, ν−) : r ◦ 〈M+,M−, α〉 → (M+,M−, α) is a homomorphism of
A-modules. Relative to the identifications ̂A = 〈A+,A−, Id〉, Aσ = ̂A ⊗πσ Aσ and
A0 = Aσ ⊗ϕσ A0 we may write r(̂A) = (A+,A−, Id), so that:

Proposition 3.11 ν(A+,A−,Id) = Id : (A+,A−, Id) → (A+,A−, Id).

We note that the natural transformation ν is additive; that is relative to the above
equivalences:

νM⊕N ≈
(

νM 0
0 νN

)

(3.12)

Proposition 3.13 νP : r〈P〉 → P is an isomorphism if P is a finitely generated
globally projective A-module.

Proof Write (An+,An−, In) as an n-fold direct sum

(An+,An−, In) ∼= (A+,A−, Id) ⊕ · · · ⊕ (A+,A−, Id)
︸ ︷︷ ︸

n

.

From Proposition 3.11, (3.12) we see that ν(An+,An−,In) is an isomorphism. Now sup-
pose that P is a finitely generated globally projective A-module; then there exists an
A-module Q such that, for some positive integer n, P ⊕ Q ∼= (An+,An−, In). Thus,
by above, νP⊕Q is an isomorphism. However, writing

νP⊕Q ≈
(

νP 0
0 νQ

)

we see that both νP and νQ are isomorphisms. �

Next we define a natural transformation δ : IdMod
̂A

→ 〈 〉 ◦ r thus; let M be a
module over ̂A; for σ = +,− define Mσ = M ⊗πσ Aσ and for x ∈ M put δσ (x) =
x ⊗πσ 1. Then

δM : M → M+ × M−, δ(x) = (δ+(x), δ−(x))
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defines an ̂A-homomorphism δM : M → 〈M+,M−, �〉 = 〈r(M)〉. After making
the identifications Aσ = ̂A ⊗πσ Aσ and A0 = Aσ ⊗ϕσ A0 we may write r(̂A) =
(A+,A−, Id) so that, from the equality ̂A = 〈A+,A−, Id〉 and relative to these iden-
tifications:

Proposition 3.14 δ
̂A = Id : ̂A → ̂A.

Note that δ is also additive; that is relative to the above equivalences

δM⊕N ≈
(

δM 0
0 δN

)

. (3.15)

In the manner of the proof of Proposition 3.13 it follows that δ
̂An is an isomorphism.

If P is a finitely generated projective ̂A-module then writing P ⊕Q ∼= ̂An for some
positive integer n and appealing to (3.15) we see that:

Proposition 3.16 If P is a finitely generated projective ̂A-module then δP : P →
〈r(P )〉 is an isomorphism.

We have the useful consequence that:

Corollary 3.17 Let P ∼= 〈P+,P−;α〉 be a finitely generated projective ̂A-module;
then for σ = +,− there is an Aσ -isomorphism Pσ

∼= (πσ )∗(P ) = P ⊗πσ Aσ .

It follows easily from Propositions 3.13 and 3.16 that:

Theorem 3.18 For any corner A the functor r induces a 1–1 correspondence

r :
⎧

⎨

⎩

Isomorphism classes of
finitely generated

projective ̂A-modules

⎫

⎬

⎭

→
⎧

⎨

⎩

Isomorphism classes of
finitely generated globally

projective A-modules

⎫

⎬

⎭

.

In Theorem 3.18 the inverse to r is induced from 〈 , 〉. Likewise in the following,
which is now an immediate consequence of Theorem 3.8 and is a re-interpretion of
Milnor’s Theorem [74] in our context.

Theorem 3.19 (Milnor) If the corner A satisfies the condition Patch then the func-
tor r induces a 1–1 correspondence

r :
⎧

⎨

⎩

Isomorphism classes of
finitely generated

projective ̂A-modules

⎫

⎬

⎭

→
⎧

⎨

⎩

Isomorphism classes of
finitely generated locally

projective A-modules

⎫

⎬

⎭

.
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In the next two sections we consider some commonly occuring conditions under
which the patching condition is attained.

3.6 Practical Patching Conditions

We introduce a sequence of progressively stronger conditions which guarantee that
A satisfies Patch.

W : For each n ≥ 1 and each γ ∈ En(A0) there exist m ≥ 1, h+ ∈ GLn+m(A+),
h− ∈ GLn+m(A−) such that γ ⊕ Im = [h+][h−].

Proposition 3.20 A satisfies W =⇒ A satisfies Patch.

Proof Let α ∈ GLn(A0). Observe that, as is well known,

(

α 0
0 α−1

)

=
(

1 α

0 1

)(

1 0
−α−1 1

)(

1 α

0 1

)(

1 −1
0 1

)(

1 0
1 1

)(

1 −1
0 1

)

so that α ⊕ α−1 = (α 0
0 α−1

) ∈ E2n(A0). By condition W there exists m ≥ 1, h+ ∈
GL2n+m(A+) and h− ∈ GL2n+m(A−) such that α ⊕ α−1 ⊕ Im = [h+][h−]. Now
put k = n + m and β = α−1 ⊕ Im; thus α ⊕ β = [h+][h−] so satisfying Patch. �

We say that A is E-trivial when E(A) = E(A+)\E(A0)/E(A−) consists of a
single point.

Proposition 3.21 A is E-trivial =⇒ A satisfies W .

Proof Suppose that A is E-trivial and let γ ∈ En(A0). We must show that there
exist m ≥ 1, h+ ∈ GLn+m(A+), h− ∈ GLn+m(A−) such that γ ⊕ Im = [h+][h−].
Let γ̂ denote the stabilization of γ ;

γ̂ =
(

γ 0
0 I∞

)

∈ E(A0) = lim
N→∞EN(A0).

By E-triviality, γ̂ may be written as γ̂ = [γ+][γ−] with γσ ∈ E(Aσ ). However, from
the definition E(Aσ ) = limN→∞ EN(Aσ ) there exists N > n such that

(γσ )ij =
{

0 if i �= j and i > N or j > N,

1 if i = j > N.

Define the N × N matrix hσ over Aσ by (hσ )ij = (γσ )ij for 1 ≤ i, j ≤ N . Then
hσ ∈ GLN(Aσ ) and ̂hσ = γσ . Moreover, putting m = N − n we have γ ⊕ Im =
[h+][h−] in satisfaction of condition W . �
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For n ≥ 2 we say that A is En-trivial when Ek(A) = 1 for all k ≥ n; that is, when
Ek(A+)\Ek(A0)/Ek(A−) consists of a single point for k ≥ n. Evidently if A is En-
trivial and n ≤ N then A is EN -trivial. Moreover an easy stabilization argument
shows:

Proposition 3.22 A is En-trivial for some n =⇒ A is E-trivial.

Observe that:

If A is En+1-trivial then s′
n,k : GLn(A) → GEn,k(A) is bijective. (3.23)

The strongest of these conditions is E2 triviality. This in turn is implied by the
following condition M which was the original patching condition introduced by
Milnor [74].

M : A = (A+,A−,A0, ϕ+, ϕ−) satisfies M when either ϕ+ or ϕ− is surjective.

Suppose that ϕ+ : A+ → A0 is surjective. Then for each k ≥ 2 the induced homo-
morphisms ϕ+ : Ek(A+) → Ek(A0) are surjective and so Ek(A+)\Ek(A0) consists
of a single point; a fortiori Ek(A+)\Ek(A0)/Ek(A−) consists of a single point.
Similarly, Ek(A+)\Ek(A0)/Ek(A−) consists of a single point when ϕ− : A− → A0

is surjective. Thus we see that:

Proposition 3.24 A satisfies M =⇒ A is E2-trivial.

To summarize, we have a chain of implications:

M =⇒ E2-triviality =⇒ En-triviality =⇒ E-triviality =⇒ W =⇒ Patch.

3.7 Karoubi Squares

Let S be a multiplicative submonoid of a ring Λ; we say that S is regular when S

is central in Λ and contains no zero divisors. In that case we obtain a ring ΛS by
formally inverting the elements of S; thus the elements of ΛS have the form ( λ

s
) with

the familiar rules for addition and multiplication of fractions and the mapping Λ →
ΛS;λ → ( λ1 ) is then an injective ring homomorphism. By a Karoubi homomorphism
we mean a 4-tuple (A,B,ϕ,S) where

(i) A, B are rings and ϕ : A → B is a ring homomorphism.
(ii) S is a regular submonoid of A and ϕ(S) is a regular submonoid of B .

(iii) For each s ∈ S, the natural mapping ϕ∗ : A/sA → B/ϕ(s)B is an isomorphism.
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Given a Karoubi homomorphism (A,B,ϕ,S) one may construct a commutative
square of ring homomorphisms, the associated Karoubi square

A
ϕ→ B

↓ i ↓ ν

AS
ϕ̂→ BS

where i, ν are the canonical inclusions. In [63] Karoubi showed:

Proposition 3.25 The square associated to a Karoubi homomorphism (A,B,ϕ,S)

is a fibre square.

Proof Suppose that ( a
s
) ∈ AS and b ∈ B satisfy ϕ̂( a

s
) = ν(b). Then ϕa = bϕ(s).

Thus from the commutativity of the following square

A
ϕ→ B

↓ � ↓ �

A/sA
ϕ∗→ B/sB

we deduce that ϕ∗(�(a)) = 0. However, ϕ∗ is an isomorphism so that �(a) = 0
and hence a = sa′ for some a′ ∈ A. Thus ( a

′
1 ) = ( a

s
) and so i(a′) = ( a

s
). More-

over ϕ(a′s) = bϕ(s) so that ϕ(a′)ϕ(s) = bϕ(s). As ϕ(s) is not a zero divisor then
ϕ(a′) = b. If a′′ ∈ A also satisfies i(a′′) = ( a

s
) and ϕ(a′′) = b then injectivity of i

shows that a′′ = a′, so verifying the fibre square property. �

Denote by En(s,B) : the subgroup of En(B) generated by elementary
matrices of the form E(i, j ;ϕ(s)b) where b ∈ B;

En(s,B) : the image of En(s,B) in En(BS).

Let n ≥ 3 and suppose given s, v ∈ S; then for all b ∈ B we have the following
inclusion:

Lemma 3.26 E(i, j ;−( b
ϕ(v)

))En(s2v2,B)E(i, j ; ( b
ϕ(v)

)) ⊂ En(s,B).

Proof When k, l are indices 1 ≤ k, l ≤ n with k �= l and b,β ∈ B we denote by
W(k, l, b,β) the following expression

W(k, l, b,β) = E

(

i, j ;−
(

b

ϕ(v)

))

E

(

k, l;
(

ϕ(s2v2)β

1

))

E

(

i, j ;
(

b

ϕ(v)

))

.

As En(s2v2,B) is generated by the matrices E(k, l; (ϕ(s2v2)β
1 )) with β ∈ B it suf-

fices to show that each W(k, l, b,β) ∈ En(s,B). Recalling that i �= j , there are four
cases:

Case I i �= l and j �= k; then W(k, l, b,β) = E(k, l; (ϕ(s)β ′
1 )) where β ′ =

ϕ(sv2)β ∈ B .
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Case II i �= l and j = k; then W(k, l, b,β) = E(i, l; (ϕ(s)β ′
1 ))E(j, l; (ϕ(s)β ′′

1 ))

where β ′ = −ϕ(s2v)bβ and β ′′ = ϕ(s2v2)β . Clearly β ′, β ′′ ∈ B .
Case III i = l and j �= k; then W(k, l, b,β) = E(k, i; (ϕ(s)β ′

1 ))E(k, j ; (ϕ(s)β ′′
1 ))

where β ′ = ϕ(s2v2)β and β ′′ = ϕ(s2v)βb. Again β ′, β ′′ ∈ B .

In each of Cases I, II, III it is straightforward to see that W(k, l, b,β) ∈ En(s,B).

Case IV i = l and j = k. Here for n × n matrices X, Y we write [X,Y ] for the
commutator [X,Y ] = XYX−1Y−1. As n ≥ 3 we may choose an index m �= k, l;
then

E

(

k, l;
(

ϕ(s2v2)β

1

))

=
[

E

(

j,m;
(

ϕ(sv)

1

))

,E

(

m, i;
(

ϕ(sv)β

1

))]

.

Now take X = E(j,m; (ϕ(sv)1 )), Y = E(m, i; (ϕ(sv)β1 )) and Z = E(i, j ; ( b
ϕ(v)

)).

Similar computations to Cases II and III show that Z−1XZ ∈ En(s,B) and
Z−1YZ ∈ En(s,B). However,

W(k, l, b,β) = Z−1[X,Y ]Z = [Z−1XZ,Z−1YZ]
so that W(k, l, b,β) ∈ En(s,B). This completes the proof. �

Proposition 3.27 Let n ≥ 3 and let s ∈ S; then for each x ∈ En(BS) there exists
t ∈ S such that x−1En(t,B)x ⊂ En(s,B).

Proof En(BS) is generated by elements of the form E(i, j ; ( b
ϕ(v)

)) where b ∈ B and
v ∈ S. Thus we may write x as a product

x = xmxm−1 · · ·x1,

where xr = E(ir , jr ; ( br
ϕ(vr )

)). It suffices to show that for each r , 1 ≤ r ≤ m there
exists tr ∈ S such that

(xrxr−1 · · ·x1)
−1En(tr ,B)(xrxr−1 · · ·x1) ⊂ En(s,B).

For r = 1 put t1 = s2v2
1 . Then the result follows from Lemma 3.26. Suppose proved

for r − 1 and put tr = t2
r−1v

2
r . Then by Lemma 3.26, x−1

r En(tr ,B)xr ⊂ En(tr−1,B).
so that

(xr−1 · · ·x1)
−1x−1

r En(tr ,B)xr(xr−1 · · ·x1)

⊂ (xr−1 · · ·x1)
−1En(tr−1,B)(xr−1 · · ·x1).

By induction (xr−1xr−2 · · ·x1)
−1En(tr−1,B)(xr−1xr−2 · · ·x1) ⊂ En(s,B) so that

(xrxr−1 · · ·x1)
−1En(tr+1,B)(xrxr−1 · · ·x1) ⊂ En(s,B).

This completes the induction and the proof. �
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We denote by En(AS), En(B) the respective images of En(AS), En(B) in
En(BS). Observe that En(B) = En(1,B).

Proposition 3.28 En(B)En(AS) ⊂ En(AS)En(B).

Proof We first show that if b ∈ B and x ∈ En(AS) then E(i, j ; ( b1 ))x ∈ En(AS)×
En(B). Clearly x ∈ En(BS) so that, by Proposition 3.28 there exists t ∈ S such that
x−1En(t,B)x ⊂ En(1,B). Now A/tA ∼= B/ϕ(t)B so that we may write b = ϕ(a)+
tb′ for some a ∈ A and b′ ∈ B . Then E(i, j ; ( b1 )) = E(i, j ; (ϕ(a)1 ))E(i, j ; ( tb′

1 )).
Hence

E

(

i, j ;
(

b

1

))

x =
(

E

(

i, j ;
(

ϕ(a)

1

))

x

)(

x−1E

(

i, j ;
(

tb′

1

))

x

)

.

However E(i, j ; (ϕ(a)1 ))x ∈ En(AS) whilst x−1E(i, j ; ( tb′
1 ))x ∈ En(1,B) = En(B)

so that E(i, j ; ( b1 ))x ∈ En(AS)En(B) as claimed.
As En(B) is generated by elements of the form E(i, j ; ( b1 )) with b ∈ B it follows

that yx ∈ En(AS)En(B) for an arbitrary element y of En(B). Hence En(B)En(AS) ⊂
En(AS)En(B) as required. �

It follows immediately that:

Corollary 3.29 En(AS)En(B) is a subgroup of En(BS) provided n ≥ 3.

Corollary 3.30 En(BS) = En(AS)En(B) for n ≥ 3.

Proof En(BS) is generated by elements of the form E(i, j ; (ϕ(b)
ϕ(s)

)) where b ∈ B

and s ∈ S. By Corollary 3.29 it suffices to show that each such generator can be ex-
pressed as a product E(i, j ; (ϕ(b)

ϕ(s)
)) = xy with x ∈ En(AS) and y ∈ En(B). However,

for b ∈ B and s ∈ S then we may write

b = ϕ(a) + ϕ(s)b′

so that
(

b

ϕ(s)

)

=
(

ϕ(a)

ϕ(s)

)

+
(

b′

1

)

.

Then E(i, j ; (ϕ(b)
ϕ(s)

)) = E(i, j ; (ϕ(a)
ϕ(s)

))E(i, j ; ( b′
1 )) ∈ En(AS)En(B). �

We obtain the following which Swan [94] attributes to M.P. Murthy and A. Vorst.

Corollary 3.31 Let (A,B,ϕ,S) be a Karoubi homomorphism; then the corner as-
sociated to (A,B,ϕ,S) is En-trivial for all n ≥ 3.
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3.8 Lifting Stably Free Modules

Let Λ be a ring; if k ≥ 1 is an integer by S(k, n) we mean the standard exact se-

quence 0 → Λk i→ Λk+n p→ Λn → 0 where

i(y) =
⎛

⎜

⎝

0
...

y

⎞

⎟

⎠
and p

⎛

⎜

⎝

x
...

y

⎞

⎟

⎠
= x.

By Aut+(S(k,m)) we mean the subgroup of GLk+m(Λ) consisting of Λ-auto-
morphisms α̂ of Λk+m for which there exists α ∈ GLm(Λ) making the following
diagram commute:

0 → Λk i→ Λk+m p→ Λm → 0
Id ↓ α̂ ↓ α ↓

0 → Λk i→ Λk+m p→ Λm → 0

The property of being m-weakly Euclidean can be re-phrased thus:

Proposition 3.32 If Λ is an m-weakly Euclidean ring and X ∈ GLk+m(Λ) then X

can be factorised as X = α̂ ◦ Y where α̂ ∈ Aut+(S(k,m)) and Y ∈ Ek+m(Λ).

Lemma 3.33 Let ̂A be a fibre square satisfying Patch in which the corner ring A0
is m-weakly Euclidean and let S+, S− be stably free modules of rank m over A+,
A− respectively such that

S+ ⊗ A0 ∼= S− ⊗ A0 ∼= Am
0 .

Then for some k ≥ 1 there exists an A0-isomorphism h : S− ⊗ A0 → S+ ⊗ A0 and
an element Jk+m ∈ Ek+m(A0) such that

〈S+, S−;h〉 ⊕ ̂Ak ∼= 〈Ak+m+ ,Ak+m− ;Jk+m〉.
Proof For σ = +,− choose A0-isomorphisms ησ : Sσ ⊗ A0 → Am

0 . As Sσ is

stably free of rank m over Aσ then for some kσ ≥ 1 Sσ ⊕ A
kσ
σ

∼= A
kσ+m
σ . Take

k = max{k+, k−} so that Sσ ⊕ Ak
σ

∼= Ak+m
σ . Make a specific choice of exact se-

quences 0 → Ak
σ

jσ→ Ak+m
σ

pσ→ Sσ → 0 over Aσ . After tensoring with A0 and com-
posing the final projection with ησ we obtain exact sequences over A0 thus:

Fσ : 0 → Ak
0

jσ−→ Ak+m
0

ησ pσ−→ Am
0 → 0 (σ = +,−).

Choose a left splitting for Fσ ; that is, an A0-homomorphism rσ : Ak+m
0 → Ak

0 such
that rσ ◦ jσ = Id. Then define Xσ : Ak+m

0 → Am
0 ⊕ Ak

0 by

Xσ (x) =
(

ησpσ (x)
rσ (x)

)

.
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One verifies easily that Xσ is a congruence

Fσ

Xσ ↓
S(k,m)

=
⎛

⎜

⎝

0 → Ak
0

jσ−→ Ak+m
0

ησ pσ−→ Am
0 → 0

↓ Id ↓ Xσ ↓ Id

0 → Ak
0

i−→ Ak+m
0

π−→ Am
0 → 0

⎞

⎟

⎠
.

By the Five Lemma Xσ ∈ GLk+m(A0). By Proposition 3.32 Xσ can be factorised as
Xσ = ̂βσYσ where ̂βσ ∈ Aut+(S(k,m)) and Yσ ∈ Ek+m(A0). Write

S(k,m)

α̂σ ↓
S(k,m)

=
⎛

⎜

⎝

0 → Ak
0

i−→ Ak+m
0

π−→ Am
0 → 0

↓ Id ↓ α̂σ ↓ ασ

0 → Ak
0

i−→ Ak+m
0

π−→ Am
0 → 0

⎞

⎟

⎠
.

Juxtaposing Xσ and ασ we obtain

Fσ

Xσ ↓
S(k,m)

α̂σ ↓
S(k,m)

=

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

0 → Ak
0

jσ−→ Ak+m
0

ησ pσ−→ Am
0 → 0

↓ Id ↓ ̂βσ Yσ ↓ Id

0 → Ak
0

i−→ Ak+m
0

π−→ Am
0 → 0

↓ Id ↓ α̂σ ↓ ασ

0 → Ak
0

i−→ Ak+m
0

π−→ Am
0 → 0

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

.

Composing and noting that α̂σ = ̂β−1
σ , we obtain a commutative diagram:

0 → Ak
0

jσ−→ Ak+m
0

ησ pσ−→ Sσ ⊗ A0 → 0
↓ Id ↓ Yσ ↓ ασ ησ

0 → Ak
0

i−→ Ak+m
0

π−→ Am
0 → 0

Inverting the diagram for σ = + and composing we get

0 → Ak
0

j−−→ Ak+m
0

p−−→ S− ⊗ A0 → 0
↓ Id ↓ Y−1+ Y− ↓ η−1+ α−1+ α−η−

0 → Ak
0

j+−→ Ak+m
0

p+−→ S+ ⊗ A0 → 0

On putting h = η−1+ α−1+ α−η− : S− ⊗ A0 → S+ ⊗ A0 and Jk+m = Y−1+ Y− ∈
Ek+m(A0) then as ̂A is assumed to satisfy the patching condition we obtain an
exact sequence of projective ̂A-modules

0 → 〈Ak+,Ak−; Id〉 (j+,j−)−→ 〈Ak+m+ ,Ak+m− ;Jk+m〉 (p+,p−)−→ 〈S+, S−;h〉 → 0.

Splitting the above exact sequence and observing that 〈Ak+,Ak−; Id〉 = ̂Ak now gives
an isomorphism 〈S+, S−;h〉 ⊕ ̂Ak ∼= 〈Ak+m+ ,Ak+m− ;Jk+m〉 as claimed. �
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Corollary 3.34 Let ̂A be a fibre square which is E-trivial and in which the corner
ring A0 is m-weakly Euclidean; let m ≤ n and let S+, S− be stably free modules of
rank n over A+, A− respectively such that

S+ ⊗ A0 ∼= S− ⊗ A0 ∼= An
0;

then there exists a stably free module ̂S over ̂A such that π+(̂S) ∼= S+ and
π−(̂S) ∼= S−.

Proof The hypothesis of E-triviality guarantees that ̂A satisfies the patching con-
dition. As m ≤ n then A0 is, a fortiori, n-weakly Euclidean so we may apply
Lemma 3.33 to obtain an integer k ≥ 1, an isomorphism h : S+ ⊗ A0 → S− ⊗ A0
and an element Jk+n ∈ Ek+n(A0) such that

〈S+, S−;h〉 ⊕ ̂Ak ∼= 〈Ak+n+ ,Ak+n− ;Jk+n〉.

Put ̂S = 〈S+, S−;h〉; then for all μ ≥ 1, ̂S ⊕ ̂Ak ⊕ ̂Aμ ∼= 〈Ak+n+ ,Ak+n− ;Jk+n〉 ⊕ ̂Aμ.
Put N = k + n; then

JN+μ =
[

JN 0
0 Iμ

]

∈ EN+μ(A0).

Furthermore 〈AN+ ,AN−;JN 〉 ⊕ ̂Aμ ∼= 〈AN+μ
+ ,A

N+μ
− ;JN+μ〉 so that

̂S ⊕ ̂Ak+μ ∼= 〈AN+μ
+ ,A

N+μ
− ;JN+μ〉.

E-triviality guarantees that for μ sufficiently large JN+μ defines the trivial class in

GLN+μ( ̂A) in which case 〈AN+μ
+ ,A

N+μ
− ;JN+μ〉 ∼= ̂AN+μ and

̂S ⊕ ̂Ak+μ ∼= ̂Ak+n+μ.

We have shown that ̂S is stably free and by construction π+(̂S) ∼= S+ and
π−(̂S) ∼= S−. This completes the proof. �

Let SFn(Λ) denote the set of isomorphism classes of stably free modules of
rank n over the ring Λ. A ring homomorphism ϕ : Λ1 → Λ2 induces a mapping
ϕ : SFn(Λ1) → SFn(Λ2) by ϕ(S) = S ⊗ϕ Λ2. We obtain:

Theorem 3.35 Let ̂A be an E-trivial fibre square in which A0 is m-weakly Eu-
clidean and satisfies SFC; then π+ × π− : SFn(̂A) → SFn(A+) × SFn(A−) is
surjective for each n ≥ m.

Proof If S+, S− are stably free modules of rank n over A+, A− respectively then
both S+ ⊗ A0 and S− ⊗ A0 are stably free of rank n over A0. As A0 has prop-
erty SFC then S+ ⊗ A0 ∼= An

0
∼= S− ⊗ A0 and the conclusion is a consequence of

Corollary 3.34. �
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Corollary 3.36 Let ̂A be an E-trivial fibre square in which A0 is weakly Euclidean
and satisfies SFC; then π+ × π− : SFn(̂A) → SFn(A+) × SFn(A−) is surjective
for each n ≥ 1.

3.9 Stably Free Modules of Locally Free Type

Let A be a corner which satisfies Patch; we set ourselves the task of parametrizing
the set SF(̂A) = ⋃

n≥1 SFn(̂A) of stably free modules over the fibre completion
̂A in terms of computable invariants of A. In Sect. 3.8 we gave conditions on A
whereby nontrivial stably free modules of rank n over A+, A− survive to be non-
trivial over ̂A. We now take the modules over A+, A− to be trivial (i.e. free) of
rank n.

We saw in (3.6), (3.7) that there are commutative diagrams

GLn(A)
sn,k−→ GLn+k(A)

νn ↓ νn+k ↓
LFn(A)

σn,k−→ LFn+k(A)

in which the maps νn, νn+k are bijective. We may compare our task with a more
familiar aspect of algebraic K-theory, the computation of the direct limit

lim−→(LFn(A), σn,k) ∼= lim−→(GLn(A), sn,k).

Our problem is dual to this; we wish to compute Ker(lim−→) rather than Im(lim−→).

Writing ∗ for the class of ̂An+k in LFn+k(A) we see that:

Z ∈ LFn(A) is stably free ⇐⇒ σn,k([Z]) = ∗ for some k ≥ 0. (3.37)

Put Zn(A) = {ζ ∈ GLn(A) : sn,k(ζ ) = ∗ for some k ≥ 1} and put

Z(A) =
∐

n≥1

Zn(A)

Z(A) is the singular set. From (3.37) we see that:

νn : Zn(A) −→ SFn(̂A) ∩LFn(A) is bijective. (3.38)

We say that A is locally n-free when SFn(A−) = SFn(A+) = {∗}; then ev-
ery stably free ̂A-module of rank n is locally free over A so that SFn(̂A) =
SFn(̂A) ∩LFn(̂A) and (3.38) becomes:

νn :Zn(A)
�−→ SFn(̂A) is bijective when A is locally n-free. (3.39)

The problem is now to describe the sets Zn(A) at least to the point of saying whether
or not Zn(A) is trivial. The most obvious way of forcing Zn(A) to be trivial is to
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require all sn,k to be injective. Formally:

Suppose that sn,k is injective for all k ≥ 1; then Zn(A) = {∗}. (3.40)

If A is locally n-free and each sn, k : GLn(A) −→ GLn+k(A) is injective

then SFn(̂A) = {∗}. (3.41)

One can extend this argument; observe that for 1 ≤ k < m, sn,m = sn+k,m−k ◦ sn,k
so that if both sn,m and sn,k are bijective then sn+k,m−k is also bijective and hence
injective; thus if A is also locally (n + k)-free then SFn+k(̂A) = {∗}; that is:

Corollary 3.42 Suppose that, for each k ≥ 0, A is locally (n + k)-free and that
each sn,k is bijective; then ̂A has no nontrivial stably free module of rank ≥ n.

To apply this we seek restrictions which ensure that each sn,k is bijective. We
first observe a criterion for surjectivity:

Proposition 3.43 Let A be a En+1-trivial corner in which A0 is weakly n-
Euclidean; then the stabilization map sn, k : GLn(A) → GLn+k(A) is surjective for
k ≥ 1.

Proof We have a commutative diagram

GEn,k(A−)\GEn,k(A0)/GEn,k(A+)
�1

GEn,k(A−)\GLn+k(A0)/GEn,k(A+)

�2

GLn(A−)\GLn(A0)/GLn(A+)

s′
n,k

sn,k

GLn+k(A−)\GLn+k(A0)/GLn+k(A+)

where �1, �2 are the canonical mappings and s′
n,k is also a stabilization mapping. As

in (3.23), the hypothesis that A is En+1-trivial implies that s′
n,k is bijective. More-

over, as A0 is assumed to be weakly n-Euclidean then �1 is the identity mapping.
The conclusion now follows from the surjectivity of the canonical mapping �2. �

In the above we note that if A+, A− are also weakly n-Euclidean then the nat-
ural map �2 is also a bijection. Thus repeating the above proof with this stronger
hypothesis we obtain:

Proposition 3.44 Let A be an En+1-trivial corner in which A+, A− and A0 are
all weakly n-Euclidean; then the stabilization map sn,k : GLn(A) → GLn+k(A) is
bijective for k ≥ 1.

It now follows from Corollary 3.42 and Proposition 3.44 that:
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Corollary 3.45 Let A be an En+1-trivial corner in which in which A+, A− and A0
are all weakly n-Euclidean and have no nontrivial stably free modules of rank ≥ n;
then ̂A has no nontrivial stably free module of rank ≥ n.

There are many variations one can make on the above. Without attempting to
be exhaustive we concentrate on those that occur most frequently, namely Karoubi
squares and Milnor squares. We observed in Corollary 3.31 that Karoubi squares are
Em-trivial for m ≥ 3; thus:

Corollary 3.46 Let ̂A be a Karoubi square in which A+, A− and A0 are all weakly

2-Euclidean; if A+, A− have no nontrivial stably free modules of rank ≥ 2 then ̂A

has no nontrivial stably free module of rank ≥ 2.

Likewise by Proposition 3.24 Milnor squares are Em-trivial for m ≥ 2; hence:

Corollary 3.47 Let ̂A be a Milnor square in which A+, A− and A0 are all weakly
Euclidean and where A+, A− have property SFC; then ̂A has property SFC.

Some examples have slightly different though equally favourable hypotheses.
We say the corner A is pointlike in dimension one when GL1(A) = A∗−\A∗

0/A
∗+ is

a singleton. Likewise A is said to be of locally free type when it is locally n-free for
all n. Again using the E2-triviality of Milnor squares, the following consequence of
Proposition 3.44, though crude, is nevertheless useful:

Corollary 3.48 Let A be a corner of locally free type satisfying the Milnor patch-
ing condition; suppose also that A0 is weakly Euclidean and that A is pointlike in
dimension one; then ̂A has property SFC.

Proof As A∗−\A∗
0/A

∗+ consists of a single point then each s1,k is injective. Now
each s1,k is surjective by Proposition 3.43. The result now follows from Corol-
lary 3.42. �

However, a more refined analysis is possible when the constituent rings are com-
mutative.

3.10 Corners of Determinantal Type

Suppose that in the corner A the bottom ring A0 is fully determinantal. There are
then additional set valued functors which make if easier to analyze GLn. First,
however, we establish some basic properties of homomorphisms involving fully
determinantal rings. Thus suppose given a ring homomorphism ϕ : B → A in
which A is fully determinantal with determinant dn : GLn(A) → (A∗)ab (1 ≤ n).
Then ϕ induces homomorphisms ϕ∗ : GLn(B) → GLn(A) and, by composition,
dnϕ∗ : GLn(B) → (A∗)ab . We define

Imn(ϕ) = Im(dnϕ∗) ⊂ (A∗)ab.
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Thus we can define a pointed set Dn(A) by

Dn(A) = Imn(ϕ−)\(A∗
0)

ab/ Imn(ϕ+),

where the distinguished point ∗ is the class of 1. By stabilization it is evident that:

If A is fully determinantal then Imn(ϕ) ⊂ Imn+k(ϕ) for 1 ≤ k. (3.49)

The inclusions Imn(ϕσ ) ⊂ Imn+k(ϕσ ) for 1 ≤ k induce pointed surjections

πn,k : Dn(A) → Dn+k(A)

and it easy to see that πn,m = πn+k,m−k ◦ πn,k for 1 ≤ k < m. The determinant
dn : GLn(A0) → (A∗

0)
ab is surjective and induces a surjection, denoted by the same

symbol,

dn : GLn(A) → Dn(A).

Moreover the following diagram commutes for 1 ≤ k;

GLn(A)
sn,k−→ GLn+k(A)

↓ dn ↓ dn+k

Dn(A)
πn,k−→ Dn+k(A)

Now suppose that A is a fully determinantal ring with determinant {dA
n }1≤n. We say

that a ring homomorphism ϕ : B → A is compatibly determinantal with respect to
{dA

n } when B admits a full determinant {δn}2≤n making the following commute for
each n:

GLn(B)
ϕ∗→ GLn(A)

↓ δn ↓ dn

(B∗)ab ϕ→ (A∗)ab

Then given u ∈ Imn(ϕ) there exists X ∈ GLn(B) such that dnϕ∗(X) = u. Choose
λ ∈ B∗ such that [λ] = δn(X) ∈ (B∗)ab and let

Δ = Δ(λ,1) =

⎛

⎜

⎜

⎜

⎝

λ

1
. . .

1

⎞

⎟

⎟

⎟

⎠

∈ GLn(B)

so that δn(Δ) = [λ] = δn(X). However, ϕδn(X) = dnϕ∗(X) = u. As Δ = s1,n−1(λ)

it follows that ϕδns1,n−1(λ) = u. By the stabilization property of determinants
δns1,n−1 = δ1 and so ϕδ1(λ) = u. Thus u ∈ Im1(ϕ) and hence Imn(ϕ) ⊂ Im1(ϕ).
Together with (3.49) it follows that:

If ϕ : B → A is determinantal with respect to {dA
n }

then Imn(ϕ) = Im1(ϕ) for all n ≥ 1. (3.50)



3.11 A Bound for the Singular Set 59

A corner A will be said to be compatibly determinantal when A0 is commutative
and the homomorphisms ϕσ : Aσ → A0 are compatibly determinantal with respect
to the canonical determinant of A0. The fact of A0 being commutative immediately
implies that:

D1(A) ≡ GL1(A) when A is compatibly determinantal. (3.51)

Moreover, when A is compatibly determinantal it follows from (3.50) that
Imn(ϕσ ) = Im1(ϕσ ) for n ≥ 1. Hence:

If A is compatibly determinantal then Dn(A) ≡ GL1(A) and each πn,k = Id.
(3.52)

We obtain an improvement on Corollary 3.45.

Theorem 3.53 Let A be a compatibly determinantal corner of locally free type in
which A0 is weakly Euclidean; if A satisfies the Milnor patching condition then ̂A

has property SFC.

Proof We saw in Proposition 3.44 that each s1,k : GL1(A) → GLk+1(A) is surjec-
tive. However, commutativity of the diagram below shows that dk+1 is left inverse
to s1,k .

GL1(A)
s1,k−→ GLk+1(A)

‖ ↓ dk+1

GL1(A)
Id−→ GL1(A)

Hence s1,k is bijective and the result follows from (3.40). �

As any homomorphism between commutative rings is compatibly determinantal
we obtain:

Corollary 3.54 Let A be a corner of locally free type in which all rings are com-
mutative and A0 is weakly Euclidean; if A satisfies the Milnor patching condition
then ̂A has property SFC.

3.11 A Bound for the Singular Set

Let A be a compatibly determinantal corner; then clearly dk : GLk(A) → Dk(A) is
surjective. Moreover, (A∗

0)
ab = A∗

0. We define the exceptional fibre Ek(A) by

Ek(A) = d−1
k (∗).

Evidently Ek(A) ⊂ GLk(A) and sn,k(En(A)) ⊂ En+k(A). Moreover, En(A) contains
the distinguished point of GLn(A). Thus A 
→ En(A) defines a functor

En : {Compatibly determinantal corners} → SETS∗
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and we have a commutative diagram:

En(A)
sn,k−→ En+k(A)

∩ ∩
GLn(A)

sn,k−→ GLn+k(A)

↓ dn ↓ dn+k

Dn(A)
πn,k−→ Dn+k(A)

Suppose A is compatibly determinantal and that ζ ∈ Zn(A); then ζ ∈ GLn(A) and
sn,k(ζ ) = ∗ for some k ≥ 1. From the commutativity of the diagram

GLn(A)
sn,k−→ GLn+k(A)

↓ dn ↓ dn+k

GL1(A)
Id−→ GL1(A)

it follows that dn(ζ ) = ∗ so that ζ ∈ En(A). Hence:

Let A be compatibly determinantal; then Zn(A) ⊂ En(A) for n ≥ 1. (3.55)

If B is a fully determinantal ring with preferred determinant {dB
n } we define

SLn(B) = {X ∈ GLn(B) | d1
n(X) = [1] ∈ (B∗)ab}.

Proposition 3.56 Let ϕ : B → A be a compatibly determinantal ring homomor-
phism; if Y ∈ GLn(B) then there exist Δ ∈ GLn(A) and Y ′, Y ′′ ∈ SLn(B) such that

ϕ∗(Y ) = ϕ∗(Y ′)Δ = Δϕ∗(Y ′′).

Proof Let (δn)1≤n denote the determinant of B which renders ϕ compatible. Choose
γ ∈ B∗ such that [γ ] = δn(Y ) ∈ (B∗)ab and put

Γ = Δ(γ,1) =

⎛

⎜

⎜

⎜

⎝

γ

1
. . .

1

⎞

⎟

⎟

⎟

⎠

∈ GLn(B).

Now put Δ = ϕ∗(Γ ), Y ′ = YΓ −1 and Y ′′ = Γ −1Y . Then ϕ∗(Y ) = ϕ∗(Y ′)Δ =
Δϕ∗(Y ′′). Moreover

δn(Y
′) = δn(Y )[γ−1] = [γ ][γ−1] = [1]

so that Y ′ ∈ SLn(B). Similarly, Y ′′ ∈ SLn(B). �

When λ ∈ A∗
0 we denote by 〈λ〉n its class in Imn(ϕ−)\A∗

0/ Imn(ϕ+).
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Lemma 3.57 Suppose that A is compatibly determinantal and that X ∈ GLn(A0)

satisfies 〈dn(X)〉n = 〈1〉n; then there exists Xσ ∈ SLn(Aσ ) (σ ∈ {−,0,+}) such that

X = ϕ−(X−)X0ϕ+(X+).

Proof The hypothesis that X ∈ GLn(A0) satisfies 〈dn(X)〉n = 〈1〉n means that there
exist Z− ∈ GLn(A−) and Z+ ∈ GLn(A+) such that

dn(X) = ϕ−(dn(Z−))ϕ+(dn(Z+)) ∈ A∗
0.

Put Y− = Z−1− Y+ = Z−1+ . Then ϕ−(dn(Y−))dn(X)ϕ+(dn(Y+)) = 1 ∈ A∗
0. Thus

dn[ϕ−(Y−)Xϕ+(Y+)] = 1 ∈ A∗
0. (∗)

By (3.55) we may write ϕ−(Y−) = ϕ−(X−)Δ− and ϕ+(Y+) = Δ+ϕ+(X+) where
Δ−,Δ+ ∈ GLn(A0), X− ∈ SLn(A−) and X+ ∈ SLn(A+). Putting X0 = Δ−XΔ+
then

X = ϕ−(X−)X0ϕ+(X+).

It suffices to show that X0 ∈ SLn(A0). However, X− ∈ SLn(A−) and X+ ∈
SLn(A+). Thus we have ϕ−(dn(X−)) = ϕ+(dn(X+)) = [1] ∈ A∗

0. Hence

dn(X0) = ϕ−(dn(X−))dn(X0)ϕ+(dn(X+))

= dnϕ−(X−)dn(X0)dnϕ+(X+)

= dn[ϕ−(X−)X0ϕ+(X+)]
= dn[ϕ−(X−)Δ−XΔ+ϕ+(X+)]
= dn[ϕ−(Y−)Xϕ+(Y+)]
= 1

so that X0 ∈ SLn(A0) as claimed. �

We denote by 〈X〉, denote the class of X ∈ SLn(A0) in SLn(A) and by [Y ] the
class of Y ∈ GLn(A0) in GLn(A). We define a mapping � : SLn(A) → GLn(A) by

� : 〈X〉 = [X].
It is clear that Im(�) ⊂ En(A) where En(A) is the exceptional fibre. It follows im-
mediately from (3.55) that:

SLn(A)
�→En(A) is surjective for any compatibly determinantal corner A. (3.58)

There is a corresponding mapping ˜� : En(A) → En(A) by ˜� : 〈X〉 = [X]. More-
over if A0 is weakly Euclidean then SLn(A0) = En(A0)) so that the assignment
X 
→ 〈X〉 ∈ SLn(A) induces a surjection ν : En(A) → SLn(A) making the follow-
ing commute.
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�

�
�

��

�
�

��

En(A) SLn(A)

En(A)

ν

˜� �

It follows immediately that:

Let A be a compatibly determinantal corner in which A0 is weakly Euclidean;

then˜� : En(A) → En(A) is surjective. (3.59)

We obtain an analogue of Theorem 3.53.

Theorem 3.60 Let A be a compatibly determinantal locally free corner in which
A0 is weakly Euclidean; if ̂A is Karoubi then every nontrivial stably free ̂A-module
has rank 2.

Proof When ̂A is Karoubi we saw in Corollary 3.31 that En(A) = {∗} for 3 ≤ n.
Thus by (3.59) the only possibilities for En(A) and hence Zn(A) to be nontrivial are
n = 1,2. However, together with Proposition 3.43, the argument of Theorem 3.53
shows that s1,k is bijective for k ≥ 2 so that Z1(A) = {∗}. Thus the only possibility
for Zn(A) to contain a nontrivial elements is n = 2. The result now follows from
(3.39). �



Chapter 4
Extensions of Modules

In this chapter we develop the classical theory of module extensions and, in partic-
ular, its interpretation in terms of cohomology. As explained in the Introduction, to
achieve our intended application it is necessary to avoid injective modules. In con-
sequence a feature of our treatment is the development of the exact sequences of Ext
using only projective modules.

4.1 The Category of Extensions

We denote by Ext1
Λ the collection of exact sequences of Λ-modules and homomor-

phisms

E = (

0 → E+ → E0 → E−→ 0
)

in which the modules E+, E0 and E− are all in ModΛ. Ext1
Λ can be regarded as a

category by taking morphisms to be commutative diagrams of Λ-homomorphisms
thus:

E
↓ h

F
=
⎛

⎝

0 → E+ → E0 → E− → 0
↓ h+ ↓ h0 ↓ h−

0 → F+ → F0 → F− → 0

⎞

⎠ .

For A,B ∈ ModΛ, Ext1
Λ(A,B) will denote the full subcategory of Ext1

Λ whose
objects E satisfy E− = A and E+ = B . If E,F ∈ Ext1

Λ(A,B), a morphism
ϕ : E → F is said to be a congruence when it induces the identity at both ends
thus:

E
↓ ϕ

F
=
⎛

⎝

0 → B → E0 → A → 0
↓ Id ↓ ϕ0 ↓ Id

0 → B → F0 → A → 0

⎞

⎠ .
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We write ‘E ≡ F’ when E F are congruent. By the Five Lemma, congruence is
an equivalence relation on Ext1

Λ(A,B). We denote by Ext1Λ(A,B) the collection
of equivalence classes in Ext1

Λ(A,B) under ‘≡’. Elementary considerations show
that Ext1(A,B) is equivalent to a small category, so that Ext1(A,B) is actually a
set. When the ring Λ is understood we omit the suffix and write Ext1

Λ(A,B) =
Ext1(A,B), Ext1Λ(A,B) = Ext1(A,B).

For any Λ-modules A, B there is a distinguished extension, the trivial extension

T = (0 → B
iB→ B ⊕ A

πA→ A → 0),

where iB(b) = (b,0) and πA(b, a) = a. An extension

F = (0 → B
j→ X

p→ A → 0)

is said to split when it is congruent to the trivial extension; that is, when there exists
an isomorphism ϕ : X → B ⊕ A making the following diagram commute:

0 → B
j→ X

p→ A → 0
↓ IdB ↓ ϕ ↓ IdA

0 → B
i→ B ⊕ A

π→ A → 0

F is said to split on the right when there exists a Λ-homomorphism s : A → X such
that p ◦ s = IdA. F is said to split on the left when there exists a Λ-homomorphism
r : X → B such that r ◦ j = IdB .

Suppose that F = (0 → B
j→ X

p→ A → 0) is a short exact sequence of
Λ-modules; if ϕ : X → B ⊕ A is a splitting there is a right splitting s given by
s = ϕ−1 ◦ iA where iA : A → B ⊕ A is the standard inclusion iA(a) = (0, a). There
is also a left splitting r given by r = πB ◦ ϕ where πB : B ⊕ A → A is the projec-
tion πB(b, a) = b. Conversely, if s : A → X is a right splitting, there is a splitting ϕ

whose the inverse, ϕ−1, takes the form

ϕ−1(b, a) = iB(b) + s(a),

whilst if r : X → B is a left splitting, there is a corresponding splitting ϕ given by

ϕ(x) = (r(x),p(x)).

To summarize, we have shown the well known:

If F = (0 → B
j→ X

p→ A → 0) is a short exact sequence of Λ-modules; then

F splits ⇐⇒ F splits on the right ⇐⇒ F splits on the left. (4.1)

In Sect. 4.2 we shall see that Ext1(A,B) possesses a natural group structure in which
the class of the trivial extension acts as the identity. In order to describe the group
multiplication we first recall some natural constructions on Ext1(A,B).
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Pushout Let A,B1,B2 be Λ-modules; if f : B1 → B2 is a Λ-homomorphism and
E = (0 → B1

i→ E0
η→ A → 0 ) ∈ Ext1(A,B1) we put

f∗(E) =
(

0 → B2
j→ lim−→(f, i)

ε→ A → 0
)

,

where lim−→(f, i) = (B2 ⊕E0)/Im(f × −i) denotes the colimit and j is the injection
j : B2 → lim−→(f, i); j (x) = [x,0]. The correspondence E 
→ f∗(E) determines the

‘pushout’ functor f∗ : Ext1(A,B1) → Ext1(A,B2). If in addition g : B2 → B3, it is
straightforward to see that

(g ◦ f )∗(E) = g∗f∗(E).

Furthermore, there is a natural transformation νf : Id → f∗ obtained as follows:

E
↓ νf

f∗(E)

=
⎛

⎜

⎝

0 → B1
i→ E0 → A → 0

↓ f ↓ ν ↓ Id

0 → B2 → lim−→(f, i) → A → 0

⎞

⎟

⎠
,

where ν : E0 → lim−→(f, i) is the mapping ν(x) = [0, x].

Pullback Let A1,A2,B be Λ-modules; if E = (0 → B → E0
η→ A2 → 0) ∈

Ext1(A2,B) and f : A1 → A2 is a Λ-homomorphism we put

f ∗(E) = (0 → B → lim←−(η, f )
ε→ A1 → 0),

where lim←−(η, f ) = E0 ×
η,f

A1 = {(x, y) : η(x) = f (y)} is the fibre product and

ε : F0 → A1 is the projection ε(x, y) = y. If g : A2 → A3 is a Λ-homomorphism,
it is straightforward to see that (g ◦ f )∗(E) = f ∗ ◦ g∗(E). The correspondence
E 
→ f ∗(E) thus defines the ‘pullback functor’ f ∗ : Ext1(A2,B) → Ext1(A1,B).
There is a natural transformation μf : f ∗ → Id defined by:

f ∗(E)

↓ μf

E
=
⎛

⎝

0 → B → F0 → A1 → 0
↓ Id ↓ μ0 ↓ f

0 → B → E0 → A2 → 0

⎞

⎠ ,

where μ0 : F0 → E0 is the projection μ0(x, y) = x.

Direct Product Let A1,A2,B1,B2 be Λ-modules and for r = 1,2 let

E(r) = (

0 → Br → E(r)0 → Ar→ 0
) ∈ Extn(Ar,Br).

Then E(1) × E(2) = (0 → B1 × B2 → E(1)0 × E(2)0 → A1 × A2→0) is exact,
and we get a functorial pairing × : Ext1(A1,B1)×Ext1(A2,B2) → Ext1(A1 ⊕A2,

B1 ⊕B2). Generalizing the statement of (4.1) for right splittings we have a criterion
for a pushout extension to be trivial.
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Proposition 4.2 Let E = (0 → A
i→ B

p→ C → 0) be an exact sequence of
Λ-modules and let α : A → N be a Λ-homomorphism; then the following two state-
ments are equivalent:

(i) α∗(E) splits;
(ii) there exists a homomorphism α̂ : B → N making the following diagram com-

mute:
�




�
�

�
��

N

BA

α α̂

i

Proof Suppose that α∗(E) splits and let ϕ : lim−→(α, i) → N ⊕ C be a splitting. In
particular, the following diagram commutes:

0 −→ A
i−→ B

p−→ C −→ 0
↓ α ↓ ν ↓ IdC

0 −→ N
j−→ lim−→(α, i)

π−→ C −→ 0
↓ IdN ↓ ϕ ↓ IdC

0 −→ N
iN−→ N ⊕ C

πC−→ C −→ 0

On putting α̂ = πN ◦ ϕ ◦ ν it is easy to check that the diagram

�




�
�

�
��

N

BA

α α̂

i

commutes as required. This proves (i) =⇒ (ii).
Conversely, if there is a homomorphism α̂ : B → N such that α̂ ◦ i = α then the

mapping r : lim−→(α, i) → A given by r[x, y] = x + α̂(y) is a left splitting for α∗(E).
Thus (ii) =⇒ (i) and this completes the proof. �

Corresponding to Proposition 4.2 is the dual statement for a pullback extension
to be trivial:

Proposition 4.3 Let E = (0 → A
i→ B

p→ C → 0) be an exact sequence of
Λ-modules and let γ : M → C be a Λ-homomorphism; then the following two state-
ments are equivalent:

(i) γ ∗(E) splits;
(ii) there exists a homomorphism γ̃ : M → C making the following diagram com-

mute:
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�



�
�

�
��

B

M

C

γγ̃

p

Proof Suppose that γ∗(E) splits and let ϕ : lim←−(p, γ ) → A ⊕ M be a splitting. In
particular, the following diagram commutes:

0 −→ A
iA−→ A ⊕ M

πM−→ M −→ 0
↓ IdA ↓ ϕ−1 ↓ IdM

0 −→ A
j−→ lim←−(α, i)

π−→ C −→ 0
↓ IdA ↓ ν ↓ γ

0 −→ A
i−→ B

p−→ C −→ 0

On putting γ̂ = ν ◦ϕ−1 ◦ iM where iM : M → A⊕M is the standard inclusion, it is
easy to check that the diagram

�



�
�

�
��

B

M

C

γγ̃

p

commutes as required, and this proves (i) =⇒ (ii).
Conversely, if there is a homomorphism γ̂ : M → B such that p ◦ γ̂ = γ then the

mapping s : M → lim←−(p, γ ) given by

s(x) = (γ̂ (x), x)

is a right splitting for γ ∗(E). Thus (ii) =⇒ (i) and this completes the proof. �

4.2 The Group Structure on Ext1

There is a natural group structure on Ext1(A,B) which we proceed to describe; first
note that direct product gives a functorial pairing

× : Ext1(A1,B1) × Ext1(A2,B2) → Ext1(A1 ⊕ A2,B1 ⊕ B2).

For Λ-modules A,B1,B2 there is a functorial pairing, external sum,

⊕ : Ext1(A,B1) × Ext1(A,B2) → Ext1(A,B1 ⊕ B2)
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given by E1 ⊕ E2 = Δ∗(E1 × E2). Where Δ : A → A ×A is the diagonal. The addi-
tion map + : B × B → B can also be regarded as a Λ-homomorphism

α : B ⊕ B → B; α(b1, b2) = b1 + b2.

Combining external sum with pushout, we obtain the ‘Baer sum’ [5]; let Er ∈
Ext1(A,B) for r = 1,2, and define the Baer sum E1 + E2 by

E1 + E2 = α∗(E1 ⊕ E2) (= α∗Δ∗(E1 × E2)).

This gives a functorial pairing

+ : Ext1(A,B) × Ext1(A,B) → Ext1(A,B).

It is straightforward to see that congruence in Ext1 is compatible with Baer sum.
From the identity on diagonal maps (Δ × Id) ◦ Δ = (Id × Δ) ◦ Δ we see easily

that for E1,E2,E3 ∈ Ext1(A,B) then E1 ⊕ (E2 ⊕ E3) ≡ (E1 ⊕ E2)⊕ E3. Furthermore
by associativity of addition (in B) there is a commutative diagram of morphisms
in Ext1

E1 ⊕ (E2 ⊕ E3)

E1 ⊕ α∗(E2 ⊕ E3)

(E1 ⊕ E2) ⊕ E3

α∗(E1 ⊕ E2) ⊕ E3

α∗(α∗(E1 ⊕ E2) ⊕ E3)) α∗(E1 ⊕ α∗(E2 ⊕ E3))

1⊕ν

ν

γ

ν⊕1

ν

c

ν◦(ν⊕1) ν◦(1⊕ν)





�
�

�
��

�
�

�
��

�
�

�
��

�
�

�
��

�

�

in which each ν is an instance of the natural transformation να : Id → α∗ and in
which γ and c are congruences. It follows immediately that:

Proposition 4.4 If E1,E2,E3 ∈ Ext1(A,B) then E1 + (E2 + E3) ≡ (E1 + E2) + E3.

Rather more easily, commutativity of addition and the obvious congruence
E ⊕F ≡ F ⊕ E show that:

Proposition 4.5 If E,F ∈ Ext1(A,B) then E +F ≡ F + E .

We denote E the extension E = (0 → B
i→ X

p→ A → 0) and by T the trivial
extension T = (0 → B → B ⊕ A → A → 0).
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Proposition 4.6 If E ∈ Ext1(A,B) then E + T ≡ E .

Proof We may write

E ⊕ T = (0 → B × B
j×i→ X×

A
(B ⊕ A)

π→ A → 0),

where X×
A
(B ⊕ A) = {(x, b, a) ∈ X × B × A : p(x) = a}, j × i(b1, b2) =

(j (b1), b2,0) and π(x, b, a) = p(x). There is a morphism of extensions

E ⊕ T
↓ α̃

E
=

⎛

⎜

⎜

⎝

0 → B × B
j×i→ X×

A
(B ⊕ A)

π→ A → 0

↓ α ↓ α̃ ↓ Id

0 → B
j→ X → A → 0

⎞

⎟

⎟

⎠

where, as above, α(b1, b2) = b1 + b2 and α̃(x, b, a) = x + j (b). Clearly α̃ admits
the canonical factorization

E ⊕ T ν→ α∗(E ⊕ T )
c→ E,

where c : α∗(E ⊕ T ) → E is a congruence. The result follows since α∗(E ⊕ T ) =
E + T . �

We denote by −E the extension −E = (0 → B
i→ X

−p→ A → 0).

Proposition 4.7 If E ∈ Ext1(A,B) then E + (−E) ≡ T .

Proof First observe that Δ∗(E × −E) may be identified, by an obvious natural con-
gruence, with the extension

(0 → B × B
j×j−→ X ×

p,−p
X

p1−→ A → 0),

where p1(x1, x2) = p(x1). There is a homomorphism α̃ : X ×
p,−p

X → Ker(p) de-

fined by

α̃(x1, x2) = x1 + x2.

On putting α̂(x1, x2) = j−1(̃α(x1, x2) (= j−1(x1 + x2)) we see that the following
diagram commutes:
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�




�
�

�
�

��
B

X ×
p,−p

XB × B

α α̂

j×j

It follows from Proposition 4.2 that E + (−E) ≡ T . �

Observe that we have a congruence

0 → B
−j−→ X

p−→ A → 0
↓ Id ↓ −Id ↓ Id

0 → B
j−→ X

−p−→ A → 0

so that the additive inverse of E is equally well represented by the extension

(0 → B
−j−→ X

p−→ A → 0).

Corollary 4.8 Ext1(A,B) is an abelian group with respect to Baer sum.

Observe that if Q is projective then any exact sequence (0 → N → X → Q → 0)
splits. However 0 ∈ Ext1(Q,N) is defined by the split sequence so that:

If Q is a projective Λ-module then Ext1(Q,N) = 0 for any N. (4.9)

If f : A1 → A2 is a Λ-homomorphism the correspondence E 
→ f ∗(E)
gives a functor f ∗ : Ext1(A2,N) → Ext1(A1,N); it is straightforward to see that
f ∗(E1 + E2) ≡ f ∗(E1) + f ∗(E2) so that f induces a homomorphism of abelian
groups f ∗ : Ext1(A2,B) → Ext1(A1,B).

Similarly, if g : B1 → B2 is a Λ-homomorphism the correspondence E 
→ g∗(E)
gives a functor g∗ : Ext1(A,B1) → Ext1(A,B2) and

g∗(E1 + E2) ≡ g∗(E1) + g∗(E2).

Thus g induces a homomorphism of abelian groups g∗ : Ext1(A,B1) → Ext1(A,B2).
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4.3 The Exact Sequences of Ext1

Given an exact sequence of Λ-modules E = (0 → A
i→ B

p→ C → 0), there is a
mapping δ : HomΛ(A,N) → Ext1(C,N), the connecting mapping, given by

δ(α) = [α∗(E)].

It is straightforward to check that:

δ : HomΛ(A,N) → Ext1(C,N) is a homomorphism of abelian groups. (4.10)

We again omit the suffix when the ring Λ is understood and write Hom1
Λ(A,B) =

Hom1(A,N). From (4.10) we obtain a sequence of abelian groups

0 → Hom(C,N)
p∗
→ Hom(B,N)

i∗→ Hom(A,N)
δ→ Ext1(C,N)

p∗
→ Ext1(B,N)

i∗→ Ext1(A,N). (∗)

We will show that:

Theorem 4.11 The sequence (∗) is exact for any Λ-module N .

Proof Exactness of the segment 0 → Hom(C,N)
p∗
→ Hom(B,N)

i∗→ Hom(A,N)

is straightforward, so it suffices to verify exactness in the following:

Hom(B,N)
i∗→ Hom(A,N)

δ→ Ext1(C,N), (4.12)

Hom(A,N)
δ→ Ext1(C,N)

p∗
→ Ext1(B,N), (4.13)

Ext1(C,N)
p∗
→ Ext1(B,N)

i∗→ Ext1(A,N). (4.14)

To prove exactness of (4.12), let β ∈ Hom(B,N) and consider the natural transfor-
mation

E
↓ ν

(β ◦ i)∗(E)
=
⎛

⎜

⎝

0 → A
i→ B

p→ C → 0
↓ β◦i ↓ ν ↓ Id

0 → N → lim−→(β ◦ i, i)
π→ C → 0

⎞

⎟

⎠
.

Since the following diagram commutes
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�




�
�

�
�

��
N

BA

β◦i β

i

it follows from Proposition 4.2 that the extension (β ◦ i)∗(E) splits. However
δ ◦ i∗(β) = (β ◦ i)∗(E) so that δ ◦ i∗ = 0 and Im(i∗) ⊂ Ker(δ).

To show that Ker(δ) ⊂ Im(i∗) suppose that α ∈ Hom(A,N) satisfies δ(α) = 0.
Then α∗(E) splits, so that by Proposition 4.2 there exists a homomorphism making
the diagram

�




�
�

�
�

��
N

BA

α β

i

commute. Thus α = i∗(β) and Ker(δ) ⊂ Im(i∗) as required.
To prove exactness of (4.13), let α ∈ Hom(A,N); then there a natural transfor-

mation να : E → α∗(E) given by

E
↓ να

α∗(E)
=
⎛

⎜

⎝

0 → A
i→ B

p→ C → 0
↓ α ↓ να ↓ Id

0 → N → lim−→(α, i)
π→ C → 0

⎞

⎟

⎠
.

Since the following diagram commutes

�



�
�

�
�

��

lim−→(α, i)

B

C

pνα

π

it follows by Proposition 4.3 that the extension p∗α∗(E) splits. However, p∗δ[E] =
[p∗α∗(E)] so that p∗δ = 0 and Im(δ) ⊂ Ker(p∗) .
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Suppose that F = (0 → N
j→ X

q→ C → 0) ∈ Ext1(C,N) satisfies p∗[F] = 0.
To show Ker(p∗) ⊂ Im(δ) we must show that [F] = δ(α) (= [α∗(E)]) for some
α ∈ Hom(A,N). Since p∗F splits then, by Proposition 4.3, there exists a homo-
morphism p̃ : B → X making the following diagram commute:

�



�
�

�
��

X

B

C

pp̃

q

Since q ◦ p̃ ◦ i = p ◦ i = 0 it follows that Im(p̃ ◦ i) ⊂ Ker(p) = Im(j) ∼= N . In
particular, there is a unique homomorphism α : A → N such that j ◦ α = p̃ ◦ i. The
mapping ν : N ⊕ B → X given by

ν(x, y) = j (x) + p̃(y)

vanishes on Im(α × −i) so induces a homomorphism ν̂ : lim−→(α, i) → X. Hence it
also induces a congruence ν̂ : α∗(E) → F as follows:

0 −→ N −→ lim−→(α, i)
πC−→ C −→ 0

↓ IdN ↓ ν̂ ↓ IdC

0 −→ N
j−→ X

q−→ C −→ 0

that is, [F] = [α∗(E)] = δ(α) as required.
To prove exactness of (4.14), we first show that Im(p∗) ⊂ Ker(i∗). Let ζ : A → C

be the zero homomorphism and F = (0 → N
j→ X

η→ C → 0) ∈ Ext1(C,N). Then

lim←−(η, ζ ) = Ker(η) ⊕ A = Im(j) ⊕ A ∼= N ⊕ A

showing that the extension ζ ∗(F) splits. As p ◦ i = ζ then i∗ ◦ p∗([F]) =
(p ◦ i)∗[F] = 0 so that Im(p∗) ⊂ Ker(i∗). To show that Ker(i∗) ⊂ Im(p∗) let

F = (0 → N
j→ X

η→ B → 0) be such that i∗(F) is trivial. Then by Proposition 4.3,
there exists a homomorphism î : A → X making the following commute:

�



�
�

�
��

X

A

B

iî

η

Define Y = X/Im(î), and let � : X → Y be the canonical mapping, �(x) = x+Im(î).
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Since p ◦ η ◦ î = 0, there is a homomorphism q : Y → C given by

q(x + Im(î)) = p ◦ η(x).

It is straightforward to check that the following sequence is exact

G = (0 −→ N
�◦j−→ Y

q−→ C −→ 0)

and also that the square below commutes.

X
η→ B

↓ � ↓ p

Y
q→ C

We may therefore construct a congruence of extensions ĥ :F → p∗(G) as follows:

0 −→ N
j−→ X

η−→ B −→ 0
↓ IdN ↓ ν ↓ IdB

0 −→ N −→ lim←−(q,p)
πB−→ B −→ 0

where ν(x) = (�(x), η(x)); that is, [F] = p∗[G].
The above results have natural duals. We record the main statements. Given an

exact sequence E = (0 → A
i→ B

p→ C → 0) there is a mapping ∂ : Hom(M,C) →
Ext1(M,A) given by ∂(γ ) = [γ ∗(E)]. One sees easily that:

The connecting map ∂ : Hom(M,C) → Ext1(M,A) is additive. (4.15)

From this we obtain a sequence of homomorphisms of abelian groups:

0 → Hom(M,A)
i∗→ Hom(M,B)

p∗→ Hom(M,C)
∂→ Ext1(M,A)

i∗→ Ext1(M,B)
p∗→ Ext1(M,C). (∗∗)

�

Theorem 4.16 The sequence (∗∗) is exact for any Λ-module M .

The proof of Theorem 4.16 is step-by-step dual to that of Theorem 4.11. We
leave the details to the reader.

We refer to (∗) as the direct exact sequence and to (∗∗) as the reverse exact se-
quence. They are functorial on ModΛ in a way which, for the sake of precision, we
formalize. Thus let Exact(n) denote the category whose objects are exact sequences
of abelian groups of length n

E = (E1 → E2 → ·· · → En−1 → En)



4.4 The Standard Cohomology Theory of Modules 75

and whose morphisms are commutative diagrams

E
↓
F

=
⎛

⎝

E1 → E2 → ·· · → En−1 → En

↓ ↓ ↓ ↓
F1 → F2 → ·· · → Fn−1 → Fn

⎞

⎠ .

There is a full subcategory Exact0(n) of Exact(n) consisting of objects

E = (E1 → E2 → ·· · → En−1 → En)

in which the first arrow E1 → E2 is injective. We may thus portray the objects
of Exact0(n) as exact sequences (0 → E1 → E2 → ·· · → En−1 → En). Given

an exact sequence of Λ-modules E = (0 → A → B
p→ B → 0) then (∗) gives a

covariant functor Hom(E,−) : ModΛ → Exact0(6)

Hom(E,−) = (

0 → Hom(C,−)
p∗
→ Hom(B,−)

i∗→ · · · p∗
→ Ext1(B,−)

i∗→ Ext1(A,−)
)

whilst (∗∗) gives a contravariant functor Hom(−,E) : ModΛ → Exact0(6)

0 → Hom(−,A)
i∗→ Hom(−,B)

p∗→ Hom(−,C)
∂→ Ext1(−,A)

i∗→ Ext1(−,B)
p∗→ Ext1(−,C).

4.4 The Standard Cohomology Theory of Modules

We begin by recalling briefly, without proofs, the basics of the Eilenberg-Maclane
cohomology theory [13, 68]. Let M be a Λ-module; a resolution of M is an exact
sequence of Λ-homomorphisms

A = (· · · ∂
A
n+1→ An

∂An→ An−1
∂An−1→ ·· · ∂A1→ A0

ε→ M → 0),

abbreviated to A = (A∗ → M). We say that a resolution A is projective (resp. free)
when each Ar is a projective (resp. free) Λ-module. Projective resolutions will be
denoted thus P = (P∗ → M) and free resolutions thus F = (F∗ → M):

Every Λ-module has a free (and hence a projective) resolution. (4.17)

If A = (A∗ → M1), B = (B∗ → M2) are resolutions and f : M1 → M2 is a module
homomorphism then by a morphism of resolutions, ϕ : A → B over f we mean a
collection (ϕr) of Λ-homomorphisms completing a commutative diagram:

A
↓ ϕ

B
=
⎛

⎝

· · · → An → An−1 → ·· · → A0 → M1 → 0
↓ ϕn ↓ ϕn−1 ↓ ϕ0 ↓ ϕ−

· · · → Bn → Bn−1 → ·· · → B0 → M2 → 0

⎞

⎠ .
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Such a morphism over f is also called a lifting of f . Given a Λ-homomorphism
f : M1 → M2, morphisms ϕ,ψ : A → B over f are said to be homotopic over f

(written ϕ �f ψ ) when there exists a collection η = (ηr )r≥0 of Λ-homomorphisms
ηr : Ar → Br+1 such that

(i) ϕ0 − ψ0 = ∂1η0 and (ii) ϕr − ψr = ∂r+1ηr + ηr−1∂r for all r ≥ 1.

Let f : M1 → M2 be a Λ-homomorphism; if B = (B∗ → M2) is a resolution and
P = (P∗ → M1) is a projective resolution, then:

Proposition 4.18 There exists a lifting f̃ : P → B of f ; moreover any two liftings
of f : M1 → M2 are homotopic over f .

If M,N are Λ-modules then choosing a projective resolution P = (P∗ → M) of
M we construct a cochain complex (PN

r , ∂N
r ) thus:

PN
r =

{

HomΛ(Pr,N) for r ≥ 0,

0 for r < 0,

where for r ≥ 0, ∂N
r : PN

r → PN
r+1 is the induced map ∂N

r (α) = α ◦ ∂r . We denote
by H ∗

P (M,N) the cohomology of this cochain complex; that is

Hk
P(M,N) ∼= Ker(Hom(Pk,N)

∂∗
k+1→ Hom(Pk+1,N))

Im(Hom(Pk−1,N)
∂∗
k→ Hom(Pk,N))

for k ≥ 1.

Here H 0
P(M,N) = Ker(Hom(P0,N)

∂∗
1→ Hom(P1,N)) and Hk

P(M,N) = 0 for
k < 0. If Q = (Q∗ → L) is a projective resolution of L, f : M → L is a
homomorphism and f̃ : P → Q is a lifting over f then the induced maps
f N
r : Hom(Qr,N) → Hom(Pr ,N) give rise to homomorphisms in cohomol-

ogy fPQ : Hn
Q(L,N) → Hn

P (M,N) which are independent of the particular
lifting of f . Given a projective resolution R → K and a homomorphism g :
L → K then (g ◦ f )PR : Hn

R(K,N) → Hn
P (M,N) satisfies the transitivity prop-

erty:

(g ◦ f )∗PR = f ∗
PQg∗

QR.

In particular if P, Q are projective resolutions of M and H ∗
P (M,N) (resp.

H ∗
Q(M,N)) is the cohomology computed using P (resp. Q) then there is a transi-

tion homomorphism tPQ = Id∗
PQ : H ∗

Q(M,N) → H ∗
P (M,N). If R is also a projective

resolution of M then

tPR = tPQ ◦ tQR

whilst in the special case where Q = P then tPP = Id : H ∗
P (M,N) → H ∗

P (M,N). It
follows that each transition homomorphism tPQ is an isomorphism and t−1

PQ = tQP.
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In particular:

The isomorphism type of Hn
P (M,N) is independent of P. (4.19)

Moreover:

There is a natural equivalence of functors �P : Hom(−,N)
�−→ H 0

P(−,N). (4.20)

We may eliminate the subscript P from Hn
P by making, for each module M , a spe-

cific choice of projective resolution P(M) for M . We then write

H ∗(M,N) = H ∗
P(M)(M,N).

Moreover, if f : L → M is a homomorphism we write

f ∗ = f ∗
P(M)P(L) : Hn(M,N) → Hn(L,N).

In the special case of a projective module P , as a projective resolution of
P we may take (· · · → 0 → 0 → P

ε→ P → 0) where ε = IdP . It follows
that:

If P is projective, then for any n ≥ 1, Hn(P,C) = 0 for any module C. (4.21)

4.5 The Cohomological Interpretation of Ext1

We first give a model for the cohomology group H 1(M,N) which confers cer-
tain advantages at the cost of a slight degree of unconventionality. By a projective

0-complex over Λ we mean a short exact sequence P = (0 → K
i→ P

p→ M → 0)
where P is projective. Given such a projective 0-complex we define

H 1
P (M,N) = Hom(K,N)

Im(Hom(P,N)
i∗→ (Hom(K,N))

.

We first show that this construction is functorial on morphisms of projective
0-complexes. Specifically, given a morphism of projective 0-complexes

P
↓ ϕ

Q
=
⎛

⎜

⎝

0 → K
i→ P

ε→ M → 0
↓ ϕ+ ↓ ϕ0 ↓ ϕ−

0 → K ′ j→ Q
η→ M ′ → 0

⎞

⎟

⎠

we construct an induced morphism ϕ∗ : H 1
Q(M ′,N) → H 1

P (M,N). To do this ob-
serve that the induced map

(ϕ+)∗ : Hom(K ′,N) → Hom(K,N)
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has the property that Im(Hom(Q,N)
j∗
→ (Hom(K ′,N)) ⊂ Im(Hom(P,N)

i∗→
(Hom(K,N)) since if α = j∗(β) for β ∈ Hom(Q,N) then ϕ∗+(α) = ϕ∗+j∗(β) =
i∗ϕ∗

0 (β). We define

ϕ∗ : H 1
Q(M ′,N) → H 1

P (M,N)

to be the homomorphism induced from ϕ∗+ : Hom(K ′,N) → Hom(K,N). It is
straightforward to check that this construction is functorial on morphisms of pro-
jective 0-complexes; that is, if ϕ : P → Q, ψ :Q → R are morphisms as follows:

P
↓ ϕ

Q
↓ ψ

R

=

⎛

⎜

⎜

⎜

⎜

⎝

0 → K → P → M → 0
↓ ϕ+ ↓ ϕ0 ↓ ϕ−

0 → K ′ → Q → M ′ → 0
↓ ψ+ ↓ ψ0 ↓ ψ−

0 → K ′′ → R → M ′′ → 0

⎞

⎟

⎟

⎟

⎟

⎠

then (ψϕ)∗ = ϕ∗ψ∗. Next we show that ϕ∗ depends only upon ϕ−.

Proposition 4.22 If ϕ :P →Q has the property that ϕ0 = 0 then ϕ∗ = 0.

Proof We have a commutative diagram

0 → K
i→ P

ε→ M → 0
↓ ϕ+ ↓ ϕ0 ↓ 0

0 → K ′ j→ Q
η→ M ′ → 0

from which it is clear that Im(ϕ0) ⊂ Ker(η) = Im(j). Put ϕ̃ = j−1ϕ0 : P → K ′ so
that the following diagram commutes:

�

�

 


									�

K P

K ′ Q

i

j

ϕ+ ϕ0

As ϕ∗+(β) = i∗(βϕ̃) ∈ Im (Hom(P,N) → Hom(K,N)) for β ∈ Hom(K ′,N) it fol-
lows that ϕ∗ = 0. �

Corollary 4.23 If ϕ1, ϕ2 :P → Q satisfy (ϕ1)− = (ϕ2)− then (ϕ1)
∗ = (ϕ2)

∗.

Proof For then (ϕ1 − ϕ2)− = 0 so that (ϕ1 − ϕ2)
∗ = 0 and so ϕ∗

1 = ϕ∗
2 . �

We can now liberate this construction from global dependence upon the cate-
gory of projective 0-complexes, at least in part; suppose that P , Q are projective
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0-complexes

P = (0 → K
i→ P

ε→ M → 0),

Q = (0 → K ′ j→ Q
η→ M ′ → 0)

and that f : M → M ′ is a Λ-homomorphism. By the universal property of projective
we may construct a lifting f̂ of f thus:

P
↓ f̂

Q
=
⎛

⎜

⎝

0 → K
i→ P

ε→ M → 0
↓ f+ ↓ f0 ↓ f

0 → K ′ j→ Q
η→ M ′ → 0

⎞

⎟

⎠
.

We may then define f ∗
PQ : H 1

Q(M ′,N) → H 1
P (M,N) by f ∗

PQ = (f̂ )∗. This is

meaningful since if f̃ is another lifting of f then (f̂ − f̃ )+ = 0 and so (f̃ )∗ = (f̂ )∗.
The construction f 
→ fPQ is functorial in the following sense; suppose that P ,

Q, R are projective 0-complexes

P = (0 → K → P → M → 0),

Q = (0 → K ′ → Q → M ′ → 0),

R = (0 → K ′′ → R → M ′′ → 0)

and g : M → M ′, f : M ′ → M ′′ are Λ-homomorphisms ; then

(f ◦ g)∗PR = g∗
PQf ∗

QR.

We note that the suffices P , Q are analogous to the roles of bases in the change of
basis formula in linear algebra. There is a particular special case one should con-
sider, namely the effect of lifting the identity; in the case of projective 0-complexes
over the same module M thus

P = (0 → K → P → M → 0),

P ′ = (0 → K ′ → P ′ → M → 0)

we will write τP ′P = (IdM)∗P ′P . Although this notation consciously suppresses the
module M it should cause no confusion. We obtain the general transformation rule.

f ∗
P ′Q′ = τP ′Pf ∗

PQτQQ′ .

We proceed by showing that the model we have just given for H 1 is isomorphic to
the standard model. Specifically, we will show:

Proposition 4.24 If P = (0 → K → P → M → 0) is a projective 0-complex and
Q = (· · · → Qn → Qn−1 → ·· · → Q0 → M → 0) is a projective resolution then
there exists an isomorphism �QP : H 1

P (M,N) → H 1
Q(M,N) which is natural in the

sense that the following diagrams commute:
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�

�

 


H 1
Q(M,N) H 1

Q(M,N)

H 1
P (M,N) H 1

P(M,N)

�QQ

�PP

τPQ tPQ

Proof Let P = (0 → K
i→ P

ε→ M → 0) be a projective 0-complex. Then we may
extend P to a projective resolution

P = (· · · → Pn
∂n→ Pn−1

∂n−1→ ·· · ∂3→ P2
∂2→ P1

∂1→ P0
ε→ M → 0)

in which P0 = P and, on factorising ∂r+1 : Pr+1 → Pr as

�

�
�

��� �
�

���

Pr+1 Pr

Kr+1

∂r+1

πr+1 ir+1

with πr+1 surjective and ir+1 injective, in which K1 = K and i1 = i. In particular,
we have a pair of short exact sequences

0 → K1
i1→ P0

ε→ M → 0,

0 → K2
i2→ P1

π1→ K1 → 0.

From the exact sequence 0 → Hom(Kn,N)
πN
n→ Hom(Pn,N)

iNn→ ·· · we see that πN
r

is injective for r = 1,2. Now we have a diagram in which the row is exact and the
triangle commutes:

� � �




�
�

���

0 Hom(K1,N) Hom(P1,N) Hom(K2,N)

Hom(P2,N)

πN
1 iN2

∂N2 πN
2

Since πN
2 is injective and ∂N

2 = πN
2 ◦ iN2 then Ker(∂N

2 ) = Ker(iN2 ) so that, by exact-
ness πN

1 : Hom(K1,N) → Ker(∂N
2 ) is an isomorphism. Since πN

1 : Hom(K1,N) →
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Hom(P1,N) is injective it follows that πN
1 induces an isomorphism

πN
1 : Hom(K1,N)

Im(Hom(P0,N)
iN1→ Hom(K,N))

−→ Im(Hom(K1,N)
πN

1→ Hom(P1,N))

Im(Hom(P0,N)
πN

1 iN1→ Hom(P1,N))

.

As above Ker(∂N
2 ) = Im(Hom(K1,N)

πN
1→ Hom(P1,N)) and ∂N

1 = πN
1 iN1 so that

πN
1 induces an isomorphism, denoted by �PP , thus

�PP = πN
1 : Hom(K1,N)

Im(Hom(P0,N)
iN1→ Hom(K,N))

−→ Ker(∂N
2 )

Im(∂N
1 )

.

However

H 1
P (M,N) = Hom(K1,N)

Im(Hom(P0,N)
iN1→ Hom(K,N))

and H 1
P(M,N) = Ker(∂N

2 )

Im(∂N
1 )

so that �PP gives an isomorphism �PP : H 1
P (M,N) −→ H 1

P(M,N). In general if Q
is an arbitrary projective resolution of M we define

�QP = tQP�PP : H 1
P (M,N) → H 1

Q(M,N),

where P is a projective resolution of M extending P . That this is independent of
P can be seen easily from the fact that if P′ is also a projective resolution of M

extending P then the following diagram commutes:

						





�������

H 1
P (M,N)

H 1
P′(M,N)

H 1
P(M,N)

�PP

�P′P

�PP′

This completes the proof. �

Let P = (0 → K → P → M → 0) be a projective 0-complex. Given a
Λ-module N and a homomorphism f : K → N we may form the pushout sequence
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thus:

P
↓ νf

f∗(P)

=
⎛

⎜

⎝

0 → K
i→ P

ε→ M → 0
↓ f ↓ � ↓ Id

0 → N → lim−→(f, i) → M → 0

⎞

⎟

⎠
.

It follows that we have a group homomorphism νP : Hom(K,N) → Ext1(M,N)

given by νP (f ) = f∗(P). If α ∈ Ext1(M,N) is represented by the extension

α = (0 → N → A → M → 0)

then from the universal property of projectives there is a morphism of extensions
lifting the identity of M thus:

P
↓ g

α

=
⎛

⎜

⎝

0 → K
i→ P

ε→ M → 0
↓ g+ ↓ g0 ↓ Id

0 → N → A → M → 0

⎞

⎟

⎠
.

It follows by general nonsense that (g+)∗(P) ≡ α so that:

Proposition 4.25 νP : Hom(K,N) → Ext1(M,N) is surjective.

Proposition 4.26 Ker(νP ) = Im(Hom(P,N)
i∗→ Hom(K,N)).

Proof Given a pushout morphism

P
↓

f∗(P)

=
⎛

⎜

⎝

0 → K
i→ P

ε→ M → 0
↓ f ↓ � ↓ Id

0 → N
j→ lim−→(f, i)

η→ M → 0

⎞

⎟

⎠

we see that f∗(P) ≡ 0 if and only if f∗(P) splits. By (4.1), Proposition 4.2 there
exists a homomorphism f̂ : P → N making the following diagram commute;

�

�

 


								�

K P

N lim−→(f, i)

i

j

f f̂ �

equivalently, f = i∗(f̂ ) or alternatively f ∈ Im(Hom(P,N)
i∗→ Hom(K,N)). �

As

H 1
P (M,N) = Hom(K,N)

Im(Hom(P,N)
i∗→ Hom(K,N))
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then denoting the map induced by νP by the same symbol we see that:

Proposition 4.27 νP induces an isomorphism νP : H 1
P (M,N)

�−→ Ext1(M,N).

This construction is compatible with the transition isomorphisms constructed
above in the sense that the following diagram commutes:

�

�
�

��

�
�

��

H 1
Q(M,N) H 1

P (M,N)

Ext1(M,N)

τPQ

νQ νP

4.6 The Exact Sequences in Cohomology

Let E = (0 → A
i→ B

p→ C → 0) be an exact sequence of Λ-modules. If P is a
projective module it is straightforward to see that the induced sequence

0 → Hom(P,A)
i∗→ Hom(P,B)

p∗→ Hom(P,C) → 0

is exact. More generally,

If P∗ → M is a projective resolution of M then the sequence of cochain complexes

0 → Hom(P∗,A)
i∗→ Hom(P∗,B)

p∗→ Hom(P∗,C) → 0 is exact. (4.28)

Applying the cohomology functor to (4.28) gives a long exact sequence in coho-
mology

· · · → Hn−1(M,C)
∂→ Hn(M,A)

i∗→ Hn(M,B)
p∗→ Hn(M,C)

∂→ Hn+1(M,A) → ·· ·

in which the terms Hr(−,N) are zero for r < 0. In view of the natural equivalence
H 0(M,−) ∼= Hom(M,−) the initial portion of the sequence can be written:

0 → Hom(M,A)
i∗→ Hom(M,B)

p∗→ Hom(M,C)
∂→ H 1(M,A)

i∗→ H 1(M,B)
p∗→ H 1(M,C) → ·· ·

The above is the direct exact sequence; in addition, there is a reverse exact sequence
as we now proceed to establish. Thus suppose given a commutative diagram of
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Λ-modules and homomorphisms

0 → X
j→ Y

π→ Z → 0
↓ εA ↓ εB ↓ εC

0 → A
i→ B

p→ C → 0

(4.29)

in which both rows are exact and εA, εB , εC are all surjective. It then follows that:

Lemma 4.30

(i) j (Ker(εA) ⊂ Ker(εB);
(ii) π(Ker(εB) ⊂ Ker(εC) and

(iii) the sequence 0 → Ker(εA)
j→ Ker(εB)

π→ Ker(εC) → 0 is exact.

Proof (i) and (ii) are clear. Moreover, in (iii) j : Ker(εA) → Ker(εB) is injective
since it is the restriction of the injective mapping j : X → Y , and since π ◦ j = 0
then evidently

Im(j : Ker(εA) → Ker(εB)) ⊂ Ker(π : Ker(εB) → Ker(εC)).

It suffices to prove:

(a) if y ∈ Ker(εB) satisfies π(y) = 0 then there exists x ∈ Ker(εA) such that
j (x) = y.

(b) if z ∈ Ker(εC) then there exists y ∈ Ker(εB) such that π(y) = z.

(a) Let y ∈ Ker(εB) satisfy π(y) = 0. Choose x ∈ X such that j (x) = y. Then
iεA(x) = εBj (x) = εB(y) = 0. However i is injective so that εA(x) = 0. As required
there exists x ∈ Ker(εA) such that j (x) = y.

(b) Let z ∈ Ker(εC) and choose y1 ∈ Y such that π(y1) = z. Then

pεB(y1) = εCπ(y1) = εC(z) = 0,

so that εB(y1) ∈ Ker(p) = Im(i). Now choose a ∈ A such that i(a) = εB(y1), and
choose x ∈ X such that εA(x) = a. Then εBj (x) = iεA(x) = εB(y1). Put y = y1 −
j (x). Then y ∈ Ker(εB) and π(y) = π(y1) − πj (x) = π(y1) = z. �

Lemma 4.31 Let 0 → A
i→ B

p→ C → 0 be an exact sequence of Λ-modules and
homomorphisms, and let εA : P → A and εC : Q → C be surjective homomor-
phisms in which P , Q are projective. Then there exists a surjective homomorphism
εB : P ⊕ Q → B making the following diagram commute

0 → P
j→ P ⊕ Q

π→ Q → 0
↓ εA ↓ εB ↓ εC

0 → A
i→ B

p→ C → 0

where j (x) = (x,0) and π(x, y) = y.
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Proof Since p : B → C is surjective and Q is projective then there exists a homo-
morphism ε̃C : Q → B making the following diagram commute.

�



�
�

�
�

��

B

Q

C

εCε̃C

p

Put εB = (iεA, ε̃C) : P ⊕ Q → B . It is easy to check that the diagram

0 → P
j→ P ⊕ Q

π→ Q → 0
↓ εA ↓ εB ↓ εC

0 → A
i→ B

p→ C → 0

commutes. To see that εB is surjective, let b ∈ B and choose z ∈ Q such that εC(z) =
p(b). Then b − ε̃C(z) ∈ Ker(p) = Im(i). Choose a ∈ A such that i(a) = b − ε̃C(z)

and choose x ∈ P such that εA(x) = a. Then εB(x, z) = b and εB is surjective. �

Theorem 4.32 Let E = (0 → A
i→ B

p→ C → 0) be an exact sequence of Λ-
modules and let P∗ → A and R∗ → C be projective resolutions. Then there is a
projective resolution Q∗ → B and exact sequence of chain complexes 0 → P∗ →
Q∗ → R∗ → 0 covering E .

Proof Let (P∗ → A) and (R∗ → C) be projective resolutions. For each n write

DA
n = Im(∂A

n )(= Ker(∂A
n−1) ⊂ Pn−1)

and consider the canonical factorization of ∂A
n through its image

�

�
�

��� �
�

���

Pn Pn−1

DA
n

∂An

εAn ηAn

where ηA
n is inclusion and εAn (x) = ∂A

n (x). Likewise there is a canonical factoriza-
tion of ∂C

n . When convenient we will suppress the symbols ηA
n , ηC

n denoting inclu-
sions, and for inductive purposes it is convenient to write DA

0 = A and εA−1 = εA,
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and likewise DC
0 = C and εC−1 = εC . We shall consider commutative diagrams Dr

of the form

Dr =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

0 0 0
↓ ↓ ↓

0 −→ DA
r

ir−→ DB
r

pr−→ DC
r −→ 0

↓ ηAr ↓ ηBr ↓ ηCr

0 −→ Pr
jr−→ Pr ⊕ Rr

πr−→ Rr −→ 0
↓ εAr−1 ↓ εBr−1 ↓ εCr−1

0 −→ DA
r−1

ir−1−→ DB
r−1

pr−1−→ DC
r−1 −→ 0

↓ ↓ ↓
0 0 0

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

in which rows and columns are exact, where jr (x) = (x,0) and πr(x, y) = y, and
where ηA

r , ηB
r , ηC

r , are set-theoretic inclusions, so that, in particular, ir is the restric-
tion of jr and pr is the restriction of πr .

We argue by induction; the inductive base will be to construct D1; the inductive
step will be to construct Dn from Dn−1. It is more convenient to treat the inductive
step first. Suppose Dn−1 is constructed. From it we may extract the top row

En−1 = (0 −→ DA
n−1

in−1−→ DB
n−1

pn−1−→ DC
n−1 −→ 0)

and in addition we have surjective homomorphisms εAn : Pn → DA
n−1 and εCn : Rn →

DC
n−1 where Pn, Rn are projective. We may therefore apply Lemma 4.31 to obtain

a commutative diagram

Dn =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

0 0 0
↓ ↓ ↓

0 −→ DA
n

in−→ DB
n

pn−→ DC
n −→ 0

↓ ηAn ↓ ηBn ↓ ηCn

0 −→ Pn
jn−→ Pn ⊕ Rn

πn−→ Rn −→ 0
↓ εAn−1 ↓ εBn−1 ↓ εCn−1

0 −→ DA
n−1

in−1−→ DB
n−1

pn−1−→ DC
n−1 −→ 0

↓ ↓ ↓
0 0 0

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

,

where εBn : Pn ⊕ Rn → DB
n−1 is surjective, DB

n = Ker(εBn ) and where ηB
n is the in-

clusion of DB
n in Pn ⊕Rn. Thus all columns are exact. Also 0 −→ DA

n

in−→ DB
n

pn−→
DC

n −→ 0 is exact by (4.29) so that Dn is a commutative diagram of the required
type.

With only a slight modification the same argument now establishes the induction

base, starting with the exact sequence E0 = (0 −→ A
i−→ B

p−→ C −→ 0) (corre-
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sponding to n = 1) described for purposes of formal agreement as

E0 = (0 −→ DA
0

i0−→ DB
0

p0−→ DC
0 −→ 0).

We now put Qn = Pn ⊕ Rn and define ∂B
n : Qn → Qn−1 by ∂B

n = ηB
n ◦ εBn . Then it

is straightforward to check that

Q∗ → B = (· · · → Qn

∂Bn→ Qn−1 → ·· · → Q1
∂B1→ Q0

εB→ A → 0)

is a projective resolution of B . Moreover, the infinite commutative diagram in (4.33)
below gives an exact sequence of projective resolutions 0 → P∗ → Q∗ → R∗ → 0
covering the initial exact sequence 0 → A → B → C → 0. �

In the construction below at each level Qn = Pn ⊕Rn. However, in general ∂B
n �=

∂A
n ⊕ ∂C

N .

...
...

...

0 −→ Pn
jn−→ Qn

πn−→ Rn −→ 0
↓ ∂An ↓ ∂Bn ↓ ∂Cn

0 −→ Pn−1
jn−1−→ Qn−1

πn−1−→ Rn−1 −→ 0
↓ ∂An−1 ↓ ∂Bn−1 ↓ ∂Cn−1
...

...
...

↓ ∂A1 ↓ ∂B1 ↓ ∂C1

0 −→ P0
j0−→ Q0

π0−→ R0 −→ 0
↓ εA ↓ εB ↓ εC

0 −→ A
i−→ B

p−→ C −→ 0
↓ ↓ ↓
0 0 0

(4.33)

Applying the cohomology functor we get. as promised, a long reverse exact se-
quence

· · · i∗→ Hn−1(A,N)
δ→ Hn(C,N)

p∗
→ Hn(B,N)

i∗→ Hn(A,N)

δ→ Hn+1(C,N)
p∗
→ · · ·

Here Hr(−,N) = 0 for r < 0; in view of the natural equivalence H 0(M,−) ∼=
Hom(M,−) the initial portion of the sequence can be written:

0 → Hom(C,N)
p∗
→ Hom(B,N)

i∗→ Hom(A,N)
δ→ H 1(C,N)

p∗
→ H 1(B,N)

i∗→ H 1(A,N) → ·· ·
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Up to this point we have preserved the notational distinction between cohomology
H 1(−,−) and the group of extensions Ext1(−,−). In the light of Proposition 4.27 it
will frequently seem pedantic to maintain the distinction. Furthermore (and without
any explicit appeal to Yoneda’s cohomological interpretation of higher extensions
[101]) we shall, as and when seems appropriate, adopt the standard convention of
writing

Extn(M,N) = Hn(M,N).



Chapter 5
The Derived Module Category

Linear algebra over a field is rendered tractable by the fact that every module over
a field is free; that is, has a spanning set of linearly independent vectors. Over more
general rings, when a module M is not free we make a first approximation to its
being free by taking a surjective homomorphism ϕ : F → M where F is free. The
kernel Ker(ϕ) may then be regarded as the ‘first derivative’ module of M . These
considerations may be made precise by working in the ‘derived module category’,
the quotient of the category of Λ-modules obtained by quotienting out by mor-
phisms which factorize through a projective. The invariants of this first derivative
lead to a nonstandard definition of module cohomology.

5.1 The Derived Module Category

If f : M → N is a morphism in ModΛ we say that f factors through a projective
module, written ‘f ≈ 0’, when f can be written as a composite f = ξ ◦ η thus

�

�
��� �

���

M N

P

f

η ξ

where P ∈ ModΛ is a projective module and η : M → P and ξ : P → N are
Λ-homomorphisms. As projective modules are direct summands of free modules
the condition ‘f ≈ 0’ is evidently equivalent to the requirement that f : M → N

factors through a free module. We define

〈M,N〉 = {f ∈ HomΛ(M,N) : f ≈ 0}.
On taking either ξ or η to be zero we see that 0 ∈ 〈M,N〉. Moreover, if
f,g : M → N are Λ-homomorphisms and f = α ◦ β , g = γ ◦ δ are factorizations

F.E.A. Johnson, Syzygies and Homotopy Theory, Algebra and Applications 17,
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through the projectives P , Q respectively; then

f − g = (α, γ )

(

β

−δ

)

is a factorization of f − g through the projective P ⊕ Q. It follows that:

〈M,N〉 is an additive subgroup of HomΛ(M,N). (5.1)

We extend ≈ to a binary relation on HomΛ(M,N) by means of

f ≈ g ⇐⇒ f − g ≈ 0.

So extended, ≈ is an equivalence relation compatible with composition; that is given
Λ-homomorphisms f,f ′ : M0 → M1, g,g′ : M1 → M2 then:

f ≈ f ′ and g ≈ g′ =⇒ g ◦ f ≈ g′ ◦ f ′. (5.2)

We obtain the derived module category Der = Der(Λ), whose objects are right
Λ-modules, and in which, for any two objects M,N , the set of morphisms
HomDer(M,N) is given by

HomDer(M,N) = HomΛ(M,N)/〈M,N〉.
Since 〈M,N〉 is a subgroup of HomΛ(M,N), it follows that:

HomDer(M,N) has the natural structure of an abelian group. (5.3)

We extend these considerations to the functor Ext1; suppose that f,g : M1 → M2
are Λ-homomorphisms such that f ≈ g and let

�

�
��� �

���

M1 M2

Q

f−g

α β

be a factorization of f − g through a projective Q. Then application of Ext1(−,N)

yields a factorization

�

�
��� �

���

Ext1(M2,N) Ext1(M1,N)

Ext1(Q,N)

f ∗−g∗

β∗ α∗

of (f −g)∗ = f ∗ −g∗ through Ext1(Q,N). As Q is projective then Ext1(Q,N) = 0
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by (4.9); thus if f ≈ g then f ∗ = g∗ : Ext1(M2,N) → Ext1(M1,N); that is:

For any Λ-module N , the correspondence M 
→ Ext1(M,N) defines

a contravariant functor Ext1(−,N) :Der → Ab. (5.4)

We obtain a useful characterization of projective modules.

Proposition 5.5 For any module Q over Λ the following are equivalent:

(i) Q is projective.
(ii) HomDer(Q,N) = 0 for all Λ-modules N .

(iii) HomDer(N,Q) = 0 for all Λ-modules N .
(iv) HomDer(Q,Q) = 0.
(v) Ext1(Q,N) = 0 for all Λ-modules N .

(vi) H 1(Q,N) = 0 for all Λ-modules N .

Proof The implications (i) =⇒ (ii) =⇒ (iv) and (i) =⇒ (iii) =⇒ (iv) are clear. To
see that (iv) =⇒ (ii), suppose that HomDer(Q,Q) = 0; then IdQ ≈ 0. However any
Λ-homomorphism α : Q → N can be written as α = α ◦ IdQ so that α ≈ 0, by (5.2).
Thus HomDer(Q,N) = 0 as required; moreover the proof that (iv) =⇒ (iii) follows
similarly, on factorizing β : N → Q in the form β = IdQ ◦ β .

To show that (ii) =⇒ (i), suppose that HomDer(Q,N) = 0 for all Λ-modules N ,
let α : Q → N be a Λ-homomorphism and let p : M → N be a surjective
Λ-homomorphism. To show that Q is projective it suffices to show there exists
a Λ-homomorphism α̂ : Q → M making the following commute:

�



�
�

�
��

Q

M N

αα̂

p

However, since by hypothesis HomDer(Q,N) = 0 then α factors through a projec-
tive P :




�
�

��

�
�
��

Q

N

η

ξ

αP

As p is surjective, there exists a homomorphism ̂ξ : P → M such that ξ = p ◦̂ξ
making the following diagram commute:
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�



�
�

��

�
�
��

�
�

��
M

Q

N

η

ξ̂ξ

αP

p

Hence taking α̂ =̂ξ ◦ η we see that p ◦ α̂ = α as required, and this establishes the
equivalences (i) ⇐⇒ (ii) ⇐⇒ (iii) ⇐⇒ (iv). The implication (i) =⇒ (v) simply re-
states (4.9) so to complete the proof it suffices to show that (v) =⇒ (i). Let Q be a
Λ-module and let p : F → Q be a surjective homomorphism from a free module F .
Putting K = Ker(p), from the exact sequence

0 → K
j→ F

p→ Q → 0

then from Sect. 2.1 we obtain the exact sequence

0 → HomΛ(Q,K)
p∗
→ HomΛ(F,K)

j∗
→ HomΛ(K,K)

δ→ Ext1(Q,K).

Under the hypothesis of (v) for Q, we have Ext1(Q,K) = 0 so that the above exact

sequence reduces to 0 → HomΛ(Q,K)
p∗
→ HomΛ(F,K)

j∗
→ HomΛ(K,K) → 0. In

particular, j∗ : HomΛ(F,K) → HomΛ(K,K) is surjective. Choosing a homomor-
phism r : F → K such that r ◦ j = j∗(r) = IdK , r is then a left splitting of the
sequence

0 → K
j→ F

p→ Q → 0.

Thus F ∼= K ⊕ Q, and hence Q, being a direct summand of the free module F , is
projective. This proves (v) =⇒ (i). The equivalence of (v) and (vi) follows from the
cohomological interpretation of Ext1 so completing the proof. �

Suppose that E : ModΛ → Ab is an additive functor. We say that E descends to
Der(Λ) when there is a functor E : Der(Λ) → Ab making the following diagram
commute

�

�
�

��� �
�

���

ModΛ Ab

Der(Λ)

E

[ ] E

(5.4) may be extended to give:
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Let E : ModΛ → Ab be an additive functor; then

E descends to Der(Λ) ⇐⇒ E(Q) = 0 for any projective module Q. (5.6)

The functor E may be either covariant or contravariant. By Proposition 5.5
Hn(Q,N) = 0 for any projective module Q, so that:

Proposition 5.7 Hn(−,N) descends to Der(Λ) for each n ≥ 1.

Let M , P be Λ-modules with inclusion iM : M → M ⊕ P and projection
πM : M ⊕ P → M ; if P is projective then iM ◦ πM ≈ IdM by means of the fac-
torization:

�

�
��� �

���

M ⊕ P M ⊕ P

P

Id−iM◦πM

πP iP

As πM ◦ iM = IdM it follows that:

Proposition 5.8 Let M , P be Λ-modules with P projective and let iM : M →
M ⊕ P and πM : M ⊕ P → M denote respectively the canonical inclusions and
projections. Then iM and πM are mutually inverse isomorphisms in Der.

This gives a criterion for deciding when Λ-modules become isomorphic in Der:

Theorem 5.9 Let M1, M2 be modules over Λ; then

M1 ∼=Der M2 ⇐⇒ M1 ⊕ P1 ∼=Λ M2 ⊕ P2 for some projectives P1,P2.

Proof The implication (⇐=) is an easy deduction from Proposition 5.8. To show
(=⇒), suppose f : M1 → M2 is a Λ homomorphism which defines an isomorphism
in Der. Then by Proposition 5.7,

f ∗ : Hk(M2,N)
�−→ Hk(M1,N)

is an isomorphism for all k ≥ 1. Let η : F → M2 be a surjective Λ-homomorphism
where F is a free module over Λ and let p : M1 ⊕ F → M2 be the Λ-homo-
morphism p(x, y) = f (x) + η(y). Since both i and f are isomorphisms in Der it
follows from the factorization
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�
�

��� �
�

����M1

M1 ⊕ F

M2

f

i p

that p is also an isomorphism in Der. Put K = Ker(p). Applying Hk(−,K) to

the exact sequence 0 → K
i→ M1 ⊕ F

p→ M2 → 0 we get an exact sequence in
cohomology

0 → HomΛ(M2,K)
p∗
→ HomΛ(M1 ⊕ F,K)

i∗→ HomΛ(K,K)
δ∗→ H 1(M2,K)

p∗
→ H 1(M1 ⊕ F,K).

Since p is an isomorphism in Der, p∗ : H 1(M2,K) → H 1(M1 ⊕ F,K) is an iso-
morphism and the above exact sequence reduces to

0 → HomΛ(M2,K)
p∗
→ HomΛ(M1 ⊕ F,K)

i∗→ HomΛ(K,K) → 0.

Choosing r : M1 ⊕ F → K such that i∗(r) = IdK we see that r ◦ i = IdM . In par-

ticular, r splits the sequence 0 → K
i→ M1 ⊕ F

p→ M2 → 0 on the left, so that
M1 ⊕ F ∼=Λ M2 ⊕ K . Now F is projective since it is free. To establish the conclu-
sion as stated it remains to show that K is projective.

Since p is an isomorphism in Der then p∗ : Hk(M2,N) → Hk(M1 ⊕ F,N) is
an isomorphism for all k ≥ 1 and any coefficient module N . Appealing to this in the
following portion of the long exact sequence

H 1(M2,N)
p∗
→ H 1(M1 ⊕ F,N)

i∗→ H 1(K,N)
δ∗→ H 2(M2,N)

p∗
→ H 2(M1 ⊕ F,N)

we see easily that H 1(K,N) = 0 for all Λ-modules N . Thus K is projective by
Proposition 5.5, and this completes the proof. �

5.2 Coprojectives and De-stabilization

We first recall.

Proposition 5.10 (Schanuel’s Lemma) For r = 1,2 let (0 → Dr
ir→ Pr

fr→ M → 0
be short exact sequences of Λ-modules in which P1 and P2 are projective; then

D1 ⊕ P2 ∼= D2 ⊕ P1.

Proof Form the fibre product Q = P1 ×
f1,f2

P2 = {(x, y) ∈ P1 ×P2 : f1(x) = f2(y)}.
There is a short exact sequence 0 → D2 → Q

π1→ P1 → 0 where π1(x, y) = x.
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The sequence splits as P1 is projective, so that Q ∼= D2 ⊕ P1. Likewise, as P2 is

projective, the short exact sequence 0 → D1 → Q
π2→ P2 → 0 with π2(x, y) = y

also splits, and Q ∼= D1 ⊕ P2. Now D1 ⊕ P1 ∼= Q ∼= D2 ⊕ P1 as claimed. �

There is a dual form of Schanuel’s Lemma which holds in restricted circum-
stances. To analyse the restriction condition, we first observe that Baer extension
theory [5, 68] may be formulated within an arbitrary Abelian category D [74]. Then
the dual category D∗ obtained by formally reversing the directions of arrows is also
an Abelian category; one has the obvious identity

Ext1D(N,M) = Ext1D∗(M,N),

and every theorem in D has a corresponding dual in D∗. In the abelian category
ModΛ, Schanuel’s Lemma may be traced back to the fact that Ext1(Λ,N) = 0.
It follows that if one wants the dual form of Schanuel’s Lemma to hold in ModΛ

(rather than in the formal dual to ModΛ) then the dual condition Ext1(N,Λ) = 0
becomes significant.

To formulate the dual version of Schanuel’s Lemma efficiently, we first consider
a pair of exact sequences in ModΛ

E = (0 → K
i→ P

p→ M → 0); F = (0 → K
j→ Q

q→ N → 0)

in which P and Q are projective and form the pushout square

�

�

 


K Q

P lim−→(i, j)

j

ηP

i ηQ

where lim−→(i, j) = (P ⊕ Q)/ Im(i × −j). Taking the canonical inclusions and pro-
jections

iP : P → P ⊕ Q; iP (x) = (x,0);
iQ : Q → P ⊕ Q; iQ(y) = (0, y);
πP : P ⊕ Q → P ; πP (x, y) = x;
πQ : P ⊕ Q → Q; πQ(x, y) = y

then put ηP = μ ◦ iP ;ηQ = μ ◦ iQ where μ : P ⊕Q → (P ⊕Q)/ Im(i ×−j) is the
identification map. Then there are internal direct sum decompositions

P ⊕ Im(j) = Im(iP )
·+ Im(i × −j), (5.11)

Im(i) ⊕ Q = Im(iQ)
·+ Im(i × −j). (5.12)
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Note that p ◦ πP : P ⊕ Q → M vanishes on Im(i × −j) and so induces a homo-
morphism

ξP : lim−→(i, j) → M; ξP ([x, y]) = p(x).

Similarly q ◦πQ : P ⊕Q → N vanishes on Im(i ×−j) and so induces a homomor-
phism

ξQ : lim−→(i, j) → N; ξQ([x, y]) = q(y).

From the internal direct sum decompositions (5.11), (5.12) we obtain exact se-
quences

0 → Q
ηQ→ lim−→(i, j)

ξP→ M → 0, (5.13)

0 → P
ηP→ lim−→(i, j)

ξQ→ N → 0. (5.14)

We obtain the following (weak) dual form of Schanuel’s Lemma:

Theorem 5.15 Let E = (0 → K
i→ P

p→ M → 0);F = (0 → K
j→ Q

q→ N → 0)
be projective 0-complexes in ModΛ. If Ext1(M,Q) = Ext1(N,P ) = 0 then

M ⊕ Q ∼= N ⊕ P.

Proof Since Ext1(M,Q) = 0 then (5.13) above splits giving an isomorphism

lim−→(i, j) ∼= M ⊕ Q.

Similarly, since Ext1(N,P ) = 0 then (5.14) splits showing also that

lim−→(i, j) ∼= N ⊕ P

from which the result is obvious. �

We turn the hypotheses of Theorem 5.15 into a definition; we say that a
Λ-module M is coprojective when Ext1(M,Q) = 0 for any projective module Q.
We first note:

Proposition 5.16 The following conditions upon a module M are equivalent:

(i) M is coprojective;
(ii) Ext1(M,Λ) = 0;

(iii) H 1(M,Q) = 0 for any projective module Q;
(iv) H 1(M,Λ) = 0.

Proof The equivalences between (i) and (iii) and (ii) and (iv) follow from Proposi-
tion 4.27. The implication (i) =⇒ (ii) is trivial. To prove (ii) =⇒ (i) suppose that
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Ext1(M,Λ) = 0. If F is a free module, F ∼=⊕

i Λi with Λi
∼= Λ for each i, it fol-

lows from the additivity properties of Ext1 that Ext1(M,F) ∼=⊕

i Ext1(M,Λi) ∼= 0.
By representing Q as a direct summand Q ⊕ Q′ ∼= F we see that Ext1(M,Q) ⊕
Ext1(M,Q′) ∼= Ext1(M,F) = 0 and so also Ext1(M,Q) ∼= 0. �

The following de-stabilization result is essential at a number of points:

Proposition 5.17 Let 0 → J ⊕ Q0
j→ Q1 → M → 0 be an exact sequence of

Λ-modules in which Q0, Q1 are projective; if M is coprojective then Q1/j (Q0)

is projective.

Proof Let i : J → J ⊕ Q0 be the inclusion, i(x) = (x,0), and let π : J ⊕ Q0 → J

be the projection π(x, y) = x. Put L = lim−→(i ◦ π, j); then we have a commutative
diagram

E
↓ ν(α)

(i ◦ π)∗(E)
=
⎛

⎜

⎝

0 → J ⊕ Q0
j→ Q1 → M → 0

↓ i◦π ↓ ν ↓ Id

0 → J ⊕ Q0 → L → M → 0

⎞

⎟

⎠
,

where ν : Q1 → L = lim−→(i ◦ π, j) is the natural map. As

H 1(M,J ⊕ Q0) ∼= H 1(M,J ) ⊕ H 1(M,Q0)

and H 1(M,Q0) = 0 it follows that π∗ : H 1(M,J ⊕Q0) → H 1(M,J ) is an isomor-
phism; likewise i∗ : H 1(M,J ) → H 1(M,J ⊕ Q0) is an isomorphism. However,

π∗ ◦ i∗ = Id : H 1(M,J ) → H 1(M,J ),

hence that i∗ ◦ π∗ = (i ◦ π)∗ = Id : H 1(M,J ⊕ Q0) → H 1(M,J ⊕ Q0).
Let c = cE ∈ H 1(M,J ⊕ Q0) be the element classifying the extension E . Then

(i ◦ π)∗(E) is classified by (i ◦ π)∗(c) = c. Thus (i ◦ π)∗(E) is congruent to E , so
that L ∼= Q1, and in particular, L is projective. Now put S = lim−→(π, j). It is straight-
forward to check that S = Q1/j (Q0), thus it suffices to show that S is projective.
We have a commutative diagram

π∗(E)
↓ ν(α)

(i ◦ π)∗(E)
=
⎛

⎝

0 → J → S → M → 0
↓ i ↓ μ ↓ Id

0 → J ⊕ Q0 → L → M → 0

⎞

⎠ ,

where μ : S → L is the induced map on pushouts. We obtain a commutative diagram
for any coefficient module B;

H 1(M,B) → H 1(L,B) → H 1(J ⊕ Q0,B) → H 2(M,P )

↓ Id ↓ μ∗ ↓ i∗ ↓ Id

H 1(M,B) → H 1(S,B) → H 1(J,B) → H 2(M,P )
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Clearly Id : Hk(M,B) → Hk(M,B) is an isomorphism for k = 1,2, and as
Q0 is projective, i∗ : H 1(J ⊕ Q0,B) → H 1(J,B) is an isomorphism. Thus
μ∗ : H 1(L,B) → H 1(S,B) is surjective. However, since L is projective,
H 1(L,B) = 0. Hence H 1(S,B) = 0 for all coefficient modules B , so that, by
Proposition 5.5, S = Q1/j (Q0) is projective, as desired. �

5.3 Corepresentability of Ext1

Let P = (0 → K
i→ P

ε→ M → 0) be a projective 0-complex; then for any
Λ-module N we define

H1
P (M,N) = HomDer(K,N).

Functoriality of this construction is similar to that of H 1
P (M,N) introduced in

Sect. 4.5. If P ′ = (0 → K ′ j→ P ′ η→ M ′ → 0) is a projective 0-complex and
f : M ′ → M is a Λ-homomorphism then we can lift f to a morphism

P ′
↓ f̂

P
=
⎛

⎜

⎝

0 → K ′ j→ P ′ η→ M ′ → 0
↓ f+ ↓ f0 ↓ f

0 → K
i→ P

ε→ M → 0

⎞

⎟

⎠
.

Then f+ induces a homomorphism fP ′P : HomDer(K,N) → HomDer(K
′,N) by

means of

fP ′P (α) = α ◦ f+.

Then since HomDer(K,N) = H1
P (M,N) and HomDer(K

′,N) = H1
P ′(M ′,N) we

have defined

fP ′P :H1
P (M,N) → H1

P ′(M ′,N).

Likewise if P , Q are projective 0-complexes over M we denote by

τPQ : H1
Q(M,N) →H1

P (M,N)

the transition isomorphism obtained by lifting the identity τPQ = (IdM)∗PQ. Defin-
ing 〈K,N〉 = {α ∈ HomΛ(K,N) : α ≈ 0} we see that if

P = (0 → K
i→ P

ε→ M → 0)

is a projective 0-complex then Im(Hom(P,N)
i∗→ Hom(K,N)) ⊂ 〈K,N〉.

Let λP : Hom1(K,N)/ Im(i∗) → Hom1(K,N)/〈K,N〉 be the natural surjec-
tion. Then λP defines a homomorphism λP : H 1

P (M,N) → H1
P (M,N) so that we

have an exact sequence

0 → 〈K,N〉/ Im(i∗) → H 1
P (M,N)

λP→ H1
P (M,N) → 0. (5.18)
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The mappings λP are compatible with transition; that is we have commutative dia-
grams

�

�

 


H 1
Q(M,N) H 1

P (M,N)

H1
Q(M,N) H1

P (M,N)

τPQ

τPQ

λQ λP

Moreover, with the above notation:

Proposition 5.19 There is a commutative diamond:

�

�
�

�
���

�
�

�
���

�
�

�
���

�
�

�
���

HomΛ(K,N)

H 1
P (M,N) Ext1(M,N)

H1
P (M,N)

νP

δP[ ]P

λP μP

The mappings [ ]P , δP , νP , λP , μP depend only upon the congruence class of P
and are described thus:

[ ]P is the canonical surjection from the description

H 1
P (M,N) = HomΛ(K,N)

Im(Hom(P,N)
i∗→ Hom(K,N))

;

δP : HomΛ(K,N) → Ext1(M,N) is the mapping δP (f ) = f∗(P);
νP : H 1

P (M,N) → Ext1(M,N) is the mapping described in Proposition 4.27;
λP : H 1

P (M,N) → H1
P (M,N) is the mapping described in (5.18);

μP : Ext1(M,N) → H1
P (M,N) may be described intrinsically as follows: repre-

sent α ∈ Ext1(M,N) by the extension α = (0 → N
j→ A

π→ M → 0); by the uni-
versal property of projectives there exists a morphism f̂ : P → α over the identity
of M thus:

P
↓ f̂

α

=
⎛

⎜

⎝

0 → K
i→ P

ε→ M → 0
↓ f+ ↓ f0 ↓ IdM

0 → N
j→ A

π→ M → 0

⎞

⎟

⎠
;
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then we define μP (α) = [f+] ∈ HomDer(K,N) = H1
P (M,N). It is easy to verify

that μP ◦ νP = λP .

Let P = (0 → K
i→ P

ε→ M → 0) be a fixed projective 0-complex; then the
correspondences N 
→ H 1

P (M,N) and N 
→ H1
P (M,N) are (covariant) functors

ModΛ → Ab and the homomorphism λP : H 1
P (M,−) → H1

P (M,−) is a surjec-
tive natural transformation. It is straightforward to check:

The natural transformation λP : H 1
P (M,−) → H1

P (M,−) is surjective. (5.20)

It is natural to ask under what conditions λP is a natural equivalence. By defi-
nition H1

P (M,Λ) = 0 so a necessary condition is that H 1
P (M,Λ) = 0. By Proposi-

tion 5.16 this forces M to be coprojective. Conversely, suppose M is coprojective.
We have an exact sequence

0 → 〈K,N〉/ Im(i∗) → H 1
P (M,N)

λP→ H1
P (M,N) → 0;

to show that λP is an isomorphism it suffices to show that 〈K,N〉 ⊂ Im(i∗). Sup-
pose that f : K → N factors through a projective, say f = ξ ◦ η, where η : K → Q

and ξ : Q → N , with Q projective. Construct the pushout exact sequence

0 → K
i→ P

ε→ M → 0
↓ η ↓ μ ↓ Id

0 → Q → lim−→(η, i) → M → 0

where μ : P → lim−→(η, i) is the mapping μ(x) = [0, x]. As M is coprojective

Ext1(M,Q) = 0 and the exact sequence 0 → Q → lim−→(η, i) → M → 0 splits. If
r : lim−→(η, i) → Q is a left splitting then η = r ◦ μ ◦ i and f = ξ ◦ r ◦ μ ◦ i =
i∗(ξ ◦ r ◦ μ). In particular, f ∈ Im(i∗); we obtain the following which was pointed
out by Humphreys in his thesis [44]:

H 1
P (M,−)

λP→H1
P (M,−) is a natural equivalence ⇔ M is coprojective. (5.21)

Alternatively, observing the diamond of Proposition 5.19 and appealing to Proposi-
tion 4.27 we have:

Ext1(M,−)
μP→ H1

P (M,−) is a natural equivalence ⇔ M is coprojective. (5.22)

5.4 The Exact Sequences in the Derived Module Category

In Chap. 4 with any exact sequence of Λ-modules E = (0 → A → B
p→ B → 0) we

associated two distinct exact sequences, namely the direct exact sequence:
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0 → HomΛ(M,A)
i∗→ HomΛ(M,B)

p∗→ HomΛ(M,C)

∂→ Ext1(M,A)
i∗→ Ext1(M,B)

p∗→ Ext1(M,C)

and the reverse exact sequence:

0 → HomΛ(C,N)
p∗
→ HomΛ(B,N)

i∗→ HomΛ(A,N)
δ→ Ext1(C,N)

p∗
→ Ext1(B,N)

i∗→ Ext1(A,N).

These sequences are functorial on the category ModΛ; we now consider how to
modify these sequences so as to become functorial on the derived category. We deal
first with the direct sequence. Here the difficulty lies in the nature of the first few
terms

0 → HomΛ(M,A)
i∗→ HomΛ(M,B)

p∗→ HomΛ(M,C)

since the correspondence M 
→ HomΛ(M,N) is evidently not fuctorial on Der.
The obvious remedy is to replace HomΛ(M,N) systematically by HomDer(M,N).
There is a cost for doing this; if i : A → B is injective then, in general,

HomDer(M,A)
i∗→ HomDer(M,B) need not be injective; so we do not expect to

be able to extend to the left by 0. We state our conclusions as a theorem and elabo-
rate the remaining detail in the proof:

Theorem 5.23 Let E = (0 → A
i→ B

p→ C → 0) be an exact sequence of
Λ-modules; then for any Λ-module M there is an exact sequence:

HomDer(M,A)
i∗→ HomDer(M,B)

p∗→ HomDer(M,C)
∂∗→ Ext1(M,A)

i∗→ Ext1(M,B)
p∗→ Ext1(M,C).

Proof First note that for any Λ-homomorphism f : X → Y and any Λ-module M ,
the induced map f∗ : HomΛ(M,X) → HomΛ(M,Y ) satisfies f∗〈M,X〉 ⊂ 〈M,Y 〉
and so induces a homomorphism f∗ : HomDer(M,X) → HomDer(M,Y ).

It follows that the sequence

HomDer(M,A)
i∗→ HomDer(M,B)

p∗→ HomDer(M,C),

is well defined and satisfies p∗ ◦ i∗ = 0. Thus Im(i∗) ⊂ Ker(p∗). To show that
Ker(p∗) ⊂ Im(i∗) suppose that β ∈ HomΛ(M,B) is such that p ◦ β factorizes
through a projective Q thus:
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�
�

��

�
�
��

M

C

η

ξ

p◦βQ

We must find α ∈ HomΛ(M,A) such that i∗(α) ≈ β . Since Q is projective and p is
surjective, there exists a homomorphism̂ξ : Q → B such that ξ = p ◦̂ξ ; in particu-
lar the diagram below commutes:

�



�
�

��

�
�
��

�
�

��
B

M

C

η

ξ̂ξ

p◦βQ

p

Now β −̂ξ ◦ η ∈ HomΛ(M,Ker(p)) since p(β −̂ξ ◦ η) ≡ 0. Since Ker(p) = Im(i)

we may define α = i−1(β −̂ξ ◦ η) ∈ HomΛ(M,A). Then β − i∗(α) ≈ 0 by virtue
of the identity β − i∗(α) =̂ξ ◦ η.

Next we show that the connecting homomorphism ∂ : HomΛ(M,C) →
Ext1(M,A) vanishes on 〈M,C〉. Recall that ∂ is defined by ∂(γ ) = [γ ∗(E)]. If
γ = ξ ◦ η is a factorization of γ through a projective Q then ξ∗(E) ∈ Ext1(Q,A) is
trivial since Q is projective. Thus γ ∗(E) = η∗ξ∗(E) is also trivial, so that ∂(γ ) = 0
for γ ∈ 〈M,C〉. The connecting homomorphism ∂ : HomΛ(M,C) → Ext1(M,A)

induces a homomorphism ∂∗ : HomDer(M,C) → Ext1(M,A). Furthermore, it is
clear from the above that

Im(∂∗) = Im(∂) = Ker(i∗ : Ext1(M,A) → Ext1(M,B)).

From the exactness of the exactness of the original direct exact sequence on ModΛ

that the segment

HomDer(M,C)
∂∗→ Ext1(M,A)

i∗→ Ext1(M,B)
p∗→ Ext1(M,C)

is well defined and exact.
Finally we must show the segment

HomDer(M,B)
p∗→ HomDer(M,C)

∂∗→ Ext1(M,A)

is exact. It is easy to see that ∂∗ ◦p∗ = 0 so it suffices to show that Ker(∂∗) ⊂ Im(p∗).
Suppose that γ ∈ HomΛ(M,C) satisfies ∂(γ ) = 0; that is, γ ∗(E) splits. Then by
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Proposition 4.3 there exists a homomorphism γ̂ : M → B making the following
diagram commute:

�



�
�

�
��

B

M

C

γγ̃

p

Then p∗(γ̃ ) = γ , and Ker(∂∗) ⊂ Im(p∗) as claimed, and this completes the
proof. �

We stress the functoriality of the above; as in Chap. 4, let Exact(6) denote the
category whose morphisms are commutative ladders with exact rows thus:

A1 → A2 → A3 → A4 → A5 → A6
↓ ↓ ↓ ↓ ↓ ↓
B1 → B2 → B3 → B4 → B5 → B6

With E as above, for any Λ-module M we write Hom(M,E) for the direct sequence
as modified above; that is:

HomDer(M,A)
i∗→ HomDer(M,B)

p∗→ · · · i∗→ Ext1(M,B)
p∗→ Ext1(M,C);

then the correspondence M 
→ Hom(M,E) defines a contravariant functor

Hom(−,E) :Der → Exact(6). (5.24)

For a Λ-homomorphism f : X → Y it is clear that f ∗ : HomΛ(Y,N) →
HomΛ(X,N) has the property that f∗(〈Y,N〉) ⊂ 〈X,N〉 so that there is induced
a well defined mapping f ∗ : HomDer(Y,N) → HomDer(X,N). It follows that for

any exact sequence of Λ-modules E = (0 → A
i→ B

p→ C → 0) and any Λ-module
N there is a sequence

HomDer(C,N)
p∗
→ HomDer(B,N)

i∗→ HomDer(A,N) (5.25)

which, so far, we do not claim is exact. There is also a sequence

Ext1(C,N)
p∗
→ Ext1(B,N)

i∗→ Ext1(A,N) (5.26)

and the first difficulty arises in attempting to link them up. For the corresponding
situation over ModΛ there is a connecting homomorphism δ : HomΛ(A,N) →
Ext1(C,N) given by δ(α) = [α∗(E)]. Without some extra condition, in general δ

does not factorize through HomDer(A,N); the appropriate condition is to require C

to be coprojective:
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Proposition 5.27 Let E = (0 → A
i→ B

p→ C → 0) be an exact sequence of
Λ-modules. If C is coprojective then the connecting homomorphism
δ : HomΛ(A,N) → Ext1(C,N) given by δ(α) = [α∗(E)] factors through
HomDer(A,N) according to the diagram below; in particular, Im(δ∗) = Im(δ).

�

�
��� �

���

HomΛ(A,N) Ext1(C,N)

HomDer(A,N)

δ

� δ∗

Proof Suppose that α ∈ HomΛ(A,N) factors through a projective Q:

�

�
��� �

���

A N

Q

α

η ξ

Then α∗(E) = ξ∗η∗(E). As C is coprojective then [η∗(E)] ∈ Ext1(C,Q) = 0, so
that δ(α) = [α∗(E) = [ξ∗η∗(E)] = ξ∗[η∗(E)] = ξ∗(0) = 0. In particular, δ vanishes
on 〈A,N〉 so that δ : HomΛ(A,N) → Ext1(C,N) factors through HomDer(A,N)

thus:

�

�
��� �

���

HomΛ(A,N) Ext1(C,N)

HomDer(A,N)

δ

� δ∗

hence Im(δ∗) = Im(δ), as claimed. �

In consequence, we obtain:

Proposition 5.28 Let E = (0 → A
i→ B

p→ C → 0) be an exact sequence of
Λ-modules in which C is coprojective; then for any Λ-module N we have an ex-
act sequence:

HomDer(C,N)
p∗
→ HomDer(B,N)

i∗→ HomDer(A,N)
δ∗→ Ext1(C,N)

p∗
→ Ext1(B,N)

i∗→ Ext1(A,N).

Proof Exactness of the segment

HomDer(A,N)
δ∗→ Ext1(C,N)

p∗
→ Ext1(B,N)

i∗→ Ext1(A,N)
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follows from Theorem 4.11 using the fact that Im(δ∗) = Im(δ). It suffices to show
that the sequence

HomDer(C,N)
p∗
→ HomDer(B,N)

i∗→ HomDer(A,N)
δ∗→ Ext1(C,N)

is exact. However, it follows directly from (5.25) that both δ∗ ◦ i∗ = 0 and i∗ ◦p∗ = 0
so that Im(i∗) ⊂ Ker(δ∗) and Im(p∗) ⊂ Ker(i∗). It suffices to show that

(a) Ker(δ∗) ⊂ Im(i∗) and
(b) Ker(i∗) ⊂ Im(p∗).

For (a), suppose that [α] ∈ HomDer(A,N) is the class of α ∈ HomΛ(A,N) and
satisfies δ∗([α]) = 0. Then δ(α) = 0 and so there exists β ∈ HomΛ(B,N) such that
ı∗(β) = α. If [β] denotes the class of β in HomDer(B,N) then i∗([β]) = [α] and so
Ker(δ∗) ⊂ Im(i∗) as required.

For (b), let β ∈ HomΛ(B,N) and suppose that β ◦ i factors through a projec-
tive Q.

�

�
��� �

���

A N

Q

β◦i

η ξ

We must find γ ∈ HomΛ(C,N) such that p∗(γ ) ≈ β . First note that we have a
commutative diagram of exact sequences

⎛

⎝

E
↓ ν

η∗(E)

⎞

⎠=
⎛

⎜

⎝

0 −→ A
i−→ B

p−→ C −→ 0
↓ η ↓ ν ↓ IdC

0 −→ Q
j−→ lim←−(η, i)

π−→ C −→ 0

⎞

⎟

⎠
.

As Ext1(C,Q) = 0 the extension η∗(E) splits, so that, by Proposition 4.2, there
exists a homomorphism η̂ : B → N such that η̂ ◦ i = η. Then (β − ξ η̂) ◦ i ≡ 0, so
that β − ξ η̂ induces a homomorphism B/Im(i) → N . Identifying B/Im(i) with C,
there is a unique homomorphism γ : C → N defined by the condition that

γ (y) = (β − ξ ◦ η̂)(x) when p(x) = y (x ∈ B, y ∈ C).

Tautologically β − p∗(γ ) = ξ ◦ η̂; however ξ ◦ η̂ factors through the projective Q

so that p∗(γ ) ≈ β , and [p∗(γ )] = [β] ∈ HomDer(B,N) as required. �

Whilst, for fixed N , the correspondence X 
→ Ext1(X,N) is functorial on Der,
in general, for fixed M , the correspondence Y 
→ Ext1(M,Y ) is not functorial on
Der. Similar to the proof of (5.21) we have:

Ext1(M,−) is functorial on Der ⇐⇒ M is coprojective. (5.29)
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From the point of view of functoriality the modified reverse sequence Proposi-
tion 5.28 has a hybrid nature. Whilst the initial stage

N 
→ (

HomDer(C,N)
p∗
→ HomDer(B,N)

i∗→ HomDer(A,N)
)

is functorial on Der the final stage N 
→ (Ext1(C,N)
i∗→ Ext1(B,N)

i∗→ Ext1(A,N))

is not, in general, functorial on Der. However, denote by Hom(E,N) the sequence

HomDer(C,N)
p∗
→ HomDer(B,N)

i∗→ · · · p∗
→ Ext1(B,N)

i∗→ Ext1(A,N)

it transpires that if A, B , C are coprojective then the correspondence
N 
→ Hom(E,N) defines a covariant functor Hom(E,−) : Der → Exact(6). Rather
more useful is the observation that if only B , C are coprojective then the correspon-
dence N 
→ Hom(E,N) is functorial on Der as far as

HomDer(C,N)
p∗
→ HomDer(B,N)

i∗→ HomDer(A,N)
δ→ Ext1(C,N)

p∗
→ Ext1(B,N).

This is true, for example, when C is coprojective and B is projective (cf. Theo-
rem 5.41 below.)

5.5 Generalized Syzygies

A module D is said to be a generalized first syzygy of a M when there is an exact
sequence of Λ-homomorphisms of the form (0 → D → P → M → 0) where P is
projective. The above sequence may be transformed by the addition of a projective
module Q thus:

0 → D ⊕ Q → P ⊕ Q → M → 0

showing that if D is a generalised first syzygy then so also is D ⊕ Q. In particu-
lar, a module M may have many generalised first syzygies, which are distinct as
Λ-modules. Nevertheless by Schanuel’s Lemma and the criterion of Theorem 5.9
they become isomorphic in Der; that is:

Corollary 5.30 Let D1, D2 both be generalised first syzygies of the Λ-module M ;
then

D1 ∼=Der D2.

Thus to any Λ-module M we associate a unique isomorphism class D1(M)

in Der represented by any generalised first syzygy of M ; formally, we have
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D ∈ D1(M) if and only if there exists an exact sequence 0 → D′ → Q → M → 0
such that for some projective modules P , P ′:

D ⊕ P ∼= D′ ⊕ P ′.

We refer to D1(M) as the first derived module of M . It is natural to imagine that
each D ∈ D1(M) is a generalised syzygy; that is, occurs in an exact sequence

0 → D → Q → M → 0,

where Q is projective. We caution the reader against taking this attractively simple
view as, in general, it is false.1 It is, however, correct under the additional hypothesis
that M is coprojective, as we now prove:

Proposition 5.31 Let Λ be a ring and let M be a Λ-module such that H 1(M,Λ)=0.
Then each D ∈ D1(M) occurs in an exact sequence 0 → D → S → M → 0 where
S is projective.

Proof We may choose an exact sequence S = (0 → K
i→ FX

p→ M → 0) where
X is a set of generators for M . Since D ∈ D1(M) then, by definition, there are
projective modules P , Q such that D ⊕ P ∼= K ⊕Q. We may now modify S to get
an exact sequence

0 → K ⊕ Q
i′→ FX ⊕ Q

p′
→ M → 0,

where i′ = i ⊕ Id : K ⊕ Q
i′→ FX ⊕ Q and where p′ is the obvious composite of p

with the projection FX ⊕Q → FX . Now let ϕ : D⊕P ∼= K⊕Q be an isomorphism.
Putting j = i′ ◦ ϕ we get an exact sequence

0 → D ⊕ P
j→ FX ⊕ Q

p′
→ M → 0.

Evidently j induces an imbedding j : P → FX ⊕ Q. Putting S = (FX ⊕ Q)/j (P )

and identifying D with (D ⊕ P)/P we get an exact sequence

0 → D
j∗→ S

π→ M → 0,

where j∗, π are induced by j and p′ respectively. Now H 1(M,Λ) = 0, by hypoth-
esis, so that S is projective by Proposition 5.17. �

We may modify an exact sequence of Λ-modules 0 → D → P → M → 0 so as
to have the form 0 → D → P ⊕Q → M ⊕Q → 0. If P , Q are both projective then

1For example, if C∞ denotes the infinite cyclic group and Z is the trivial module over Λ = Z[C∞]
then Z occurs in an exact sequence 0 → Λ → Λ → Z → 0. Thus Λ ∈ D1(Z). As Λ ∼ 0 then
0 ∈ D1(Z). However, in any exact sequence 0 → 0 → X → Z → 0 the module X is isomorphic to
Z and so is not projective.
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so also is P ⊕ Q and we obtain:

D1(M ⊕ Q) = D1(M) if Q is projective. (5.32)

Thus D1(M) depends only upon the isomorphism class of M in Der rather its iso-
morphism class as a Λ-module. The construction may be iterated; D1(M) itself has
a generalised first syzygy D1(D1(M)) and we may write recursively Dn+1(M) =
D1(Dn(M)). We refer to Dn(M) as the nth derived module of M . Evidently we
have:

Dm+n(M) = Dm(Dn(M)). (5.33)

Generalised syzygies arise as the intermediate steps in projective resolutions; let

P = (· · · → Pn
∂n→ Pn−1 → ·· · → P1

∂1→ P0
ε→ M → 0)

be a projective resolution of M and consider the canonical factorization of ∂n

�

�
�

��� �
�

���

Pn Pn−1

Dn

∂n

εn in

where Dn = Im(∂n), in : Dn → Pn−1 is the inclusion and where εn(x) = ∂n(x). The
resulting decomposition breaks (P∗ → M) into a collection of connected short exact
sequences

0 → D1
i1→ P0

ε→ M → 0

0 → Dn
in→ Pn−1

εn−1→ Dn−1 → 0

and shows, recursively, that Dn ∈ Dn(M). In this connection we have the phe-
nomenon of dimension shifting in cohomology. Thus suppose that

0 → D
i→ P

ε→ M → 0 (∗)

is an exact sequence of Λ-modules with P projective, and let

(· · · → Qn
δn→ Qn−1 → ·· · → Q1

δ1→ Q0
η→ D → 0) (∗∗)

be a projective resolution of D. Splicing (∗) and (∗∗) together we get a projective
resolution of M

(· · · → Qn
δn→ Qn−1 → ·· · → Q1

δ1→ Q0
iη→ P

ε→ M → 0)

which, on re-indexing thus

P0 = P ; ∂1 = i ◦ η;
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Pn+1 = Qn; ∂n+1 = δn;
we see in particular that, for n ≥ 1, Hn(D,N) ∼= Hn+1(M,N). Expressed in terms
of derived modules, we have more generally, that for any Λ-modules M , N :

Proposition 5.34 Hn(Dm(M),N) ∼= Hn+m(M,N) for m,n ≥ 1.

5.6 Corepresentability of Cohomology

In Sect. 4.5, for a projective 0-complex P = (0 → K
i→ P

ε→ M → 0), we intro-
duced the notation

H1
P (M,N) = HomDer(K,N)

and constructed a natural transformation λP : H 1
P (M,N) → H1

P (M,N) where
H 1
P (M,N) is a (nonstandard) model for H 1(M,N). Here we generalize this; we

now take P to be a projective (n − 1)-complex

P = (0 → Kn
in→ Pn−1

∂n−1→ Pn−2
∂n−2→ ·· · ∂2→ P1

∂1→ P0
ε→ M → 0)

and construct a natural transformation λP : Hn
P (M,N) → Hn

P (M,N) where

Hn
P (M,N) = HomDer(Kn,N)

and where Hn
P (M,N) is a corresponding (nonstandard) model for Hn(M,N). We

begin with the latter and to elucidate its features we mimic the discussion of Sect. 5.3
in greater generality but less detail. Let

P = (0 → Kn
in→ Pn−1

∂n−1→ Pn−2
∂n−2→ ·· · ∂2→ P1

∂1→ P0
ε→ M → 0)

be a projective (n − 1)-complex and let

P = (· · · ∂k+1→ Pk
∂k→ Pk−1

∂k−1→ ·· · ∂2→ P1
∂1→ P0

ε→ M → 0)

be a projective resolution extending P . Then we define

Hn
P (M,N) = Hom(Kn,N)

Im(Hom(Pn−1,N)
i∗n→ Hom(Kn,N))

.

To consider the effect of morphisms suppose given a morphism of projective n-
complexes

P
↓ ϕ

Q
=
⎛

⎜

⎝

0 → Kn
in→ Pn−1 → ·· · → P0 → M → 0

↓ ϕ+ ↓ ϕn−1 ↓ ϕ0 ↓ ϕ−

0 → K ′
n

jn→ Qn−1 → ·· · → Q0 → M ′ → 0

⎞

⎟

⎠
.
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We construct an induced morphism ϕ∗ : Hn
Q(M ′,N) → Hn

P (M,N). To do this ob-
serve that for the induced map

(ϕ+)∗ : Hom(K ′
n,N) → Hom(Kn,N)

we have

Im(Hom(Qn−1,N)
j∗
n→ Hom(K ′

n,N)) ⊂ Im(Hom(Pn−1,N)
i∗n→ Hom(Kn,N)).

We define

ϕ∗ : Hn
Q(M ′,N) → Hn

P (M,N)

to be the homomorphism induced from ϕ∗+ : Hom(K ′
n,N) → Hom(Kn,N). As in

Corollary 4.23, ϕ∗ depends only upon ϕ− that is:

Proposition 5.35 If ϕ1, ϕ2 : P → Q satisfy (ϕ1)− = (ϕ2)− then (ϕ1)
∗ = (ϕ2)

∗.

It is straightforward to check that this construction is functorial on morphisms
of projective n-complexes; that is, if ϕ : P → Q, ψ : Q → R are morphisms as
follows:

P
↓ ϕ

Q
↓ ψ

R

=

⎛

⎜

⎜

⎜

⎜

⎝

0 → Kn → Pn−1 → ·· · → P0 → M → 0
↓ ϕ+ ↓ ϕn−1 ↓ ϕ0 ↓ ϕ−

0 → K ′
n → Qn−1 → ·· · → Q0 → M ′ → 0

↓ ψ+ ↓ ψn−1 ↓ ψ0 ↓ ψ−
0 → K ′′

n → Rn−1 → ·· · → R0 → M ′′ → 0

⎞

⎟

⎟

⎟

⎟

⎠

then (ψϕ)∗ = ϕ∗ψ∗. Suppose that P , Q are projective n-complexes as below.

P = (0 → Kn
in→ Pn−1 → ·· · → P0 → M → 0),

Q = (0 → K ′
n

jn→ Qn−1 → ·· · → Q0 → M ′ → 0)

and suppose that f : M → M ′ is a Λ-homomorphism. By the universal property of
projectives we may construct a lifting f̂ of f thus:

P
↓ f̂

Q
=
⎛

⎜

⎝

0 → Kn
in→ Pn−1 → ·· · → P0 → M → 0

↓ f+ ↓ fn−1 ↓ f0 ↓ f

0 → K ′
n

jn→ Qn−1 → ·· · → Q0 → M ′ → 0

⎞

⎟

⎠

and define f ∗
PQ : Hn

Q(M ′,N) → Hn
P (M,N) by f ∗

PQ = (f̂ )∗. The construction
f 
→ fPQ is again functorial; if in addition R is a projective n-complex over M ′′
and g : M → M ′, f : M ′ → M ′′ are Λ-homomorphisms; then

(f ◦ g)∗PR = g∗
PQf ∗

QR.

We show that this model for Hn is isomorphic to the standard model; specifically
that:
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Proposition 5.36 If P is a projective n-complex over M , and Q is a projective res-
olution over M then there exists an isomorphism �QP : Hn

P (M,N) → Hn
Q(M,N)

which is natural in the sense that the following diagrams commute:

�

�

 


Hn
Q(M,N) Hn

Q(M,N)

Hn
P (M,N) Hn

P (M,N)

�QQ

�PP

τPQ tPQ

Proof Given a projective n-complex P=(0 → Kn
in→ Pn−1 → ·· · → P0 → M→0)

extend P to a projective resolution P = (· · · ∂k+1→ Pk
∂k→ ·· · ∂2→ P1

∂1→ P0
ε→ M → 0)

where

�

�
�

��� �
�

���

Pr+1 Pr

Kr+1

∂r+1

πr+1 ir+1

is the canonical factorization of ∂r+1 : Pr+1 → Pr in which πr+1 is surjective and
ir+1 injective. In particular, we have short exact sequences

0 → K1
i1→ P0

ε→ M → 0

0 → Kr+1
ir+1→ Pr

πr→ Kr → 0

From the exact sequence 0 → HomΛ(Kr,N)
πN
r→ HomΛ(Pr,N)

iNr→ ·· · we see that
each πN

r is injective. Now we have a diagram in which the row is exact and the
triangle commutes:

� � �




�
�

���

0 Hom(Kn,N) Hom(Pn,N) Hom(Kn+1,N)

Hom(Pn+1,N)

πN
n iNn+1

∂Nn+1 πN
n+1

As πN
n+1 is injective and ∂N

n+1 = πN
n+1 ◦ iNn+1 then Ker(∂N

n+1) = Ker(iNn+1);
by exactness πN

n : Hom(Kn,N) → Ker(∂N
n+1) is an isomorphism. Since

πN
n : Hom(Kn,N) → Hom(Pn,N) is injective it follows that πN

n induces an iso-
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morphism

πN
n : Hom(Kn,N)

Im(Hom(Pn−1,N)
iNn→ Hom(Kn,N))

−→ Im(Hom(Kn,N)
πN
n→ Hom(Pn,N))

Im(Hom(Pn−1,N)
πN
n iNn→ Hom(Pn,N))

.

As above Ker(∂N
n+1) = Im(Hom(Kn,N)

πN
n→ Hom(Pn,N)) and ∂N

n = πN
n iNn so that

πN
n induces an isomorphism, denoted by �PP , thus

�PP = πN
n : Hom(Kn,N)

Im(Hom(Pn−1,N)
iNn→ Hom(Kn,N))

−→ Ker(∂N
n+1)

Im(∂N
n )

.

However

Hn
P (M,N) = Hom(Kn,N)

Im(Hom(Pn−1,N)
iNn→ Hom(Kn,N))

and

Hn
P (M,N) = Ker(∂N

n+1)

Im(∂N
n )

so that �PP gives an isomorphism �PP : Hn
P (M,N) −→ Hn

P (M,N). In general if
Q is an arbitrary projective resolution of M we define

�QP = tQP�PP : Hn
P (M,N) → Hn

Q(M,N),

where P is a projective resolution of M extending P . If P′ is also a projective reso-
lution of M extending P then the diagram below commutes:

						





�������

Hn
P (M,N)

Hn
P′(M,N)

Hn
P (M,N).

�PP

�P′P

tPP′

It follows that �QP is independent of the choice of P so completing the proof. �
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Evidently Im(iNn ) ⊂ 〈Kn,N〉 ⊂ Hom(Kn,N) so that we obtain an exact se-
quence

0 → 〈Kn,N〉/ Im(iNn ) → Hom(Kn,N)/ Im(iNn ) → Hom(Kn,N)/〈Kn,N〉 → 0.

Denoting by λP : Hom(Kn,N)/ Im(iNn ) → Hom(Kn,N)/〈Kn,N〉 the canonical
surjection we now have a short exact sequence

0 → 〈Kn,N〉/ Im(iNn ) → Hn
P (M,N)

λP→ Hn
P (M,N) → 0.

We can extend the definition of Hn
P (M,N) to n = 0 by writing

Hn
P (M,N) = HomDer(M,N) = HomΛ(M,N)/〈M,N〉.

We arrive at the Corepresentation Theorem for cohomology.

Theorem 5.37 Let M be a Λ-module such that Hn(M,Λ) = 0 where n ≥ 0 and let
P be a projective (n − 1)-complex over M ; then λP : Hn

P (M,N) → Hn
P (M,N) is

an isomorphism for any Λ-module N .

Proof We first consider dimension shifting in the nonstandard model. Suppose that

P = (0 → Kν+1 → Pν
∂ν→ ·· · → P1

∂1→ P0 → M → 0) is a projective ν-complex
and that 0 <m< ν. Let

�

�
�

��� �
�

���

Pr+1 Pr

Kr+1

∂r+1

πr+1 ir+1

be the canonical factorization of ∂r+1 : Pr+1 → Pr in which πr+1 is surjective and
ir+1 injective. By the m-coskeleton P〈m〉 of P we mean the exact sequence

P = (0 → Kν+1 → Pν
∂ν→ ·· · → Pm+1

∂m+1→ Pm → Km → 0).

Observe that P〈m〉 is a projective (ν − m)-complex In the particular case where
ν = n − 1 we see that

Hn−m
P〈m〉(Km,N) ≡ Hn

P (M,N)

Moreover λP ≡ λP〈m〉; that is:
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≡

≡

 


Hn−m
P〈m〉(Km,N) Hn

P (M,N)

Hn−m
P〈m〉(Km,N) Hn

P (M,N)

λP〈m〉 λP

By hypothesis Hn(M,Λ) = 0 so that H 1(Kn−1,Λ) = 0; hence by (5.21)

λP〈n−1〉 : H 1
P〈n−1〉(Kn−1,N) → H1

P〈n−1〉(Kn−1,N)

is an isomorphism. By above, λP : Hn
P (M,N) →Hn

P (M,N) is an isomorphism. �

The above Corepresentation Theorem is proved in the thesis of Humphreys [44].
We note that the case n = 0 in Theorem 5.37 distinguishes between finite and infinite
groups. Thus let Λ = Z[G] be an integral group ring acting trivially on Z.

If G is finite then H 0(Z,Λ) ∼= Z and H0(Z,Z) ∼= Z/|G|. (5.38)

If G is infinite then H 0(Z,Λ) = 0 and H0(Z,Z) ∼= Z. (5.39)

Note also that in the case n = 0 the definition is entirely independent of P so
retaining complete definiteness of description we may omit the subscript and write

H0(M,N) = HomDer(M,N).

In general, we may omit the suffix P and write Hn(M,N) = HomDer(Dn(M),N)

for all n ≥ 0, with the understanding that D0(M) is the class of M in the derived
module category Der and that doing so renders the notation imprecise in that it only
defines Hn(M,N) up to isomorphism;

Hn(M,N) ∼= Hn
P (M,N) (= HomDer(Kn,N)).

The groups Hn(M,N) are the generalized Tate cohomology groups. As we shall
see, they have some (and in some restricted contexts all) of the properties one might
expect of cohomology groups defined on the derived category Der (as opposed to
the category ModΛ of Λ-modules).

5.7 Swan’s Projectivity Criterion

In this section we generalize the criterion for projectivity given by Swan [91]. Let

P = (0 → D
i→ P

p→ M → 0)
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be a projective 0-complex. If α : D → D is a Λ-homomorphism we have a mor-
phism of exact sequences;

⎛

⎝

P
↓ ν

α∗(P)

⎞

⎠=
⎛

⎜

⎝

0 −→ D
i−→ P

p−→ M −→ 0
↓ α ↓ ν ↓ Id

0 −→ D
j−→ lim−→(α, i)

π−→ M −→ 0

⎞

⎟

⎠
.

Putting S(α) = lim−→(α, i) we obtain:

Proposition 5.40 If α is an isomorphism in Der(Λ) then S(α) is a projective
Λ-module.

Proof By Theorem 5.23, (5.24) any N ∈ ModΛ gives a commutative ladder with
exact rows:

H0(N,D)
i∗→ H0(N,P )

p∗→ H0(N,M)
∂→ Ext1(N,D)

↓ α∗ ↓ ν∗ ↓ Id ↓ α∗

H0(N,D)
j∗→ H0(N,S(α))

π∗→ H0(N,M)
∂→ Ext1(N,D)

Evidently Id is an isomorphism on H0(N,M). Moreover, since α is an isomor-
phism in Der then α∗ is an isomorphism on both H0(N,D) and Ext1(N,D). Since
P is projective then H0(N,P ) = HomDer(N,P ) = 0. It now follows easily that
H0(N,S(α)) = 0. Thus for any Λ-module N it follows that HomDer(N,S(α)) = 0.
Thus S(α) is projective by Proposition 5.5, and this completes the proof. �

The converse is true provided that M is coprojective.

Theorem 5.41 If Ext1(M,Λ) = 0 then S(α) is a projective Λ-module if and only
if α is an isomorphism in Der.

Proof By Proposition 5.40 it suffices to prove (=⇒). Assume that S(α) is pro-
jective; as P is also projective then H0(P,N) = H0(S(α),N) = 0 and also
Ext1(P,N) = Ext1(S(α),N) = 0 for any Λ-module N . Taking N = D then from
Proposition 5.28 (which is where we require the hypothesis that Ext1(M,Λ) = 0)
we obtain a commutative diagram with exact rows:

0 → H0(D,D)
j∗
→ Ext1(M,D) → 0

↓ α∗ ↓ Id

0 → H0(D,D)
j∗
→ Ext1(M,D) → 0

In particular, α∗ : H0(D,D) → H0(D,D) is bijective. We may choose a
Λ-homomorphism β : D → D such that α∗(β) = β ◦ α ≈ Id. Then
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α∗(α ◦ β) = (α ◦ β) ◦ α

= α ◦ (β ◦ α)

≈ α ◦ Id

≈ Id ◦ α

= α∗(Id).

By injectivity of α∗ : H0(D,D) → H0(D,D) it follows that α ◦ β ≈ Id, and
α : D → D is an isomorphism in Der. This proves (=⇒) and completes the
proof. �



Chapter 6
Finiteness Conditions

As no restrictions were placed on the modules involved, the derived module cate-
gory Der of Chap. 5 has an absolute character. This is unrealistic, and in practice it
is necessary to limit the size of modules. Although our primary interest is in mod-
ules which are finitely generated, it is inconvenient to impose this restriction from
the outset. We assume that the ring Λ is weakly coherent and initially restrict at-
tention to modules which are countably generated. The appropriate derived module
category is denoted by Der∞. Recalling that any countably generated module M

has a hyperstabilization ̂M = M ⊕Λ∞, the objects of Der∞ have a convenient rep-
resentation as hyperstable modules. Thereafter we consider the difficulties involved
in imposing the more stringent restriction of finite generation; compare [84].

6.1 Hyperstable Modules and the Category Der∞

Λ will denote a weakly coherent associative ring with unity. and Mod∞
(= Mod∞(Λ)) will denote the category of countably generated right Λ-modules.
If f : M → N is a Λ-homomorphism between countably generated Λ modules
M , N we write ‘f ≈∞ 0’, when f can be written as a composite f = ξ ◦ η, for
some countably generated projective module P ∈Mod∞, and Λ -homomorphisms
η : M → P and ξ : P → N thus:

�

�
��� �

���

M N

P

f

η ξ (6.1)

For M,N ∈Mod∞ we define 〈M,N〉∞ = {f ∈ HomΛ(M,N) : f ≈∞ 0}.

Proposition 6.2 If M,N ∈ Mod∞ then 〈M,N〉∞ = 〈M,N〉.
F.E.A. Johnson, Syzygies and Homotopy Theory, Algebra and Applications 17,
DOI 10.1007/978-1-4471-2294-4_6, © Springer-Verlag London Limited 2012
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Proof It is clear that 〈M,N〉∞ ⊂ 〈M,N〉. Suppose that M , N are countably gen-
erated Λ-modules and that f : M → N has a factorization f = ξ ◦ η through a
projective P ∈ ModΛ as in (6.1). Choose a projective Q ∈ MΛ and a specific
isomorphism ϕ : P ⊕ Q → FX where FX is the free Λ-module on a set X. Let
iP : P → P ⊕ Q, πP : P ⊕ Q → P denote respectively the canonical inclusion
and projection. Modify the factorization as f = ξ̂ ◦ η̂ wherêξ = ξ ◦ πP ◦ ϕ−1 and
η̃ = ϕ ◦ ip ◦η : M → FX . As M is countably generated there exists a countable sub-

set Y ⊂ X such that Im(̃η) ⊂ FY ⊂ FX . Take˜ξ =̂ξ|FY
; then we have a factorization

�

�
��� �

���

M N

FY

f

η̃ ˜ξ

showing that f ≈∞ 0. �

Corollary 6.3 Let M , N ∈ Mod∞; then HomDer∞(M,N) = HomDer(M,N).

The inclusion functor i : Mod∞(Λ) → ModΛ induces a functor i∗ : Der∞ →
Der. Then the above shows:

i∗ : Der∞ →Der imbeds Der∞ as a full subcategory of Der. (6.4)

In particular:

M ∼=Der∞ N ⇐⇒ i∗(M) ∼=Der i∗(N). (6.5)

For countably generated Λ-modules M ,N there is no distinction between isomor-
phism in Der∞ and isomorphism in Der. Moreover we have a criterion for recog-
nising isomorphic objects in Der, namely that corresponding hyperstabilizations be
isomorphic over Λ.

Proposition 6.6 If M1, M2 are countably generated Λ-modules then the following
statements are equivalent:

(i) M1 ∼=Der M2;
(ii) M1 ⊕ P1 ∼=Λ M2 ⊕ P2 for some countably generated projectives P1, P2;

(iii) ̂M1 ∼=Λ
̂M2.

Proof (i) =⇒ (ii): Let M1, M2 be countably generated Λ-modules and suppose
that M1 ∼=Der M2. In Theorem 5.9 we showed that there exist for some projective
modules P1, P2 such that M1 ⊕P1 ∼=Λ M2 ⊕P2. However, since M1 M2 are count-
ably generated it is not difficult to show that P1, P2 can be chosen to be countably
generated. In fact, we showed in Theorem 5.9 that if there is a Λ homomorphism
f : M1 → M2 which defines an isomorphism in Der and if η : F → M2 be a sur-
jective Λ-homomorphism where F is a free module over Λ then there is an isomor-
phism of Λ-modules M1 ⊕ F ∼=Λ M2 ⊕ K where K is projective. However, since
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M2 is countably generated we may choose F = Λ∞. Then if M1 is countably gener-
ated so also is M1 ⊕F and therefore so also must be K . The implication (i) =⇒ (ii)
follows on taking P1 = F and P2 = K .

(ii) =⇒ (iii): Suppose that M1 ⊕ P1 ∼=Λ M2 ⊕ P2 for some countably generated
projective modules P1, P2. Then M1 ⊕P1 ⊕Λ∞ ∼=Λ M2 ⊕P2 ⊕Λ∞. By Eilenberg’s
trick, P1 ⊕ Λ∞ ∼= Λ∞ so that M1 ⊕ Λ∞ ∼=Λ M2 ⊕ Λ∞.

(iii) =⇒ (i): Now follows directly from Theorem 5.9 since ̂Mi = Mi ⊕ Λ∞ and
Λ∞ is projective. �

6.2 The Category Derfin

At the outset we imposed the condition that the ring Λ should be weakly coherent,
with the consequence that the category Mod∞ of countably generated Λ-modules
and Λ-homomorphisms is abelian. Our constructions so far, though entirely univer-
sal, come with the standard drawback to universality namely that they are essentially
infinite in character. In this section we begin the task of imposing finiteness condi-
tions on our constructions.

We shall denote by Modfin (= Modfin(Λ)) the category of finitely generated
Λ-modules and Λ-homomorphisms. In general, and in many cases of interest, the
condition of weak coherence is not strong enough to guarantee that the category
Modfin is abelian. There would seem to be two ways to proceed; either

(a) to strengthen the hypothesis on Λ from weak coherence and so force the cate-
gory Modfin to be abelian or

(b) to maintain the hypothesis of weak coherence but instead analyse the conse-
quent limitations to imposing finiteness conditions upon our constructions.

We choose (b) to avoid eliminating many cases of interest. (See Appendix D.)
If f : M → N is a Λ-homomorphism between finitely generated Λ modules M ,

N we write ‘f ≈fin 0’, when f can be written as a composite f = ξ ◦ η, for some
finitely generated projective module P ∈ Modfin, and some Λ-homomorphisms
η : M1 → P and ξ : P → M2 thus:

�

�
��� �

���

M N

P

f

η ξ

For M,N ∈ Modfin we define 〈M,N〉fin = {f ∈ HomΛ(M,N) : f ≈fin 0}. The
proof of the following is very similar to that of Proposition 6.2; we leave changes to
the reader.

If M,N ∈Modfin then 〈M,N〉fin = 〈M,N〉. (6.7)

Corollary 6.8 Let M,N ∈ Modfin; then HomDerfin(M1,M2) = HomDer(M1,M2).
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The inclusion functor i : Modfin → ModΛ induces a functor i∗ : Derfin → Der.
Then the above shows:

i∗ : Derfin →Der imbeds Derfin as a full subcategory of Der. (6.9)

In particular:

If M,N ∈Modfin then M ∼=Derfin N ⇐⇒ i∗(M) ∼=Der i∗(N). (6.10)

For finitely generated Λ-modules M1, M2 there is thus no distinction between
isomorphism in Derfin, isomorphism in Der or, indeed, isomorphism in Der∞. We
have given a criterion for recognising isomorphic objects in Der∞, namely that
corresponding hyperstabilizations be isomorphic over Λ. Although the same iso-
morphism criterion then holds for objects in Derfin, it has the disadvantage of be-
ing expressed outside the category Derfin. A slight strengthing of the argument of
Proposition 6.6 however gives a criterion which is intrinsic to Derfin:

Proposition 6.11 Let M1,M2 ∈ Modfin; then the following conditions are equiva-
lent:

(i) M1 ∼=Der M2;
(ii) M1 ⊕ P1 ∼=Λ M2 ⊕ P2 for some finitely generated projective modules P1, P2;

(iii) there exists an integer a ≥ 1 and a finitely generated projective module P such
that M1 ⊕ Λa ∼=Λ M2 ⊕ P .

Proof It is evident from Theorem 5.9 and Proposition 6.6 that (iii) =⇒ (ii) =⇒ (i).
Suppose that M1, M2 are finitely generated Λ-modules, let f : M1 → M2 be

a Λ-homomorphism which defines an isomorphism in Der and let η : Λa → M2
be a surjective Λ-homomorphism. Then, as in the proof of Theorem 5.9, the exact
sequence

0 → K → M1 ⊕ Λa (f,η)→ M2 → 0

splits and so M1 ⊕ Λa ∼= M2 ⊕ K . It follows that K is finitely generated, and, as
again in the proof of Theorem 5.9, K is projective. This shows (i) =⇒ (iii) and
completes the proof. �

6.3 Finiteness Conditions and Syzygies

If M ∈ Mod∞ then M is finitely generated if and only if there exists an exact
sequence of Λ-homomorphisms

F0
η→ M → 0,

where F0 is finitely generated and free over Λ. In this case we shall also say that M
is of finite type in dimension zero, abbreviated to FT(0). More generally, if n ≥ 1
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we say that M is of finite type up to dimension n, abbreviated to FT(n), when there
exists an exact sequence of Λ-homomorphisms

Fn
∂n→ Fn−1

∂n−1→ ·· · ∂2→ F1
∂1→ F0

η→ M → 0,

where Fr is finitely generated free over Λ for 0 ≤ r ≤ n. The following is easily
verified:

Proposition 6.12 Let M ∈Modfin and let n ≥ 1. Then M satisfies condition FT(n)

if and only if there exists an exact sequence of Λ-homomorphisms

Pn
∂n→ Pn−1

∂n−1→ ·· · ∂2→ P1
∂1→ P0

η→ M → 0,

in which each Pr is finitely generated projective over Λ.

Proposition 6.13 Let M , N be right Λ-modules such that N ∈ [M]; then as
Λ-modules, N is finitely generated if and only if M is finitely generated.

If M is a finitely generated Λ-module, then, by Schanuel’s Lemma, there is a
well defined stable module Ω1(M) determined by the rule that Ω1(M) = [Ω] if
there exists an exact sequence of Λ-modules of the form

0 → Ω → Λa → M → 0,

where a is a positive integer. It may or may not be true that Ω is finitely generated.
However, this depends only on M , and not the particular representative Ω of Ω1(M)

which is chosen. We say that Ω1(M) is finitely generated when Ω is finitely gener-
ated for at least one (and therefore for any) representative Ω ∈ Ω1(M). Otherwise
we say that Ω1(M) is infinitely generated. Regardless of whether or not Ω1(Z) is
finitely generated, the stable module Ω1(M) is called the first syzygy of the finitely
generated module M .

We say that M is finitely presented when both M and Ω1(M) are finitely gen-
erated; equivalently, M is finitely presented when there exists an exact sequence of
Λ-modules of the form

0 → Ω → Λb → Λa → M → 0.

We then write Ω2(M) for the stability class of Ω ; again by Schanuel’s Lemma, the
stability class [Ω] of Ω depends only upon M , and we write

Ω2(M) = [Ω].

As before, we say that Ω2(M) is finitely generated when at least one element
Ω ∈ Ω2(M) is finitely generated (then every Ω ∈ Ω2(M) is finitely generated).
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Otherwise we say that Ω2(M) is infinitely generated and again, in any case, when
M is finitely presented the stable module Ω2(M) is called the second syzygy of M .

In general, if M is a finitely generated module and the stable modules Ω1(M),

. . . ,Ωm−1(M) are defined and finitely generated, then there exists an exact sequence

0 → Ω → Λem−1 → ·· · → Λe1 → Λe0 → M → 0,

and the stable class [Ω] then defines the nth-syzygy Ωm(M), which again may or
may not be finitely generated. We note the following:

Theorem 6.14 The following conditions are equivalent for any ring Λ:

(i) if M is a finitely presented Λ-module and Ω ∈ Ω1(M) then Ω is also finitely
presented;

(ii) if M is a finitely presented Λ-module then Ωn(M) is defined and finitely gen-
erated for all n ≥ 2;

(iii) if M is a finitely generated Λ-module such that Ω1(M) is finitely generated
then Ωn(M) is defined and finitely generated for all n ≥ 2;

(iv) in any exact sequence of Λ-modules 0 → Ω → Λb → Λa → M → 0 in which
a, b are positive integers, the module Ω is finitely generated;

(v) in any exact sequence of Λ-modules 0 → Ω → Λb → Λa in which a, b are
positive integers, the module Ω is finitely generated.

A ring Λ which satisfies any of these conditions (i)–(v) is said to be coherent.
Otherwise we shall say that Λ is incoherent. It is straightforward to see that when
G is finite its integral group ring Z[G] is coherent. By contrast (see Appendix D)
many familiar finitely presented infinite groups have incoherent group rings.

We note that if Ωn(M) is defined then it represents Dn(M) in the sense that

J ∈ Ωn(M) =⇒ J ∈ Dn(M).

It is useful to think of Ωn(M) as a ‘polarized state’ of Dn(M). A more exact relation
between them is considered in Proposition 6.17 below.

6.4 Graph Structure on Hyperstabilizations and the Action of ˜K0

Let ˜M ∈ Mod∞ be hyperstable. We say that ˜M is finitely determined when there
exists a finitely generated Λ-module M0 such that

˜M ∼= M0 ⊕ Λ∞.

M0 is then said to be a finite form of M̃ . If ˜M is a finitely determined hyperstable
module we write 〈M̃〉 for the set of isomorphism classes of finite forms of ˜M ; that
is:

〈˜M〉 = {N ∈ Modfin : ̂N ∼=Λ
̂M}/ ∼= .

We then have 〈̂M〉 = 〈M〉. It follows also that if M is of type FT(1) then the gener-
alised syzygy D1(M) is finitely determined. More generally:
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Proposition 6.15 Let M ∈ Modfin; if M satisfies condition FT(n) then Dr(M) is
finitely determined for 1 ≤ r ≤ n.

We note that the converse to Proposition 6.15 is false. If Λ is a ring with the
∞-kernel property (see Appendix D) then there exists an exact sequence

0 → P
i→ Λa f→ Λb,

where a, b are positive integers and P is a projective module of infinite rank. Taking
M = Im(f ), we get an exact sequence

0 → P
i→ Λa f→ M → 0,

where M is finitely generated, and hence also an exact sequence

0 → P ⊕ Λ∞ i⊕Id→ Λ∞ π◦f→ M → 0.

Thus D1(M) ∼= P ⊕ Λ∞ ∼= Λ∞ by Eilenberg’s trick. Thus D1(M) is finitely deter-
mined (by Λn for any positive integer n, or even by 0). However, M does not satisfy

FT(1), for otherwise there would be an exact sequence Λc ∂1→ Λd η→ M → 0 and so
we would have an exact sequence

0 → Im(∂1) → Λd η→ M → 0,

in which Im(∂1) is finitely generated. However, comparison of this with the exact
sequence

0 → P → Λa f→ M → 0,

would show, by Schanuel, that P ⊕Λd ∼= Im(∂1)⊕Λa , and since Im(∂1) is finitely
generated, P would also be finitely generated. Contradiction.

By Proposition 6.6 the isomorphism class of a finitely generated Λ-module M in
Der is entirely determined by the isomorphism class in ModΛ of its hyperstabiliza-
tion ̂M . We put

〈M〉 = {N ∈ Modfin : ̂N ∼=Λ
̂M}/ ∼= .

In Sect. 1.2 we considered the stable module [M] as a directed graph. The construc-
tion generalises straightforwardly to 〈M〉; that is, we take 〈M〉 to be the directed
graph in which the vertices are isomorphism classes of finitely generated Λ-modules
N for which ̂N ∼= ̂M and where we draw an arrow N → N ⊕ Λ for every isomor-
phism type N .

Proposition 6.16 Let M be a finitely generated Λ-module; then the graph 〈M〉 is
a disjoint union of trees each of which has the form [M ⊕ P ] where P is a finitely
generated projective module.
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Proof If N is a finitely generated Λ-module such that ̂N ∼= ̂M then [N ] is contained
as a subgraph in 〈M〉. In particular, if P is a finitely generated projective module
then ̂M ⊕ P ∼= ̂M so that [M⊕P ] is contained in 〈M〉. Furthermore, if ̂N ∼= ̂M then,
by Propositions 6.11 and 6.6, N ∼ M ⊕ P for some finitely generated projective
module P and so N ∈ [M ⊕ P ]. It follows that

〈M〉 =
⋃

P

[M ⊕ P ],

where P runs through the isomorphism classes of finitely generated projective mod-
ules. However, if P , Q are finitely generated projectives then either M ⊕ P ∼
M ⊕ N , in which case [M ⊕ P ] = [M ⊕ Q], or M ⊕ P �∼ M ⊕ N , in which case
[M ⊕ P ] ∩ [M ⊕ Q] = ∅. Thus 〈M〉 is a disjoint union of trees

〈M〉 =
∐

Pi

[M ⊕ Pi],

where Pi runs through a set of isomorphism classes of finitely generated projectives
for which the graphs [M ⊕ Pi] are pairwise distinct. �

We note the following:

Proposition 6.17 Let M be a finitely generated Λ-module with nth generalized
syzygy Dn(M); if Ωn(M) is defined and finitely generated then Ωn(M) comprises
a connected component of 〈Dn(M)〉.

Let π0(M) denote the set of connected components of 〈M〉. The stable class
[N ] ∈ π0(M) is thus the connected component of 〈M〉 which contains N ; there is
an action of the reduced projective class group ˜K0(Λ) on the set π0(M) given by:

• : ˜K0(Λ) × π0(M) −→ π0(M)

[P ] • [N ] = [P ⊕ N ]
It follows from Proposition 6.11 that this action is transitive. Moreover, as ˜K0(Λ) is
abelian any two points in π0(M) have the same stability group. In particular, putting

Stab(M) = {[P ] ∈ ˜K0(Λ) : M ⊕ P ∼ M}.
We obtain:

If M is a finitely generated Λ-module then there is a 1 − 1 correspondence

π0(M) ←→ ˜K0(Λ)/Stab(M). (6.18)

Stab(M) is thus an invariant of the hyperstability class of M . In particular, |˜K0(Λ)|
is an upper bound on the number of connected components of 〈M〉. Moreover, in
the simplest case, namely M = 0, then Stab(0) = {0} and the number of connected
components of 〈0〉 is precisely |˜K0(Λ)|. We give an example taken from the calcu-
lations of Swan [94]:
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Example 6.19 Take Λ = Z[Q(36)] where Q(36) = 〈x, y|x9 = y2, xyx = y〉; then
˜K0(Λ) ∼= Z/2⊕Z/2 so that π0([0]) has precisely four connected components; these
are drawn below, the height function being the normalized Z-rank of the Λ-modules
involved:

0

•
• • •••

•
•
•
•
•..
..

				
�

�
�

�
I

• • • •
•
•
•
•
•..
..

				
�

�
�

�
���� II

• •••
•
•
•
•
•..
..

�
�

�
�

III

• •••
•
•
•
•
•..
..

�
�

�
�

Here the tree labelled 0 is simply the stable class of the zero module; that is, the tree
of stably free modules over Z[Q(36)]. There is a useful relationship between stabil-
ity groups:

Proposition 6.20 If M is a module of type FT(1) then Stab(M) ⊂ Stab(D1(M)).

Proof Let E = (0 → K → Λa → M → 0) be an exact sequence and suppose that
P is a finitely generated projective module such that M ⊕ P ∼ M . We show that
K ⊕ P ∼ K .

Interpreting the relation M ⊕ P ∼ M as meaning M ⊕ P ⊕ Λb ∼=Λ M ⊕ Λc for
some b, c ≥ 0 then we may modify E to give two new sequences

E1 = (0 → K → Λa+b ⊕ P → M ⊕ P ⊕ Λb → 0);
E2 = (0 → K → Λa+c → M ⊕ Λc → 0).

Since M ⊕P ⊕Λb ∼=Λ M ⊕Λc then K ⊕P ⊕Λa+b ∼=Λ K ⊕Λa+c by Schanuel’s
Lemma and so K ⊕ P ∼ K as claimed. �

More generally, if M is of type FT(n) then Dr(M) is finitely determined for 1 ≤
r ≤ n; Stab(Dr(M)) is then defined also for 1 ≤ r ≤ n and we have the following:

Proposition 6.21 Let M be a module of type FT(n) then

Stab(M) ⊂ Stab(D1(M)) ⊂ · · · ⊂ Stab(Dn−1(M)) ⊂ Stab(Dn(M)).

Proposition 6.22 Let M ∈ Modfin be a module of type FP(n); that is, suppose there
exists an exact sequence 0 → Pn → Pn−1 → ·· · → P1 → P0 → M → 0 where
each Pr is finitely generated free over Λ; then Stab(M) = 0.
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Proof By Proposition 6.21 we have inclusions

Stab(M) ⊂ Stab(D1(M)) ⊂ · · · ⊂ Stab(Dn−1(M)) ⊂ Stab(Dn(M)).

Since Dn(M) is represented by the finitely generated projective module Pn we see
that Stab(Dn(M)) = Stab(Pn) = 0. �

If Λ = Z[G] is the integral group ring of a group G then applying the hypothesis
of Proposition 6.22 to the trivial module M = Z requires G to have finite coho-
mological dimension and hence to be torsion free. By contrast, when the group G

is finite it may occur that there are modules M for which Stab(M) is a nontrivial

subgroup of ˜K0(Z[G]).

Example 6.23 (The stable class [Z] over Q(2n)) Take G to be a finite group and
M = Z to be the trivial module and recall the Swan module construction; that is,
consider the canonical exact sequence 0 → I → Z[G] ε→ Z → 0 where I denotes
the augmentation ideal. For any nonzero integer r we define the Swan module (I, r)
by

(I, r) = ε−1(r)

so that (I, r) occurs in an exact sequence 0 → I → (I, r)
ε/r→ Z → 0. It follows by

dualising Swan’s projectivity criterion Sect. 5.7 that (I, r) is projective exactly when
r is coprime to |G|. In that case, since Extr (Z,Z[G]) = 0 for all r ≥ 1, we may apply
the dual Schanuel Lemma to deduce that:

Proposition 6.24 If G is a finite group and r is coprime to |G| then

Z ⊕ (I, r) ∼= Z ⊕ Z[G].

In the case where G is the quaternion group Q(2n) of order 2n (n ≥ 3), it is
known [94] that (I,3) represents the nontrivial class in ˜K0(Z[Q(2n)]) ∼= Z/2Z
so that for any finitely generated projective module P over Z[Q(2n)] by Propo-
sition 6.24 Z ⊕ P ∼ Z. It follows that over G = Q(2n):

Proposition 6.25 Stab(Z) = ˜K0(Z[Q(2n)]) ∼= Z/2Z.

In the same way that Proposition 6.20 is deduced from Schanuel’s Lemma, the
following is obtained from the dual version of Schanuel’s Lemma.

Proposition 6.26 Let M ∈ Modfin; if Ext1(M,Λ) = 0 then Stab(M) =
Stab(D1(M)).

Proof Let E = (0 → K → P → M → 0) be an exact sequence with P finitely
generated projective. It follows from Proposition 6.20 that Stab(M) ⊂ Stab(K). We



6.4 Graph Structure on Hyperstabilizations and the Action of ˜K0 127

must show that Stab(K) ⊂ Stab(M). Suppose that Q is a finitely generated projec-
tive module such that K ⊕ Q ∼ K . We show that M ⊕ Q ∼ M .

Interpreting the relation K ⊕ Q ∼ K as meaning K ⊕ Q ⊕ Λb ∼=Λ K ⊕ Λc for
some b, c ≥ 0 then we may modify E to give two new sequences

E1 = (0 → K ⊕ Q ⊕ Λb → P ⊕ Q ⊕ Λb → M → 0);
E2 = (0 → K ⊕ Λc → P ⊕ Λc → M → 0).

Since K ⊕ Q ⊕ Λb ∼=Λ K ⊕ Λc then from the dual version of Schanuel’s Lemma

M ⊕ P ⊕ Λc ∼=Λ M ⊕ P ⊕ Q ⊕ Λb. (∗)

Choose a finitely generated projective module P1 such that for some d ≥ 0
P ⊕ P1 ∼= Λd . Then applying ⊕P1 to each side of (∗) we obtain

M ⊕ Λc+d ∼=Λ M ⊕ Q ⊕ Λb+d (∗∗)

and so M ⊕ Q ∼ M as claimed. �

In the same way that Proposition 6.21 follows from Proposition 6.20 we have

Proposition 6.27 Let M ∈ Modfin(Λ); if Extr (M,Λ) = 0 for 1 ≤ r ≤ n then

Stab(M) = Stab(D1(M)) = · · · = Stab(Dn−1(M)) = Stab(Dn(M)).

We say that a Λ-module M has projective cancellation when for projective mod-
ules P , Q

M ⊕ P ∼=Λ M ⊕ Q =⇒ P ∼=Λ Q.

If M is a right (resp. left) Λ-module we denote by M∗ the dual left (resp. right)
Λ-module M∗ = HomΛ(M,Λ).

Proposition 6.28 If M∗ = 0 then M has the projective cancellation property.

Proof Suppose that M ⊕P ∼= M ⊕Q where P , Q are projective. Then M∗ ⊕P ∗ ∼=
M∗ ⊕ Q∗. However, since M∗ = 0, then P ∗ ∼= Q∗ and so P ∗∗ ∼= Q∗∗. Thus
P ∼= Q. �

More particularly, the set SF+ of nonzero stably free Λ modules is a semigroup
under ⊕ and for any Λ-module M there is a semigroup action of SF+ on the stable
module [M]

SF+ × [M] −→ [M]

(S, J ) 
−→ S ⊕ J

This action clearly has implications for the tree structure in [M]. For example, when
M has the projective cancellation property then the tree SF+ imbeds in the stable
class [M] via S 
→ M ⊕ S. Thus from Proposition 6.28 we obtain:
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Corollary 6.29 If M∗ = 0 then the tree SF+(Λ) imbeds in the stable class [M].

Example 6.30 (The stable class [Z] over an infinite group G) Let Λ denote the
integral group ring Λ = Z[G] of a group G. Furthermore, we denote by Z the (right)
module over Z[G] whose underlying abelian group is Z on which G acts trivially.
First note that:

Proposition 6.31 If G is infinite then HomΛ(Z,Λ) = 0.

Proof Recall that Λ = Z[G] consists of functions α : G → Z with finite support.
The element α ∈ Λ then has the canonical representation α = ∑

g∈G αgĝ where
ĝ : G → Z is the characteristic function of g

ĝ(γ ) =
{

1 if γ = g,

0 if γ �= g.

Let f : Z → Λ be a Λ-homomorphism; to show f = 0 it suffices to show that
f (1) = 0. Write f (1) = α =∑

g∈G αgĝ; then for h ∈ G,

f (1 · h−1) = f (1) · ̂h−1

=
∑

g∈G
αg

̂gh−1

=
∑

γ∈G
αγhγ̂ .

However, Z is a trivial module over Λ so that f (1) = f (1 · h−1) for all h ∈ G.
Comparing the coefficient of̂1 in the two expressions we see that αh = α1 for all
h ∈ G. Thus αg = αh for all g, h ∈ G. However, α has finite support and G is
infinite, so choosing h /∈ Supp(α) we see that αg = αh = 0 for all g ∈ G. That is,
f (1) = 0 and so f = 0 as required. �

It follows that:

Corollary 6.32 If G is infinite then the tree SF+ of nonzero stably free modules
over Z[G] imbeds in the stable class [Z] of the trivial module.

Similarly, if Zσ is the Z[G]-module structure on Z where G acts via a group
homomorphism σ : G → {±1} = Aut(Z) then again HomΛ(Zσ ,Λ) = 0 and SF+
likewise imbeds in [Zσ ].



Chapter 7
The Swan Mapping

In his fundamental paper on group cohomology Swan [91] defined, for any finite
group G, a homomorphism (Z/|G|)∗ → ˜K0(Z[G]) which, in this restricted context,
has since been used extensively both in the classification of projective modules [94]
and the algebraic homotopy theory of finite complexes [52]. We extend the definition
so that, for suitable modules J over reasonably general rings Λ, it takes the form
SJ : AutDer(J ) → ˜K0(Λ).

7.1 The Structure of Projective 0-Complexes

We consider projective 0-complexes; that is, exact sequences

(0 → J → P → M → 0)

where P is projective. Such a complex is said to be of finite type when both M and
J are finitely generated and to be stably free when P is stably free.

The set SF of isomorphism classes of finitely generated stably free modules
is precisely the same as [0], the stable class of the zero module. It follows from
Sect. 1.3 that SF has a well defined height function. In this case the height of
S ∈ SF is called the rank, rk(S); it may be calculated as follows:

rk(S) = r ⇐⇒ S ⊕ Λa ∼= Λr+a.

We first prove:

Theorem 7.1 For i = 1,2 let Ei = (0 → Ji → Si → M → 0) be a stably free 0-
complex of finite type in which M is coprojective; then

h(J1) = h(J2) ⇐⇒ rk(S1) = rk(S2).
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Proof (=⇒) As J1, J2 ∈ Ω1(M) and h(J1) = h(J2) then J1 ⊕ ΛN ∼= J2 ⊕ ΛN for
some positive integer N . Stabilizing by ΛN we get

ΣN+ (Ei ) = (0 → Ji ⊕ ΛN → Si ⊕ ΛN → M → 0).

Comparison of stabilizations gives M ⊕ S1 ⊕ ΛN ∼= M ⊕ S2 ⊕ ΛN by the dual
version of Schanuel’s Lemma. As S1, S2 are finitely generated stably free then
Si ⊕ Λm ∼= Λni for some positive integers m, n1, n2. Thus M ⊕ ΛN+n1 ∼=
M ⊕ ΛN+n2 and so n1 = n2. However rk(Si) + m = ni so that rk(S1) = rk(S2)

as claimed.
The proof of (⇐=) is similar but uses Schanuel’s Lemma rather than its dual.

�

For a positive integer n, as abbreviation we write Σn+(γ ) in place of ΣΛn

+ (γ );
that is:

Σn+(γ ) = (0 → N ⊕ Λn i⊕Id→ P ⊕ Λn p◦π→ M → 0).

Proposition 7.2 Let αr = (0 → Jr
jr→ Pr

pr→ Mr → 0) be projective 0-complexes
of finite type for r = 1,2 and let h : M1 → M2 be an isomorphism; then for some
m ∈ Z+ there exists a morphism over h

Σm+ (α1)

↓ ψ

α2

=
⎛

⎜

⎝

0 → J1 ⊕ Λm j1⊕Id→ P1 ⊕ Λm p1π→ M1 → 0
↓ ψ+ ↓ ψ0 ↓ h

0 → J2
j2→ P2

p2→ M2 → 0

⎞

⎟

⎠

in which ψ+, ψ0 are surjective.

Proof Suppose given a morphism of exact sequences thus;

0 → A
i→ B

p→ C → 0
↓ γ+ ↓ γ0 ↓ g

0 → A′ i′→ B ′ p′
→ C′ → 0

if g : C → C′ is an isomorphism then

(i) i : Ker(γ+) → Ker(γ0) is an isomorphism and
(ii) γ0 is surjective ⇔ γ+ is surjective.

With our hypotheses, as P1 is projective there exists a morphism f : α1 → α2
over h:

α1
↓ f

α2

=
⎛

⎜

⎝

0 → J1
j1→ P1

p1→ M1 → 0
↓ f+ ↓ f0 ↓ h

0 → J2
j2→ P2

p2→ M2 → 0

⎞

⎟

⎠
.
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As J2 is finitely generated there exists a surjective Λ-homomorphism μ : Λm → J2.
Defining ψ+ : J1 ⊕ Λm → J2, ψ0 : P1 ⊕ Λm → P2 by

ψ+
(

x

y

)

= f+(x) + μ(y); ψ0

(

z

y

)

= f0(z) + j ′ ◦ μ(y)

the following diagram commutes

0 → J1 ⊕ Λm j1⊕Id→ P1 ⊕ Λm p1π→ M1 → 0
↓ ψ+ ↓ ψ0 ↓ h

0 → J2
j2→ P2

p2→ M2 → 0

and gives a morphism ψ : Σm+ (α1) → α2 in which ψ+ : J1 ⊕Λm → J2 is surjective
by construction; thus ψ0 : P1 ⊕ Λm → P2 is surjective by our initial remark. �

Fix a morphism ψ : α1 → α2 between projective 0-complexes of finite type

α1
↓ ψ

α2

=
⎛

⎜

⎝

0 → J1
j1→ P1

p1→ M1 → 0
↓ ψ+ ↓ ψ0 ↓ h

0 → J2
j2→ P2

p2→ M2 → 0

⎞

⎟

⎠
,

where h : M1 → M2 is an isomorphism and ψ+ : J1 → J2 is surjective. Then
ψ0 : P1 → P2 is surjective and, as in Proposition 7.2, j1 : Ker(ψ+) → Ker(ψ0)

(= K) is an isomorphism.

Proposition 7.3 With this notation there exists an isomorphism over h thus

α1
↓ ϕ

ΣK+ (α2)

=
⎛

⎜

⎝

0 → J1
j1→ P1

p1→ M1 → 0
↓ ϕ+ ↓ ϕ0 ↓ h

0 → J2 ⊕ K
j2⊕IdK→ P2 ⊕ K

p2→ M2 → 0

⎞

⎟

⎠
.

Proof Since P2 is projective there exists a homomorphism r : P1 → K which splits

the exact sequence 0 → K → P1
ψ0→ P2 → 0 on the left. Define ϕ+ : J1 → J2 ⊕ K ,

ϕ+ : P1 → P2 ⊕ K by

ϕ+(x) =
(

ψ+(x)

r ◦ j1(x)

)

; ϕ0(y) =
(

ψ0(x)

r(y)

)

.

Then the following diagram commutes

0 → J1
j1→ P1

p1→ M1 → 0
↓ ϕ+ ↓ ϕ0 ↓ h

0 → J2 ⊕ K
j2⊕IdK→ P2 ⊕ K

p2→ M2 → 0

Since ϕ0 is an isomorphism it follows that ϕ+ is also an isomorphism. �
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Theorem 7.4 Let αr = (0 → Jr
jr→ Pr

pr→ Mr → 0) be projective 0-complexes of
finite type (r = 1,2) and suppose that h : M1 → M2 is an isomorphism. If [P1] =
[P2] ∈ ˜K0(Λ) then there exist n1, n2 ∈ Z+ such that Σn1+ (α1) ∼=h Σ

n2+ (α2).

Proof By Proposition 7.2 we first construct a morphism ψ : Σm+ (α1) → α2 in which
both ψ+ and ψ0 are surjective. Then by Proposition 7.3 there exists an isomor-
phism ϕ : Σm+ (α1) → ΣK+ (α2) where K = Ker(ψ0) (∼= Ker(ψ+)). As [P1] = [P2] ∈
˜K0(Λ) it follows that K is stably free. In particular, K ⊕ Λa ∼= Λb for some a, b.
Applying Σa+ to ϕ gives an isomorphism over h:

Σa+(ϕ) : Σa+(Σm+ (α1)) → Σa+(ΣK+ )(α2).

However, Σa+(Σm+ (α1)) ∼=IdM
Σa+m+ (α1) and since K ⊕ Λa ∼= Λb we may identify

Σa+(ΣK+ )(α2) ∼=IdM
Σb+(α2). Σa+(ϕ) now gives the required isomorphism over h on

taking n1 = a + m and n2 = b. �

7.2 Endomorphism Rings

If α = (0 → Jα → Pα → Mα → 0) and β = (0 → Jβ → Pβ → Mβ → 0) are pro-
jective 0-complexes and f : Mα → Mβ is a Λ-homomorphism it is a consequence
of the universal property of projective modules that then there exists a morphism
˜fβα over f

α

↓ ˜fβα

β

=
⎛

⎜

⎝

0 → Jα
jα→ Pα

pα→ Mα → 0
↓ fβα ↓ ˜fβα ↓ f

0 → Jβ
jβ→ Pβ

pβ→ Mβ → 0

⎞

⎟

⎠
.

Although the homomorphism fβα : Jα → Jβ need not be unique, it becomes
unique if we work instead in the category Der; if g̃βα : Pα → Pβ is a lifting of
g : Mα → Mβ then:

f ≈ g =⇒ fβα ≈ gβα. (7.5)

For any projective 0-complex α, the correspondence ρα(f ) = fαα determines a ring
homomorphism ρα : EndDer(Mα) → EndDer(Jα). When Mα = Mβ (= M say) we
denote any morphism Jα → Jβ obtained from a lifting of IdM by kβα thus

α

↓ ˜kβα

β

=
⎛

⎜

⎝

0 → Jα
jα→ Pα

pα→ M → 0
↓ kβα ↓ ˜kβα ↓ Id

0 → Jβ
jβ→ Pβ

pβ→ M → 0

⎞

⎟

⎠
.

It is straightforward to see that

ρβ(f ) = kβαρα(f )kαβ. (7.6)
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Note that the natural map ν : EndΛ(M) → EndDer(M) is also a ring homomor-
phism with Ker(ν) = P(M,M) = {f ∈ EndΛ(M) : f ≈ 0}. It follows from (7.5)
that Ker(ν) ⊂ Ker(ρα) so that ρα : EndΛ(M) → EndDer(J ) descends to a ring ho-
momorphism denoted by the same symbol

ρα : EndDer(M) → EndDer(J ).

In general ρα need not be injective. It is not immediately clear whether ρα is neces-
sarily surjective; however it becomes clear as soon as M is coprojective.

Theorem 7.7 Let α = (0 → J
j→ P

p→ M → 0) be a projective 0-complex; if M is
coprojective then ρα : EndDer(M) → EndDer(J ) is an isomorphism of rings.

Proof It suffices to show that

(I) ρα : EndΛ(M) → EndDer(J ) is surjective; and
(II) Ker(ρα) = P(M,M) = {α ∈ HomΛ(M,M) : α ≈ 0}.
Clearly (I) implies that ρα is surjective whilst (II) implies ρα is injective. To show
(I), observe that HomDer(P,J ) = Ext1(P,J ) = 0 so that the modified exact se-
quence of Sect. 5.4,

HomDer(P,J )
j∗
→ HomDer(J, J )

δ∗→ Ext1(M,J )
p∗
→ Ext1(P,J )

reduces to an isomorphism δ∗ : EndDer(J )
�−→ Ext1(M,J ). Since M is coprojective

then Ext1(M,P ) = 0. From the exact sequence

(III) HomΛ(M,P )
p∗→ HomΛ(M,M)

∂→ Ext1(M,J )
j∗→ 0 (= Ext1(M,P ))

it follows that EndΛ(M)
∂→ Ext1(M,J ) is surjective. Given [g] ∈ EndDer(J ) there

exists f ∈ EndΛ(M) such that ∂(f ) = δ∗([g]); that is, there is a congruence
c : g∗(α) ≡ f ∗(α)

g∗(α)
↓ c

f ∗(α)
=
⎛

⎝

0 −→ J −→ lim−→(g, j) −→ M −→ 0
↓ IdJ ↓ c ↓ IdM

0 −→ J −→ lim←−(p,f ) −→ M −→ 0

⎞

⎠ .

In addition, there are natural maps ν1 : α → g∗(α) and ν2 : f ∗(α) → α thus

α

↓ ν1

g∗(α)
=
⎛

⎜

⎝

0 −→ J
j−→ P

p−→ M −→ 0
↓ g ↓ ν1 ↓ IdM

0 −→ J −→ lim−→(g, j) −→ M −→ 0

⎞

⎟

⎠
;

f ∗(α)
↓ ν2

α

=
⎛

⎜

⎝

0 −→ J −→ lim←−(p,f ) −→ M −→ 0
↓ IdJ ↓ ν2 ↓ f

0 −→ J
j−→ P

p−→ M −→ 0

⎞

⎟

⎠
.
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In the composition μ = ν2 ◦ c ◦ ν1 : α → α, the mapping g : J → J is induced over
f : M → M showing that ρ(f ) = [g] as required. This proves (I).

For (II), observe that ρ = δ−1∗ ◦ ∂ where δ∗ is the isomorphism already noted and
∂ : HomΛ(M,M) → Ext1(M,J ) is the boundary map of the exact sequence

· · · i∗→ HomΛ(M,P )
p∗→ HomΛ(M,M)

∂→ Ext1(M,D)
i∗→ Ext1(M,P )

p∗→ · · · .

Thus Ker(ρ) = Ker(∂), so it suffices to show that Ker(∂) = P(M,M). From (III),
in addition to the surjectivity of ∂ we note that Ker(∂) = Im(p∗) ⊂ P(M,M). Sup-
pose, conversely, that α ∈P(M,M); that is, α factors through a projective Q;
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Since p is surjective then by the universal property of the projective Q there exists
a homomorphism̂ξ : Q → P such that ξ = p ◦̂ξ :
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Hence α = ξ ◦ η = p ◦̂ξ ◦ η and α = p∗(̂ξ ◦ η) ∈ Im(p∗). Thus P(M,M) ⊂ Im(p∗)
and Ker(ρ) = Im(p∗) = P(M,M) as required. This shows (II) and completes the
proof. �

7.3 The Dual Swan Mapping

Fix a projective 0-complex α = (0 → J
j→ P

p→ M → 0) and let f : M ′ → M be a
Λ-homomorphism.

Proposition 7.8 If f defines an isomorphism in Der then f ∗(α) is a projective
0-complex.
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Proof Consider the natural morphism

f ∗(α)
↓ ν

α

=
⎛

⎜

⎝

0 −→ J
i−→ lim←−(p,f )

π−→ M ′ −→ 0
↓ Id ↓ ν ↓ f

0 −→ J
j−→ P

p−→ M −→ 0

⎞

⎟

⎠
.

For brevity we write lim←− = lim←−(p,f ). Given a Λ-module N on applying the co-
homology exact sequence extending HomΛ(−,N) we obtain a commutative ladder
with exact rows

Ext1(M,N)
j∗→ Ext1(P,N)

p∗→ Ext1(J,N)
∂→ Ext2(M,N)

↓ f ∗ ↓ ν∗ ↓ Id ↓ f ∗

Ext1(M ′,N)
i∗→ Ext1(lim←−,N)

π∗→ Ext1(J,N)
∂→ Ext2(M ′,N)

Since f ∗ and Id are isomorphisms it follows that ν∗ : Ext1(P,N) → Ext1(lim←−,N) is

surjective. However, Ext1(P,N) = 0 since P is projective. Thus Ext1(lim←−,N) = 0
for arbitrary N , and so, by Proposition 5.5, lim←−(p,f ) is projective as claimed. �

Let α = (0 → Jα
jα→ Pα

pα→ M → 0) be a projective 0-complex of finite type
and f : M → M a Λ-homomorphism which defines an automorphism of M in the
category Der; then by Proposition 7.8 above,

f ∗(α) = (0 → Jα
i→ lim←−(pα,f )

π→ M → 0)

is a projective 0-complex, also of finite type, and hence defines a class [lim←−(pα,f )] ∈
˜K0(Λ). The correspondence

̂Sα(f ) = [lim←−(pα,f )]

defines a mapping ̂Sα : AutDer(M) → ˜K0(Λ), the dual Swan mapping associated
with α. Evidently congruent projective 0-complexes give the same dual Swan map-
ping; that is:

Proposition 7.9 Let α, β be projective 0-complexes of finite type; if α ≡ β then
̂Sα =̂Sβ .

If α is a projective 0-complex of finite type and K is a finitely generated projec-
tive module then ΣK+ (α) is also a projective 0-complex of finite type. Moreover, the
stabilization operator ΣK+ commutes with pullback; that is:

Proposition 7.10 ΣK+ (f ∗(α)) ≡ f ∗(ΣK+ (α)).
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Furthermore, if f : M → M is a Λ-homomorphism and ˜f : α → α is a lifting of
f to α then there is a lifting ΣK+ (˜f ) : ΣK+ (α) → ΣK+ (α) constructed as follows:

ΣK+ (α)

↓ ΣK+ (˜f )

ΣK+ (α)

=
⎛

⎜

⎝

0 −→ Jα ⊕ K
i⊕Id−→ Pα ⊕ K

pαπ−→ M −→ 0
↓ ˜f⊕Id ↓ ˜f⊕Id ↓ f

0 −→ Jα ⊕ K
i⊕Id−→ Pα ⊕ K

pαπ−→ M −→ 0

⎞

⎟

⎠
.

It now follows easily that:

Proposition 7.11 ̂SΣK+ (α)(f ) =̂Sα(f ) + [K].

In the special case where K = Λn we have [Λn] = 0 ∈ ˜K0(Λ) so that by Propo-
sition 7.11:

Proposition 7.12 ̂SΣn+(α) =̂Sα .

Let α = (0 → Jα
jα→ Pα

pα→ M → 0), β = (0 → Jβ
jβ→ Pβ

pβ→ M → 0) be projec-
tive 0-complexes of finite type; we write α ∼=M β when there exists a commutative
diagram

α

↓ ϕ

β

=
⎛

⎜

⎝

0 → Jα
jα→ Pα

pα→ M → 0
↓ ϕ+ ↓ ϕ ↓ Id

0 → Jβ
jβ→ Pβ

pβ→ M → 0

⎞

⎟

⎠
.

ϕ is then said to be an isomorphism over the identity; with this notation:

α ∼=M β =⇒ ̂Sα =̂Sβ. (7.13)

Proof Let ϕ : α → β be an isomorphism over IdM :

α

↓ ϕ

β

=
⎛

⎜

⎝

0 → Jα
jα→ Pα

pα→ M → 0
↓ ϕ+ ↓ ϕ ↓ Id

0 → Jβ
jβ→ Pβ

pβ→ M → 0

⎞

⎟

⎠
.

Then ϕ×Id : Pα ×M → Pβ ×M is an isomorphism of Λ-modules whose restriction

is a Λ-isomorphism ϕ × Id : lim←−(pα,f )
�−→ lim←−(pβ,f ) for each f ∈ EndDer(M).

Hence ̂Sα(f ) =̂Sβ(f ). �

Corollary 7.14 Let

α = (0 → Jα
jα→ Pα

pα→ M → 0), β = (0 → Jβ
jβ→ Pβ

pβ→ M → 0)

be projective 0-complexes of finite type. Then

̂Sα =̂Sβ ⇐⇒ [Pα] = [Pβ ] ∈ ˜K0(Λ).
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Proof If ̂Sα = ̂Sβ then in particular ̂Sα(Id) = ̂Sβ(Id). The implication (=⇒) now
follows since ̂Sα(Id) = [Pα] and ̂Sβ(Id) = [Pβ ]. Suppose conversely that [Pα] =
[Pβ ]. By Theorem 7.4, Σn(α) ∼=M Σm(β) for some n, m. Thus ̂SΣn(α) = ̂SΣm(β)

by (7.13). The implication (⇐=) now follows from Proposition 7.12. �

Corollary 7.15 For r = 1,2 let Fr = (0 → Jr
jr→ Λnr

pr→ M → 0) be free
0-complexes over the finitely presented module M ; then ̂S F1 =̂S F2 .

Proof [Λn1] = [Λn2 ] = 0 ∈ ˜K0(Λ) so the conclusion follows by Corollary 7.14. �

If F is a free 0-complex of finite type over the finitely presented module M then
writing

̂SM =̂SF

allows us to define the dual Swan mapping ̂SM : AutDer(M) → ˜K0(Λ); that is, if

F = (0 → J
jF→ Λn pF→ M → 0)

then

̂SM(f ) = [lim←−(pF, f )].

By Corollary 7.15 the definition depends only upon M and not upon the particular
choice of F.

We now proceed to show that ̂SM is a homomorphism; for the remainder of this
section we fix a finitely presented module M and write ̂S = ̂SM . We first establish
the following composition property:

Proposition 7.16 Let α be a projective 0-complex of finite type; then for all f,g ∈
AutDer(M)

̂Sα(fg) =̂Sf ∗(α)(g).

Proof We compute that ̂Sα(fg) = [lim←−(p,fg)] using the commutative diagram

(fg)∗(α)
↓ νfg

α

=
⎛

⎜

⎝

0 −→ Jα
i−→ lim←−(p,fg)

π−→ M −→ 0
↓ Id ↓ νfg ↓ fg

0 −→ Jα
j−→ Pα

p−→ M −→ 0

⎞

⎟

⎠
.
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Likewise ̂Sf ∗(α)(g) is computed using the commutative diagram

g∗f ∗(α)
↓ νg

f ∗(α)
↓ νf

α

=

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

0 −→ Jα
i−→ lim←−(π1, g)

π2−→ M −→ 0
↓ Id ↓ νg ↓ g

0 −→ Jα
i−→ lim←−(p,f )

π1−→ M −→ 0
↓ Id ↓ νf ↓ f

0 −→ Jα
j−→ Pα

p−→ M −→ 0

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

which contains the two pullback squares

lim←−(p,f )
π1−→ M

↓ νf ↓ f

Pα
p−→ M

;
lim←−(π1, g)

π2−→ M

↓ νg ↓ g

lim←−(p,f )
π1−→ M

and gives ̂Sf ∗(α)(g) = [lim←−(π1, g)]. As the following square is also a pullback

lim←−(π1, g)
π2−→ M

↓ νf νg ↓ fg

Pα
p−→ M

the conclusion follows from the resulting isomorphism lim←−(p,fg) ∼= lim←−(π1, g).
�

Proposition 7.17 Let α = (0 → Jα
jα→ Pα

pα→ M → 0) be a projective 0-complex of
finite type; then for each f ∈ AutDer(M)

̂Sα(f ) =̂S(f ) + [Pα].

Proof Write α = (0 → Jα
j→ Pα

p→ M → 0) and let F = (0 → J → Λn → M → 0)
be a free 0-complex. Then ΣPαF = (0 → J ⊕ Pα → Λn ⊕ Pα → M → 0) has the
property that [Λn ⊕ Pα] = [Pα]. and so, by Corollary 7.14, ̂Sα =̂SΣPα (F). Now by
Proposition 7.11 we see that ̂SΣPα (F)(f ) =̂SF(f ) + [Pα]. The conclusion follows
as ̂SF =̂S. �

Corollary 7.18 ̂S : AutDer(M) → ˜K0(Λ) is a homomorphism.

Proof Let f,g ∈ AutDer(M) and let 0-complex F = (0 → J → Λn p→ M → 0) be
a free 0-complex. Then, by Proposition 7.16,

̂S(fg) =̂Sf ∗(F)(g).

However, f ∗(F) = (0 → J → lim←−(p,f ) → M → 0) so that, by Proposition 7.17,

̂Sf ∗(F)(g) =̂S(g) + [lim←−(p,f )] = [lim←−(p,f )] +̂S(g).



7.4 Representing Projective 0-Complexes 139

However, ̂S(f ) = [lim←−(p,f )] so that ̂Sf ∗(F)(g) =̂S(f ) +̂S(g), and hence

̂S(fg) =̂S(f ) +̂S(g). �

7.4 Representing Projective 0-Complexes

Let M be a finitely generated coprojective module of type F(1) and let J ∈ Ω1(M);

then we know that there exists an exact sequence α = (0 → J
j→ P

p→ M → 0)
where P is finitely generated projective; in fact, P may be taken to be stably free.
Given any Λ-homomorphism g : J → J we recall that g∗(α) is the exact sequence

g∗(α) =
(

0 → J
j→ lim−→(g, j)

π→ M → 0
)

,

where lim−→(g, j) is the pushout lim−→(g, j) = (J ⊕ P)/Im(g × −j). To simplify the
discussion we adopt some notation; α will denote a fixed projective 0-complex as
above; β = (0 → J

ι→ E
π→ M → 0) will denote an otherwise arbitrary element

of Ext1(M,J ); g,h will denote Λ-homomorphisms g,h : J → J . With notation as
above:

β ≡ g∗(α) for some g ∈ EndΛ(J ); (7.19)

g∗(α) ≡ h∗(α) ⇐⇒ [g] = [h] ∈ EndDer(J ); (7.20)

g∗(α) is a projective 0-complex ⇐⇒ [g] ∈ AutDer(J ); (7.21)

β ∼=M α ⇐⇒ β ≡ g∗(α) for some g ∈ AutΛ(J ). (7.22)

Proofs of (7.19) and (7.20) Consider the exact sequence

HomDer(P,J )
j∗
→ HomDer(J, J )

δ∗→ Ext1(M,J )
p∗
→ Ext1(P,J ).

Since P is projective then HomDer(P,J ) = Ext1(P,J ) = 0 so that we have a
isomorphism δ∗ : HomDer(J, J ) → Ext1(M,J ) given by δ∗([g]) = g∗(α). Equa-
tions (7.19) and (7.20) follow immediately. �

Proof of (7.21) Consider the natural homomorphism

α

↓ νg

g∗(α)
=
⎛

⎜

⎝

0 −→ J
j−→ P

p−→ M −→ 0
↓ g ↓ ν ↓ Id

0 −→ J
i−→ lim−→(g, j)

π1−→ M −→ 0

⎞

⎟

⎠
.

The exact sequence from HomDer(−,N) gives a ladder with exact rows

HomDer(J,N)
∂→ Ext1(M,N)

π∗→ Ext1(lim−→,N)
i∗→ Ext1(J,N)

↓ g∗ ↓ Id ↓ ν∗ ↓ g∗

HomDer(J,N)
∂→ Ext1(M,N)

p∗
→ Ext1(P,N)

j∗
→ Ext1(J,N)
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By hypothesis, g∗ is an isomorphism; so also is Id. It follows that ν∗ is injective.
However Ext1(P,N) = 0 so that also Ext1(lim−→,N) = 0. Since this is true for arbi-
trary N it follows that lim−→(g, j) is projective. This proves (⇐=).

To show (=⇒) note that HomDer(P,N) = 0 since P is projective. If lim−→(g, j) is

also projective then Ext1(P,N) = Ext1(lim−→,N) = 0 for any Λ-module N . Since
M is coprojective, we may apply the (modified) reverse exact sequence from
HomDer(−, J ) to obtain a commutative diagram with exact rows:

0 → HomDer(J, J )
∂→ Ext1(M,J ) → 0

↓ g∗ ↓ Id

0 → HomDer(J, J )
∂→ Ext1(M,J ) → 0

In particular, g∗ : HomDer(J, J ) → HomDer(J, J ) is bijective. We may choose a
Λ-homomorphism h : J → J such that g∗(h) = h ◦ g ≈ IdJ . Then

g∗(g ◦ h) = (g ◦ h) ◦ g

= g ◦ (h ◦ g)

≈ g ◦ Id

≈ g

whilst evidently g∗(Id) ≈ g. Since g∗ : HomDer(J, J ) → HomDer(J, J ) is injective
then g ◦ h ≈ Id, and so g : J → J is an isomorphism in Der . This completes the
proof. �

Proof of (7.22) Suppose that β ∼=M α; then there is a commutative diagram

α

↓ ĝ

β

=
⎛

⎜

⎝

0 → J
j→ P

p→ M → 0
↓ g ↓ g0 ↓ Id

0 → J
ι→ E

p→ M → 0

⎞

⎟

⎠
,

where g, g0 are Λ-isomorphisms. Putting g#(α) = (0 → J
jg−1

→ S
p→ M → 0) then

the above commutative diagram may be modified to give a congruence

g#(α)

↓ c

β

=
⎛

⎜

⎝

0 → J
jg−1

→ P
p→ M → 0

↓ Id ↓ g0 ↓ Id

0 → J
ι→ E

p→ M → 0

⎞

⎟

⎠
.

There is also a conguence c′ : g∗(α) → g#(α) given by c′[x, y] = jh−1(x) + y as
follows;

g∗(α)
↓ c′

g#(α)

=

⎛

⎜

⎜

⎝

0 −→ J
i−→ lim−→(h, j)

π−→ M −→ 0
↓ Id ↓ c′ ↓ Id

0 −→ J
jg−1

−→ P
p−→ M −→ 0

⎞

⎟

⎟

⎠

.
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The composite c ◦ c′ : g∗(α) → β gives the required congruence g∗(α) ≡ β .
Conversely, if β ≡ g∗(α) for some g ∈ AutΛ(J ) then since g#(α) ≡ g∗(α) there

is also a congruence c : g#(α) → β which we write thus:

g#(α)

↓ c

β

=
⎛

⎜

⎝

0 → J
jg−1

→ P
p→ M → 0

↓ Id ↓ g0 ↓ Id

0 → J
ι→ E

p→ M → 0

⎞

⎟

⎠
.

Equivalently we have an isomorphism ĝ : α → β over IdM :

α

↓ ĝ

β

=
⎛

⎜

⎝

0 → J
j→ P

p→ M → 0
↓ g ↓ g0 ↓ Id

0 → J
ι→ E

p→ M → 0

⎞

⎟

⎠
.

�

7.5 The Swan Mapping Proper

A finitely generated module J is said to be tame when J ∈ Ω1(M) for some finitely
generated coprojective module M . Observe also that this forces M to be finitely
presented and so the dual Swan mapping ̂SM is well defined, as in Sect. 7.3. We first
note:

Proposition 7.23 If M is a finitely presented coprojective module and J ∈ Ω1(M)

then J then occurs in a 0-complex α = (0 → J
j→ E

p→ M → 0) in which E is
stably free.

Proof The proof is a refinement of Proposition 5.31. Let

S = (0 → K
i→ Λn p→ M → 0)

be an exact sequence. Since J ∈ Ω1(M) then J ⊕Λa ∼= K ⊕Λb . for some integers
a, b ≥ 0. We may now modify S to get an exact sequence

0 → K ⊕ Λb i′→ Λn+b p′
→ M → 0.

Choosing an isomorphism ϕ : J ⊕ Λa �−→ K ⊕ Λb, put j = i′ ◦ ϕ; we get an exact
sequence

0 → J ⊕ Λa j→ Λn+b p′
→ M → 0.

Define E = Λn+b/j (Λa); then we get an exact sequence

α = (0 → J → E → M → 0)



142 7 The Swan Mapping

and E is projective by Proposition 5.17. Hence the sequence

0 → Λa → Λn+b → E → 0

defining E splits so that E ⊕ Λa ∼= Λn+b; that is, E is stably free. �

A 0-complex α as in Proposition 7.23 is also said to be tame; note that then both
M and J are finitely geneated. We shall associate to each tame module J a mapping
SJ : AutDer(J ) → ˜K0(Λ), the Swan mapping of J . SJ may be regarded as the dual
to ̂SM , the coprojectivity hypothesis on M being necessary for the duality.

Thus let α = (0 → J
j→ E

p→ M → 0) be a tame 0-complex. In Sect. 7.2
we constructed a ring isomorphism ρα : EndDer(M) → EndDer(J ); we denote by
μα : EndDer(J ) → EndDer(M) the inverse isomorphism; with this notation:

Proposition 7.24 For any g ∈ AutDer(J ) g∗(α) ≡ μα(g)
∗(α).

Proof An easy chase of definitions shows that the following diagram commutes

�
�

�
���

�
�

�
���

�HomDer(M,M)

Ext1(M,J )

HomDer(J, J )

ρα

∂ δ∗

that is, ρα(f )∗(α) ≡ f ∗(α) for f ∈ HomDer(M,M). Equivalently, g∗(α) ≡
μα(g)

∗(α) for g ∈ HomDer(J, J ). �

Suppose that α = (0 → J
j→ E

p→ M → 0) is a tame 0-complex and let
g1, g2 : J → J be Λ-homomorphisms; if g1 ≈ g2 then, as M is coprojective, the ex-
act sequences (g1)∗(α) and (g2)∗(α) are congruent so that lim−→(g1, j) ∼= lim−→(g2, j).

By (7.21) above, if g defines an isomorphism in the derived module category then
lim−→(g, j) is projective. As both M and J are finitely generated then lim−→(g, j) is also

finitely generated and we obtain a function

Sα : AutDer(J ) → K̃0(Λ); Sα(g) = [lim−→(g, j)].
Clearly Sα = Sβ when α is congruent to β . Hence directly from Proposition 7.11
we obtain:

Proposition 7.25 For any f ∈ AutDer(J ), Sα(f ) =̂Sα(μα(f )).

We proceed to show that, in a tame 0-complex α of this type, Sα depends only
on Jα . The proof is a not entirely obvious dual version of Corollary 7.14. First
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we consider the dual notion of stabilization; if a is a nonnegative integer the co-
stabilization Σa−(α) of α is the extension

Σa−(α) = (0 → J
ĵ→ E ⊕ Λa p⊕Id→ M ⊕ Λa → 0),

where ĵ : J → E ⊕ Λa is the composition of j with the canonical inclusion
E → E ⊕ Λa . One may check directly that the dual result to Proposition 7.12 holds,
namely:

Proposition 7.26 SΣa−(α) = Sα .

Let α = (0 → J
jα→ Eα

pα→ M → 0), β = (0 → J
jβ→ Eβ

pβ→ M → 0) be tame
0-complexes in which Jα = Jβ = J . We write α ∼=

J
β when there exists a commuta-

tive diagram of the form

α

↓ ϕ

β

=
⎛

⎜

⎝

0 → J
jα→ Eα

pα→ Mα → 0
↓ Id ↓ ϕ ↓ ϕ−

0 → J
jβ→ Eβ

pβ→ Mβ → 0

⎞

⎟

⎠

ϕ is then said to be an isomorphism over the kernel.

Proposition 7.27 If α, β are tame 0-complexes such that α ∼=
J
β then Sα = Sβ .

Proof Let ϕ : α → β be an isomorphism over J :

α

↓ ϕ

β

=
⎛

⎜

⎝

0 → J
jα→ Eα

pα→ Mα → 0
↓ Id ↓ ϕ ↓ ϕ−

0 → J
jβ→ Eβ

pβ→ Mβ → 0

⎞

⎟

⎠
.

Then Id × ϕ : J × Pα → J × Pβ is an isomorphism of Λ modules and for each
g ∈ EndDerΛ(J ) restricts to a Λ-module isomorphism Id × ϕ : Im(g × −jα) →
Im(g × −jβ) inducing an isomorphism lim−→(g, jα)

�−→ lim−→(g, jβ). Thus Sα(g) =
Sβ(g) as claimed. �

Theorem 7.28 Let α, β be tame 0-complexes with Jα = Jβ ; then Sα = Sβ .

Proof Write

α = (0 → J
jα→ Eα

pα→ Mα → 0) and β = (0 → J
jβ→ Eβ

pβ→ Mβ → 0),

where Eα , Eβ are stably free. We consider a sequence of decreasingly special
cases.
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Case I Firstly suppose that Mα = Mβ = M (say) and let ̂S = ̂SM be the dual
Swan homomorphism of Sect. 7.3. As Eα , Eβ are stably free it follows from
Corollary 7.14 that ̂Sα = ̂Sβ =̂S. In particular, ̂Sα is a homomorphism by Corol-
lary 7.18. By (7.6), ρβ(f ) = kβαρα(f )kαβ for f ∈ AutDer(M). Since μα = ρ−1

α it
follows for g ∈ AutDer(J ) that

μα(g) = λβαμβ(g)λαβ,

where λαβ = μβ(kαβ) ∈ AutDer(M). Then ̂Sα(λβα) = −̂Sα(λαβ) since λβαλαβ =
Id and ̂Sα is a homomorphism. Thus

Sα(g)) =̂Sα(μα(g))

=̂Sα(λβαμβ(g)λαβ)

=̂Sα(λβα) +̂Sα(μβ(g)) +̂Sα(λαβ)

=̂Sα(λβα) +̂Sα(μβ(g)) −̂Sα(λβα)

=̂Sα(μβ(g)).

However,̂Sα =̂Sβ , so that Sα(g)) =̂Sβ(μβ(g)) = Sβ(g)) and Sα = Sβ as claimed.

Case II Next suppose that there is an isomorphism of Λ-modules f : Mα
�→ Mβ

then f induces a canonical isomorphism over the kernel f ∗(β) ∼=
J

β , so that

Sf ∗(β) = Sβ by Proposition 7.27. However, there is a congruence α ≡ f ∗(β) so
that Sα = Sf ∗(β) and the result follows.

General Case Then

α = (0 → J → Eα → Mα → 0), β = (0 → J → Eβ → Mβ → 0).

Put α1 = Σ
Eβ

− (α) thus α1 = (0 → J → Eα ⊕ Eβ → Mα ⊕ Eβ → 0). Since Eα ,
Eβ are finitely generated stably free, so also is Eα ⊕Eβ . Moreover, we may choose
N ≥ 1 such that Eα ⊕ ΛN , Eβ ⊕ ΛN are both free.

α2 = ΣN− (α1) = (0 → J → Eα ⊕ Eβ ⊕ ΛN → Mα ⊕ Eβ ⊕ ΛN → 0).

Then Sα2 = Sα1 by Proposition 7.26. However α2 = Σa−(α) where Eβ ⊕ΛN ∼= Λa

so that Sα = Sα2 by Proposition 7.26. Thus Sα = Sα1 . Similarly Sβ = Sβ1 where

β1 = Σ
Eα− (β). However, since Mα , Mβ are coprojective then Mα ⊕Eβ

∼= Mβ ⊕Eα

by the Dual Schanuel Lemma, Thus Sα1 = Sβ1 by Case II above, and so Sα = Sβ

as required. �

Now let J be a tame module occurring in a tame 0-complex

α = (0 → J
j→ E

p→ M → 0);
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we associate to J a mapping

SJ : AutDer(J ) → ˜K0(Λ)

by the rule SJ = Sα . SJ is the Swan mapping of J . By Theorem 7.28, SJ is inde-
pendent of the tame 0-complex α in which it occurs. Finally we establish:

Theorem 7.29 SJ : AutDer(J ) → ˜K0(Λ) is a homomorphism.

Proof Start with a tame 0-complex α = (0 → J → E → M → 0). As E is stably
free then E ⊕Λa ∼= Λn for some integers a,n ≥ 0. Thus we may co-stabilize to get

Σa−(α) = F = (0 → J → Λn → N → 0),

where F = E⊕Λa and N = M⊕Λa . As SJ = Sα = SF it suffices to show that SF is
a homomorphism. However, from Proposition 7.25 we get that SF(f ) =̂SF(μF(f ));

whilst from the definition immediately following Corollary 7.15 we see that ̂SF =
̂SN . Thus

SF(f ) = ̂SN(μF(f )).

Thus for all f , g ∈ AutDer(J ) we have SF(fg) = ̂SN(μF(fg)) = ̂SN(μF(f )μF(g)).
However, ̂SN is a homomorphism by Corollary 7.18, so that

̂SN(μF(f )μF(g)) = ̂SN(μF(f )) + ̂SN(μF(g)) = SF(f ) + SF(g).

Hence SF(fg) = SF(f ) + SF(g) and this completes the proof. �

7.6 Stabilising Endomorphisms

Let J , P be modules over Λ; we represent elements of the direct sum J ⊕ P as
column vectors

( x
y
)

where x ∈ J and y ∈ P . There are obvious inclusions and pro-
jections

iJ : J → J ⊕ P ;
iJ (x) =

(

x
0

)

;
iP : J → J ⊕ P ;
iP (y) =

(

0
y

)

;

πJ : J ⊕ P → J ;
πJ

(

x
y

)

= x;
πP : J ⊕ P → P ;
πP

(

x
y

)

= y.

Any endomorphism α : J ⊕ P → J ⊕ P may be uniquely represented by a 2 × 2
matrix

α =
(

αJJ αJP

αPJ αPP

)

,
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where αRS = πRαiS . There is a ring homomorphism e : EndΛ(J ) → EndΛ(J ⊕ P)

e(γ ) =
(

γ 0
0 IdP

)

.

When P is projective then IdP ≈ 0; it then follows that e descends to a ring homo-
morphism e∗ : EndDer(J ) → EndDer(J ⊕ P). Moreover, the diagram below com-
mutes:

�

�
�

��

�
�

��

AutDer(J ) AutDer(J ⊕ Λ)

˜K0(Λ)

e∗

S S
(7.30)

Proposition 7.31 If P is projective then e∗ : EndDer(J ) → EndDer(J ⊕ P) is an
isomorphism of rings.

Proof It suffices to show e∗ is bijective. The mapping ρ : EndΛ(J ⊕P) → EndΛ(J )

defined by ρ(α) = αJJ is a surjective homomorphism of abelian groups and clearly
ρe = Id. Observe that IdJ⊕P = iJ πJ + iP πP (= Id). Expanding Id ◦ α ◦ Id for α ∈
EndΛ(J ⊕ P) gives the familiar identity

α = iJ αJJ πJ + iJ αJP πP + iP αPJ πJ + iP αPP πP . (∗)

We claim that:

α ≈ 0 ⇐⇒ αJJ ≈ 0. (∗∗)

Observe that if α ≈ 0 then πJαiJ ≈ 0 which, since αJJ = πJαiJ , proves (=⇒).
Conversely, since P is projective then αJP ≈ 0, αPJ ≈ 0 and αPP ≈ 0 so that

by (∗)

α ≈ iJ αJJ πJ . (∗∗∗)

If αJJ ≈ 0 then α ≈ 0. This proves (∗∗) from which it follows that ρ descends to a
homomorphism of abelian groups ρ∗ : EndDer(J ⊕P) → EndDer(J ); [α] 
→ [αJJ ].
Since ρe = Id then ρ∗e∗ = Id so that ρ∗ is surjective. However, ρ∗ is also injective
by (∗∗). Thus ρ∗ is bijective. Hence e∗ = ρ−1∗ is also bijective as required. �

7.7 Full Modules

Let J be a tame module and let α = (0 → J
j→ E → M → 0) be a tame 0-complex

with E stably free. The Swan mapping SJ : AutDer(J ) → ˜K0(Λ) may be described



7.7 Full Modules 147

by

SJ (f ) = [lim−→(f, j)].
Note that there is a canonical morphism

α

↓ νf

f∗(α)
=
⎛

⎜

⎝

0 → J
j→ E → M → 0

↓ f ↓ ν ↓ Id

0 → J → lim−→(f, j) → M → 0

⎞

⎟

⎠
.

If f : J → J is an isomorphism of Λ-modules then, by the Five Lemma, ν : E →
lim−→(f, j) is also an isomorphism of Λ-modules. Hence [lim−→(f, j)] = [E] ∈ ˜K0(Λ).

However, E represents 0 in ˜K0(Λ) so that:

Proposition 7.32 If f ∈ AutΛ(J ) then SJ (f ) = 0 ∈ ˜K0(Λ).

There is natural homomorphism νJ : AutΛ(J ) → AutDer(J ) which assigns to
f ∈ AutΛ(J ) its class modulo ‘≈’. Thus we see from Proposition 7.32 that:

Proposition 7.33 If J is a tame module then Im(νJ ) ⊂ Ker(SJ ).

We shall say that J is full when Im(νJ ) = Ker(SJ ). In this section we will show
that when J is tame then some stabilization J ⊕ ΛN is full. Firstly we write

r(J ) = min{s ≥ 1 : there exists a surjectiveΛ-homomorphism Λs → J }.
A ring Λ is said to have a stable range when there exists an integer n ≥ 0 such that
there is no nontrivial finitely generated stably free module S with n < rk(S). We
write σ(Λ) = n when there is a nontrivial stably free module of rank = n but none
of rank > n. This definition of σ(Λ) is normalized so that σ(F) = 0 when F is a
field. Moreover, if Λ has no stable range we write σ(Λ) = +∞.

Theorem 7.34 Let J be tame; if max{r(J ), σ (Λ) + 1} ≤ n then J ⊕ Λn is full.

Proof In essence the proof repeats Theorem 7.4 with more precise book-keeping.
Since J is tame we may first choose a free 0-complex of finite type

E = (0 → J
j→ Λm p→ M → 0).

Let n be a positive integer such that max{r(J ), σ (Λ) + 1} ≤ n and choose a
Λ-homomorphism g : J ⊕Λn → J ⊕Λn such that [g] ∈ Ker(SJ⊕Λn). Write g as a
matrix with respect to the direct sum J ⊕ Λn

g =
(

g00 g01
g10 g11

)
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and put f = g00 : J → J . Then [g] = e∗([f ]) so that [f ] ∈ Ker(S) by commutativ-
ity of (7.30). It will suffice to show that:

There is an element F ∈ AutΛ(J ⊕ Λn) of the form F =
(

f f01
f10 f11

)

. (7.35)

For then [F ] = e∗([f ]) = [g] and so [g] ∈ Im(νJ ) as required since F is a
Λ-automorphism of J ⊕ Λn. Given f obtained from g as above, construct the
pushout sequence f∗(E) together with the canonical morphism νf : E → f∗(E) ;

E
↓ νf

f∗(E)
=
⎛

⎜

⎝

0 −→ J
j−→ Λm p−→ M −→ 0

↓ f ↓ f0 ↓ IdM

0 −→ J
i−→ lim−→(f, j)

π−→ M −→ 0

⎞

⎟

⎠
.

Since r(J ) ≤ n choose a surjective Λ-homomorphism f01 : Λn → J and construct
a morphism of exact sequences thus

Σn+(E)
↓ ϕ̂

f∗(E)
=
⎛

⎜

⎝

0 −→ J ⊕ Λn j⊕Id−→ Λm ⊕ Λn pπ−→ M −→ 0
↓ ϕ ↓ ϕ0 ↓ IdM

0 −→ J
i−→ lim−→(f, j)

π−→ M −→ 0

⎞

⎟

⎠
,

where ϕ = (f,f01) and ϕ0 = (f0, i ◦ f01). As f01 is surjective so also is ϕ0 and we

have an exact sequence K = (0 −→ Ker(ϕ0)
κ−→ Λm ⊕ Λn ϕ0−→ lim−→(f, j) −→ 0).

As f ∈ AutDer(J ) then lim−→(f, j) is projective, so that on splitting K

Ker(ϕ0) ⊕ lim−→(f, j) ∼= Λm ⊕ Λn

and Ker(ϕ0) is also projective. Since f ∈ Ker(S) then lim−→(f, j) is stably free, so that

Ker(ϕ0) is also stably free. Furthermore, rk(Ker(ϕ0) + rk(lim−→(f, j)) = m + n. On

comparing E with f∗(E) we see from Theorem 7.1 that rk(lim−→(f, j) = rk(Λm) = m.

It follows that rk(Ker(ϕ0) = n. However, since σ(Λ) + 1 ≤ n then Ker(ϕ0) ∼= Λn.
Choosing a specific isomorphism ψ : Λn → Ker(ϕ0) we may re-write K to give an
exact sequence of the form

K′ = (0 −→ Λn κψ−→ Λm ⊕ Λn ϕ0−→ lim−→(f, j) −→ 0).

Let r = (r0, r1) : Λm ⊕ Λn → Λn be a left splitting of K′. Taking

F =
(

f f01
r0j r1

)

, F0 =
(

f0 if01
r0 r1

)
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we may construct a morphism F̂ : Σn+(E) → Σn+(f∗(E)) as follows:

Σn+(E)
↓ F̂

Σn+(f∗(E))
=
⎛

⎜

⎝

0 −→ J ⊕ Λn j⊕Id−→ Λm ⊕ Λn pπ−→ M −→ 0
↓ F ↓ F0 ↓ IdM

0 −→ J ⊕ Λn i⊕Id−→ lim−→(f, j) ⊕ Λn π−→ M −→ 0

⎞

⎟

⎠
.

Now F0 is a Λ-isomorphism since it is constructed from a splitting of K′. Ex-
tending by zeroes on the left, it follows from the Five Lemma that F is also a
Λ-isomorphism; taking F to be the fulfilment of the promise at (7.35), the proof
is now complete. �



Chapter 8
Classification of Algebraic Complexes

By an algebraic n-complex over Z[G] we mean an exact sequence of Z[G]-modules

E∗ = (0 → J → En
∂n→ En−1

∂n−1→ ·· · ∂2→ E1
∂1→ E0 → Z → 0)

in which each Er is finitely generated and stably free over Z[G]. The notion is
an abstraction from a cell complex X with π1(X) = G for which πr(X̃) = 0 for
0 < r < n. In this chapter we use the Swan homomorphism of Chap. 7 to classify
algebraic n-complexes up to homotopy equivalence.

8.1 Algebraic n-Complexes

An algebraic n-complex may be described in two slightly different ways; the naive
definition, which for operational purposes we regard as secondary, views an alge-
braic n-complex E as a chain complex of stably free Λ-modules

0 → En
∂n→ En−1

∂n−1→ ·· · ∂2→ E2
∂2→ E1

∂1→ E0 → 0 (∗)

which is exact at Er for 0 < r < n. The condition ‘stably free’ rather than the more
obvious ‘free’ is made for technical convenience. For n ≥ 2 there is, up to con-
gruence [68, p. 84], no difference between the two. By analogy with the Hurewicz
Theorem, it is useful to think of Hn(E) as an ‘algebraic πn’; putting

πn(E) = Ker(∂n : En → En−1)

enables us to write E in augmented, co-augmented form as an exact sequence

E = (0 → πn(E) → En
∂n→ ·· · ∂2→ E1

∂1→ E0 → H0(E) → 0).

Thus in this description an algebraic n-complex is an exact sequence

0 → J
j→ En

∂n→ ·· · ∂2→ E1
∂1→ E0

ε→ M → 0 (∗∗)

F.E.A. Johnson, Syzygies and Homotopy Theory, Algebra and Applications 17,
DOI 10.1007/978-1-4471-2294-4_8, © Springer-Verlag London Limited 2012
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of Λ-homomorphisms in which all modules are finitely generated and each Er is
stably free.

More general is the notion of a projective n-complex by which we mean an exact
sequence

P = (0 → πn(P) → Pn
∂n→ ·· · ∂2→ P1

∂1→ P0 → H0(P) → 0)

of Λ-homomorphisms in which each Pr is projective.
Corresponding to the two descriptions are two different notions of homotopy. In

the geometric version, if f,g : C∗ → D∗ are chain maps then f is homotopic to g

(written f � g) when there are Λ-homomorphisms ηn : Cn → Dn+1 such that, for
each n:

fn − gn = ∂n+1ηn + ηn−1∂n.

As is well known if f � g : C∗ → D∗ are homotopic chain maps then Hr(f ) =
Hr(g) for all r . In particular πn(P) is an invariant of chain homotopy type.

The appropriate notion of homotopy for the augmented/co-augmented descrip-
tion is weak homotopy equivalence. A chain mapping h : P → Q between projec-
tive n-complexes P, Q is a weak homotopy equivalence when the induced maps
h∗ : H0(P) → H0(Q) and h∗ : πn(P) → πn(Q) are isomorphisms. By hypothesis,
Hr(P) = Hr(Q) = 0 for 1 ≤ r ≤ n − 1 so the mappings h∗ : Hr(P) → Hr(Q) are
automatically isomorphisms. The following is essentially due to J.H.C. Whitehead
(cf. [52, 100, p. 177]):

Proposition 8.1 If f : C∗ → D∗ is a chain map between (nonnegative) projective
chain complexes then the following statements are equivalent;

(i) H∗(f ) is an isomorphism for each n;
(ii) there exists a chain mapping g : D∗ → C∗ such that f ◦ g � Id and g ◦ f � Id.

For projective n-complexes both weak homotopy equivalence and elementary
congruence are equivalence relations; this is false for more general extensions.
The question now being essentially a matter of taste, we choose, for practical pur-
poses, the description which includes augmentation and co-augmentation as pri-
mary. Given a module M we denote by Algn(M) the set of homotopy equivalence
classes of algebraic n-complexes over IdM . We have seen, in Sect. 1.2, how the sta-
ble module [M] has the structure of a tree. Algn(M) also acquires the structure of
an infinite directed graph on drawing arrows of the form

E −→ Σ+(E) = (0 → J ⊕Λ → En ⊕Λ → En−1 → ·· · → E1 → E0 → M → 0).

The correspondence E → πn(E) gives a mapping of graphs πn : Algn(M) →
Ωn+1(M) from which it is easy to see that Algn(M) contains no loops. In Sect. 8.3
we shall prove that Algn(M) is connected and hence is a tree. We note that the clas-
sification theorem which we establish assumes a much simpler form for hyperstable
complexes [55].
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8.2 A Cancellation Theorem for Chain Homotopy Equivalences

The following cancellation theorem is perhaps well known but as there is no conve-
nient reference in the literature we give a proof:

Theorem 8.2 Let Q be a projective m-complex and for r = 1,2 let P(r) be a pro-
jective (n + m)-complex decomposed as a Yoneda product P(r) = P+(r) ◦ Q for
some projective (n − 1)-complexes P+(r); then P(1) � P(2) =⇒ P+(1) � P+(2).

Yoneda product,1 or cutting and splicing, is treated at greater length in, for exam-
ple the book by Maclane [68, p. 229]. However, its meaning here should be entirely
clear from context. Thus given a projective n-complex

P = (0 → J → Pn → ·· · → P0 → M → 0)

we decompose it thus P = P+ ◦ P− where

P+ = (0 → J → Pn → ·· · → P1 → Ω → 0);
P− = (0 → Ω → P0 → M → 0).

Likewise, given a chain mapping f : P → Q between projective n-complexes

P
↓ f

Q
=
⎛

⎝

0 → J → Pn → ·· · → P0 → M → 0
↓ fJ ↓ fn ↓ f0 ↓ fM

0 → J ′ → Qn → ·· · → Q0 → M ′ → 0

⎞

⎠

we decompose it as f = f+ ◦ f− : P+ ◦ P− → Q+ ◦ Q−

P−
↓ f−
Q−

=
⎛

⎝

0 → Ω → P0 → M → 0
↓ fΩ ↓ f0 ↓ fM

0 → Ω ′ → Q0 → M ′ → 0

⎞

⎠ ;

P+
↓ f+
Q+

=
⎛

⎝

0 → J → Pn → ·· · → P1 → Ω → 0
↓ fJ ↓ fn ↓ f1 ↓ fΩ

0 → J ′ → Qn → ·· · → Q1 → Ω ′ → 0

⎞

⎠ .

Starting from (7.5) as base, an obvious inductive argument shows that when P, Q
are projective:

If g,h : P → Q are chain mappings then hM ≈ gM =⇒ hJ ≈ gJ . (8.3)

On taking F = P and g = Id we obtain the useful special case of (8.3):

If h : P → P is a chain mapping then hM ≈ IdM =⇒ hJ ≈ IdJ . (8.4)

1An interpretation of Yoneda product as composition in the derived module category is given in
the thesis of Gollek [33].
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Now let h : P → Q be a chain mapping between projective n-complexes over
hM : M → M and suppose that hM ≈ IdM . We shall produce a chain mapping
ĝ : P → Q over IdM in which gJ = hJ . In the case n = 0, choose a factorization
IdM −hM = ξ ◦ η through a projective module X. Then since q : Q0 → M is sur-
jective and X is projective there exists a homomorphism ξ̂ : X → Q0 such that
ξ = q ◦ ξ̂ so that the diagram below commutes:

�



�
��

�
���

�
��

Q0

M

M

η

ξξ̂

IdM −hMX

q

Put g0 = h0 + ξ̂ ◦ η ◦ p. It is straightforward to check that the diagram below com-
mutes as required:

P
↓ g

Q
=
⎛

⎜

⎝

0 → J
j→ P0

p→ M → 0
↓ hJ ↓ g0 ↓ IdM

0 → J ′ i→ Q0
q→ M → 0

⎞

⎟

⎠
.

When n > 0, decompose both P and Q as Yoneda products P = P+ ◦ P− and Q =
Q+ ◦ Q−, and also decompose h as h = h+ ◦ h−; by the case n = 0 already proved
there exists a chain mapping f : P− → Q− of the form

P−
↓ f

Q−
=
⎛

⎝

0 → Ω → P0 → M → 0
↓ hΩ ↓ f0 ↓ IdM

0 → Ω ′ → Q0 → M → 0

⎞

⎠ .

Since fΩ = hΩ , the spliced mapping g = h+ ◦f is well defined and takes the form:

P
↓ g

Q
=
⎛

⎝

0 → J → Pn → ·· · → P1 → P0 → M → 0
↓ hJ ↓ hn ↓ h1 ↓ f0 ↓ IdM

0 → J ′ → Qn → ·· · → Q1 → Q0 → M → 0

⎞

⎠ .

For a chain mapping h : P → Q between projective n-complexes over M we have:
If hM ≈ IdM then there exists a chain mapping g : P → Q over IdM

P
↓ g

Q
=
⎛

⎝

0 → J → Pn → ·· · → P0 → M → 0
↓ gJ ↓ gn ↓ g0 ↓ IdM

0 → J ′ → Qn → ·· · → Q0 → M → 0

⎞

⎠ (8.5)

in which gJ = hJ .

Proof of Theorem 8.2 Write Q = (0 → K → Qm → ·· · → Q0 → M → 0) and
P+(r) = (0 → J (r) → Pm+n(r) → ·· · → Pm+1(r) → K → 0) and suppose given
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a homotopy equivalence h : P+(1)◦Q
∼→ P+(2)◦Q. Decompose h as h = h+ ◦h−:

Q
↓ h−
Q

=
⎛

⎝

0 → K → Qm → ·· · → Q0 → M → 0
↓ hK ↓ hm ↓ h0 ↓ IdM

0 → K → Qm → ·· · → Q0 → M → 0

⎞

⎠ ;

P+(1)
↓ h+

P+(2)
=
⎛

⎝

0 → J (1) → Pm+n(1) → ·· · → Pm+1(1) → K → 0
↓ hJ ↓ hm+n ↓ hm+1 ↓ hK

0 → J (2) → Pm+n(2) → ·· · → Pm+1(2) → K → 0

⎞

⎠ .

Evidently J (r) = πm+n(P+(r) ◦ Q). Since h is a homotopy equivalence and
hJ : J (1) → J (2) is just the induced map

πm+n(h) : πm+n(P+(1) ◦ Q) → πm+n(P+(2) ◦ Q)

then hJ is an isomorphism of Λ-modules; (8.4) applied to h− shows that hK ≈ IdK ;
(8.5) applied to h+ gives a chain mapping g : P+(1) → P+(2) in which gJ = hJ

thus:

P+(1)
↓ g

P+(2)
=
⎛

⎝

0 → J (1) → Pm+n(1) → ·· · → Pm+1(1) → K → 0
↓ hJ ↓ gm+n ↓ gm+1 ↓ IdK

0 → J (2) → Pm+n(2) → ·· · → Pm+1(2) → K → 0

⎞

⎠ .

By construction gJ = hJ so gJ is a Λ-isomorphism. Since P+(1), P+(2) are pro-
jective (n − 1)-complexes then g : P+(1) → P+(2) is a homotopy equivalence. �

8.3 Connectivity of Algn(M)

If E = (0 → J → En → En−1 → ·· · → E0 → M → 0) is an algebraic n-complex
with n ≥ 0 we denote by Σ+,Σ− the ‘external’ stabilization operators

Σ+(E) = (0 → J ⊕ Λ → En ⊕ Λ → En−1 → ·· · → E0 → M → 0);
Σ−(E) = (0 → J → En → ·· · → E1 → E0 ⊕ Λ → M ⊕ Λ → 0).

For n ≥ 1 there is also an ‘internal’ stabilization operator between the (n− 1)th and
nth stages, denoted by L thus:

L(E) = (0 → J → En ⊕ Λ → En−1 ⊕ Λ → En−2 → ·· · → M → 0).

Evidently L(E) differs from E by an elementary congruence; that is:

Proposition 8.6 L(E) ≡ E.

For n ≥ 1 we decompose algebraic n-complexes systematically as Yoneda prod-
ucts E = E+ ◦ E− where
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E− = (0 → K → En−1 → ·· · → E0 → M → 0) and

E+ = (0 → J → En → K → 0).

Writing L(E) = L(E)+ ◦L(E)− forces identities amongst the various constructions:

L(E)+ = Σ−(E+), (8.7)

L(E)− = Σ+(E−). (8.8)

We denote by Σk+, Σk− and Lk the k-fold iterates of the respective operators. We
proceed to prove:

Theorem 8.9 Let E, F be algebraic n-complexes over modules M , M ′ respectively
and suppose that h : M → M ′ is an isomorphism. Then for some positive integers
a, b there exists a homotopy equivalence η : Σa+(E)

∼−→h Σb+(F) over h.

Proof We prove it by induction, noting that the induction base, the case n = 0, is
already established as Theorem 7.4. Write

E+ = (0 → J → En → K → 0);
E− = (0 → K → En−1 → ·· · → E0 → M → 0);
F+ = (0 → J ′ → Fn → K ′ → 0);
F− = (0 → K ′ → Fn−1 → ·· · → F0 → M ′ → 0);

so that E = E+ ◦E− and E = F+ ◦F−. By induction choose a homotopy equivalence
ξ− : Σc+(E−)

∼−→h Σd+(F−) over h. This gives an isomorphism ξK : K ⊕ Λc →
K ′ ⊕ Λd . Apply the case n = 0 to Σc−(E+), Σd−(F+) to get an isomorphism of
0-complexes over ξK

ξ+ : Σa+Σc−(E+)
�−→ξK Σb+Σd−(F+).

We may now splice ξ+ together with ξ− along ξK to obtain a homotopy equivalence
over h

ξ : Σa+Lc(E)
∼−→h Σb+Ld(F).

However E ≡ Lc(E) so that Σa+(E) ≡ Σa+(Lc(E)) and likewise Σb+(F) ≡
Σb+(Ld(F)). Let ι : Σa+(E) → Σa+(Lc(E)) and π : Σb+(Ld(F)) → Σb+(F) be con-
gruences; the required homotopy equivalence over h is given by η = π ◦ ξ ◦ ι :
Σa+(E)

∼−→h Σb+(F). �

It follows from Theorem 8.9 that Algn(M) is connected, so that:

Corollary 8.10 Algn(M) is a tree for each n ≥ 0.
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8.4 Comparison of Trees

For a finitely presented Λ-module M denote by Stab0(M,−) the collection of exact
sequences of the form S = (0 → J → S → M → 0) where S is finitely generated
stably free. By Schanuel’s Lemma J is finitely generated and J ∈ Ω1(M).

If S′ = (0 → J ′ → S′ → M → 0) also belongs to Stab0(M,−) write S ∼=IdM
S′

when there exists a morphism ϕ : S → S′ of the following form:

⎛

⎝

0 → J → S → M → 0
↓ ϕ+ ↓ ϕ0 ↓ IdM

0 → J ′ → S′ → M → 0

⎞

⎠ .

Then ∼=IdM
is an equivalence relation on Stab0(M,−); we denote by Alg0(M) the

set of equivalence classes of Stab0(M,−) under ∼=IdM
. Alg0(M) has the structure

of a directed tree on drawing S → Σ+(S). For S = (0 → J → S → M → 0) ∈
Stab0(M,−) we have seen that J ∈ Ω1(M); the correspondence

S = (0 → J → S → M → 0) 
→ J (= �(S))

induces a mapping of directed trees � : Alg0(M) → Ω1(M). From Proposition 7.23
we have:

Proposition 8.11 If M is coprojective then � : Alg0(M) → Ω1(M) is surjective.

To elucidate the structure of Alg0(M) in terms of Ω1(M) it is necessary to com-
pute the size of the fibres �−1(J ) for J ∈ Ω1(M). We first prove:

Theorem 8.12 If E = (0 → J
j→ E

p→ M → 0),E′ = (0 → J ′ j ′
→ E′ p′

→ M → 0)
are extensions then E ∼=IdM

E′ if and only if h∗(E) ≡ E′ for some Λ-isomorphism
h : J → J ′.

Proof To prove (=⇒) suppose given an isomorphism over the identity

E
↓ ĥ

E′
=
⎛

⎜

⎝

0 → J
j→ E

p→ M → 0
↓ h ↓ h0 ↓ Id

0 → J ′ j ′
→ E′ p′

→ M → 0

⎞

⎟

⎠

so that, in particular, h : J → J ′ is a Λ-isomorphism. By definition, h∗(E) is the
extension obtained by the pushout construction

E
↓ νh

h∗(E)

=
⎛

⎜

⎝

0 → J
j→ E

p→ M → 0
↓ h ↓ ν0 ↓ Id

0 → J ′ ι→ lim−→(h, j)
π→ M → 0

⎞

⎟

⎠
.
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Note that by the Five Lemma, since h is a Λ-isomorphism then the pushout map-
ping ν0 : E → lim−→(h, j) is also a Λ-isomorphism. Then the following diagram com-
mutes:

h∗(E)

↓ ĥν−1
h

E′
=
⎛

⎜

⎝

0 → J ′ ι→ lim−→(h, j)
π→ M → 0

↓ Id ↓ h0 ↓ Id

0 → J ′ j ′
→ E′ p′

→ M → 0

⎞

⎟

⎠
;

that is, ĥν−1
h is the required congruence h∗(E) ≡ E′. Conversely, let h : J → J ′ be

a Λ-isomorphism and suppose that c is a congruence h∗(E) ≡ E′:

h∗(E)

↓ c

E′
=
⎛

⎜

⎝

0 → J ′ ι→ lim−→(h, j)
π→ M → 0

↓ Id ↓ c0 ↓ Id

0 → J ′ j ′
→ E′ p′

→ M → 0

⎞

⎟

⎠
.

Recall the natural pushout morphism νh : E → h∗(E);

E
↓ νh

h∗(E)

=
⎛

⎜

⎝

0 → J
j→ E

p→ M → 0
↓ h ↓ ν0 ↓ Id

0 → J ′ ι→ lim−→(h, j)
π→ M → 0

⎞

⎟

⎠
.

Then c ◦ νh : E → E′ is an isomorphism over IdM as required. �

Now assume that M is coprojective and let J ∈ Ω1(M). The relation ∼=M (iso-
morphism over Id) is an equivalence relation on Stab0(M,J ). Let 〈S〉 denote the
equivalence class of S under ∼=M . It is tautological that the elements of π−1

n (J ) are
precisely the distinct equivalence classes 〈S〉 as S runs through Stab0(M,J ).

Choose a specific stably free 0-complex of finite type

E = (0 → J
i→ E

q→ M → 0)

and define a mapping κ : Ker(SJ ) → π−1
0 (J ) by

κ([f ]) = 〈f∗(E)〉.

It is straightforward to verify that κ is well defined; moreover, from (7.19) we have:

κ is surjective. (8.13)

If F = (0 → J
j→ F

π→ M → 0) and h ∈ AutΛ(J ) then 〈h∗(F)〉 = 〈F〉 by (7.22).
Now suppose that f ∈ Ker(SJ ). Then f∗(E) is a stably free 0-complex of finite type.
Taking F = f∗(E) we see that 〈h∗f∗(E)〉 = 〈f∗(E)〉; that is:
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κ([h][f ]) = κ([f ]) for all h ∈ AutΛ(J ) and all [f ] ∈ Ker(SJ ). (8.14)

Thus there is a surjective map κ∗ : Im(νJ )\Ker(SJ ) → π−1
0 (J ) given by

κ∗(Im(νJ )[f ]) = 〈f∗(E)〉.
Suppose that κ∗(Im(νJ )[f ]) = κ∗(Im(νJ )[g]). Then f∗(E) ∼=IdM

g∗(E). By (7.22)
there exists h ∈ AutΛ(J ) such that h∗(f∗(E)) ≡ g∗(E). Thus [hf ] = [g] ∈
AutDer(J ) by (7.20); that is [h][f ] = [g]. However [h] ∈ Im(νJ ) so that
Im(νJ )[f ] = Im(νJ )[g]. Thus κ∗ : Im(νJ )\Ker(SJ ) → π−1

0 (J ) is injective and so
also bijective. We have shown:

Theorem 8.15 Let M be a finitely presented coprojective module; then for each
J ∈ Ω1(M) there is a bijection κ∗ : Im(νJ )\Ker(SJ ) ←→ π−1

0 (J ).

It is now immediate from the definition that:

Proposition 8.16 Let M be a finitely presented coprojective Λ-module and J ∈
Ω1(M); then |π−1

0 (J )| = 1 ⇐⇒ J is full.

If M is a finitely presented module we denote by r1(M) the minimal value of
r(J ) as J runs through Ω1(M). It follows from Theorem 7.34 that:

Proposition 8.17 Let M be a finitely presented coprojective Λ-module; if Ω1(M)

does not branch at levels ≥ n then Alg0(M) does not branch at levels ≥
max{n, r1(M),σ (Λ) + 1}.

Proposition 8.18 Let M be a module of type FT(n+1) such that Extn+1(M,Λ)=0;
then πn : Algn(M) → Ωn+1(M) is surjective.

Proof Let E = (0 → J ′ j→ En
∂n→ ·· · ∂2→ E1

∂1→ E0
ε→ M → 0) be an algebraic

n-complex and let J ∈ Ωn+1(M). Decompose E as a Yoneda product E = G ◦ F
where

G = (0 → J ′ j→ En
∂n→ K → 0);

F = (0 → K
ι→ En−1

∂n−1→ ·· · ∂1→ E0
ε→ M → 0)

with K = Ker(∂n−1) = Im(∂n) and where ι is the inclusion of K in En−1.
Since J, J ′ ∈ Ωn+1(M) there exist positive integers a, b and a Λ-isomorphism

ψ : J ⊕ Λa �−→ J ′ ⊕ Λb. Consider the stabilization

Σb+(G) = (0 → J ′ ⊕ Λb j⊕Id→ En ⊕ Λb ∂nπ→ K → 0)
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and modify it to G1 = (0 → J ⊕Λa ι→ En⊕Λb ∂nπ→ K → 0) where ι = (j ⊕ Id)◦ψ .
By dimension shifting Ext1(K,Λ) ∼= Extn+1(M,Λ) = 0 so that K is coprojec-
tive. By the de-stabilization lemma of Proposition 5.17 there exists a stably free
0-complex

G2 = (0 → J
i→ E′

n

∂nπ→ K → 0)

such that Σa+(G2) ≡ G1. Putting E′ = G2 ◦ F we see it takes the form

E′ = (0 → J → E′
n → ·· · → E1 → E0 → M → 0).

Now E′ is an algebraic n-complex with πn(E′) = J and πn is surjective as
claimed. �

8.5 Counting the Fibres of πn

Let F− = (0 → K
ι→ Em

∂m−1→ ·· · ∂1→ E0
ε→ M → 0) be a stably free (m − 1)-

complex and let F+ = (0 → J
j→ Em+k

∂m+k→ ·· · ∂m+1→ Em
ε→ K → 0 be a stably

free k-complex so that the Yoneda product

F+ ◦ F− = (0 → J
j→ Em+k

∂m+k→ ·· · ∂2→ E1
∂1→ E0

ε→ M → 0)

is a stably free m + k-complex. Here ∂m = ι ◦ ε. There is an additive functor again
given by Yoneda product, # : Extk+1(K,J ) → Extm+k+1(M,J );G 
→ G ◦ F−. By
standard dimension shifting the mapping # : Extk+1(K,J ) → Extm+k+1(M,J ) de-
fined by # [G] = [G ◦ F−] is an isomorphism of abelian groups. Let Stabc(A,B)

denote the subset of Extc+1(A,B) represented by exact sequences of the form

(0 → B
ι→ Ec

∂c→ ·· · ∂1→ E0
ε→ A → 0)

where Er is stably free:

Proposition 8.19 The mapping # : Extk+1(K,J ) → Extm+k+1(M,J ) given by
#[G] = [G ◦ F−] induces a bijection # : Stabk(K,J ) → Stabm+k(M,J ).

Let G1,G2 ∈ Stabk(K,J ); if G1 � G2 then clearly G1 ◦ F− � G2 ◦ F−. It fol-
lows that there is a well defined mapping � : Algk(K,J ) → Algm+k(M,J ) given
by �([G]) = [G ◦ F−]. Moreover, it is then clear that the diagram below com-
mutes.
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��

�

�


 


Ωk+1(K) = Ωm+k+1(M)

Algk(K,J ) Algm+k(M,J )

Stabk(K,J ) Stabm+k(M,J )

�

#

πk πm+k

[ ]K [ ]M

We give preference to the description Ωm+k+1(M) over Ωk+1(K). As both [ ]M and
# are surjective then from the commutativity of the above diagram:

Proposition 8.20 The mapping � : Algk(K,J ) → Algm+k(M,J ) is surjective for
each J ∈ Ωm+k+1(M).

The commutativity of the bottom triangle in the above diagram shows that � re-
stricts to a surjective mapping � : π−1

k (J ) −→ π−1
m+k(J ); in fact a stronger statement

is true:

Theorem 8.21 The mapping � : π−1
k (J ) −→ π−1

m+k(J ) is bijective for each J ∈
Ωm+k+1(M).

Proof We have see that � is surjective. However if G1 ◦ F− � G2 ◦ F− then, by
Proposition 8.18, G1 � G2 so that � is also injective. �

In the special case k = 0, by dimension shifting Ext1(K,Λ) =
Extm+1(M,Λ) = 0 so that K is coprojective. In this case we compute the fibre
π−1

0 (J ) exactly by Theorem 8.15 to get a bijection Im(νJ )\Ker(SJ ) ↔ π−1
0 (J ).

Composing with the bijection � we obtain:

Theorem 8.22 If Extm+1(M,Λ) = 0 then for each J ∈ Ωm+1(M) there is a bijec-
tive mapping η : Im(νJ )\Ker(SJ ) −→ π−1

m (J ).

8.6 Realizing Algebraic n-Complexes for n ≥ 3

In this section we take Λ = Z[G] where G is a finitely presented group. We consider
algebraic n-complexes A∗ over the trivial module Z; that is, we assume that the
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algebraic complexes considered have the property that H0(A∗) ∼= Z. We will show
that, when n ≥ 3, all such algebraic n-complexes are geometrically realizable.

Suppose given a finite presentation G = 〈X1, . . . ,Xg |W1, . . . ,Wr 〉 of G and for
each s ≥ r + 1 make a choice of a trivial relator W ′

s ; for k ≥ 1 denote by Σk(G) the
presentation

Σk(G) = 〈X1, . . . ,Xg | W1, . . . ,Wr,W
′
r+1, . . . ,W

′
r+k〉.

It is straightforward to see that:

Σk+(C∗(G)) � C∗(Σk(G)). (8.23)

An algebraic 2-complex A∗ is realizable precisely when it is homotopy equivalent
to C∗(G) for some finite presentation G; it follows from (8.23) that:

If the algebraic 2-complex A∗ is realizable then each Σk(A∗) is also realizable.
(8.24)

Proposition 8.25 Let A∗ be an algebraic n-complex where n ≥ 3; if A(n−1)∗ is real-
izable then so also is A∗.

Proof Without loss of generality we may suppose that An is free over Λ. Suppose
that A(n−1)∗ is realizable by the finite connected (n−1)-complex Y with π1(Y ) = G;
then An−1∗ � C∗(Y ) where

C∗(Y ) = (0 → πn−1(˜Y ) → Cn−1(˜Y ) → ·· · → C1(˜Y ) → C0(˜Y ) → Z → 0)

is the cellular chain complex of ˜Y . Consider the factorization of the boundary map
δn through its image K thus

�

�
��� �

���

An An−1

K

δn

η ι

By exactness of A∗ and the Hurewicz Theorem K ∼= πn−1(˜Y ) ∼= πn−1(Y ). Let
ε1, . . . , εd be a Z[G]-basis for An. Identifying K with πn−1(Y ) then each η(εj )

is represented by a mapping αr : Sn−1 → Y . Let X be the finite n-complex obtained
by attaching n-cells en1 , . . . , e

n
d to Y via α1, . . . , αd :

X = Y
⋃

{αj }j

d
∐

j=1

enj .

Then A∗ � C∗(X) so that A∗ is realizable as claimed. �
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Theorem 8.26 Every algebraic 3-complex is realizable.

Proof Let A∗ = (0 → J → A3 → A2 → A1 → A0 → Z → 0) be an algebraic
3-complex with 2-skeleton

A(2)∗ = (0 → K ′ → A2 → A1 → A0 → Z → 0).

Choose a finite presentation G for G. By Theorem 8.9 Σa(A
(2)∗ ) � ΣbC∗(G)

for some a, b ≥ 1. Hence by (53,1), Σa(A
(2)∗ ) � C∗(ΣbG). As C∗(ΣbG)

is tautologically realizable then Σa(A
(2)∗ ) is also realizable. Now consider

A′∗ = (0 → J → A3 ⊕ Λa → A2 ⊕ Λa → A1 → A0 → Z → 0). Then A′∗
(2) =

Σa(A
(2)∗ ). As Σa(A

(2)∗ ) is realizable then A′∗ is realizable by Proposition 8.25.
However, A∗ � A′∗ so that A∗ is realizable. �

From Proposition 8.25 and Theorem 8.26 we obtain immediately:

Corollary 8.27 Every algebraic n-complex is realizable for n ≥ 3.
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Chapter 9
Rings with Stably Free Cancellation

The ring Λ has the stably free cancellation property (abbreviated to SFC) when for
any Λ-module S and any positive integers m, k

S ⊕ Λm ∼= Λm+k $⇒ S ∼= Λk. (SFC)

As noted in Chap. 1, the theorem of Gabel ensures that every stably free Λ-module
is free precisely when Λ has the SFC property; thus we may concentrate our discus-
sion on finitely generated modules.

There is a stronger property than stably free cancellation; the ring Λ is projective
free when every finitely generated projective Λ-module is free. As a fundamental
notion projective freeness is inconveniently restrictive; even so, it is a property too
useful to be ignored and we make use of it at a number of places. For rings of Laurent
polynomials the two notions are connected via the theorem of Grothendieck [4] that
˜K0(A[t, t−1]) ∼= ˜K0(A) if A is a coherent ring of finite global dimension. Under this
hypothesis, if A[t, t−1] has property SFC then

A[t, t−1] is projective free ⇐⇒ ˜K0(A) = 0.

9.1 Group Algebras and the Retraction Principle

Given a ring R and a group G we are interested in the relationship between R and
R[G] in the context of the SFC property. In one direction the relationship is straight-
forward; we say that ring A is a retract of B when there are ring homomorphisms
i : A → B and r : B → A such that r ◦ i = IdA. If M is a module over A it then
follows that r∗i∗(M) ∼= M . Suppose that A is a retract of B; if S is an A-module
such that S ⊕Am ∼= Ak+m then i∗(S)⊕Bm ∼= Bk+m. If B has SFC then i∗(S) ∼= Bk

and so S ∼= r∗i∗(S) ∼= Ak ; that is:

Let A be a retract of B; then B has property SFC $⇒ A has property SFC. (9.1)

As an example, R is a retract of the group ring R[G] via i : R → R[G]; i(a) = a.1̂
and ε : R[G] → R; ε(∑g agĝ) =∑

g ag so that:

If R[G] has property SFC then so also does R. (9.2)
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Thus we may focus our interest on:

Question Let R be a ring satisfying SFC; for which groups G is it true that R[G]
also satisfies SFC?

In this chapter we give some, more or less standard, examples of rings with the
SFC property. In Chaps. 10, 11 and 12 we consider the above Question in detail with
reference both to examples where the SFC property persists for R[G] and also to
cases where it fails. As a convenient class of rings with the SFC property we begin
with:

9.2 Dedekind Domains

A Dedekind domain R is a commutative Noetherian integral domain which is inte-
grally closed in its field of fractions k(R) = k. When R is Dedekind a theorem of
Steinitz [11, 87, 88] allows us to classify finitely generated torsion free R modules.

The set J (R) of nonzero ideals in R is a commutative monoid under mul-
tiplication. We write P ic(R) for the set of isomorphism classes in J (R). It is
known that P ic(R) is finite and acquires a group structure from the monoid struc-
ture on J (R). An R-module M is said to be torsion free when the mapping
M → M ⊗R k;m 
→ m ⊗ 1 is injective; if M is a nonzero finitely generated tor-
sion free R-module then:

(i) M ∼= J1 ⊕ · · · ⊕ Jm where Jr ∈ J (R).

Moreover if M ′ ∼= J ′
1 ⊕ · · · ⊕ J ′

μ is another such direct sum then

(ii) M ′ ∼= M ⇐⇒ μ = m and [J ′
1 · · ·J ′

μ] = [J1 · · ·Jm] ∈P ic(R).

It follows that:

˜K0(R) ∼= P ic(R). (9.3)

In general, of course, ˜K0(R) �= 0; that is, Dedekind domains are not usually projec-
tive free. However, it follows easily from the Steinitz classification that:

Any Dedekind domain R has the SFC property. (9.4)

There are two notable cases where R[G] continues to have stably free cancellation:

Free Group Algebras When A is a ring we denote by A〈X〉 the free algebra over
A on the set X. If FX is the free group on X we may describe the group algebra
A[FX] as the localization A〈X,X−1〉 of A〈X〉 obtained by formally inverting each
x ∈ X. By generalising an earlier argument of Sheshadri [85], Bass showed ([2],
p. 213) that:

If R is a Dedekind domain then R〈X,X−1〉 has the SFC property. (9.5)



9.3 Free Group Algebras over Division Rings 169

In the original context of Sheshadri’s argument, R was a commutative principal ideal
domain and |X| = 1. Bass’ generalization shows rather more than we have indicated,
namely that if P is a finitely generated projective module over Λ = R〈X,X−1〉 then
P ∼= i∗(P0) ⊕ Λm where P0 is an ideal (necessarily finitely generated projective)
of R and i : R → R〈X,X−1〉 is the inclusion. Taken to its logical conclusion, She-
shadri’s original proof actually shows something stronger (cf. [19]):

R〈X,X−1〉 is projective free R is a commutative principal ideal domain. (9.6)

Although it does not concern us directly we note that the same arguments establish
the corresponding results for free algebras; namely:

If R is a Dedekind domain then R〈X〉 has the SFC property. (9.7)

If R is a commutative principal ideal domain then R〈X〉 is projective free. (9.8)

Free Abelian Group Algebras When A is a ring we denote by A[T ] the polyno-
mial algebra over A on the finite set T . If Fab

T is the free abelian group on T we may
describe the group algebra A[Fab

T ] as the localization A[T ,T −1] of A[T ] obtained
by formally inverting each t ∈ T . In the aftermath of the Quillen-Suslin proof of the
Serre conjecture [81, 90], it was shown ([67], p.189) that:

If R is a Dedekind domain then R[T ,T −1] has the SFC property. (9.9)

The same considerations apply to polynomial algebras to give:

If R is a Dedekind domain then R[T ] has the SFC property. (9.10)

9.3 Free Group Algebras over Division Rings

Let Γ be a commutative integral domain with field of fractions k; if Γ is a Dedekind
domain then Γ is maximal in k in the sense that if Γ ′ is a subring of k such that
Γ ⊂ Γ ′ ⊂ k then either Γ ′ = Γ or Γ ′ = k. Here of course we allow, as a special
case, the possibility that Γ = k. It is natural to ask to what extent the results of
Sect. 9.2 generalize if Γ is replaced by a proper subring of a noncommutative divi-
sion ring. As we shall see in Chap. 12, however, the attempted generalization fails
badly, even in the comparatively simple case where Γ is a maximal proper subring
of the rational quaternion algebra.

In Sect. 9.2 we observed that when R is a Dedekind domain both the free group
algebra R〈X,X−1〉 and the free abelian group algebra R[T ,T −1] have the SFC
property. These two cases intersect only when |X| = |T | = 1; that is, in the case of
the group ring R[C∞] of the infinite cyclic group C∞.
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For a ring A we may represent the group algebra A[C∞] as the ring A[x, x−1]
of Laurent polynomials in the variable x with coefficients in A; that is:

A[x, x−1] =
{

α(x) =
N
∑

r=n

arx
r : n,N ∈ Z, ar ∈ A

}

.

If α(x) =∑N
r=n arx

r ∈ A[x, x−1] we define the length λ(α) to be N − n provided
an �= 0 and aN �= 0. If A = D is a (possibly noncommutative) division ring then
λ defines a Euclidean valuation on D[x, x−1] allowing us to apply the division al-
gorithm. We may thus conclude that D[x, x−1] is a (left and right) principal ideal
domain. It follows that:

D[x, x−1] is projective free for any division ring D. (9.11)

The discussion of Sect. 9.2 now bifurcates sharply. On the one hand, if X =
{x1, . . . , xn} the free group algebra D〈X,X−1〉 is isomorphic to the free product
of D-algebras

D〈X,X−1〉 ∼= D[x1, x
−1
1 ] ∗ · · · ∗ D[xn, x−1

n ],
where the coefficients D are identified in the various copies. Then a result of Dicks
and Sontag [20], generalizing earlier results of Cohn, shows that:

D〈X,X−1〉 is projective free for any division ring D. (9.12)

Hence

D〈X,X−1〉 satisfies SFC for any division ring D. (9.13)

The situation for free abelian group algebras is entirely different; one may gen-
eralize arguments of Dicks-Sontag [20], Ojurangen-Sridharan [76] and Parimala-
Sridharan [79] to show that for any noncommutative division ring D

D[T ,T −1] possesses nontrivial stably free modules whenever |T | ≥ 2. (9.14)

9.4 Local Rings and the Nakayama-Bourbaki Lemma

Denote by rad(Λ) the Jacobson radical of a ring Λ (cf. [66], Chap. 2). Recall that
an ideal m of Λ is radical when m ⊂ rad(Λ) and that the ring Λ is said to be local
when Λ/rad(Λ) is a division algebra. For the avoidance of doubt, in what follows,
there is no assumption that a local ring need be commutative unless specified.

Proposition 9.15 Let m be a two-sided radical ideal in a ring Λ and let M be a
finitely presented flat Λ-module; then

M ⊗Λ (Λ/m) is free over Λ/m $⇒ M is free over Λ.

This criterion clearly derives from Nakayama’s Lemma. However, the form in
which we use it is a special case of a statement from Bourbaki ([11] p. 83, Propo-
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sition 5). Any finitely generated projective Λ-module M satisfies the hypotheses of
Proposition 9.15. Moreover, if M is stably free then M ⊗Λ (Λ/m) is stably free
over Λ/m; we see that:

Corollary 9.16 Let m be a two-sided radical ideal in a ring Λ; then

Λ/m has SFC $⇒ Λ has SFC.

To apply this in the first instance, take Λ to be local and m = rad(Λ). Then the
division ring Λ/m has the SFC property so that we obtain:

Corollary 9.17 If Λ is a local ring then Λ has SFC.

Next suppose that A is a local ring so that D = A/rad(A) is a division ring.
The canonical mapping ϕ : A → D induces a surjective ring homomorphism
ϕ∗ : A〈X,X−1〉 → D〈X,X−1〉 in which Ker(ϕ∗) = rad(A)〈X,X−1〉. In general
rad(A)〈X,X−1〉 is not a radical ideal in A〈X,X−1〉. In two special cases, however,
it is. Firstly when rad(A) is nilpotent; we may then apply (9.13) and Corollary 9.16
to show that;

If A is a local ring and rad(A) is nilpotent then A〈X,X−1〉 has SFC. (9.18)

Secondly rad(A)〈X,X−1〉 is again a radical ideal when A is complete. The same
formal argument applies to show:

If A is a complete local ring then A〈X,X−1〉 has SFC. (9.19)

9.5 Matrix Rings

We briefly consider stably free cancellation over rings of matrices; fix n ≥ 1 and let
C(n) and R(n) denote respectively the set of n × 1 and 1 × n matrices over Λ;

C(n) =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

⎛

⎜

⎜

⎜

⎝

λ1
λ2
...

λn

⎞

⎟

⎟

⎟

⎠

; λi ∈ Λ

⎫

⎪

⎪

⎪

⎬

⎪

⎪

⎪

⎭

; R(n) = {(λ1, λ2, . . . , λn) ; λi ∈ Λ} .

Then C(n) is a Mn(Λ)-Λ bimodule whilst R(n) is a Λ-Mn(Λ) bimodule and we
have additive functors

Φ : ModMn(Λ) → ModΛ; Φ(M) = M ⊗Mn(Λ) C(n),

Ψ :ModMn(Λ) → ModΛ; Ψ (N) = N ⊗Λ R(n).

Morita’s Theorem is the easily verified statement that, up to equivalence, Φ and Ψ

are mutually inverse. If S is a stably free module of rank k over Mn(Λ) then Φ(S)

is stably free of rank kn over Λ. Now if Λ has property SFC then Φ(S) ∼= Λkn.
Likewise Φ(Mn(Λ)k) ∼= Λkn. However Φ is injective on isomorphism classes so
that S ∼= Mn(Λ)k and we have shown:

Λ has property SFC $⇒ Mn(Λ) has property SFC. (9.20)
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9.6 Iterated Fibre Products

When A is a direct product of rings A = A1 ×A2 the projection maps πr : A → Ar

induce additive functors (πr)∗ :MA −→MAr and yield an additive functor

(π1,π2) :MA −→ MA1 ×MA2; (π1,π2)(M) 
→ ((π1)∗(M), (π2)∗(M)).

For r = 1,2 let ir : A1 → A denote the canonical injection; that is:

i1(a1) = (a1,0); i2(a2) = (0, a2).

Then i1, i2 are homomorphisms of ‘rings without identity’; that is, they are addi-
tive and multiplicative but do not preserve the multiplicative identity. Even so they
induce additive functors (ir )∗ :MAr → MA so that we also get an additive functor

(i1, i2) : MA1 ×MA2 −→MA; (i1, i2)(M1,M2) = (i1)∗(M1) ⊕ (i2)∗(M2)

which is an equivalence of categories with inverse (π1,π2). Moreover, the A-module
S is stably free over A if and only if Si = (πi)∗(S) is stably free over Ai . It follows
easily that

A1 × A2 has property SFC ⇐⇒ Ai has property SFC for i = 1,2. (9.21)

Now suppose that A, B are classes of rings, closed under isomorphism; for each
integer n ≥ 1 we define a class of rings Jn(B,A) iteratively thus;

(i) R ∈ J1(B,A) if and only if R ∈ B;
(ii) R ∈ Jn(B,A) if and only if there exist R1 ∈ Jk(B,A), R2 ∈ Jl (B,A) with

k + l = n such that either
(a) R is isomorphic to a fibre product

R
η2→ R2

↓ η1 ↓ ϕ2

R1
ϕ1→ A

which satisfies the Milnor condition and where A ∈ A or
(b) R ∼= R1 × R2.
(Although we choose not to express it so, the condition (b) could be regarded
as a degenerate case of (a) by allowing fibre products over the ‘zero ring’.)

We define the class J (B,A) of iterated fibre products with building blocks B and
amalgamations A by

J (B,A) =
⋃

n≥1

Jn(B,A).

We note for the record that:

If B is a class of commutative rings then each R ∈ J (B,A) is commutative.
(9.22)

Morever, this construction is compatible with the formation of group rings. Thus if
A is a class of rings and G is a group we denote by A[G] the class of rings of the
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form A[G] where A ∈ A. Then it is straightforward to verify that for any classes of
rings A, B and any group G

J (B,A)[G] = J (B[G],A[G]). (9.23)

By (9.21), the SFC property is closed under direct product; thus it is straightforward
to iterate the conclusion of Corollary 3.54:

Theorem 9.24 Let A be a class of weakly Euclidean commutative rings and let B be
a class of commutative rings possessing the SFC property; then each R ∈ J (B,A)

has the SFC property.

Let L denote the class of rings L of the form L ∼= L1 × · · · × Lm where each Li

is a commutative local ring with nilpotent radical. Then by Corollary 2.46, Proposi-
tion 2.47, each L ∈ L is weakly Euclidean. Next take D to be the class of Dedekind
domains. Then each D ∈ D has SFC by (9.4). It now follows from Theorem 9.24
that:

If R ∈ J (D,L) then R has the SFC property. (9.25)

We can improve on this example. With the same notation, and taking G = C∞ for
any L ∈ L, the group ring L[C∞] is weakly Euclidean by Proposition 2.47 and
Corollary 2.52. Moreover, for D ∈ D, D[C∞] has property SFC by (9.5). Thus each
R′ ∈ J (D[C∞],L[C∞]) has the SFC property. However, if R ∈ J (D,L) then, as
noted in (9.23), R[C∞] ∈ J (D[C∞],L[C∞]). It follows that:

For each R ∈ J (D,L), R[C∞] has the SFC property. (9.26)



Chapter 10
Group Rings of Cyclic Groups

In this chapter we begin the detailed study of the SFC property for group rings of
the form Z[Fn × Φ] where Fn is the free group of rank n ≥ 1 and Φ is finite. In
the first instance we consider the rings Z[Fn ×Cm] where Cm is the cyclic group of
order m.

As Z[Φ] is a retract of Z[Fn ×Φ] it follows that a prior condition for Z[Fn ×Φ]
to have stably free cancellation is that Z[Φ] should also have this property. The
question of stably free cancellation for Z[Φ] and related rings has been studied
extensively by Swan [92–94] and Jacobinski [46], building upon earlier work of
Eichler [27].

10.1 Stably Free Modules over Z[Φ]
Take Φ to be a finite group; one may begin with a general finiteness statement which
is a consequence of the Jordan-Zassenhaus Theorem [18, 102]:

SFn(Z[Φ]) is finite for each n ≥ 1. (10.1)

A preliminary consequence of the Swan-Jacobinski generalization of Eichler’s work
is that a stably free module of rank ≥ 2 is necessarily free; that is:

|SFn(Z[Φ])| = 1 when n ≥ 2. (10.2)

In consequence of which:

Z[Φ] has the stably free cancellation property ⇐⇒ |SF1(Z[Φ])| = 1. (10.3)

Swan also gives a sufficient condition for Z[Φ] to have stably free cancellation. To
explain this, we consider the real group ring R[Φ]; by Wedderburn’s Theorem we
have

R[Φ] ∼=
m
∏

i=1

Mdi (Di ),

F.E.A. Johnson, Syzygies and Homotopy Theory, Algebra and Applications 17,
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where Di is R, C or H, the last being the division ring of Hamiltonian quaternions

H =
(−1,−1

R

)

.

We say that Φ satisfies the Eichler condition when H is not a factor of R[Φ]; that
is, when the case Di = H and di = 1 does not occur. Swan’s first theorem gives a
sufficient condition for Z[Φ] to have stably free cancellation [92, 94].

If Φ satisfies the Eichler condition then |SF1(Z[Φ])| = 1. (10.4)

The Eichler condition rules out the existence of nontrivial stably free modules in
very many cases and has the advantage that it is relatively easy to check. It is, how-
ever, not a necessary condition and further analysis of the problem is rather more
intricate. Evidently it is the presence of quaternionic factors that causes problems
and as test cases we may consider the generalized quaternion groups Q(4n) (n ≥ 2):

Q(4n) = 〈x, y|xn = y2, xyx = y〉.
It is straightforward to check that |Q(4n)| = 4n; moreover

R[Q(4n)] ∼=
{

R(4) × M2(R)(n−2)/2 × H(n/2) n even,

R(2) × M2(R)(n−1)/2 × C × H(n−1)/2 n odd.

Evidently each Q(4n) fails the Eichler condition. In his remarkable paper [94] Swan
shows:

Z[Q(4n)] has the SFC property if and only if n ≤ 5. (10.5)

In particular:

Z[Q(4n)] has at least one nontrivial stably free module whenever n ≥ 6. (10.6)

In [94] Swan also gives explicit calculations of |SF1(Q(4n))| for n ≤ 10 and in
addition for the cases n = 12,15,21. Moreover, employing results of Vigneras [97],
he also estimates the asymptotic growth of |SF1(Q(2k))|.

In studying stably free cancellation over Z[Fn ×Φ] we are, in effect, attempting
to generalize the results of Swan from Z[Φ] to A[Φ] where A = Z[Fn]. The extent
to which this is possible is still problematic. In this chapter and the next we show
that A[Φ] has SFC in the cases Φ = Cp,D2p where p is an odd prime. However, as
we shall also see, as Φ becomes only slightly more complicated the SFC property
fails. When k is a field similar results hold for the group rings k[Cn∞ ×Φ] although
[59] with different justifications. However, the group rings k[Fn × Φ] always have
SFC.

10.2 Stably Free Cancellation for Z[Fn × Cp]
In this section we show that, when p is prime, the group ring Z[Fn × Cp] has the
SFC property. As Z[Cp] is a retract of Z[Fn × Cp] this implies the well known
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statement that Z[Cp] has the SFC property and it is instructive first to demonstrate
this point. Throughout this chapter, cd(x) will denote the cyclotomic polynomial
corresponding to a primitive d th root of unity. When p is prime clearly cp(x) =
xp−1 + xp−2 + · · · + x + 1. We denote by R(p) = Z[x]/cp(x) the ring of integers
in the cyclotomic field

Q(ζp) = Q[x]/(xp−1 + xp−2 + · · · + x + 1).

When p is understood we simply write R(p) = R. To begin we note ([38], pp. 525–
526) that

R is a Z-lattice of rank p − 1 in Q(ζp). (10.7)

(ζ − 1)R has index p in R. (10.8)

Moreover, if 1 ≤ k ≤ p − 1 then the correspondence ζ 
→ ζ k induces an automor-
phism R 
→ R. In particular (ζ k −1)R = (ζ −1)R and hence (ζ k −1)/(ζ −1) ∈ R∗.
Thus

1 + ζ + · · · + ζ k−1 ∈ R∗ whenever 2 ≤ k ≤ p − 1. (10.9)

As ζ has order p and |F∗
p| = p − 1 then under the canonical homomorphism

R → Fp we see that ζ 
→ 1. In particular, given k ∈ F∗
p the unit 1 + ζ + · · · + ζ k−1

maps to k under R → Fp; that is:

The canonical homomorphism R → Fp has the lifting property for units. (10.10)

The factorization xp − 1 = (x − 1)cp(x) gives rise to a fibre square
⎧

⎪

⎨

⎪

⎩

Z[x]/(xp − 1)
π−−→ Z[x]/cp(x)

↓ π+ ↓ ν

Z[x]/(x − 1)
ν−→ Fp

where Fp is the field with p elements and ν is reduction mod p. After making the
identifications Z[Cp] = Z[x]/(xp − 1) and Z = Z[x]/(x − 1) this becomes

Z(p) =

⎧

⎪

⎨

⎪

⎩

Z[Cp] π−−→ R

↓ π+ ↓ ν

Z
ν−→ Fp

As the ring homomorphism R → Fp is surjective then Z(p) has the Milnor patch-
ing property. Moreover, both Z and R are Dedekind domains and so have the SFC
property by (9.4). Thus Z(p) is of locally free type; furthermore Fp is weakly Eu-
clidean. Finally, it follows from (10.10) that Z(p) is pointlike in dimension one. As
the hypotheses of Corollary 3.48 are satisfied we conclude:

If p is prime then Z[Cp] has property SFC. (10.11)

Of course, (10.11) is special case of Swan’s Theorem (10.4) as R[Cp] ∼=
R × C(p−1)/2 has no quaternionic factors. Nevertheless, whereas the Swan-
Jacobinski Theorem requires that the coefficients of the group ring should at least lie
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in a Dedekind domain, we may use the above proof as a model in more general con-
texts. Let Fn denote the free group of rank n. By applying the functor − ⊗Z Z[Fn]
to Z(p) we obtain another Milnor square

Z(p)[Fn] =

⎧

⎪

⎨

⎪

⎩

Z[Fn × Cp] π−−→ R[Fn]
↓ π+ ↓ ν

Z[Fn] ν−→ Fp[Fn]
As Fn is a T UP group then for any integral domain A, the group ring A[Fn] has
only trivial units. It follows easily from (10.10) that:

The induced map on units ν : R[Fn]∗ → Fp[Fn]∗ is surjective. (10.12)

Hence:

Z(p)[Fn] is pointlike in dimension one. (10.13)

If X = {x1, . . . , xn} is a generating set for Fn then the group ring A[Fn] may be
described alternatively as A〈X,X−1〉 = A〈x1, x

−1
1 , . . . , xn, x

−1
n 〉, the ring of Lau-

rent polynomials in noncommuting variables x1, . . . , xn. Moreover, as Z and R are
Dedekind domains then both Z〈X,X−1〉 and R〈X,X−1〉 have the SFC property by
(9.5). Finally Fp〈X,X−1〉 is weakly Euclidean by Theorem 2.49. Thus Z(p)[Fn]
satisfies all the hypotheses of Corollary 3.48 and so:

Z[Fn × Cp] has the SFC property for each prime p. (10.14)

10.3 Stably Free Cancellation for Z[C∞ × Cm]
Let d be a positive integer and let ζd ∈ Q be a primitive d th root of unity. The d th
cyclotomic polynomial cd is then

cd(x) =
∏

(r,d)=1

(x − ζ r
d ).

Although cd(x) is ostensibly a polynomial over Q it is actually defined over Z and
is irreducible over Q. When A is a nonempty finite set of positive integers we define

cA(x) =
∏

a∈A
ca(x).

The next proposition is presumably well known but difficult to locate within the
literature:

Proposition 10.15 Let A be a finite nonempty set of positive integers and let d be a
positive integer such that d �∈ A; then for some nonzero integer N

Z[x]/((cd(x)) + (cA(x))) ∼= (Z/N)((cd(x)) + (cA(x))).
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Proof First consider cd(x), cA(x) as polynomials over Q. It is clear from definitions
that cd(x), cA(x) have no common factor over Q. A fortiori they have no common
factor over Q. Hence there are rational polynomials α(x), β(x) such that

α(x)cd(x) + β(x)cA(x) = 1.

After clearing fractions there exist integral polynomials a(x), b(x) and a positive
integer μ such that a(x)cd(x) + b(x)cA(x) = μ. On taking

N = min{μ ∈ Z+ : a(x)cd(x) + b(x)cA(x) = μ;a(x), b(x) ∈ Z[x]}
we see that Z[x]/((cd(x)) + (cA(x))) ∼= (Z/N)[x]/((cd(x)) + (cA(x))). �

By a cyclotomic ring we mean one of the form Z[x]/(cA(x)) where A is a
nonempty finite set of positive integers. There are two examples of importance for
us. Firstly, if m is a positive integer we may represent the integral group ring Z[Cm]
in the form Z[x]/(xm − 1). Thus xm − 1 = cA(x) and so Z[Cm] ∼= Z[x]/cA(x)
where A is the set of positive divisors of m; that is:

For each positive integer m ≥ 2 the integral group ring Z[Cm] is a cyclotomic ring.
(10.16)

Let I (G) denote the integral augmentation ideal of the finite group G; then the Z[G]
dual I ∗(G) has a natural ring structure, namely the quotient Z[G]/(Σ) by the two-
sided ideal generated by Σ =∑

g g. Writing B = {b ∈ Z+ : b divides m and b �= 1}
we see that then I ∗(Cm) ∼= Z[x]/(cB(x)); thus:

For each positive integer m ≥ 2, I ∗[Cm] is a cyclotomic ring. (10.17)

Recall that in Sect. 9.6 we considered the class of iterated fibre products J (D,L)

where D is the class of Dedekind domains and L is the class of finite products of
local rings each with nilpotent radical. Then we have:

Proposition 10.18 If R is a cyclotomic ring then R ∈ J (D,L).

Proof We must show that Z[x]/(cA(x)) ∈ J (D,L) whenever A ⊂ Z+ is a finite
nonempty set of positive integers.

The proof is by induction on |A|. If |A| = 1 then cA(x) = ca(x) where A = {a}.
Then Z[x]/(ca(x)) is the ring of integers in the algebraic number field Q[x]/(ca(x))
([10], p. 88). In particular, Z[x]/(cA(x)) = Z[x]/(ca(x)) is a Dedekind domain and
so belongs to J1(D,L).

Now suppose that it is established that Z[x]/(cB(x)) ∈ J|B|(D,L) when |B| ≤
k − 1 and suppose that |A| = k. Choose d ∈ A and put B = A − {d}. Then cA(x) =
cd(x)cB(x) and we have a fibre product

Z[x]/(cd(x)cB(x)) → Z[x]/(cB(x))
↓ ↓

Z[x]/(cd(x)) → Z[x]/(cd(x)) + (cB(x))

in which the arrows are the identification maps. In particular, all arrows are surjec-
tive and the square satisfies the Milnor condition. Again Z[x]/(cd(x)) ∈ J1(D,L)
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as in the induction base. Now |B| = k − 1 so, by induction, Z[x]/(cB(x)) ∈
Jk−1(D,L). Finally, if N ≥ 2 then by Proposition 10.15 Z[x]/(cd(x)) + (cB(x))

is a finite product of local rings, each with nilpotent radical and so

Z[x]/(cA(x)) ∼= Z[x]/(cd(x)cB(x)) ∈ Jk(D,L).

In the case where N = 1 then Z[x]/(cA(x)) ∼= Z[x]/(cd(x) × Z[x]/(cB(x)) and
again Z[x]/(cA(x)) ∈ Jk(D,L). This completes the proof. �

From (9.26) and the above it now follows that:

Corollary 10.19 Let S be a cyclotomic ring; then S[C∞] has property SFC.

In particular, writing Z[C∞ × Cm] ∼= R[C∞] where R = Z[Cm] we see that:

Theorem 10.20 For any positive integer m ≥ 2 the group ring Z[C∞ ×Cm] has the
SFC property.

Theorem 10.20 is a result of Bass and Murthy [3]. The above proof is, however,
more direct than the original.

10.4 Stably Free Modules over Z[Fn × C4]
Evidently Theorem 10.20 provides a partial generalization of (10.14), so it is natural
to ask whether (10.14) generalizes completely; that is:

Question Does Z[Fn×Cm] have the SFC property when n ≥ 2 and m is not prime?

O’Shea [78] has answered this question in the negative when m is divisible by
p2 for some prime p. He shows that Z[Fn × Cm] then has infinitely many isomor-
phically distinct stably free modules of rank 1. Below we give the simplest case,
m = 4; our account is a slight variation on O’ Shea’s original argument. We begin
with the Milnor square

A =
⎧

⎨

⎩

Z[x]/(x4 − 1) → Z[x]/(x2 + 1)
↓ ↓

Z[x]/(x2 − 1) → F2[x]/(x2 − 1)

Writing A[Cn] = A[x]/(xn − 1) this becomes

A =
⎧

⎨

⎩

Z[C4] → R

↓ ↓
Z[C2] → F2[C2]

where R = Z[x]/(x2 + 1). We write R = Z[i] where i2 = −1.
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Let G be a group with the property that B[G] has only trivial units whenever B
is an integral domain. Tensoring with Z[G] we obtain

A[G] =
⎧

⎨

⎩

Z[G × C4] → R[G]
↓ ↓

Z[G × C2] → F2[G × C2]

Proposition 10.21 Z[G × C2] has only trivial units.

Proof Write A = Z[G] and C2 = 〈t |t2 = 1〉 so that Z[G × C2] ∼= A[C2] and let
u = u1 + u2t ∈ A[C2]∗. We claim that either u1 = 0 or u2 = 0. Thus consider the
ring homomorphism

ϕ : A[C2] → A × A; ϕ(a + bt) = (a + b, a − b).

Then ϕ(u) ∈ A∗ × A∗ so that u1 + u2 ∈ A∗ and u1 − u2 ∈ A∗. As A = Z[G] has
only trivial units then

u1 + u2 = η1g; u1 − u2 = η2h,

where ηi = ±1 and g,h ∈ G.

2u1 = η1g + η2h; 2u2 = η1g − η2h.

If h �= g then u1 �∈ Z[G]. Thus h = g and the four possibilities for the pair (η1, η2)

give (u1 = g,u2 = 0); (u1 = 0, u2 = g); (u1 = −g,u2 = 0); (u1 = 0, u2 = −g) and
so either u1 = 0 or u2 = 0 as claimed. In either case, u is a trivial unit in Z[G×C2].

�

We denote by [u] the class of u ∈ F2[G × C2]∗ in Z[G × C2]∗\F2[G × C2]∗/
R[G]∗. Putting s = t + 1 ∈ F2[G] we have s2 = 0. When α ∈ F2[G] we regard
1 + sα as an element of F2[G × C2] via the identifications

1 + sα ∼ 1 ⊗ 1 + α ⊗ s ∈ F2[G] ⊗ F2[C2] ∼= F2[G × C2].
Observe that 1 + sα ∈ F2[G × C2]∗ with (1 + sα)−1 = 1 + sα.

Write α ∈ F2[G] in the form α =∑

g∈supp(α) αgg. Then ‘α1 = 0’ is equivalent to

the statement that ‘1 �∈ supp(α)’. Observe that if 1 �∈ supp(α) then 1 �∈ supp(gαg−1)

for any g ∈ G.

Proposition 10.22 Let α,β ∈ F2[G] be such that α1 = β1 = 0; if [1 + sα] =
[1 + sβ] then |supp(α)| = |supp(β)|.

Proof The class [1+ sα] consists of all elements of the form ν1(w1)(1+ sα)ν2(w2)

where w1 ∈ Z[G × C2]∗ and w2 ∈ R[G]∗. As Z is an integral domain then Z[G]
has only trivial units. By Proposition 10.21 the units of Z[G × C2] are also trivial
so that

w1 = η1gt
e1,
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where g ∈ G η1 = ±1, e1 ∈ {0,1}. Likewise R is also an integral domain so that
w2 = uh where h ∈ G and u ∈ R∗. However R∗ = {1, i,−1,−i} so that

w2 = η2hi
e2 ,

where h ∈ G η2 = ±1, e2 ∈ {0,1}. We note that ste = s in F2[G × C2] for any
exponent e and that ν2(i) = ν1(t) = t . As νr(−1) = 1 we have

ν(w1)(1 + sα)ν(w2) = (ghte1+e2 + ste1+e2(gαh)) = (ghte1+e2 + s(gαh)).

Let π∗ : F2[G × C2] → F2[G] denote the homomorphism induced from the pro-
jection π : G × C2 → G. Then π∗(t) = 1 and π∗(s) = 0 and so π(ghte1+e2 +
s(gαh)) = gh. Thus if ν(w1)(1 + sα)ν(w2) = 1 + sβ then h = g−1 and ν(w1)(1 +
sα)ν(w2) = te1+e2 + s(gαg−1). Hence

1 + sβ = te1+e2 + s(gαg−1).

If te1+e2 = t then (1 + β)+ tβ = gαg−1 + t (1 + gαg−1). This is a contradiction as
1 �∈ supp(β) and 1 �∈ supp(gαg−1). Thus te1+e2 = 1 so that β = gαg−1 and hence
|supp(α)| = |supp(β)|. �

We now specialize to the case where G = Fn = 〈x1, . . . , xn|∅〉 is the free group
on n generators where n ≥ 2. Let Z+ denote the set of positive integers and let
A ⊂ Z+ be a finite subset. For g ∈ G we put

pA(g) =
∑

a∈A
ga ∈ F2[Fn]

and we define ˜A = pA(x1x2x
−1
1 )+pA(x2) ∈ F2[Fn]. Then with the above notation:

Proposition 10.23 |supp(˜A)| = 2|A| and 1 �∈ supp(˜A).

It follows from Propositions 10.22 and 10.23 that the image of the mapping

{Finite subsets of Z+} −→ Z[Fn × C2]∗\F2[Fn × C2]∗/R[Fn]∗,
A 
→ [1 + s˜A]

is infinite. In particular, let A(k) = {r ∈ Z+ : 1 ≤ r ≤ k}; then:

Proposition 10.24 The classes {[1 + s ˜A(k)]}1≤k are pairwise distinct.

Proposition 10.25 1 + s˜A ∈ [F2[Fn × C]∗,F2[Fn × C2]∗].

Proof As x1 + s ∈ F2[Fn × C2]∗ with (x1 + s)−1 = x−1
1 + sx−2

1 one checks easily
that

(x1 + s)(1 + spA(x2))(x1 + s)−1(1 + spA(x2))
−1

= 1 + s(x1pA(x2)x
−1
1 + pA(x2)).

However, x1pA(x2)x
−1
1 = pA(x1x2x

−1
1 ) so that

1 + s˜A = (x1 + s)(1 + spA(x2))(x1 + s)−1(1 + spA(x2))
−1. �
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Now consider the Milnor square

A[Fn] =
⎧

⎨

⎩

Z[Fn × C4] → R[Fn]
↓ ↓

Z[Fn × C2] → F2[Fn × C2]
and the stabilization maps σm,m+k : GLm(A[Fn]) → GLm+k(A[Fn]).

Proposition 10.26 For each finite subset A ⊂ Z+
σ1,2([1 + s˜A]) = ∗ ∈ GL2(A[Fn]).

Proof By Proposition 2.62 it follows that σ1,2(η) ∈ E2(F2[Fn × C2]) if η ∈
[F2[Fn × C]∗, F2[Fn × C2]∗]. By Proposition 10.25 it follows that

σ1,2([1 + s˜A]) = ∗ ∈ E2(A[Fn]).
However, E2(A[Fn]) = {∗} as A[Fn] satisfies the Milnor condition. �

It follows from (3.39) that the classes {[1 + s ˜A(k)]}1≤k represent pairwise non-
isomorphic locally free modules of rank 1 which become free after a single stabi-
lization; that is:

Corollary 10.27 For each n ≥ 2, Z[Fn × C4] admits infinitely many distinct iso-
morphism classes of stably free modules of rank 1.



Chapter 11
Group Rings of Dihedral Groups

In this chapter we continue the study of stably free cancellation over the integral
group rings Z[Fn × Φ] in the case where Φ is the dihedral group of order 2m
defined by the presentation

D2m = 〈x, y|xm = y2 = 1, yx = xm−1y〉.
Our main result, first proved in [57], is that Z[Fn ×D2p] has SFC when p is an odd
prime. This breaks down for p = 2. Although Z[C∞ × D4] still has SFC (the case
n = 1) when n ≥ 2 a result of O’Shea shows that Z[Fn × D4] has infinitely many
isomorphically distinct stably free modules of rank 1.

11.1 Stably Free Cancellation for a Class of Cyclic Algebras

We recall the cyclic algebra construction: suppose that θ : B → B is an involution
on a commutative ring B and let b ∈ B satisfy θ(b) = b. We define the cyclic ring

C(B, θ, b) to be the (two-sided) B-module C(B, θ, b) = B
·+ By which is free of

rank 2 over B with basis {1, y} and with multiplication determined by the relations

y2 = b; yξ = θ(ξ)y (ξ ∈ B).

In the special case where b = 1 we simply write C(B, θ) and when θ is clear from
context we abbreviate this to C(B). In this section we take B to be the cyclotomic
ring R = R(p) where p is an odd prime. Then R has an involution θ defined by
θ(ζ ) = ζ−1. Thus C(R) is the free R-module of rank 2 with basis {1, y} and multi-
plication given by:

yζ = ζ−1y; y2 = 1.

So defined, C(R) becomes an algebra over the fixed ring R0 = {x ∈ R : θ(x) = x}.
We now take p to be an odd prime and, as in Sect. 10.2, take R = Z[ζ ]/cp(ζ ). Let

θ : R → R be the involution corresponding to complex conjugation; then R0 = Z[μ]
where μ = ζ + ζ−1 and it is known that:

R0 is the ring of integers in Q[μ]. (11.1)
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We noted in Sect. 10.2 that R is a Z-lattice of rank p − 1 in Q[ζp] and that
(ζ − 1)R has index p in R. In fact ([38], p. 525):

(ζ − 1)p−1 = pu for some unit u ∈ R∗. (11.2)

It follows that R/p is a finite local ring and that rad(R/p) is the kernel of the canon-
ical surjection R/p → R/(ζ − 1)R ∼= Fp . Indeed, the correspondence t 
→ ζ − 1
induces an isomorphism

Fp[t]/tp−1 ∼= R/pR. (11.3)

There are corresponding statements for R0;

R0 is a Z-lattice of rank (p − 1)/2. (11.4)

(μ − 2)R0 has index p in R0; moreover: (11.5)

(μ − 2)(p−1)/2 = pw for some unit w ∈ R∗
0 . (11.6)

Thus R0/p is also a finite local ring in which rad(R0/p) is the kernel of the
canonical surjection R0/p → R0/(μ − 2)R0 ∼= Fp . Likewise the correspondence
s 
→ μ − 2 induces an isomorphism

Fp[s]/s(p−1)/2 ∼= R0/pR0. (11.7)

Let 〈ζ 〉 denote the subgroup of R∗ generated by ζ . It is known (cf. [31], p. 212 ) that
the mapping 〈ζ 〉 × R∗

0 → R∗; (ζ k, u) 
→ ζ ku is an isomorphism. We have already
observed that ζ maps to 1 under the canonical mapping R → Fp . From (10.10) we
see also that:

The canonical homomorphism R0 → Fp has the lifting property for units. (11.8)

We construct a ring homomorphism ϕ : C(R) → M2(R0) to the ring M2(R0) of
2 × 2 matrices over R0 via the assignments

ϕ(ζ ) =
(

1 1
μ − 2 μ − 1

)

; ϕ(y) =
(−1 1

0 1

)

.

To verify that ϕ defines a ring homomorphism we must check that

(i) ϕ(ζ )p = Id; (ii) ϕ(y)2 = Id; (iii) ϕ(y)ϕ(ζ ) = ϕ(ζ )−1ϕ(y).

The relations (ii), (iii) are straightforward. To see (i) put

C =
(

1 − ζ −ζ

1 − ζ−1 −ζ−1

)

∈ GL2(R ⊗ Q).

Then one may check easily that

Cϕ(ζ )C−1 =
(

ζ 0
0 ζ−1

)

.

Evidently (Cϕ(ζ )C−1)p = Id so that ϕ(ζ )p = Id as required.

ϕ is injective and Im(ϕ) is a subring of index p in M2(R0), (11.9)

Im(ϕ) =
{(

a b

c(μ − 2) d

)

: a, b, c, d ∈ R0

}

. (11.10)
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We note also that

pM2(R0) ⊂ Im(ϕ). (11.11)

For any ring A we denote by Δ2(A) the diagonal subring of M2(A); that is:

Δ2(A) =
{(

δ1 0
0 δ2

)

: δi ∈ A

}

.

It is clear from (11.10) that:

Δ2(R0) ⊂ Im(ϕ). (11.12)

We now repeat the construction modp. The same formal assignments

ζ 
→
(

1 1
μ − 2 μ − 1

)

; y 
→
(−1 1

0 1

)

define a homomorphism ϕ∗ : C(R/p) → M2(R0/p) and we see also that:

Δ2(R0/p) ⊂ Im(ϕ∗). (11.13)

Now suppose given u1, u2 ∈ rad(R0/p); then we may write ui = (μ−2)xi for some
xi ∈ R0/p. By (11.13) choose ξ ∈ C(R/p) such that

ϕ∗(ξ) =
(

x1 0
0 x2

)

and put η = (μ − 2)ξ . As (μ − 2)(p−1)/2 = p then η(p−1)/2 = 0 ∈ C(R/p). Putting
υ = 1 + η ∈ C(R/p)∗ we obtain an addendum to (11.13).

If u1, u2 ∈ rad(R0/p) then there exists υ ∈ C(R/p)∗ such that

ϕ∗(υ) =
(

1 + u1 0
0 1 + u2

)

. (11.14)

We note that ϕ∗ fails to be injective. Instead, (11.11) gives a filtration

pIm(ϕ) ⊂ pM2(R0) ⊂ Im(ϕ) ⊂ M2(R0).

Identifying C(R/p) ∼= C(R)/pC(R) with Im(ϕ)/p Im(ϕ) and ϕ∗ with the projec-
tion Im(ϕ)/p Im(ϕ) → M2(R0)/pM2(R0) ∼= M2(R0/p) we see there is an exact
sequence:

0 → M2(R0)/Im(ϕ) → C(R/p)
ϕ∗→ M2(R0/p) → 0. (11.15)

Now consider the following square:

�

�

 


C(R) M2(R0)

C(R/p) M2(R0/p)

ϕ

ϕ∗

� �
(I)
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As it stands, (I) is not a fibre square. We may modify it in two ways so as to be-
come so. The first modification is to replace C(R/p) by C(R)/pM2(R0) with the
homomorphisms adjusted appropriately thus:

�

�

 


C(R) M2(R0)

C(R)/pM2(R0) M2(R0/p)

ϕ

ϕ∗

� �
(I)

The second way of modifying it is to replace C(R) by the formal pullback ̂C(R) of
the corner associated with (I) thus:

�

�

 


˜C(R) M2(R0)

C(R/p) M2(R0/p)

π−

ϕ∗

π+ � (˜I)

Both (I) and (˜I) are now fibre squares. We note:

Proposition 11.16 C(R) is a retract of ˜C(R).

Proof The surjection r : C(R/p) → C(R)/pM2(R0) induces a homomorphism of
fibre squares r : (˜I) → (I)

�

�

�

�

�
�

��

�
�

��

�
�

��

�
�

��





 





Id

Id

r

r

M2(R0)

˜C(R)

M2(R0/p)

C(R/p)

M2(R0)

C(R)

M2(R0/p)

C(R)/pM2(R0)

Furthermore, it follows from the universal property of pullbacks that there is a
unique homomorphism i : C(R) → ˜C(R) making the following commute:



11.1 Stably Free Cancellation for a Class of Cyclic Algebras 189

�
�

�
��

�
�
�
�
�
�
�
���

�����������������
�

�

 


C(R)

˜C(R) M2(R0)

C(R/p) M2(R0/p)

i

ϕ

�

π−

ϕ∗

π+ �

It is straightforward to show that r ◦ i = Id. �

Lemma 11.17 Let Δ = ( δ1 0
0 δ2

)

with δi ∈ (R0/p)
∗; then Δ = ϕ∗(υ)�(˜Δ) for some

υ ∈ C(R/p)∗, ˜Δ ∈ GL2(R0).

Proof Consider the diagram

�
�

�
��� �

�
�

����R0

R0/p

Fp

�1

� ν

where � is reduction mod p, �1 is reduction mod μ − 2 and ν is the unique ho-
momorphism. Note that Ker(ν) = rad(R0/p). Given Δ = ( δ1 0

0 δ2

)

with δi ∈ (R0/p)
∗

then ν(δi) ∈ F∗
p . By (11.8) there exist δ̃i ∈ R∗

0 such that �1(δ̃i ) = ν(δi). Put γi =
�(δ̃i ) ∈ (R0/p)

∗ and put

˜Δ =
(

δ̃1 0
0 δ̃2

)

∈ GL2(R0); Γ =
(

γ1 0
0 γ2

)

∈ GL2(R0/p).

Put ui = δiγ
−1
i −1 then ΔΓ −1 = ( 1+u1 0

0 1+u2

)

and ui ∈ rad(R0/p) as ν(ui) = 0. By

(11.14) there exists υ ∈ C(R/p)∗ such that ϕ∗(υ) = ΔΓ −1. Hence Δ = ϕ∗(υ)Γ =
ϕ∗(υ)�(˜Δ) and this completes the proof. �

There is a surjective ring homomorphism ν∗ : R/p → Fp making the following
commute:
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�
�

�
��

R

R/p Fp
�

�
�

�
��

ν �

ν∗

Applying the cyclic algebra construction we obtain a commutative diagram

�
�

�
��

C(R)

C(R/p) C(Fp)�

�
�

�
��

ν �

ν∗

As ν∗ : R/p → Fp has nilpotent kernel, the kernel of the induced map
ν∗ : C(R/p) → C(Fp) is also nilpotent. However, C(Fp) ∼= Fp[C2] ∼= Fp × Fp has
the SFC property. By the Bourbaki-Nakayama Lemma Proposition 9.15 we have:

C(R/p) has the SFC property. (11.18)

We can now show:

Theorem 11.19 ˜C(R) has the SFC property.

Proof Note that, as � : M2(R0) → M2(R0/p) is surjective, the fibre square

�

�

 


˜C(R) M2(R0)

C(R/p) M2(R0/p)

π−

ϕ∗

π+ � (˜I)

satisfies the Milnor condition. Moreover as R0 is a Dedekind domain, it has the SFC
property so that:

(i) M2(R0) has the SFC property.

Now R0/p is a finite local ring and so is weakly Euclidean. It follows that:

(ii) M2(R0/p) is weakly Euclidean.

We saw in (11.18) that:

(iii) C(R/p) has the SFC property.
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To show that ˜C(R) has the SFC property it suffices, by Corollary 3.48, to show that
(˜I) is pointlike in dimension one. Thus suppose that X ∈ M2(R0/p)

∗ = GL2(R0/p).
As R0/p is weakly Euclidean we may decompose X as a product X = ΔE in which
E ∈ E2(R0/p) and

Δ =
(

δ 0
0 1

)

; δ ∈ (R0/p)
∗.

As � : R0 → R0/p is surjective we may choose ˜E ∈ E2(R0) such that E = �(˜E).
By Lemma 11.17 we may write Δ = ϕ∗(υ)�(˜Δ) so for some ˜Δ ∈ GL2(R0). Thus
X = ϕ∗(υ)�(˜Δ˜E) where υ ∈ C(R/p)∗ and ˜Δ˜E ∈ GL2(R0). Thus (˜I) is pointlike in
dimension one and this completes the proof that ˜C(R) has the SFC property. �

As C(R) is a retract of ˜C(R) it follows from (9.1) that:

Corollary 11.20 C(R) has the SFC property.

11.2 Extending over Free Group Rings

In this section we extend the conclusion of Sect. 11.1 from R to the group
ring R[Fn]. Explicitly, identify R[Fn] with R ⊗ Z[Fn] and replace θ by θ ⊗ 1 :
R ⊗ Z[Fn] → R ⊗ Z[Fn]. Tensoring with Z[Fn], the square (I) of Sect. 11.1 now
becomes

�

�

 


C(R[Fn]) M2(R0[Fn])

C(R/p[Fn]) M2(R0/p[Fn])

ϕ

ϕ∗

� � (I)

As before, this fails to be a fibre square and we replace it by the formal pullback
̂C of the corner associated with (I) thus:

�

�

 


̂C M2(R0[Fn])

C(R/p)[Fn] M2((R0/p)[Fn])

π−

ϕ∗

π+ �
(̂I)

From the formal properties of pullback and − ⊗Z Z[Fn] we see that:

̂C ∼= ˜C(R)[Fn]. (11.21)

In particular, it follows directly from Proposition 11.16 that:

C(R)[Fn] is a retract of ̂C. (11.22)
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Note also that it follows directly from (11.13) that:

Δ2(R0/p)[Fn] = Δ2((R0/p)[Fn]) ⊂ Im(ϕ∗). (11.23)

Now suppose given u1, u2 ∈ rad(R0/p)[Fn]; then we may write ui = (μ − 2)xi for
some xi ∈ (R0/p)[Fn]. By (11.23) choose ξ ∈ C(R/p)[Fn] such that

ϕ∗(ξ) =
(

x1 0
0 x2

)

and put η = (μ − 2)ξ . As (μ − 2)(p−1)/2 = p then η(p−1)/2 = 0 ∈ C(R/p)[Fn]. It
follows that 1+η ∈ C(R/p)∗. Putting υ = 1+η we obtain an addendum to (11.23):

If u1, u2 ∈ rad(R0/p)[Fn] then there exists υ ∈ C(R/p)[Fn]∗ such that

ϕ∗(υ) =
(

1 + u1 0
0 1 + u2

)

. (11.24)

Before showing that ̂C possesses the SFC property we first establish the analogue of
Lemma 11.17.

Lemma 11.25 Let Δ = ( δ1 0
0 δ2

)

with δi ∈ (R0/p)
∗[Fn]; then Δ = ϕ∗(υ)�(˜Δ) for

some υ ∈ C(R/p)[Fn]∗, ˜Δ ∈ Δ2(R0[Fn])∗.

Proof Consider the diagram

�
�

�
��� �

�
�

����R0[Fn]

(R0/p)[Fn]

Fp[Fn]
�1

� ν

where � is reduction mod p, �1 is reduction mod μ − 2 and ν is the unique homo-
morphism and note that Ker(ν) = rad(R0/p)[Fn].

Now suppose given Δ = ( δ1 0
0 δ2

)

with δi ∈ (R0/p)[Fn]∗. As Fn satisfies the

T UP1 condition Fp[Fn] has only trivial units so we may write ν(δi) = αigi with
αi ∈ F∗

p and gi ∈ Fn. By (11.8) there exist α̃i ∈ R∗
0 such that �1(α̃i) = αi . Now

define

δ̃i = α̃igi ∈ R0[Fn]∗; γi = �(δ̃i ) ∈ (R0/p)[Fn]∗;
˜Δ =

(

δ̃1 0
0 δ̃2

)

∈ GL2(R0[Fn]);

Γ =
(

γ1 0
0 γ2

)

∈ GL2((R0/p)[Fn]).

1See Appendix C.



11.2 Extending over Free Group Rings 193

Then �(˜Δ) = Γ and ΔΓ −1 = ( 1+u1 0
0 1+u2

)

where ui = δiγ
−1
i − 1. Moreover

ui ∈ rad(R0/p)[Fn] as ν(ui) = 0. By (11.24) choose υ ∈ C(R/p)[Fn]∗ such that
ϕ∗(υ) = ΔΓ −1. Then Δ = ϕ∗(υ)Γ = ϕ∗(υ)�(˜Δ) and this completes the proof. �

There is a surjective ring homomorphism ν∗ : (R/p)[Fn] → Fp[Fn] making the
following commute:

�
�

�
��

R[Fn]

(R/p)[Fn] Fp[Fn]�

�
�

�
��

ν �

ν∗

Applying the cyclic algebra construction we obtain a commutative diagram

�
�

�
��

C(R)[Fn]

C(R/p)[Fn] C(Fp)[Fn]�

�
�

�
��

ν �

ν∗
One checks easily that the surjective homomorphism ν∗ : C(R/p)[Fn] → C(Fp)[Fn]
has nilpotent kernel. However C(Fp)[Fn] ∼= Fp[Fn × C2] ∼= Fp[Fn] × Fp[Fn] and
from Bass’ generalization of Sheshadri’s Theorem [1, 2], or alternatively by the
Theorem of Cohn [17], Fp[Fn] has the SFC property. It follows from the Bourbaki-
Nakayama Lemma that:

C(R/p)[Fn] has the SFC property. (11.26)

We can now show:

Theorem 11.27 ̂C has the SFC property.

Proof Note that, as � : M2(R0[Fn]) → M2((R0/p)[Fn]) is surjective, the fibre
square

�

�

 


̂C M2(R0[Fn])

C(R/p)[Fn] M2((R0/p)[Fn])

π−

ϕ∗

π+ � (̂I)
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satisfies the Milnor condition. Moreover, we saw in (11.26) that C(R/p)[Fn] has
the SFC property. As R0 is a Dedekind domain then R0[Fn] has the SFC property
by (9.5). Thus M2(R0[Fn]) also the SFC property by (9.20). In addition, by Theo-
rem 2.51 of Chap. 2, (R0/p)[Fn] is weakly Euclidean and so also M2((R0/p)[Fn])
is weakly Euclidean. By Corollary 3.48, to show that ̂C has the SFC property it is
enough to show that (̂I) is pointlike in dimension one.

Suppose that X ∈ M2((R0/p)[Fn])∗ = GL2((R0/p)[Fn]). As (R0/p)[Fn] is
weakly Euclidean we may write X = ΔE where E ∈ E2((R0/p)[Fn]) and

Δ =
(

δ 0
0 1

)

; δ ∈ (R0/p)[Fn]∗.

As � : R0[Fn] → (R0/p)[Fn] is surjective we may choose ˜E ∈ E2((R0)[Fn]) such
that E = �(˜E). By Lemma 11.25 we may write Δ = ϕ∗(υ)�(˜Δ) so for some
˜Δ ∈ GL2((R0)[Fn]). Thus X = ϕ∗(υ)�(˜Δ˜E) where υ ∈ C(R/p)[Fn]∗ and ˜Δ˜E ∈
GL2(R0[Fn]). Hence (̂I) is pointlike in dimension one; this completes the proof that
̂C has the SFC property. �

As C(R)[Fn] is a retract of ̂C we see that:

C(R)[Fn] has the SFC property. (11.28)

11.3 Stably Free Cancellation for Z[C∞ × D2p]
We begin by considering again the fibre square

Z(p) =

⎧

⎪

⎨

⎪

⎩

Z[Cp] π−−→ R

↓π+ ↓ν

Z
ν−→ Fp

familiar from Sect. 10.2. We note that Z(p) may also interpreted as a diagram of
involuted rings. We denote all involutions by θ . On Z[Cp] we take θ to be the
canonical group ring involution θ(x) = x−1. So defined, θ projects forward to the
‘complex conjugation’ on R, θ(ζ ) = ζ−1. In turn this induces an involution on R/p.
Finally we take θ to be the identity on both Z and Fp . Applying the cyclic algebra
construction functorially to Z(p) we obtain the commutative square

�

�

 


Z[D2p] C(R)

Z[C2] Fp[C2]

η

�

ε ν

(11.29)

Theorem 11.30 Z[D2p] has the SFC property.



11.3 Stably Free Cancellation for Z[C∞ × D2p] 195

Proof Note that in (11.29) both � and ν are surjective. Moreover, as the cyclic alge-
bra construction preserves pullbacks we see that (11.29) is both a fibre square and
satisfies the Milnor condition. We also note that:

(i) Z[C2] has the SFC property by (10.11);
(ii) C(R) has the SFC property by Corollary 11.20;

(iii) Fp[C2] ∼= Fp × Fp is weakly Euclidean.

Thus to show that Z[D2p] has the SFC property it suffices to show that (11.29) is
pointlike in dimension one. To see this, observe that a unit u ∈ Fp[C2] has one of
two forms:

(i) α · 1 where α ∈ F∗
p;

(ii) α · y where y is the nontrivial element of C2.

By (10.10) the canonical map on units R∗ → F∗
p is surjective. If u ∈ Fp[C2]∗ is of

type (i) then write u = ν(̂α · 1) for some α̂ ∈ R∗. Similarly if u is of type (ii) we
may write u = ν(̂α · y) for some α̂ ∈ R∗. In any case the map on units ν : C(R)∗ →
Fp[C2]∗ is surjective so that (III) is pointlike in dimension one. Hence Z[D2p] has
the SFC property. �

The verification of the SFC property for Z[Fn × D2p] is parallel to that for
Z[D2p]. We indicate the changes involved. Applying − ⊗Z Z[Fn] to (11.29) yields
a fibre square:

�

�

 


Z[Fn × D2p] C(R)[Fn]

Z[Fn × C2] Fp[Fn × C2]

η

�

ε ν (11.31)

We note that (11.31) satisfies the Milnor condition as � : Z[Fn×C2] → Fp[Fn×C2]
is surjective. Moreover, both Z[Fn × C2] and C(R)[Fn] have the SFC property by
(10.14) and (11.28) respectively. Also Fp[Fn × C2] ∼= Fp[Fn] × Fp[Fn] is weakly
Euclidean. Thus, again by Corollary 3.48, to show that Z[Fn × D2p] has the SFC
property it suffices to show that the square (11.31) is pointlike in dimension one. We
show that the map on units ν : C(R)[Fn]∗ → Fp[Fn × C2]∗ is surjective.

To see this note that, by the T UP property of Fn, Fp[Fn] has only trivial units
so that a unit u ∈ Fp[Fn × C2] ∼= Fp[Fn] × Fp[Fn] has one of two forms:

(a) α · g where α ∈ F∗
p and g ∈ Fn;

(b) α · gy where α ∈ F∗
p , g ∈ Fn and y is the nontrivial element of C2.

By (10.10) the canonical map R∗ → F∗
p is surjective. Again by the T UP

property for Fn the induced map R[Fn]∗ → Fp[Fn]∗ is also surjective. As
y is a unit in C(R)[Fn] then in either case (a) or (b) u is in the image of
ν : C(R)[Fn]∗ → Fp[Fn × C2]∗. Thus (11.31) is pointlike in dimension one and
so by (3.37):
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Theorem 11.32 Z[Fn × D2p] has the SFC property.2

11.4 Stably Free Modules over Z[Fn × D4]
It is easier to handle D4 via its alternative description as C2 ×C2. We start with the
Milnor square

Z[x, y]/(x2 − 1)(y2 − 1) → Z[y]/(y2 − 1)
↓ ↓

Z[x]/(x2 − 1) → F2[t]/(t2 − 1)

which we rewrite as

C =
⎧

⎨

⎩

Z[C2 × C2] → Z[C2]
↓ ↓

Z[C2] → F2[C2].
We first establish:

Proposition 11.33 Z[C∞ × C2 × C2] has property SFC.

Proof The group ring F2[C2] is a local ring and F2[C2])/rad ∼= F2. Moreover, the
canonical homomorphism F2[C2] → F2 has the strong lifting property for units.
As C∞ has the T UP property then by Proposition 2.50 the induced homomor-
phism � : (F2[C2])[C∞] → F2[C∞] also has the strong lifting property for units. As
F2[C∞] is weakly Euclidean by Theorem 2.49 it follows from Corollary 2.52 that
F2[C∞ × C2] ∼= (F2[C2])[C∞] is also weakly Euclidean. Tensoring C above with
Z[C∞] and making the obvious identifications gives us the Milnor square

Z[C∞ × C2 × C2] π−−→ Z[C∞ × C2]
↓π+ ↓ν

Z[C∞ × C2] ν−→ F2[C∞ × C2]
Now Z[C∞ × C2] has property SFC by (10.14) and we have observed above that
F2[C∞ × C2] is weakly Euclidean. The hypotheses of Corollary 3.54 apply; the
conclusion that Z[C∞ × C2 × C2] ∼= A[C2 × C2] has property SFC now follows.

�

The conclusion of this theorem fails when C∞ is replaced by a free group of
higher rank. By slightly modifying the argument of O’Shea given in Sect. 10.4, we
proceed to show that Z[Fn × C2 × C2] has infinitely many stably free modules of
rank 1 whenever n ≥ 2.

2When n = 1 this can be regarded as saying R[D2p] has stably free cancellation where R =
Z[t, t−1] is the ring of Laurent polynomials over Z. The corresponding result over the ring Z[t] of
genuine polynomials was established by Strouthos using Quillen patching [89].
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Tensoring the Milnor square C above with Z[Fn] we obtain

C[Fn] =
⎧

⎨

⎩

Z[Fn × C2 × C2] → Z[Fn × C2]
↓ ↓

Z[Fn × C2] → F2[Fn × C2]
Here we denote by 〈u〉 the class of u ∈ F2[Fn×C2]∗ in Z[Fn×C2]∗\F2[Fn×C2]∗/
Z[Fn × C2]∗. With the same definition of ˜A(k) a very similar proof to Proposi-
tion 10.24 shows that:

Proposition 11.34 The classes {〈1 + s ˜A(k)〉}1≤k are pairwise distinct.

The remainder of the argument is formally identical with that of Sect. 10.4.
It remains true that 1 + s ˜A(k) ∈ [F2[Fn × C]∗,F2[Fn × C2]∗] and so the classes
〈1 + s ˜A(k)〉 map to ∗ under the stabilization maps σ1,2 : GL1(C[Fn]) → GL2(C[Fn]).
We see that:

Corollary 11.35 For each n ≥ 2, Z[Fn × C2 × C2] admits infinitely many distinct
isomorphism classes of stably free modules of rank 1.



Chapter 12
Group Rings of Quaternion Groups

In this chapter we extend the study of stably free cancellation for Z[Fn × Φ] to the
cases where Φ is the quaternion group Q(4m) of order 4m defined by the presenta-
tion

Q(4m) = 〈x, y|xm = y2, xyx = y〉.
Here we find a marked contrast with the dihedral and cyclic cases. We first show
by a delicate calculation that Z[C∞ ×Q(8)] has infinitely many distinct stably free
modules of rank 1. Whilst this result might seem unduly specific, it nevertheless
implies a similar conclusion for Z[Fn × Q(8m)] whenever m,n ≥ 1. We conclude
with a brief survey of what is known for the group rings Z[Fn ×Q(4m)] when m is
odd.

12.1 An Elementary Corner Calculation

We adopt the following notation throughout:

Z(p) = the local ring obtained from Z by inverting all primes q �= p;
̂Z(p) = the ring of p-adic integers; that is, the completion of Z(p) at p;
̂Q(p) = the field of p-adic numbers; that is, the field of fractions of̂Z(p).

For a prime p we denote by T (p) the corner

T (p) =
⎧

⎨

⎩

̂Z(p)[t, t−1]
↓

̂Q(p) → ̂Q(p)[t, t−1]

F.E.A. Johnson, Syzygies and Homotopy Theory, Algebra and Applications 17,
DOI 10.1007/978-1-4471-2294-4_12, © Springer-Verlag London Limited 2012
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so that GL2(T (p)) = GL2(̂Q(p))\GL2(̂Q(p)[t, t−1])/GL2(̂Z(p)[t, t−1]). For n ≥ 1
we put

Z(n) =
(

1 tn

p

0 1

)

∈ GL2(̂Q(p)[t, t−1]).

Theorem 12.1 The matrices Z(n) represent pairwise distinct classes in GL2(T (p)).

Proof Suppose that the assertion is false; then for some integers m, n with 1 ≤
m < n there exist X ∈ GL2(̂Q(p)), Y ∈ GL2(̂Z(p)[t, t−1]) such that Z(m) =
XZ(n)Y . For convenience we express this in the form

X−1Z(m) = Z(n)Y. (I)

Write

X−1 =
(

a b

c d

)

; Y =
(

A B

C D

)

,

where a, b, c, d ∈ ̂Q(p) and A,B,C,D ∈̂Z(p)[t, t−1]. Expanding (I) gives

(

a b + a tm

p

c d + c tm

p

)

=
(

A + C tn

p
B + D tn

p

C D

)

. (II)

Now write A = ∑

r Ar t
r ; B = ∑

r Br t
r ; C = ∑

r Cr t
r ; D = ∑

r Dr t
r and equate

constants and coefficients of t r . Equating entries in the (2,1) position we see that C
is a constant polynomial; that is:

C0 = c and Cr = 0 for r > 0. (III)

Now substituting back and equating entries in the (1,1) position we get

A = a −
(

c

p

)

tn

that is

A0 = a; An = − c

p
; Ar = 0 for r �= 0, n. (IV)

A similar calculation for the (2,2) position gives

D0 = d; Dm = c

p
; Dr = 0 for r �= 0,m. (V)

Substituting back and equating entries in the (1,2) position gives

B = b +
(

a

p

)

tm −
(

d

p

)

tn −
(

c

p2

)

tm+n.
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Now since 1 ≤ m< n we see that

b = B0 ∈̂Z(p);
(

a

p

)

= Bm ∈̂Z(p),

(

d

p

)

= −Bn ∈̂Z(p);
(

c

p2

)

= −Bm+n ∈̂Z(p).

Write a = pα; b = β; c = p2γ ; d = pδ where α,β, γ, δ ∈̂Z(p). Substitution gives

Y =
(

pα − pγ tn β + αtm − δtn − γ tm+n

p2γ pδ + pγ tm

)

and det(Y ) = p2(αδ − βγ ), and in particular, det(Y ) is, by calculation, a con-
stant polynomial. Now Y ∈ GL2(̂Z(p)[t, t−1]) so that det(Y ) ∈ (̂Z(p)[t, t−1])∗.
As the unit group of ̂Z(p)[t, t−1] consists of polynomials of the form utm

with u ∈ ̂Z∗
(p) and m ∈ Z and, as we have already calculated, det(Y ) is a

constant polynomial then det(Y ) ∈ ̂Z∗
(p). However (αδ − βγ ) ∈ ̂Z(p) so that

det(Y ) = p2(αδ − βγ ) /∈̂Z∗
(p)

. This is a contradiction. Thus Z(m), Z(n) represent

distinct classes in GL2(T (p)). �

12.2 Local Properties of Quaternions at Odd Primes

For any commutative ring R the quaternion algebra (−1,−1
R

) is obtained by imposing
on the free R-module of rank 4, with basis elements {1, i, j, k} the (associative)
multiplication determined by

i2 = j2 = −1; k = ij = −ji.

We put Ω = (−1,−1
Z ). Evidently Ω is an order in (−1,−1

Q ). However it is not a max-
imal order. We denote by Γ the unique maximal order containing Ω . It may be
described explicitly as Γ = spanZ{1, i, j,ω} where ω = 1

2 (1 + i + j + k). We note
a classical result of Hurwitz [45]; (see also [83, p. 83]):

Γ is a (noncommutative) principal ideal domain. (12.2)

For each prime p put Ω(p) = Ω ⊗Z Z(p) and Γ(p) = Γ ⊗Z Z(p) It follows from
(12.2) that Γ(p) is a principal ideal domain for every prime p. By contrast, neither Ω
nor Ω(2) is a principal ideal domain; both have infinite global dimension. However,
when p is odd, Ω(p) = Γ(p) so that:

Ω(p) is a principal ideal domain for each odd prime p. (12.3)
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Now put ̂Ω(p) = Ω ⊗Z ̂Z(p). When p is odd there is a ring isomorphism ̂Ω(p)
∼=

M2(̂Z(p)) with the ring of 2 × 2 matrices over ̂Z(p). For the sake of completeness
we give a proof beginning with:

Proposition 12.4 Let R be a commutative ring in which 2 is invertible and in
which there exist ξ, η ∈ R such that ξ2 + η2 = −1; then there is an isomorphism
of R-algebras

(−1,−1

R

)

∼= M2(R).

Proof One shows easily that the R-linear map θ : (−1,−1
R

) −→ M2(R) defined by

θ(1) =
(

1 0
0 1

)

; θ(i) =
(

0 1
−1 0

)

;

θ(j) =
(

ξ η

η −ξ

)

; θ(k) =
(

η −ξ

−ξ −η

)

is a ring homomorphism and is bijective when 2 is invertible in R. �

To show that the equation ξ2 + η2 = −1 has a solution in ̂Z(p) we begin by
showing it has a solution in Fp , the field with p elements (compare [77, p. 162]).
Note that in Fp the set (F∗

p)
2 of nonzero squares is a subgroup of index two in F∗

p .

If x, y ∈ F∗
p − (F∗

p)
2 then

x

y
∈ (F∗

p)
2.

As a preliminary observation note that the mapping ψ : Fp → Fp ; ψ(x) = x + 1
has the property that Fp = {ψ(1),ψ2(1), . . . ,ψp(1)}.

Proposition 12.5 For any odd prime p there exist ξ, η ∈ Fp such that ξ2 +η2 = −1.

Proof There are two cases according to whether or not −1 is a square in Fp . First
suppose that −1 is not a square and consider the restriction of ψ to (F∗

p)
2. As-

sume that ψ((F∗
p)

2) ⊂ (F∗
p)

2; then for all r ≥ 1, ψr((F∗
p)

2) ⊂ (F∗
p)

2. However

1 ∈ (F∗
p)

2 so that Fp = {ψ(1),ψ2(1), . . . ,ψp(1)} ⊂ (F∗
p)

2. This is a contradic-

tion as 0 �∈ (F∗
p)

2. Thus there exists ξ ∈ F∗
p such that ξ2 + 1 /∈ (F∗

p)
2. However,

−1 /∈ (F∗
p)

2 so that

(ξ2 + 1)

−1
= −1 − ξ2 ∈ (F∗

p)
2;
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that is, there exists η ∈ F∗
p such that η2 = −ξ2 − 1 so solving the equation ξ2 +

η2 = −1. The case where −1 is a square is trivial; if η ∈ Fp satisfies η2 = −1 then
choosing ξ = 0 the equation ξ2 + η2 = −1 is again solved. �

Corollary 12.6 For any odd prime p, (−1,−1
Fp

) ∼= M2(Fp).

We proceed to show that ξ2 + η2 = −1 has a solution over ̂Z(p). To avoid
making a formal statement of Hensel’s Lemma we proceed as follows; say that
a ring homomorphism ϕ : ̂L → L has property L when (i) ϕ is surjective and
the induced map on units ϕ : ̂L∗ → L∗ is also surjective; (ii) 2 is invertible in ̂L;
(iii) Ker(ϕ)2 = 0.

Proposition 12.7 Let ϕ : ̂L → L be a ring homomorphism with property L and
suppose that ξ ∈ L and η ∈ L∗ satisfy ξ2 + η2 = −1. Then there exist ̂ξ ∈ ̂L and
η̂ ∈̂L∗ such that ϕ(̂ξ) = ξ and ϕ(̂η) = η and such that̂ξ2 + η̂2 = −1.

Proof As ϕ is surjective, choosêξ ∈ ̂L such that ϕ(̂ξ) = ξ . As ϕ is also surjective
on units choose μ ∈̂L∗ such that ϕ(μ) = η; then

ϕ(1 +̂ξ2 + μ2) = 1 + ξ2 + η2 = 0.

Both 2 and μ are invertible in ̂L so put k = 1
2μ(1 +̂ξ2 + μ2) ∈ Ker(ϕ) and

η̂ = μ − k. Then ϕ(̂η) = ϕ(μ) = η as ϕ(k) = 0. Moreover, k2 = 0 as Ker(ϕ)2 = 0.
Hence

1 +̂ξ2 + η̂2 = 1 +̂ξ2 + μ2 − 2μk = 0

and ̂ξ2 + η̂2 = −1 as required. Furthermore, η̂ ∈ ̂L∗ as η̂(μ + k) = μ2 and
μ2 ∈̂L. �

The canonical homomorphism ϕn : Z/pn+1 → Z/pn has property L when p is
odd. Choose ξ, η ∈ Fp with η �= 0 so that ξ2 + η2 = −1 and apply Proposition 12.7
iteratively to the homomorphisms ϕn to construct a sequence {(ξn, ηn)}1≤n with
ξn, ηn ∈ Z/pn such that (i) ξ1 = ξ and η1 = η; (ii) for each n ≥ 1, ϕn(ξn+1) = ξn,
ϕn(ηn+1) = ηn and ηn+1 ∈ (Z/pn+1)∗; (iii) ξ2

n + η2
n = −1. Identifying ̂Z(p) with

lim←−(ϕn) it follows that:

Corollary 12.8 For each odd prime p there exist ̂ξ, η̂ ∈ ̂Z(p) such that
̂ξ2 + η̂2 = −1.

Corollary 12.9 For any odd prime p, (−1,−1
̂Z(p)

) ∼= M2(̂Z(p)).
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12.3 A Quaternionic Corner Calculation

In this section p will denote an odd prime. Start from the corner

⎧

⎨

⎩

̂Z(p)[t, t−1]
↓

Q[t, t−1] → ̂Q(p)[t, t−1]

Then applying the functor (−1,−1
− ) we obtain the corner

Q(p) =

⎧

⎪

⎨

⎪

⎩

( −1,−1
̂Z(p)[t,t−1] )

↓
( −1,−1

Q[t,t−1] ) → ( −1,−1
̂Q(p)[t,t−1] )

We will show that the unit set GL1(Q(p)) is infinite. To see this, first modify the
above by replacing ( −1,−1

Q[t,t−1] ) by (−1,−1
Q ) thus;

˜Q(p) =

⎧

⎪

⎨

⎪

⎩

( −1,−1
̂Z(p)[t,t−1] )

↓
(−1,−1

Q ) → ( −1,−1
̂Q(p)[t,t−1] )

Observe that ( −1,−1
Q[t,t−1] )

∼= (−1,−1
Q )[t, t−1]. However, (−1,−1

Q ) is an integral do-
main. It follows from the ‘two unique products’ criterion (Appendix C) that
(−1,−1

Q )[t, t−1] has only trivial units; ((−1,−1
Q )[t, t−1])∗ ∼= (−1,−1

Q )∗ × {tk : k ∈ Z}.
The powers tk ∈ ( −1,−1

Q[t,t−1] )
∗ are central in ( −1,−1

̂Q(p)[t,t−1] ) and can equally well be re-

garded as originating in ( −1,−1
̂Z(p)[t,t−1] )

∗. On taking double cosets we see that:

Proposition 12.10 GL1(Q(p)) = GL1(˜Q(p)).

We repeat, for emphasis, that the sets GL1(Q(p)) and GL1(˜Q(p)) are identical.
Now as in Sect. 12.2 choosêξ, η̂ ∈̂Z(p) such that̂ξ2 + η̂2 = −1; the assignments

1 
→
(

1 0
0 1

)

; i 
→
(

0 1
−1 0

)

;

j 
→
(

̂ξ η̂

η̂ −̂ξ
)

; k 
→
(

η̂ −̂ξ
−̂ξ −η̂

)

define an isomorphism θ0 : ( −1,−1
̂Q(p)[t,t−1] ) → M2(̂Q(p)[t, t−1]) which in turn induces

a homomorphism of corners θ : ˜Q(p) → M2(T (p));
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(−1,−1
Q ) ( −1,−1

̂Q(p)[t,t−1] )

( −1,−1
̂Z(p)[t,t−1] )

M2(̂Q(p)) M2(̂Q(p)[t, t−1])

M2(̂Z(p)[t, t−1])

θ+ θ0

θ−

As θ0 is an isomorphism we see that:

The induced map θ∗ : GL1(˜Q(p)) → GL1(M2(T (p))(= GL2(T (p)) is surjective.
(12.11)

It now follows that GL1(Q(p)) is infinite. To be precise put

ζ(n) = 1 + 1

2p
{i − η̂j +̂ξk}tn ∈

( −1,−1
̂Q(p)[t, t−1]

)

;

then:

θ0(ζ(n)) = Z(n) =
(

1 tn

p

0 1

)

∈ GL2(̂Q(p)[t, t−1]). (12.12)

Then from Theorem 12.1, Proposition 12.10, (12.11) and (12.12) it follows that:

Theorem 12.13 The elements {ζ(n)}1≤n represent pairwise distinct classes in
GL1(Q(p)).

12.4 Stably Free Modules over Ω[t, t−1]
Taking as regular submonoid S = {pr : r ≥ 0} it is straightforward to see that the
following is a Karoubi square:

⎧

⎪

⎨

⎪

⎩

Ω(p) → (−1,−1
̂Z(p)

)

↓ ↓
(−1,−1

Q ) → (−1,−1
̂Q(p)

)
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Taking Laurent polynomial rings we obtain another Karoubi square

̂Q(p) =

⎧

⎪

⎨

⎪

⎩

Ω(p)[t, t−1] → (−1,−1
̂Z(p)

)[t, t−1]
↓ ↓

(−1,−1
Q )[t, t−1] → (−1,−1

̂Q(p)
)[t, t−1]

which we may identify as the fibre square completion of the corner Q(p). As we
saw in Theorem 12.13, the unit set GL1(Q(p)) is infinite. It follows from (3.6) that:

Proposition 12.14 For any odd prime p there are infinitely many distinct projective
modules over Ω(p)[t, t−1] which are locally free of rank 1 relative to ̂Q(p).

As we observed in (12.3), when p is odd Ω(p) is a principal ideal domain and we
may apply Grothendieck’s Theorem (Sect. 1.4) to conclude that ˜K0(Ω(p)[t, t−1]) ∼=
˜K0(Ω(p)) = 0. Thus every finitely generated projective module over Ω(p)[t, t−1] is

stably free. However, ̂Q(p), being Karoubi, satisfies the patching condition; hence
by Theorem 3.8 and Proposition 12.14 we have:

Theorem 12.15 For any odd prime p, there are infinitely many distinct stably free
modules of rank 1 over Ω(p)[t, t−1].

Now consider the following fibre square where Ω[p] = Ω ⊗ Z[ 1
p
]:

̂K =

⎧

⎪

⎨

⎪

⎩

Ω[t, t−1] i−→ Ω(p)[t, t−1]
↓ ϕ ↓ ν

Ω[p][t, t−1] j−→ (−1,−1
Q )[t, t−1]

Then ̂K is Karoubi and so is E-surjective (Sect. 3.7). As (−1,−1
Q ) is a division

ring then (−1,−1
Q )[t, t−1] is weakly Euclidean by Theorem 2.49 and has property

SFC by (9.13); as ̂K satisfies the hypothesis of Corollary 3.36 there is a surjection
i : SF1(Ω[t, t−1]) → SF1(Ω(p)[t, t−1]). From Theorem 12.15 we now conclude
that:

Theorem 12.16 Ω[t, t−1] has infinitely many distinct isomorphism classes of sta-
bly free modules of rank 1.

It is paradoxical that in the context of quaternion algebras it is the odd primes
which behave badly. Though the details need not concern us here it can be shown
that Ω(2)[t, t−1] has no nontrivial stably free modules.

Observe that the ring ̂Z(p)[t, t−1] has Krull dimension equal to 2. It follows
from Suslin’s stability theorem [67, p. 111] that̂Z(p)[t, t−1] is 4-weakly Euclidean;
thus (−1,−1

̂Z(p)
)[t, t−1], being isomorphic to the ring M2(̂Z(p)[t, t−1]), is 2-weakly Eu-

clidean. Moreover, (−1,−1
̂Z(p)

)[t, t−1] also has property SFC and both (−1,−1
Q )[t, t−1]
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and (−1,−1
̂Q(p)

)[t, t−1] are weakly Euclidean with property SFC. Thus, in contrast to

Theorem 12.15, it follows from Corollary 3.45 that:

When p is odd, Ω(p)[t, t−1] has no nontrivial stably free module of rank > 1.
(12.17)

12.5 Stably Free Modules over Z[C∞ × Q(8)]
We again recall the cyclic algebra construction for involuted rings; given an invo-
lution θ on a ring A and an element a ∈ A such that θ(a) = a, the cyclic algebra
C(A, θ,a) is defined to be the free A-module of rank two with basis {1, y} and
multiplication determined by yλ = θ(λ)y; y2 = a.

Next note that the factorization x4 − 1 = (x2 − 1)(x2 + 1) gives rise to a fibre
square

⎧

⎪

⎨

⎪

⎩

Z[x]/(x4 − 1)
π−−→ Z[x]/(x2 + 1)

↓ π+ ↓ ϕ−
Z[x]/(x2 − 1)

ϕ+−→ F2[x]/(x2 − 1)

We write the cyclic group of order n in the form Cn = 〈x | xn = 1〉 and, for any
ring A, make the identification A[Cn] = A[x]/(xn − 1). The above fibre square
then becomes

(∗) =
⎧

⎨

⎩

Z[C4] −→ Z[i]
↓ ↓

Z[C2] −→ F2[C2]
where Z[i] = Z[x]/(x2 + 1) is the ring of Gaussian integers. Now write

Q(8) = 〈x, y | x2 = y2, x4 = 1, yxy−1 = x−1〉.
C4 is contained with index 2 in Q(8) and conjugation by y induces on Z[C4] the
canonical involution ̂ : Z[C4] → Z[C4], ĝ = g−1. Applying the cyclic algebra
construction to the involuted ring (Z[C4],̂ ) with fixed element x2 we see that

Z[Q(8)] ∼= C(Z[C4],̂, x2).

The canonical involution ̂ induces involutions on the remaining corners of the
above square; in turn, it induces complex conjugation (denoted below by θ ) on Z[i]
and the identity on both Z[C2] and F2[C2]. Moreover, the fixed elements corre-
sponding to x2 are, again in turn, −1 in Z[i] and 1 in both Z[C2] and F2[C2]. Ob-
serve that C(Z[i], θ,−1) is isomorphic to Ω = (−1,−1

Z ). Applying the cyclic algebra
construction to (∗) we obtain the fibre square:

̂M =
⎧

⎨

⎩

Z[Q(8)] −→ Ω

↓ ↓
Z[C2 × C2] −→ F2[C2 × C2]



208 12 Group Rings of Quaternion Groups

Taking tensor product − ⊗ Z[t, t−1] we obtain another fibre square

̂M[t, t−1] =
⎧

⎨

⎩

Z[C∞ × Q(8)] −→ Ω[t, t−1]
↓ ↓

Z[C∞ × C2 × C2] −→ T [t, t−1]
where T = F2[C2 × C2]. If ε : T = F2[C2 × C2] → F2 is the augmentation and
m = Ker(ε) then m2 = 0. Thus T is a local ring with nilpotent radical and hence
T [t, t−1] is weakly Euclidean by Corollary 2.52. Furthermore, T [t, t−1] has prop-
erty SFC by (9.18); that is:

T [t, t−1] is weakly Euclidean and has property SFC. (12.18)

Clearly ̂M[t, t−1] is a Milnor square and so has the patching property. Thus
̂M[t, t−1] satisfies the hypotheses of Corollary 3.36 so that SF1(Z[C∞×Q(8)]) →
SF1(Ω[t, t−1]) is surjective. From Theorem 12.16 we now see:

Theorem 12.19 Z[C∞ × Q(8)] admits infinitely many isomorphically distinct sta-
bly free modules of rank 1.

There is a corollary of Theorem 12.19 which, though obvious, is still per-
haps worth pointing out. Suppose that G is a finitely generated group such that
H1(G;Q) �= 0. This condition is equivalent to the existence of a surjective group
homomorphism ρ : G → C∞. Put r = ρ × Id : G×Q(8) → C∞ ×Q(8). Choosing
g ∈ G so that ρ(g) = t the correspondence (t, q) 
→ (g, q) determines a homomor-
phism i : C∞ ×Q(8) → G×Q(8) such that r ◦ i = IdC∞×Q(8); that is, C∞ ×Q(8)
is a retract of C∞ ×Q(8). If {Sξ }ξ∈X is an infinite collection of pairwise nonisomor-
phic stably free modules of rank 1 over Z[C∞ ×Q(8)] then {i∗(Sξ )}ξ∈X is likewise
an infinite collection of pairwise nonisomorphic stably free modules of rank 1 over
Z[G × Q(8)]; hence we obtain:

Corollary 12.20 If G is a finitely generated group with H1(G;Q) �= 0 then
Z[G × Q(8)] admits infinitely many isomorphically distinct stably free modules of
rank 1.

12.6 Extension to Generalized Quaternion Groups

It is convenient to treat the generalized quaternion groups as two different families:

(I) Q(8m) = 〈x, y |x2m = y2, xyx = y〉 where m is arbitrary.
(II) Q(4m) = 〈x, y |xm = y2, xyx = y〉 where m is odd.

We begin with (I); we reduce the problem for the groups Q(8m) with m ≥ 2 to
that of Q(8) considered already in Sect. 12.5. Thus supppose m ≥ 2 and take the
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following Milnor square where qm(x) = xm−1 + xm−2 + · · · + x + 1:
⎧

⎨

⎩

Z[x]/(x4m − 1)
η−→ Z[x]/qm(x4)

ψ ↓ ↓
Z[x]/(x4 − 1) −→ (Z/m)[x]/(x4 − 1)

(12.21)

Now take θ to be the canonical involution on Z[x]/(x4m −1) = Z[C(4m)]; θ(xr ) =
x4m−r . Observe that θ induces involutions on the other corners. As the above square
is now a commutative diagram of involuted rings, we may apply the cyclic algebra
construction; that is we introduce a new variable y subject to the relations yxr =
x4m−ry and y2 = x2m = θ(x2m). We get a Milnor square

⎧

⎨

⎩

C(Z[C(4m)], θ, x2m)
η−→ C(Z[x]/qm(x4), θ, x2m)

ψ ↓ ↓
C(C(4), θ, x2) −→ C(Z/m, θ, x2)

which, on putting C(m) = C(Z[x]/qm(x4), θ, x2m), we may write as
⎧

⎨

⎩

Z[Q(8m)] η−→ C(m)

ψ ↓ ↓
Z[C∞ × Q(8)] −→ (Z/m)[Q(8)].

(12.22)

Now put E(m) = (Z/m)[C∞ ×Q(8)]; tensoring (12.22) with Z[C∞] and we obtain:
⎧

⎨

⎩

Z[C∞ × Q(8m)] η−→ C(m)[C∞]
ψ ↓ ↓

Z[C∞ × Q(8)] −→ E(m)

(12.23)

To proceed we must examine the structure of E(m) = (Z/m)[C∞ ×Q(8)]. We first
deal with the case m = 2; then Z/m is the field F2 and we have:

Proposition 12.24 F2[Q(8)] is a local ring with nilpotent radical.

Proof Observe that Q(8)ab ∼= C2 ×C2 and that F2[C2 ×C2] is a local ring; indeed,
the augmentation homomorphism ε : F2[C2 ×C2] → F2 is surjective with nilpotent
kernel. Now the projection Q(8) → Q(8)ab induces a surjective ring homomor-
phism

� : F2[Q(8)] → F2[C2 × C2].
In terms of the presentation Q(8) = 〈x, y |x2 = y2, xyx = y〉 it is straightforward
to see that Ker(�) is spanned by the elements {1 + z, x + xz, y + yz, xy + xyz}
where z = x2 = y2. Moreover, 1 + z is central and (1 + z)2 = 0. Thus Ker(�) is
nilpotent. The result now follows as ε ◦ � : F2[Q(8)] → F2 is surjective with nilpo-
tent kernel. �

Proposition 12.25 For each e ≥ 1, (Z/2e)[Q(8)] is a local ring with nilpotent rad-
ical.
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Proof For e = 1 this is simply Proposition 12.24. When e ≥ 2, the natural projection
Z/2e → F2 induces a surjective ring homomorphism � : (Z/2e)[Q(8] → F2[Q(8)].
Composition with ε ◦ � as per Proposition 12.24 gives a surjective ring homomor-
phism (Z/2e)[Q(8] → F2 with nilpotent kernel. �

Proposition 12.26 For each e ≥ 1, E(2e) is weakly Euclidean and has property
SFC.

Proof E(2e) ∼= ((Z/2e)[Q(8])[C∞] is weakly Euclidean by Corollary 2.52 and
Proposition 12.25. Likewise, from (9.18) and Proposition 12.25 it follows that E(2e)

has SFC. �

Turning to odd primes, we have:

Proposition 12.27 E(pe) is weakly Euclidean and has property SFC for any odd
prime p and any e ≥ 1.

Proof For any commutative ring A in which 2 is invertible it is easy to see that

A[Q(8)] ∼= A × A × A × A ×
(−1,−1

A

)

.

Taking A = Z/pe then, as in Corollary 12.6, Proposition 12.7, (−1,−1
Z/pe ) ∼= M2(Z/pe)

and so

E(pm) ∼= (Z/pe)[C∞](4) × M2((Z/pe)[C∞]).
Now (Z/pe)[C∞] is weakly Euclidean, by Corollary 2.52 and has SFC , by (9.18).
Thus M2((Z/pe)[C∞]) is weakly Euclidean, by Theorem 2.48 and has SFC, by
(9.20). The result now follows from Corollary 2.46 and (9.21). �

In general, write m as a product of powers of distinct primes m = 2ep
e1
1 · · ·pek

k

so that Z/m ∼= Z/pe1 × · · · × Z/pek and hence

E(m) = E(pe1
1 ) × · · · × E(pek

k ).

It follows from Propositions 12.26, 12.27, Corollary 2.46 and (9.21) that:

For any integer m ≥ 2, E(m) is weakly Euclidean and has property SFC. (12.28)

The square in (12.23) satisfies the hypotheses of Corollary 3.36. It follows that

ψ × η : SF1(Z[C∞ × Q(8m]) → SF1(Z[C∞ × Q(8)]) × SF1(C(m)[C∞])
is surjective. In general the task of giving a complete description of SF1(C(m)[C∞])
is complicated; ignoring this factor we nevertheless see that:

For each m ≥ 2, SF1(Z[C∞ × Q(8m]) ψ→ SF1(Z[C∞ × Q(8)] is surjective.
(12.29)
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From Theorem 12.19 we see that:1

SF1(Z[C∞ × Q(8m)] is infinite when m ≥ 1. (12.30)

If G is a finitely generated group with H1(G;Q) �= 0 then C∞ ×Q(8m) is a retract
of G× Q(8m) so we also obtain:

Let G be a finitely generated group with H1(G;Q) �= 0; then

SF1(Z[G × Q(8m)]) is infinite for each m ≥ 1. (12.31)

In particular, we could take G = Fn to be a finitely generated free group.
We now suppose that m > 1 is odd and turn to the groups Q(4m); consider the

following Milnor square where qm(x) = xm−1 + xm−2 + · · · + x + 1:
⎧

⎨

⎩

Z[x]/(x2m − 1)
η−→ Z[x]/qm(x2)

ψ ↓ ↓
Z[x]/(x2 − 1) −→ (Z/m)[x]/(x2 − 1)

(12.32)

In applying the cyclic algebra construction, as m is odd, the relations y2 = xm and
x2 = 1 at the bottom lefthand corner force y2 = x and so allow us to eliminate x at
this position. We then obtain a Milnor square

⎧

⎨

⎩

C(Z[C(2m)], θ, xm)
η−→ C(Z[x]/qm(x2), θ, xm)

ψ ↓ ↓
Z[y]/(y4 − 1) −→ (Z/m)[y]/(y4 − 1)

which we may write as:
⎧

⎨

⎩

Z[Q(4m)] η−→ C(Z[x]/qm(x2), θ, xm)

ψ ↓ ↓
Z[C(4)] −→ (Z/m)[C(4)]

(12.33)

Now let Fn be the free group of rank n. We shall write K(m,n) = C(Z[x]/qm(x2),

θ, xm)[Fn] and F(m,n) = (Z/m)[Fn × C4] ∼= ((Z/m)[C4])[Fn] so that we have a
Milnor square:

⎧

⎨

⎩

Z[Fn × Q(4m)] η−→ K(m,n)

ψ ↓ ↓
Z[Fn × C4] −→ F(m,n)

(12.34)

Given a commutative ring A in which 2 is invertible one sees easily that

A[C(4)] ∼= A × A × A[t]/(t2 + 1). (12.35)

1This generalizes a result of Pouya Kamali; in his thesis [61], using a different system of fibre
squares, Kamali was able to show that SF1(Z[C∞ × Q(8m]) is infinite when m > 1 is not a
power of 2.
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When p is an odd prime (Z/pa)[t]/(t2 + 1) = Z/(pa) × Z/(pa) if p ≡ 1 mod 4
whilst (Z/pa)[t]/(t2 + 1) is a local ring with nilpotent radical if p ≡ 3 mod 4. If
m is not a prime power we write it as a product of powers of distinct odd primes
m = p

e1
1 · · ·pek

k so that Z/m ∼= Z/pe1 × · · · × Z/pek . Collecting our results we see
that in each case (Z/m)[C(4)] is a finite product of local rings each with nilpotent
radical. In consequence of Corollary 2.46 and Proposition 2.47 we now have:

F(m,n) is weakly Euclidean. (12.36)

Likewise from (9.18) and (9.21) it follows that:

F(m,n) has property SFC. (12.37)

Thus the square in (12.34) satisfies the hypotheses of Corollary 3.36. It follows that

ψ × η : SF1(Z[Fn × Q(4m]) → SF1(Z[Fn × C(2) × C(2)]) × SF1(K(m,n))

is surjective. Again the task of giving a complete description of SF1(K(m,n)) is
complicated. If we ignore SF1(K(m,n)) we see that:

SF1(Z[Fn × Q(4m]) ψ→ SF1(Z[Fn × C4]) is surjective for m odd. (12.38)

From Corollary 10.27 SF1(Z[Fn × C4]) is infinite when n ≥ 2; thus:

SF1(Z[Fn × Q(4m)]) is infinite when m is odd and n ≥ 2. (12.39)

When m is odd the problem for n = 1, that is for C∞ × Q(4m), is rather more
delicate. We pose the following question for any odd integer m> 1:

Is SF1(Z[C∞ × Q(4m)]) infinite? (12.40)



Chapter 13
Parametrizing Ω1(Z): Generic Case

In this chapter we will take G to be a finitely generated group and we denote by
SF+ the isomorphism classes of finitely generated nonzero stably free modules
over Z[G]. As before we denote by Ω1(Z) the first syzygy of Z over Z[G]; that
is, the stable class [J ] of any module J which occurs in an exact sequence of
Λ-modules

0 → J → Λm → Z → 0

where Λ = Z[G]. We have previously seen that both Ω1(Z) and SF+ have the
structure of trees in which the roots do not extend infinitely downwards and, for
certain G at least, we considered the structure of SF+ in some detail. Here we
seek to parametrize Ω1(Z) by SF+; that is, the ‘unknown’ by the ‘known’. We will
show that, under suitable conditions, there is a height preserving mapping of trees
κ : SF+ → Ω1(Z); compare also [54]. We then proceed to establish conditions
under which κ is injective and/or surjective. The problem divides naturally into two
cases, according to whether Ext1(Z,Λ) is zero or not.

Generic Case: Ext1(Z,Λ) = 0
Singular Case: Ext1(Z,Λ) �= 0

The Generic Case admits of a reasonably complete conclusion, which we detail
below. The Singular Case, however, is more intricate and is considered in Chaps. 14
and 15.

13.1 Minimality of the Augmentation Ideal

Evidently a mapping κ with the properties considered above must transform the
minimal level of SF+ to that of Ω1(Z). Therein lies our first difficulty. The minimal
level of SF+ consists simply of the isomorphism classes of stably free modules of
rank 1. By contrast, the minimal level of Ω1(Z) is less easy to characterize. To
explain this, let ε : Z[G] → Z denote the augmentation homomorphism; then the

F.E.A. Johnson, Syzygies and Homotopy Theory, Algebra and Applications 17,
DOI 10.1007/978-1-4471-2294-4_13, © Springer-Verlag London Limited 2012
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augmentation ideal I = Ker(ε) represents an element of Ω1(Z), occuring as it does
in an exact sequence

0 → I → Λ → Z → 0.

As the middle term Λ has minimal rank we may expect thereby that I lies at the
minimal level of Ω1(Z). Unfortunately, this need not be the case. As we note below,
I fails to be minimal when G is a free group of rank ≥ 2. Our first task is therefore
to establish reasonable conditions which guarantee that I does indeed lie at the
minimal level of Ω1(Z).

In what follows we assume, without further comment, that G is a finitely gener-
ated group with integral group ring Λ = Z[G]; we establish:

First minimality criterion I is minimal in Ω1(Z) if Ext1(Z,Λ) = 0. (13.1)

Proof Let h : J ⊕ Λβ �−→ I ⊕ Λα be an isomorphism of Λ-modules. From the
extension 0 → I → Λ

ε→ Z → 0 defining I we may construct a succession of exact
sequences thus:

0 → I ⊕ Λα i→ Λα+1 ε→ Z → 0,

0 → J ⊕ Λβ j→ Λα+1 ε→ Z → 0,

0 → J → S → Z → 0,

where S = Λα+1/j (Λβ) and j = i ◦h. Evidently HomΛ(S,Z) �= 0. Moreover, since
Ext1(Z,Λ) = 0 then S is projective by Proposition 5.17. In particular, the exact
sequence

0 → Λβ → Λα+1 → S → 0

defining S splits and there is an isomorphism Λα+1 ∼= Λβ ⊕ S. Applying
HomΛ(−,Z) we see that

Zα+1 ∼= Zβ ⊕ HomΛ(S,Z)

and since HomΛ(S,Z) �= 0 it follows that β < α + 1 so that β ≤ α as required. �

The necessity for some minimality criterion is shown by the following:

Proposition 13.2 Let G = Γ ∗ C∞; then I fails to be minimal in Ω1(Z).

Proof Write IG for the integral augmentation ideal of G; when G = Γ ∗ Δ we see
that ([34], p. 140)

IG
∼= (IΓ ⊗Z[Γ ] Z[G]) ⊕ (IΔ ⊗Z[Δ] Z[G]).

On taking Δ to be the infinite cyclic group C∞ = 〈t |∅〉 the following exact sequence

0 → Z[C∞] t−1−→ Z[C∞] ε−→ Z → 0
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shows that IC∞ ∼= Z[C∞] and hence IC∞ ⊗Z[C∞] Z[G] ∼= Z[G]. On substituting
Δ = C∞ in the above we see that

IG
∼= (IΓ ⊗Z[Γ ] Z[G]) ⊕ Z[G];

hence IΓ ⊗Z[Γ ] Z[G]) lies below IG in ΩG
1 (Z). �

Taking Γ = Fn−1 one sees iteratively that IFn
∼= Z[Fn]n so that IFn departs

progressively from minimality as n increases. Moreover, even when Γ is the trivial
group, Proposition 13.2 still shows that 0 lies below IC∞ in Ω

C∞
1 (Z).

13.2 Parametrizing Ω1(Z) in the Generic Case

In this section we will continue to take G to be a finitely generated group and put
Λ = Z[G]. Moreover, we assume that Ext1(Z,Λ) = 0 so that, by (13.1), we know
that:

Min: I is a minimal element in Ω1(Z).

As before we denote by SF+ the isomorphism classes of finitely generated stably
free modules over Z[G]. A consequence of the weak finite (= WF) property for Λ
is that a finitely generated nonzero stably free module S over Λ = Z[G] has a well
defined rank rk(S) ≥ 1 defined by rk(S) = m ⇐⇒ S⊕Λn ∼= Λm+n. In what follows
S will denote a finitely generated nonzero stably free module over Λ = Z[G]. When
rk(S) = m we have HomΛ(S,Z) ⊕ HomΛ(Λm,Z) ∼= HomΛ(Λm+n,Z). However
HomΛ(Λk,Z) ∼= Zk so that HomΛ(S,Z) ⊕ Zm ∼= Zm+n. From the classification of
finitely generated abelian groups it follows that:

If rk(S) = m then HomΛ(S,Z) ∼= Zm. (13.3)

In particular we see that there exists a nonzero Λ-homomorphism η : S → Z. The
possibility of comparing Ω1(Z) with SF+ arises from:

Theorem 13.4 Let η : S → Z be a nonzero Λ-homomorphism; then

(i) Ker(η) ∈ Ω1(Z);
(ii) if rk(S) = 1 and η′ : S → Z is also a nonzero Λ-homomorphism then Ker(η′) =

Ker(η);
(iii) if S ∼= Λm then Ker(η) ∼= I ⊕ Λm−1.

Proof (i) First consider the special case where η is surjective. On applying
Schanuel’s Lemma to the exact sequences

0 → Ker(η) → S
η→ Z → 0; 0 → I → Λ

ε→ Z → 0

we see that I ⊕ S ∼= Ker(η) ⊕ Λ and for any positive integer k, I ⊕ S ⊕ Λk ∼=
Ker(η) ⊕Λk+1. As S is stably free S ⊕Λk ∼= Λm+k for some k. Hence for some k,
I ⊕ Λm+k ∼= Ker(η) ⊕ Λk+1 and so Ker(η) ∈ Ω1(Z). If η is only assumed to be
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nonzero then Im(η) = (d) for some nonzero integer d . Putting ξ = 1
d
η we see that ξ

is surjective. The conclusion now follows from the above special case as Ker(η) =
Ker(ξ).

(ii) As rk(S) = 1 then HomΛ(S,Z) ∼= Z. Let ξ ∈ HomΛ(S,Z) be a generator.
Then for some nonzero integers n, n′ we have η = nξ and η′ = n′ξ and so Ker(η) =
Ker(ξ) = Ker(η′) as required.

(iii) For 1 ≤ i ≤ m put εi = ε ◦ πi where ε : Λ → Z is the augmentation ho-
momorphism and πi : Λm → Λ is the ith projection. As {εi}1≤i≤m is a Z-basis
for HomΛ(Λm,Z) ∼= Zm a given Λ-homomorphism η : Λm → Z may be expressed
uniquely in the form

η = x1ε1 + · · · + xmεm

for some xi ∈ Z. Regarding x = (x1, . . . , xm) as the Z-linear mapping x : Zm → Z

x

⎛

⎜

⎝

y1
...

ym

⎞

⎟

⎠
= x1y1 + · · · + xmym

then η = x ◦ ε∗ where ε∗ : Λm → Zm is induced coordinate-wise by ε. The Smith
normal form applied to x gives α ∈ En(Z) making the following commute

�����



				
 Z

Zm

Zm
np1

x

α

where p1 is projection onto the first factor and where the integer n(= nx) gen-
erates the (nonzero) ideal (x1, . . . , xm) of Z. As ε : Λ → Z is surjective then
ε∗ : Em(Λ) → Em(Z) is surjective so that there exists α̃ ∈ Em(Λ) making the fol-
lowing commute:




�

�

�����



				


Λm

Λm

Zm

Zm

Zα̃

ε∗

ε∗
np1

x

α

Thus Ker(η) = Ker(x ◦ ε∗) ∼= Ker(np1 ◦ ε∗). However, Ker(np1 ◦ ε∗) = Ker(p1 ◦ ε∗)
as n �= 0. The conclusion follows as Ker(p1 ◦ ε∗) ∼= I ⊕ Λm−1. �

For k ≥ 0 we define Ω1〈k〉 to be the set of modules in Ω1(Z) at height k; that is:

J ∈ Ω1〈k〉 ⇐⇒ J ⊕ Λn ∼= I ⊕ Λk+n for some n ≥ 1.
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Likewise we define SF+〈k〉 to be the set of modules in SF+ at height k; that is

S ∈ SF+〈k〉 ⇐⇒ S ⊕ Λn ∼= Λk+n.

When S is a nonzero finitely generated stably free Λ-module we denote by [κ(S)]
the set of isomorphism classes of all Λ-modules which occur in an exact sequence

0 → J → S → Z → 0.

It follows from (13.3) and Theorem 13.4 that:

[κ(S)] is a non-empty subset of Ω1(Z) for each S ∈ SF+. (13.5)

We regard κ as a relation (that is, a multi-valued function) κ : SF+ � Ω1(Z); that
is, κ(S) is a well defined element of Ω1(Z) only when [κ(S)] consists of a single
element. Again from Theorem 13.4 it follows that:

κ(S) is well defined provided that either rk(S) = 1 or S is free. (13.6)

We also note that:

If J ∈ κ(S) then h(J ) = rk(S) − 1. (13.7)

The height and rank functions on SF+ are related by h(S) = rk(S)−1. Thus (13.7)
can be rephrased to say that the relation κ is height preserving; that is:

If J ∈ κ(S) then h(J ) = h(S). (13.8)

Proposition 13.9 If Ext1(Z,Λ) = 0 then given any J ∈ Ω1(Z) there exists S ∈
SF+ such that J ∈ [κ(S)]; that is, the relation κ is surjective.

Proof Let 0 → I i→ Λ
ε→ Z → 0 denote the defining exact sequence for I and

suppose that J ⊕ Λm ∼= I ⊕ Λn. Choose an isomorphism h : J ⊕ Λm h→ I ⊕ Λn

and consider the exact sequence

0 → J ⊕ Λm j→ Λ ⊕ Λn ε◦π→ Z → 0,

where j = (i ⊕ Id) ◦ h and π : Λ ⊕ Λn → Λ is the projection. Putting S =
(Λ⊕Λn)/j (Λm) we have an exact sequence 0 → J → S → Z → 0. By hypothesis,
Z is coprojective, and so, by the ‘Desuspension Lemma’ Proposition 5.17 it follows
that S is projective. On splitting the exact sequence 0 → Λm → Λn+1 → S → 0 it
follows that S ⊕ Λm ∼= Λn+1 so that S is stably free and, from the exact sequence
0 → J → S → Z → 0, it follows tautologically that J ∈ [κ(S)]. �

The discussion now splits into two cases, according to whether G is finite or
infinite. We note that both cases do, in fact, occur. When G is finite the condi-
tion Ext1(Z,Λ) = 0 holds automatically in consequence of the Eckmann-Shapiro
Lemma. As an example with G infinite we may take any virtual duality group of
(virtual) dimension ≥ 2.
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13.3 Case I: G Finite

Let Γ be an infinite tree with a height function h : Γ → N whose minimal level
h−1(0) describes the ‘roots’ of the tree. We say that Γ is a fork when there is no
branching except at the minimal level; that is, when |h−1(n)| for n ≥ 1. The diagram
(13.10) below illustrates the notion, with (A) showing proper branching and (B)
representing the trivial case where there is no branching at all.

A

• ••
•

•
•.
.
..

�
��

�
��

B

•
•
•
•.
.
..

(13.10)

We note that when Γ , Δ are forks any level preserving mapping μ : Γ → Δ is
completely described by its restriction to minimal levels μ : Γ min → Δmin. It is a
consequence of the theorem of Swan-Jacobinski [18, 46, 93] that when the group
G is finite then both SF+ and Ω1(Z) are forks. As in Sect. 8.4, for J ∈ Ω1(Z) we
denote by σ(J ) the ‘Swan multiplicity’

σ(J ) = |Im(νJ )\Ker(SJ )|,
where SJ : AutDer(J ) → ˜K0(Λ) is the Swan mapping and νJ : AutΛ(J ) →
AutDer(J ) is the natural mapping. The situation for finite G may be stated thus:

Theorem 13.11 Let G be finite; then

(i) κ : SF+ → Ω1(Z) is a surjective level preserving mapping; in addition
(ii) if J ∈ Ω1(Z) lies above the minimal level then |κ−1(J )| = 1; furthermore

(iii) if J ∈ Ωmin
1 (Z) then |κ−1(J )| = σ(J ).

Proof Let S ∈ SF+. If h(S) = 0, that is, if rk(S) = 1, then κ(S) is well defined
by (13.6) above. If h(S) ≥ 1, that is, if rk(S) ≥ 2, then S is free and so κ(S) is
well defined, again by (13.6). Thus κ is a mapping, and by (13.8), is level pre-
serving. Finally, as G is finite then from the Eckmann-Shapiro Lemma it follows
that Ext1(Z,Λ) = 0. Thus κ is surjective by Proposition 13.9 and this proves (i).
Moreover (ii) is simply the statement that neither Ω1(Z) nor SF+ branch above the
minimal level which follows, as we have already noted, from the Swan-Jacobinski
Theorem. Finally (iii) follows from Theorem 8.15. �

It follows from Theorem 13.11 that if SF+ is a trivial fork then so also is
Ω1(Z). As we indicated in Sect. 10.1, this is the case for very many but not all finite
groups G. For example, in the case of the quaternion group Q(4n) = 〈x, y|xn = y2,
xyx = y〉 Swan shows that SF+ is a nontrivial fork whenever n ≥ 6. In some (and
probably all) such cases Ω1(Z) is also nontrivial [50].
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13.4 Case II: G Infinite and Ext1
Λ(Z,Λ) = 0

This case differs from the Case I in relation to behaviour with respect to duality.
When M = Λ we note that the evaluation map HomΛ(Λ,Λ) → Λ;f 
→ f (1) is an
isomorphism; that is:

Λ∗ ∼= Λ. (13.12)

Evidently (M ⊕ N)∗ ∼= M∗ ⊕ N∗ so we see easily that:

If P is projective then P ∗ is also projective and P ∗∗ ∼= P . (13.13)

The converse to (13.13) is false in general. The simplest example is to take the
trivial module Z with G infinite; then as we observed in Proposition 6.31, Z∗ =
HomΛ(Z,Λ) = 0. Thus Z∗ is (trivially) projective whilst Z is not. This example has
the following consequence:

Proposition 13.14 If G is infinite and Ext1Λ(Z,Λ) = 0 then I∗ ∼= Λ.

Proof Applying HomΛ(−,Λ) to the augmentation sequence

0 → I i→ Λ
ε→ Z → 0

gives a long exact sequence in cohomology from which we extract the follow-

ing portion: HomΛ(Z,Λ) → Λ∗ i∗→ I∗ → Ext1(Z,Λ). Now HomΛ(Z,Λ) = 0 by
Proposition 6.31 whilst Ext1Λ(Z,Λ) = 0 by hypothesis. Thus I∗ ∼= Λ∗ ∼= Λ. �

More generally, suppose J ∈ Ω1(Z) so that, for some m,n, we have J ⊕ Λm ∼=
I ⊕ Λn; dualization then gives J ∗ ⊕ (Λ∗)m ∼= I∗ ⊕ (Λ∗)n so that, by (13.12) and
Proposition 13.14

J ∗ ⊕ Λm ∼= Λn+1.

Thus J ∗ ∈ SF+ when J ∈ Ω1(Z) and dualization gives a mapping δ : Ω1(Z) →
SF+; δ(J ) = J ∗. There is also a duality involution θ : SF+ → SF+ , θ(S) = S∗.
θ ◦ θ = Id, which we are careful to distinguish notationally from δ. We make this
discussion precise:

Theorem 13.15 If G is infinite and Ext1Λ(Z,Λ) = 0 then

(i) the correspondence J 
→ J ∗ = HomΛ(J,Λ) defines a surjective height-
preserving mapping of trees δ : Ω1(Z) → SF+;

(ii) the inverse relation δ−1 satisfies δ−1 = κ ◦ θ ; moreover
(iii) the induced mapping on minimum levels δ : Ωmin

1 (Z) → SFmin+ is bijective.

Proof By the preceding remarks the correspondence J 
→ J ∗ clearly defines a func-
tion δ : Ω1(Z) → SF+. To show that δ preserves height first observe that I is at the
minimal level by (13.1). If J ∈ Ω1(Z) then for some k ≥ 0 J ⊕ Λm ∼= I ⊕ Λm+k

and h(J ) = k. The preceding calculation now gives J ∗ ⊕ Λm ∼= Λm+k+1 so that
rk(J ∗) = k + 1 and so h(J ∗) = k and δ preserves levels.
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To show that δ is surjective, suppose S ∈ SF+, so that, for some a ≥ 1,
S ⊕ Λa ∼= Λm+a . On taking duals we see that S∗⊕Λa ∼= Λm+a , so that we also have
S∗ ∈ SF+. By (13.3) choose a nonzero homomorphism η : S∗ → Z. Replacing Z
by Im(η) ∼= Z if necessary we may suppose that η : S∗ → Z is surjective. It follows
from Theorem 13.4 that Ker(η) ∈ Ω1(Z). We proceed to show that δ(Ker(η)) ∼= S.

As in Proposition 13.14, applying HomΛ(−,Λ) to the sequence

0 → Ker(η)
j→ S∗ η→ Z → 0

gives an exact sequence: HomΛ(Z,Λ) → S∗∗ j∗
→ Ker(η)∗ → Ext1(Z,Λ). As be-

fore, the two end terms are zero leaving an isomorphism j∗ : S∗∗ �−→ Ker(η)∗ so
that δ(Ker(η)) ∼= S∗∗ ∼= S as claimed. Hence δ is surjective, completing the proof
of (i).

That there is equality of relations δ−1 = κ ◦ θ is the statement that

J ∈ [κ(S∗)] ⇐⇒ δ(J ) ∼= S.

This is implicit in the proof of (i). To make it explicit, first suppose that J ∈ [κ(S∗)].
Then there exists an exact sequence 0 → J → S∗ → Z → 0. Repeating the argu-
ment of (i) gives J ∗ ∼= S∗∗ so that, as S∗∗ ∼= S we have δ(J ) ∼= S.

Conversely, suppose that J ∈ Ω1(Z) has the property that δ(J ) ∼= S. In Proposi-
tion 13.9 we showed:

(†): J ∈ [κ(T )] for some T ∈ SF+.

That is, there is an exact sequence 0 → J → T → Z → 0. Dualizing as in (i) above
we see that δ(J ) = J ∗ ∼= T ∗. However, δ(J ) ∼= S. Thus S ∼= T ∗ and so T ∼= S∗. By
(†) it follows that J ∈ [κ(S∗)], and this proves (ii).

To complete the proof we show that δ : Ωmin
1 (Z) → SFmin+ is bijective. We

showed in (13.6) that the relation κ actually defines a function κ : SFmin+ →
Ωmin

1 (Z). Moreover, as θ and δ are both level preserving we have mappings

θ : SFmin+ → SFmin+ ; δ : Ωmin
1 (Z) → SFmin+

in which θ , being self inverse, is bijective and δ is surjective. In what follows, where
it is not explicit we assume that all mappings are restricted to the minimum levels
in both Ω1(Z) and SF+. From (ii) above we see that δκθ = Id. Conjugation by
θ = θ−1 now gives

(††) θδκ = Id.

Thus κ is injective. However, we showed in Proposition 13.9 that κ is surjective.
Explicitly, given J ∈ Ωmin

1 (Z) there exists S ∈ SF+ such that J ∈ [κ(S)]. As κ

preserves levels then S ∈ SFmin+ and, in this case, by (13.6) κ(S) is a single well
defined element. Thus κ : SFmin+ → Ωmin

1 (Z) is invertible. From (††) we now see
that δ = θ−1 ◦ κ : Ωmin

1 (Z) → SFmin+ is bijective as claimed, so completing the
proof. �



Chapter 14
Parametrizing Ω1(Z): Singular Case

In this chapter we work under the blanket assumption that G is a finitely gener-
ated group with abelianization Gab and integral group ring Λ = Z[G], and that
Ext1Λ(Z,Λ) �= 0. Then G is necessarily infinite. We investigate minimality of I in
Ω1(Z) and first establish:

Second minimality criterion: I lies at the minimal level of Ω1(Z) if Gab is finite.

This second criterion also applies to many cases where Ext1Λ(Z,Λ) = 0 although we
do not need to use it there. We employ it in Sect. 14.3 to give examples of groups G

with infinite splitting in Ω1(Z).

14.1 The Second Minimality Criterion

Let R be a (not necessarily commutative) ring R which is free as an algebra over Z;
the augmentation homomorphism εR : R[G] → R is again defined by ε(g) = 1 for
all g ∈ G and we denote by IR(G) = Ker(εR) the augmentation ideal over R. Let N
be a Λ-module on which G acts trivially. Observing that Ext1R[G](Λ,N) = 0 then

from the augmentation exact sequence 0 → IR(G)
i→ Λ

εR→ R → 0 we get an exact
sequence in cohomology

ε∗
R→ HomR[G](Λ,N)

i∗→ HomR[G](IR(G),N)
δ→ Ext1R[G](R,N) → 0.

For α ∈ HomR[G](Λ,N) and g ∈ G, i∗(α)(g − 1) = α(i(g − 1)) = α(g) − α(1).
However G acts trivially on N so that α(g) = α(1)g = α(1) and i∗(α)(g − 1) = 0
for all g ∈ G. Hence i∗(α) = 0 since IR is generated over R by elements of the form
g − 1. The right hand end of the above exact sequence simplifies to an isomorphism

δ : HomR[G](IR(G),N)
�→ Ext1R[G](R,N).

In the special case where N = R we obtain:

HomR[G](IR(G),R) ∼= Ext1R[G](R,R). (14.1)
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By regarding R as a trivial module over Z[G] the same argument shows:

HomZ[G](IZ(G),R) ∼= Ext1Z[G](Z,R). (14.2)

However IR(G) ∼= IZ(G) ⊗Z R and we have by ‘change of rings’ that

HomZ[G](IZ(G),R) ∼= HomR[G](IR(G),R). (14.3)

We obtain isomorphisms HomR[G](IR(G),R) ∼= Ext1R[G](R,R) ∼= Ext1Z[G](Z,R).

Finally, Ext1Z[G](Z,R) ∼= H 1(G,R) whilst by the Universal Coefficient Theorem

H 1(G,R) ∼= HomZ(H1(G;Z),R) ∼= HomZ(G
ab,R).

Hence we see that there are isomorphisms

HomR[G](IR(G),R) ∼= Ext1R[G](R,R) ∼= HomZ(G
ab,R). (14.4)

Note that if Ψ is a finitely generated abelian group then Hom(Ψ,Z) �= 0 except in
the case where Ψ is finite. Reverting to the special case where R = Z and Λ = Z[G]
we see that:

Gab is finite ⇐⇒ Ext1Λ(Z,Z) = 0 ⇐⇒ HomΛ(I,Z) = 0. (14.5)

Second minimality criterion I is minimal in Ω1(Z) if Gab is finite. (14.6)

Proof Suppose that I ⊕ Λa ∼= J ⊕ Λb; we must show that b ≤ a. Clearly

HomΛ(I,Z) ⊕ HomΛ(Λa,Z) ∼= HomΛ(J,Z) ⊕ HomΛ(Λb,Z).

Under the assumption that Gab is finite we see that HomΛ(I,Z) = 0 by (14.4) and
so Za ∼= HomΛ(J,Z) ⊕ Zb . Thus Zb imbeds as a subgroup of Za and so b ≤ a. �

We shall say that the ring R is torsion free when its additive group is torsion free;
we note the following useful deduction from (14.4):

If Gab is finite and R is torsion free then HomR[G](IR(G),R) = 0. (14.7)

We note that the conditions of the two minimality criteria are independent. Let
M(1) be the condition that Ext1Λ(Z,Λ) = 0 and M(2) that Gab is finite. When G is
a free abelian group of finite rank N ≥ 2, G satisfies Poincaré Duality in dimension
N , and so Extr (Z,Λ) = 0 for r �= N [60]. In particular, G satisfies condition M(1).
However, Gab ∼= G is infinite and so G fails the condition M(2). Conversely, take
G = H1 ∗H2 to be the free product of nontrivial finite groups H1, H2. If F denotes
the kernel of the natural mapping G → H1 × H2 then by the Kurosh subgroup
theorem (for example in the form given in [41, p. 118]) F is a free group of rank
(|H1| − 1)(|H2| − 1) ≥ 2. Put Ω = Z[F ]; F has finite index in G so applying the
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Eckmann-Shapiro Lemma we conclude that Ext1Λ(Z,Λ) ∼= Ext1Ω(Z,Ω). Since F is
a (generalized) duality group of dimension 1 it follows that Ext1Ω(Z,Ω) �= 0; thus
Ext1Λ(Z,Λ) �= 0 and so G fails condition M(1). However, Gab ∼= Hab

1 × Hab
2 so

that G satisfies M(2).

14.2 Parametrizing Ω1

Again we seek to parametrize Ω1(Z) by SF+. A difficulty arises according to
whether the map induced from the augmentation ε∗ : Ext1Λ(Z,Λ) → Ext1Λ(Z,Z)

is injective or not. In the injective case we obtain a conclusion which though weaker
and more fragmentary than that of Chap. 13 is nevertheless of interest; the case
where ε∗ fails to be injective is much more obscure.1 Thus we assume throughout
this section that:

G Infinite and ε∗ : Ext1Λ(Z,Λ) → Ext1Λ(Z,Z) Is Injective

Note that as G is finitely generated then Ext1Λ(Z,Z) ∼= H 1(G,Z) ∼= Gab/Torsion
is a finitely generated free abelian group. Since ε∗ : Ext1Λ(Z,Λ) → Ext1Λ(Z,Z) is
injective we see that:

Ext1Λ(Z,Λ) is a finitely generated free abelian group. (14.8)

Next suppose S is a stably free module of rank 1 and that S⊕Λn ∼= Λn+1. It follows
that Ext1Λ(Z, S) ⊕ Ext1Λ(Z,Λ)n ∼= Ext1Λ(Z,Λ) ⊕ Ext1Λ(Z,Λ)n. As Ext1Λ(Z,Λ) is a
finitely generated free abelian group we conclude that:

If S is a stably free module of rank 1 then Ext1Λ(Z, S) ∼= Ext1Λ(Z,Λ). (14.9)

Suppose we are now given a stably free module S of rank 1. It follows from (13.3)
that HomΛ(S,Z) ∼= Z so that there is a surjective homomorphism η : S → Z which
is unique up to sign. Thus there is an extension

S = (0 → J
i→ S

η→ Z → 0).

We denote by [S] the congruence class of S in Ext1(Z, J ). With this notation and
the ambient hypothesis we have:

Theorem 14.10 Ext1Λ(Z, J ) ∼= Z and [S] is a generator.

1This case arises for groups which contain a nonabelian free group of finite index; for example,
SL2(Z).
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Proof First consider the augmentation sequence (0 → I i→ Z[G] ε→ Z → 0). Since
ε∗ : Ext1Λ(Z,Λ) → Ext1Λ(Z,Z) is injective the exact sequence

HomΛ(Z,Λ) → HomΛ(Z,Z) → Ext1Λ(Z,I) → Ext1Λ(Z,Λ)
ε∗→ Ext1Λ(Z,Z)

reduces to HomΛ(Z,Λ) → HomΛ(Z,Z) → Ext1Λ(Z,I) → 0. However, as G is in-
finite, HomΛ(Z,Λ) = 0 so that Ext1Λ(Z,I) ∼= HomΛ(Z,Z) ∼= Z. In the general case

where S = (0 → J
i→ S

η→ Z → 0) then J ⊕ Λ ∼= I ⊕ S by Schanuel’s Lemma.
Hence

Ext1Λ(Z, J ) ⊕ Ext1Λ(Z,Λ) ∼= Ext1Λ(Z,I) ⊕ Ext1Λ(Z, S) ∼= Z ⊕ Ext1Λ(Z,Λ).

It follows from (14.8) that Ext1Λ(Z, J ) ∼= Z. Take X = (0 → J → X → Z → 0)
to represent a generator of Ext1Λ(Z, J ) ∼= Z. We will show that [S] = ±[X ].
Then Ext1Λ(S,J ) = 0 as S is projective so that from the exact sequence

HomΛ(S,J )
i∗→ HomΛ(J,J )

δ→ Ext1Λ(Z, J ) → 0 we see that the mapping δ :
HomΛ(J,J ) → Ext1Λ(Z, J ); δ(α) = α∗(S) is surjective.

Hence we may write [X ] = [α∗(S)] for some α ∈ HomΛ(J,J ). However, [X ]
generates Ext1Λ(Z, J ) ∼= Z so that for some n ∈ Z we may write [S] = n[X ]. Thus
[X ] = n[α∗(X )]. Writing [α∗(X )] = m[X ] for some integer m we obtain [X ] =
mn[X ]. As mn ∈ Z and [X ] is a generator of Ext1(Z, J ) ∼= Z then mn = 1 so that
n = ±1 �

We have seen, (13.6), that κ(S) is well defined when S is a stably free module of
rank 1 and that, when G is infinite and Ext1(Z,Λ) = 0, κ gives a bijection

κ : SFmin+ → Ωmin
1 (Z).

As we now see, κ continues to be injective on SFmin+ under our present hypothesis:

Theorem 14.11 ε∗ : Ext1Λ(Z,Λ) → Ext1Λ(Z,Z) is injective and G is finitely gener-
ated infinite then κ : SFmin+ → Ω1(Z) is injective.

Proof Let S, S′ ∈ SF1 and suppose that κ(S) = κ(S′) = J . We must show

that S ∼= S′. There are exact sequences S = (0 → J
i→ S

ε→ Z → 0);

S ′ = (0 → J
i′→ S′ ε′→ Z → 0) and, by Theorem 14.10, both [S], [S ′] generate

Ext1Λ(Z, J ) ∼= Z so that [S ′] = ±[S]. Replacing ε′ by −ε′ if necessary we may
suppose that [S ′] = [S]. Thus there is a congruence

S
c ↓
S ′

=
⎛

⎜

⎝

0 → J
i→ S

ε→ Z → 0
Id ↓ c ↓ Id ↓

0 → J
i′→ S′ ε′→ Z → 0

⎞

⎟

⎠

and c : S → S′ is the required isomorphism. �
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We are careful not to over-interpret the statement of Theorem 14.11. Although it
remains true that the image of SFmin+ under κ lies at the same height as the class
[I] of the augmentation ideal, the minimality criteria of Sects. 13.1, 14.1 no longer
apply and, in the absence of further information, we are careful not to claim that
image of SFmin+ lies within Ωmin

1 (Z). Indeed, ε∗ is injective when G = C∞ yet the
minimal level of Ω1(Z) is represented by 0. However, as we shall see in Sect. 16.3,
in the case where G = C∞ × Φ and Φ is nontrivial and finite then Ωmin

1 (Z) is
represented by [I].

In earlier chapters we showed the existence of groups G which admit an infinite
number of stably free modules of rank 1 over Z[G]; then by Theorem 14.11, Ω1(Z)

displays an infinite amount of branching. We illustrate this with some examples. In
what follows we take Q(8m) to be the generalized quaternion group of order 8m

Q(8m) = 〈x, y | x2m = y2, xyx = y〉.
Begin by taking G = CN∞ × Φ where Φ is a nontrivial finite group; put Λ = Z[G]
and Λ0 = Z[CN∞]. Then Ext1Λ(Z,Λ) ∼= Ext1Λ0

(Z,Λ0) by the Eckmann-Shapiro

Lemma. As CN∞ is a Poincaré Duality group of dimension N it follows [60] that

Ext1Λ(Z,Λ) =
{

Z N = 1,

0 N ≥ 2.
(14.12)

By direct calculation one may first show:

ε∗ : Ext1Q[C∞](Q,Q[C∞]) → Ext1Q[C∞](Q,Q) is an isomorphism. (14.13)

We now prove:

Proposition 14.14 ε∗ : Ext1Λ(Z,Λ) → Ext1Λ(Z,Z) is injective.

Proof The statement for N ≥ 2 is trivial by (14.12) so that it suffices to con-
sider the case N = 1. In this case, again by (14.12), Ext1Λ(Z,Λ) ∼= Z so that
it suffices to prove that, taking rational coefficients, the corresponding map
ε∗ : Ext1Q[G](Q,Q[G]) → Ext1Q[G](Q,Q) is nonzero. This follows from the iso-
morphism already noted in (14.13) by applying the Künneth Theorem with rational
coefficients to G = C∞ × Φ above. �

We obtain:

Theorem 14.15 Let G = CN∞ × Q(8m) where N ≥ 1 and m ≥ 1; then Ω1(Z) has
an infinite amount of branching at the level of I .

Proof It follows from Theorems 13.15 and 14.11 that κ : SFmin+ → Ω1(Z) is injec-
tive. However, by (12.31) Z[G] admits infinitely many isomorphism types of stably
free modules of rank 1 and this completes proof. �
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In the above, by (13.1), I is minimal in Ω1(Z) provided N ≥ 2. We shall see, in
Sect. 16.3, that I is still minimal when N = 1. Anticipating this result, the above
conclusion may be strengthened to conclude that, for N,m ≥ 1:

Ω1(Z)min is infinite for G = CN∞ × Q(8m). (14.16)



Chapter 15
Generalized Swan Modules

Let G = C∞ × Φ where Φ is a nontrivial finite group. In this chapter, subject to
conditions on Φ , we begin the task of parametrizing the first syzygy Ω1(Z) over
Z[G]. We do so via a generalization, introduced by Edwards in his thesis [25], of a
type of module first studied by Swan. The original Swan modules arise as follows;
let Φ be a finite group and let ε : Z[Φ] → Z be the augmentation homomorphism.
For n ∈ Z we take n : Z → Z to be the homomorphism x 
→ nx. The eponymous
Swan module (I, n) is defined as (I, n) = lim←−(ε,n). From the commutative diagram

0 → I −→ (I, n) ε−→ Z → 0
↓Id ∩ ↓n

0 → I −→ Z[Φ] ε−→ Z → 0

we see that (I, n) imbeds in Z[Φ] as a Z-sublattice of index n. The main properties
of the (I, n) were established by Swan [91]. Indeed, this was the original context
for the projectivity criterion of Chap. 5; Swan showed that (I, n) is projective over
Z[Φ] if and only if n is a unit mod |Φ|. This and other aspects generalize in a
manner which we now proceed to describe.

15.1 Quasi-Augmentation Sequences and Swan Modules

A module S over a ring Λ is said to be strongly Hopfian when for all integers n ≥ 1
any surjective Λ-homomorphism ϕ : S(n) → S(n) is necessarily an isomorphism.
It is straightforward to see this entails an apparently stronger property, namely,
that if n1 ≤ n2 and ϕ : S(n1) → S(n2) is surjective homomorphism then ϕ is an
isomorphism and n1 = n2. An exact sequence of finitely generated Λ-modules

S = (0 → S−
i→ S0

p→ S+ → 0) is called a quasi augmentation sequence when
S0 is stably free and when S+ S− satisfy the following conditions;
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(i) Ext1Λ(S+,Λ) = 0;
(ii) S+, S− are strongly Hopfian;

(iii) HomΛ(S−, S+) = 0.

By a Swan module relative to S we mean a Λ-module M which occurs in an exact
sequence of the form

EM = (0 → S− → M → S+ → 0).

Until further notice, Λ will denote a group ring R[Φ] where Φ is a finite group and
R is a ring subject at least to the following restriction (†):

(†) R is free over Z and satisfies the weak finiteness condition of Sect. 1.1.

At the outset we do not assume that R is commutative. Whilst further restrictions
will be imposed on R as we progess, the condition (†) will be assumed to hold
without further mention. We first consider:

(15.1) The Standard Augmentation Sequence Let Φ a finite group and take Λ

to be the group ring R[Φ]. The augmentation map εR : R[Φ] → R,εR(
∑

ϕ aϕϕ) =
∑

ϕ aϕ is a ring homomorphism and gives an exact sequence

R= (0 → IR
i→ R[Φ] εR→ R → 0)

where IR = Ker(εR) and i is the inclusion; with this notation we have:

Proposition 15.2 R is a quasi-augmentation sequence over R[Φ].

Proof As in (14.4), HomR[Φ](IR,R) ∼= Ext1R[Φ](R,R) ∼= HomZ(Φ
ab,R). As Φ is

finite and R is free over Z then HomR[Φ](IR(Φ),R) = 0. The weak finiteness as-
sumption on R also implies that R is strongly Hopfian as a module over R[Φ]. As
IR is free of rank |Φ| − 1 over R then IR is also strongly Hopfian. Finally, by the
Eckmann-Shapiro Lemma, Ext1R[Φ](R,R[Φ]) = Ext1R(R,R) = 0. �

(15.3) The Augmentation Ideal of Z[C∞ × Φ] as a Swan Module In the origi-
nal context of finite groups the integral augmentation ideal is not a Swan module.
However, it is so in the case of C∞ × Φ . What follows is a special case of Proposi-
tion 15.2 but we repeat the details for emphasis. Take R = Z[C∞] = Z[t, t−1] and,
as in (15.1), take

R= (0 → IR
i→ R[Φ] εR→ R → 0).

In addition to the R-augmentation εR , we also have the Z-augmentation for C∞,

ε∞ : R → Z; ε∞(t) = 1;

then the exact sequence 0 → R
t−1−→ R

ε∞−→ Z → 0 is a complete resolution for Z
over R. Finally, we have the Z-augmentation of C∞ × Φ , εZ(t ⊗ ϕ) = 1. Observe
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that εZ = ε∞ ◦ εR so that I = Ker(εZ) occurs in the following diagram in which
both rows are exact:

0
↓

0 → IR → I −→ R → 0
‖ ∩ ↓t−1

0 → IR → Λ
εR−→ R → 0

↓ ε∞
Z
↓
0

We see from the exact sequence 0 → IR → I −→ R → 0 that I is a Swan module
over R; in Swan’s notation one would describe it as I = (IR, t − 1).

(15.4) The Dual Augmentation Sequence For this example, begin by taking R

to be a commutative ring satisfying (†) and again take Λ = R[Φ] where Φ is a
finite group. Now take the R[Φ]-dual R∗ of the above sequence which, by the
0-dimensional case of Eckmann-Shapiro is isomorphic to the R-dual.

R∗ = (0 → R
ε∗→ R[Φ] i∗→ I ∗

R → 0).

Although R and R[Φ] are always self-dual, I ∗
R is not isomorphic to IR unless Φ is

cyclic.
The Swan modules obtained here are simply the R[G]-duals of those obtained

from the standard sequence and it is largely a matter of taste as to which we use.
In the case R = Z, Swan explicitly uses both [91, 94]. The dual sequence does,
however, have the practical advantage that I ∗

R is naturally a ring, being isomorphic
to the quotient R[G]/(Σ) where Σ is the principal two-sided ideal in R[G] with
generator the sum of the elements in G.

Our discussion throughout has been framed in terms of right modules. The re-
quirement here that R be commutative is only made to avoid having to consider left
R-modules upon dualizing. However, provided R possesses an (anti)-involution (if,
for example, R is itself a group ring over a commutative ring) then one may relax
this condition in the conventional way, replacing the R- dual by the conjugate dual
with respect to the involution on R.

(15.5) The Quasi-Augmentation of a Stably Free Module of Rank 1 As a varia-
tion on (15.1), again take Λ = R[Φ] where Φ is finite and take a stably free mod-
ule S of rank 1 over Λ satisfying S ⊕ Λm ∼= Λm+1. Assume, in addition, that R

has the SFC-property. Then HomΛ(Λ,R) ∼= R so that HomΛ(Λm,R) ∼= Rm and
so HomΛ(S,R) ⊕ Rm ∼= Rm+1. From the assumption that R has SFC we see that
HomΛ(S,R) ∼= R. In particular, there is a surjective Λ-homomorphism η : S → R

which is unique up to multiplication by a unit in R. We claim that we have a quasi-
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augmentation sequence

S = (0 → Ker(η)
j→ S

η→ R → 0).

We must show that Ker(η) is strongly Hopfian and HomΛ(Ker(η),R) = 0.
For the first, note that for some m, S ⊕ Λm ∼= Λm+1. As Λ is free of rank |Φ|

over R, and as R has the SFC property then S is also free of rank |Φ| over R.
Splitting S over R we see that Ker(η) is free of rank |Φ| − 1 over R. Hence Ker(η)
is strongly Hopfian. Finally, comparing S with R and using Schanuel’s Lemma we
see that

Ker(η) ⊕ Λ ∼= IR ⊕ S.

Thus

HomΛ(Ker(η),R) ⊕ HomΛ(Λ,R) ∼= HomΛ(S,R) ∼= R.

As HomΛ(Λ,R) ∼= R it follows that HomΛ(Ker(η),R) = 0 and S is a quasi aug-
mentation as claimed.

As an example, we may take R = Z[Fm] to be the integral group ring of the
free group of rank m. Then R has the SFC property and R[Φ] is the integral group
ring Z[Fm ×Φ] of the direct product. Taking Φ = Q(8p), as in Chap. 12, there are
infinitely many stably free modules of rank 1 over R[Φ]. Of course, if S is free then
we simply retrieve the first example. However, when S is not free then Ker(η) need
not be isomorphic to IR ; then the Swan modules obtained are distinct from, though
stably equivalent to, those of (15.1).

15.2 Generalized Swan Modules and Rigidity

Fix a quasi augmentation S = (0 → S−
i→ S0

p→ S+ → 0) and consider Swan mod-
ules relative to S . They have the property of being rigid in the sense that the exact
sequence which defines them is essentially unique; that is:

Proposition 15.6 Let M , N be Swan modules defined by exact sequences

EM = (0 → S−
i→ M

ϕ→ S+ → 0); EN = (0 → S−
j→ N

ψ→ S+ → 0).

Then M ∼= N if and only if EM ∼= EN .

Proof The implication (⇐=) is trivial. To prove (=⇒), suppose that f : M → N

is an isomorphism of Λ-modules. Then the homomorphism ψ ◦ f ◦ i : S− → S+ is
necessarily zero, and so f induces homomorphisms on both kernels and cokernels:

0 → S−
i→ M

ϕ→ S+ → 0
↓f− ↓f ↓f+

0 → S−
j→ N

ψ→ S+ → 0
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that is, f induces a homomorphism of exact sequences f : EM → EN . We must
show that f+ and f− are isomorphisms.

To show that f+ is an isomorphism observe that f+ is evidently surjective and
so is an isomorphism by the strong Hopfian property. It now follows easily that f−
is an isomorphism. Hence f : EM → EN is an isomorphism of exact sequences as
claimed. �

A module M over Λ is said to be a generalized Swan module (relative to S) when
it occurs in an exact sequence

EM = (0 → S
(m)
− → M → S

(n)
+ → 0)

for some positive integers m, n. As in the case of Swan modules the defining se-
quence EM of M is then essentially unique. The proof of this requires a slight re-
finement of Proposition 15.6.

Theorem 15.7 (Rigidity Theorem) Let M1, M2 be generalized Swan modules rela-
tive to S :

E1 = (0 → S
(μ)
−

i→ M1
ϕ→ S

(ν)
+ → 0); E2 = (0 → S

(m)
−

j→ M2
ψ→ S

(n)
+ → 0);

then M1 ∼= M2 if and only if E1 ∼= E2.

Proof Suppose that f : M1 → M2 is an isomorphism of Λ-modules. By interchang-
ing M1 and M2 and replacing f by f−1 we may, without loss of generality, assume
that ν ≤ n. The homomorphism ψ ◦f ◦ i : S(μ)

− → S
(n)
+ is necessarily zero, and so f

induces homomorphisms on both kernels and cokernels and hence a homomorphism
of exact sequences f : E1 → E2;

0 → S
(μ)
−

i→ M1
ϕ→ S

(ν)
+ → 0

↓f− ↓f ↓f+

0 → S
(m)
−

j→ M2
ψ→ S

(n)
+ → 0

As f is an isomorphism it is surjective and so f+ is also surjective. As S+ is strongly
Hopfian and ν ≤ n then f+ is an isomorphism and ν = n. By extending the sequence
to the left by zeroes and using the Five Lemma it follows that f− is also an isomor-
phism and so f induces an isomorphism of exact sequences f : EM → EN . Also
μ = m �

Observe that in the course of proving Theorem 15.7 we also proved:

Proposition 15.8 Let M , N be generalized Swan modules relative to S thus:

E1 = (0 → S
(μ)
−

i→ M1
ϕ→ S

(ν)
+ → 0); E2 = (0 → S

(m)
−

j→ M2
ψ→ S

(n)
+ → 0);

if M1 ∼= M2 then μ = m and ν = n.
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A generalized Swan module M given by an exact sequence

(0 → S
(m)
−

j→ M
ψ→ S

(n)
+ → 0)

is said to be of type (m,n). If m = n we simply say that M is of rank m. If m �= n

we say that M is of mixed type. As an nontrivial example of mixed type we may
consider:

(15.9) The Integral Augmentation Ideal of Z[Fm × Φ] as a Swan Module Let
x1, . . . , xm be a free generating set for Fm and let Φ be a nontrivial finite group.
Taking R = Z[Fm] we have a complete resolution of Z over R

0 → Rm X−→ R −→ Z → 0,

where X = (x1 −1, . . . , xm −1). We obtain a commutative diagram with exact rows

0 → IR → I −→ Rm → 0
‖ ∩ ↓X

0 → IR → R[Φ] εR−→ R → 0

showing that I is a generalized Swan module of type (1,m).

15.3 Classification of Generalized Swan Modules

Until further notice all generalized Swan modules will be taken relative to a fixed
quasi augmentation sequence S = (0 → S− → S → S+ → 0). Relative to S the
Rigidity Theorem (15.7) reduces the isomorphism classification of generalized
Swan modules of type (m,n) to the isomorphism classification of exact sequences

of the form (0 → S
(m)
−

i→?
p→ S

(n)
+ → 0). Up to congruence, that is, requiring iden-

tity maps on each end,

0 → S
(m)
− → ? → S

(n)
+ → 0

↓Id ↓ ↓Id

0 → S
(m)
− → ?? → S

(n)
+ → 0

such exact sequences are classified by Ext1(S(n)
+ , S

(m)
− ). To allow for classification

up to isomorphism, however, we must allow arbitrary automorphisms on the ends.
There is a natural right action of AutΛ(S

(n)
+ ) on Ext1(S(m)

+ , S
(m)
− )

Ext1(S(n)
+ , S

(m)
− ) × AutΛ(S

(n)
+ ) → Ext1(S(n)

+ , S
(m)
− )

(E, β) 
→ β∗(E)
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Likewise there is a natural left action of AutΛ(S
(m)
− ) on Ext1(S(n)

+ , S
(m)
− )

AutΛ(S
(m)
− ) × Ext1(S(n)

+ , S
(m)
− ) → Ext1(S(n)

+ , S
(m)
− )

(α,E) 
→ α∗(E)
As is well known (see, for example, [68], p. 67, Lemma 7.6), the two actions com-
mute in the sense that α∗β∗(E) is congruent to β∗α∗(E) so that we get a two sided
action

AutΛ(S
(m)
− ) × Ext1(S(n)

+ , S
(m)
− ) × AutΛ(S

(n)
+ ) → Ext1(S(n)

+ , S
(m)
− )

(α,E, β) 
→ α∗β∗(E)
We get the following:

Theorem 15.10 Let S be a quasi augmentation; then there is a 1 − 1 correspon-
dence

⎧

⎨

⎩

Isomorphism classes of
generalized Swan modules

of type (m,n) over S

⎫

⎬

⎭

←→ Aut(S(m)
− )\Ext1(S(n)

+ , S
(m)
− )/Aut(S(n)

+ ).

We can describe this in terms of ‘coordinates’: if σ denotes a sign σ = ± put
Tσ = EndΛ(Sσ ) and make the identifications

EndΛ(S
(m)
− ) ∼= Mm(T−); AutΛ(S

(m)
− ) ∼= GLm(T−),

EndΛ(S
(n)
+ ) ∼= Mn(T+); AutΛ(S

(n)
σ ) ∼= GLn(T+).

Let Mm,n(A) denote the set of m×n matrices with entries in a set A. The additivity
properties of Ext1 allow us to identify

Ext1(S(n)
+ , S

(m)
− ) ←→ Mm,n(Ext1(S+, S−))

via the correspondence E 
→ (πr∗ i∗t (E))1≤r≤m,1≤t≤n where πr : S(m)
− → S− is pro-

jection to the rth-factor and it : S− → S
(m)
− is inclusion of the t th-summand. Since

S is stably free then S− is a representative of the first syzygy Ω1(S+). Moreover, as
Ext1(S+,Λ) = 0 the corepresentation formula (5.22) for cohomology holds to give

Ext1(S+, S−) ∼= HomDer(S−, S−) ∼= EndDer(S−).

Write Θ = EndDer(S−) then again since Ext1(S+,Λ) = 0 there are ring isomor-
phisms EndDer(S+) ∼= EndDer(S−) ∼= Θ . In coordinate terms the natural surjective
ring homomorphisms EndΛ(S

(m)
− ) → EndDer(S

(m)
− ),EndΛ(S

(n)
+ ) → EndDer(S

(n)
+ )

become surjective ring homomorphisms Mm(T−) → Mm(Θ), Mn(T+) → Mn(Θ)

which we write in the form Xσ 
→ [Xσ ] and the above two sided action, in coordi-
nate terms, becomes

GLm(T−) × Mm,n(Θ) × GLn(T+) → Mm,n(Θ)

(X−, α,X+) 
→ [X−]α[X+]
We get the following coordinatised version of the Classification Theorem:
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Theorem 15.11 (Classification Theorem) Let S be a quasi augmentation; then
there is a 1 − 1 correspondence

⎧

⎨

⎩

Isomorphism classes of
generalized Swan modules

of type (m,n) over S

⎫

⎬

⎭

←→ GLm(T−)\Mm,n(Θ)/GLn(T+).

When m = n it is convenient to record the details of this correspondence explic-
itly. Given f ∈ EndDer(S

(m)
− ) we may form the pushout extension

0 → S
(m)
−

i→ S(m) → S
(m)
+ → 0

↓f ↓f̂ ↓Id

0 → S
(m)
−

j→ lim−→(f, i) → S
(m)
+ → 0

Denote by Isom(S) the set of isomorphism classes of generalized Swan modules of
type (m,m) over S . By making the identification Mm(Θ) ↔ EndDer(S

(m)
− ) the bi-

jection of Theorem 15.11 in the direction GLm(T−)\Mm(Θ)/GLm(T+) → Isom(S)

is given by the mapping

lim−→ : GLm(T−)\Mm(Θ)/GLm(T+) → Isom(S); [f ] 
→ lim−→(f, i).

This allows a parametrization of Isom(S) expressed entirely in terms of Θ . To see
this, observe that we have a commutative diagram:

�

�

 


Em(T−)\Mm(Θ)/Em(T+) GLm(T−)\Mm(Θ)/GLm(T+)

Em(Θ)\Mm(Θ)/Em(Θ) Isom(S)

ν2

π

ν1 lim−→ (15.12)

Here ν1, ν2 are the obvious maps. Note that the fibres of ν2 are quotients of

GLm(T−)/Em(T−) × Em(T+)\GLm(T+).

To describe π , note that as Em(Tσ ) → Em(Θ) is surjective then ν1 is a bijection.
Defining π = lim−→◦ν2 ◦ (ν1)

−1 the diagram commutes as required. Since ν1 and lim−→
are bijective and ν2 is surjective then π is also surjective. Moreover ν1 maps the
fibres of ν2 bijectively to the fibres of π so that we obtain:

Corollary 15.13 (Parametrization) Let S be a quasi augmentation; then there is a
surjective mapping

π : Em(Θ)\Mm(Θ)/Em(Θ) → Isom(S)

each of whose fibres is a quotient of GLm(T−)/Em(T−) × Em(T+)\GLm(T+).
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Suppose that X ∈ Mm(Θ) is a matrix representing the generalized Swan mod-
ule J . When, as above, Θ is commutative it follows from Corollary 15.13 that the
ideal (det(X)) � Θ depends only on J ; thus when J is a generalized Swan module
we may define an ideal 〈det(J )〉 � Θ by the rule:

〈det(J )〉 = (det(X)) when X ∈ Mm(Θ) is a matrix representing J . (15.14)

15.4 Completely Decomposable Swan Modules

The Classification Theorem 15.11 shows that Swan modules of rank 1 are of the
form M(θ) where, for θ ∈ Θ , M(θ) = lim−→(θ, i) is obtained from the pushout dia-
gram

S−
i→ S

↓θ ↓
S− → lim−→(θ, i)

This description requires the identification Ext1(S+, S−) ∼= EndDer(S−) = Θ . Us-
ing the alternative identification Ext1(S+, S−) ∼= EndDer(S+) under the canonical
isomorphism ρ : EndDer(S−) → EndDer(S+) there is also a pullback description
M(θ) = lim←−(η,ρ(θ))

lim←−(η,ρ(θ)) → S+
↓ ↓ρ(θ)

Λ
η→ S+.

As a special case of the parametrization theorem Corollary 15.13, the isomorphism
class of M(θ) is determined entirely by the equivalence class 〈θ〉 of θ in T ∗−\Θ/T ∗+;
that is:

M(θ) ∼= M(μ) ⇐⇒ θ = [α−]μ[α+] for some α− ∈ T ∗−, α+ ∈ T ∗+. (15.15)

From Theorem 5.41 we obtain the original form of Swan’s projectivity criterion
[91]; that is:

M(θ) is projective ⇐⇒ θ ∈ Θ∗. (15.16)

Relative to S , S itself is described as S = M(1). We similarly obtain the original
form of Swan’s isomorphism criterion [91]:

M(θ) ∼= S ⇐⇒ θ = [α−][α+] for some α− ∈ T ∗−, α+ ∈ T ∗+. (15.17)

More generally, for θ1, . . . , θm ∈ Θ we put M(θ1, . . . , θm) = M(θ1)⊕ · · ·⊕M(θm).
A generalized Swan module of this form is said to be completely decomposable.
There is an obvious generalization of (15.16):

M(θ1, . . . , θm) is projective if and only if each θi ∈ Θ∗. (15.18)
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Denote by Dm(Θ) multiplicative submonoid of Mm(Θ) consisting of diagonal ma-
trices thus

Δ(θ1, . . . , θm) =
⎛

⎜

⎝

θ1 0
. . .

0 θm

⎞

⎟

⎠
;

Dm(Θ)∗ will denote the group of invertible diagonal m × m matrices over Θ .
We note that whilst a surjective ring homomorphism ϕ : Θ1 → Θ2 induces a sur-
jective monoid homomorphism ϕ∗ : Dm(Θ1) → Dm(Θ2) the corresponding in-
duced map on unit groups ϕ∗ : Dm(Θ1)

∗ → Dm(Θ2)
∗ is, in general, not surjective.

Up to isomorphism M(θ1, . . . , θm) is classified by the image of Δ(θ1, . . . , θm) in
GLm(T−)\Mm(Θ)/GLm(T+) thus:

Proposition 15.19 Relative to S every generalized Swan module is completely de-
composable if and only if the natural mapping

� : Dm(Θ) → GLm(T−)\Mm(Θ)/GLm(T+)

is surjective.

The Parametrization Corollary 15.13 can be applied, in particular, to completely
decomposable modules. In the notation of Sect. 2.3, for arbitrary θi,μj ∈ Θ :

Δ(θ1, . . . , θm) ∼ Δ(μ1, . . . ,μm) =⇒ M(θ1, . . . , θm) ∼= M(μ1, . . . ,μm). (15.20)

The considerations of Sect. 2.3 now give isomorphism relations between completely
decomposable modules. In particular, from (2.25) we obtain:

Proposition 15.21 Let θi ∈ Θ∗ for 1 ≤ i ≤ m; then

M(θ1, . . . , θm) ∼= M

(

∏

i

θi ,1, . . . ,1

)

.

Note that, by (2.27), the factors in the product
∏

i θi may be taken in any order.
To ensure simplicity of discussion, for the remainder of this section we will sup-

pose that T+, T− and hence Θ are all commutative. These restrictions allow a useful
generalization of (15.15):

Proposition 15.22 M(θ,1, . . . ,1)
︸ ︷︷ ︸

m

∼= M(μ,1, . . . ,1)
︸ ︷︷ ︸

m

⇐⇒ 〈θ〉 = 〈μ〉.

Proof For (=⇒), if M(θ,1, . . . ,1) ∼= M(μ,1, . . . ,1) then by Theorem 15.11 there
exist Xσ ∈ GLm(Tσ ) such that

[X−]Δ(θ,1, . . . ,1)[X+] = Δ(μ,1, . . . ,1).
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Thus [u−]θ [u+] = μ where uσ = det(Xσ ) ∈ T ∗
σ ; that is, 〈θ〉 = 〈μ〉. The implication

(⇐=) is trivial. �

Corollary 15.23 If M(θ1, . . . , θm) , M(δ1, . . . , δm) are projective then

M(θ1, . . . , θm) ∼= M(δ1, . . . , δm) ⇐⇒
〈

∏

i

θi

〉

=
〈

∏

i

δi

〉

.

Proof Since M(θ1, . . . , θm) is projective then θi ∈ Θ∗ for each i, and so, by Propo-
sition 15.21, M(θ1, . . . , θm) ∼= M(

∏

i θi ,1, . . . ,1). Likewise, M(δ1, . . . , δm) ∼=
M(

∏

i δi ,1, . . . ,1). The conclusion now follows from Proposition 15.22. �

Essentially the same argument as (15.18) now shows:

Corollary 15.24 If M(θ1, . . . , θm) is projective then

M(θ1, . . . , θm) ∼= S ⊕ · · · ⊕ S
︸ ︷︷ ︸

m

⇐⇒
〈

∏

i

θi

〉

= 〈1〉.

We now restrict S to be of the form S = (0 → S− → Λ → S+ → 0); that
is, S ∼= Λ. With this restriction we obtain two statements which are familiar from
Swan’s original context but are perhaps surprising in this degree of generality:

Theorem 15.25 Let M = M(θ1, . . . , θm) be completely decomposable and projec-
tive of rank m; then for some projective Swan module P of rank 1, M is a direct
sum

M ∼= P ⊕ Λm−1.

And also:

Theorem 15.26 If M(θ1, . . . , θm) is stably free then it is free.

Theorem 15.27 (Decomposition Theorem) If Θ is generalized Euclidean then, rel-
ative to S , every generalized Swan module is completely decomposable.

Proof Let δ : Dm(Θ) → Em(Θ)\Em(Θ), � : Dm(Θ) → GLm(T−)\Mm(Θ)/

GLm(T+) denote the canonical mappings. It is straightforward to see that the fol-
lowing diagram commutes where ν1, ν2 are as in (15.12).
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�
�

�
�

���
�

�
�

��

�Dm(Θ) GLm(T−)\Mm(Θ)/GLm(T+)

Em(Θ)\Mm(Θ)/Em(Θ)

�

δ ν2ν
−1
1

It follows directly from the generalized Euclidean hypothesis that δ is surjective
whilst ν2ν

−1
1 is surjective as in the proof of Corollary 15.13. Thus � is surjective.

�



Chapter 16
Parametrizing Ω1(Z) : G = C∞ × Φ

Both first and second minimality criteria fail in a case of particular interest, namely
when G is a direct product G = F × Φ in which F is a free group and Φ is finite.
As we observed in Proposition 13.2, when Φ is the trivial group, the conclusion also
fails. Nevertheless, using a rather more intricate argument, we are still able to show
that the conclusion is sustained when the finite factor Φ is nontrivial; that is we shall
show:

Third minimality criterion: I lies at the minimal level of Ω1(Z) when G is a
direct product Fm ×Φ where Fm is a free group of rank m ≥ 1 and Φ is finite and
nontrivial.

The results of this section first appeared in [58]. The proof requires a knowledge of
all the syzygies Ωr(Z) over Z[Fn×Cm] so we begin by giving a complete resolution
of Z in this case.

16.1 The Syzygies of Fm × Cn

Let Fm denote the free group of rank m ≥ 1 given in the obvious presentation

Fm = 〈t1, . . . , tm|∅〉.
Then the algebraic Cayley complex gives a complete resolution of Z over Z[Fm] as
follows:

0 → Z[Fm]m T−→ Z[Fm] ε→ Z → 0,

where

T = (t1 − 1, . . . , tm − 1).

For any group Φ , we may identify Z[Fm ×Φ] = Z[Fm]⊗ Z[Φ] where tensor prod-
uct is taken over Z. Given a complete resolution

A = (· · · → An+1
∂n+1→ An

∂n→ An−1
∂n−1→ ·· · → A1

∂1→ A0
ε→ Z → 0)

F.E.A. Johnson, Syzygies and Homotopy Theory, Algebra and Applications 17,
DOI 10.1007/978-1-4471-2294-4_16, © Springer-Verlag London Limited 2012
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for Z over Z[Φ]. We proceed to construct a complete resolution C for Z over
Z[Fm × Φ]:

Put R(m) = R ⊕ · · · ⊕ R
︸ ︷︷ ︸

m

where R = Z[Fm]. Put C0 = R ⊗ A0 and for n ≥ 1

write

C+
n = R(m) ⊗ An−1, C−

n = R ⊗ An.

When n = 1 we put Δ1 = (T ⊗ 1,1 ⊗ ∂1). For any n ≥ 2 and any signs σ , τ we
define Z[Fm × Φ]-linear maps (Δn)στ : Cτ

n → Cσ
n−1 as follows:

(Δn)++ = −(1 ⊗ ∂n−1); (Δn)+− = 0;
(Δn)−+ = T ⊗ 1; (Δn)−− = 1 ⊗ ∂n

and put

Δn =
(

(Δn)++ (Δn)+−
(Δn)−+ (Δn)−−

)

=
(−(1 ⊗ ∂n−1) 0

T ⊗ 1 1 ⊗ ∂n

)

.

We obtain homomorphisms Δn : Cn → Cn−1 over Z[Fm ×Φ] where Cn = C+
n ⊕C−

n :

Theorem 16.1 C = (· · · → Cn+1
Δn+1→ Cn

Δn→ Cn−1
Δn−1→ ·· · Δ2→ C1

Δ1→ C0
ε→ Z → 0)

is a complete resolution for Z over Z[Fm × Φ].
We now specialise to the case where Φ is the cyclic group of order n; Φ = Cn =

〈y|yn = 1〉. Take the usual periodic resolution of Z over Z[Cn]

· · · Σ→ Z[Cn] y−1→ Z[Cn] Σ→ ·· · y−1→ Z[Cn] Σ→ Z[Cn] y−1→ Z[Cn] ε→ Z → 0,

where Σ =∑n
r=1 y

r . The tensor product resolution of Theorem 16.1 then assumes
the form:

C = (· · · → Λ2 Δ2k→ Λ2 Δ2k−1→ ·· · Δ3→ Λ2 Δ2→ Λ2 Δ1→ Λ
ε→ Z → 0),

where Δ1 = (T ⊗ 1,1 ⊗ (y − 1)) whilst for k ≥ 1

Δ2k =
(−1 ⊗ (y − 1) 0

T ⊗ 1 1 ⊗ Σ

)

; Δ2k+1 =
(−1 ⊗ Σ 0

T ⊗ 1 1 ⊗ (y − 1)

)

.

Evidently this resolution is periodic in dimensions ≥ 2. In particular for all k ≥ 1
we have:

Im(Δ2k) ∼= Im(Δ2), (16.2)

Im(Δ2k+1) ∼= Im(Δ3). (16.3)

In the odd case we can improve on this. We first make an elementary observation:
suppose X, M1, M2 are modules over a ring Λ and that h = (

h1
h2

) : X → M1 ⊕ M2
is a Λ-homomorphism. Let π : M1 ⊕ M2 → M2 be the projection; then with this
notation:
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Proposition 16.4 The sequence 0 → Im(h1|Ker(h2)) → Im(h)
π→ Im(h2) → 0 is

exact.

We now obtain

Theorem 16.5 Im(Δ2k+1) ∼= Im(Δ1) = I for all k ≥ 1.

Proof Observe that Δ2k+1 = (

g
Δ1

)

where g = (−1 ⊗ Σ,0). We may now apply
Proposition 16.4 to get an exact sequence

0 → Im(g|Ker(Δ1)) → Im(Δ2k+1)
π→ Im(Δ1) → 0.

Observe that Im(Δ1) = I . Moreover, one calculates easily that g ◦ Δ2 ≡ 0; that is,
g| Im(Δ2) = 0. However, Im(Δ2) = Ker(Δ1) by exactness of C so that the above exact
sequence reduces to an isomorphism Im(Δ2k+1) ∼= Im(Δ1) = I as claimed. �

The conclusions of (16.2) and Theorem 16.5 are worthy of emphasis; when G =
Fm ×Cn the syzygies Ωk(Z) (k > 0 ) are completely periodic of period two: that is;

Ωk(Z) =
{

[I] k odd,

Im(Δ2) k even.
(16.6)

This syzygetic periodicity should be contrasted with the cohomological behaviour.
Whilst it is true (a special case of Farrell-Tate cohomology [29]) that the coho-
mology of G = Fm × Cn is periodic in dimensions ≥ 2, this cohomological pe-
riodicity breaks down in dimension 1; for example, Ext1Λ(Z,Z[G]) �= 0 whilst
Ext3Λ(Z,Z[G]) = 0.

16.2 Two Calculations

Given a ring R and a finite group Φ we consider R as a bimodule over the group
ring Λ = R[Φ] where Φ acts trivially.

Proposition 16.7 EndDer(Λ)(R) ∼= R/|Φ|.
Proof Any Λ-homomorphism β : Λ → R is a multiple β = bε where b ∈ R and ε

is the R-augmentation R[Φ] → R. Any Λ-homomorphism γ : R → Λ is a multiple
γ = cε∗ where c ∈ Λ and ε∗ : R → Λ is the R-dual of ε; that is ε∗(1) =∑

φ∈Φ φ̂

where {φ̂}φ∈Φ is the canonical R-basis of Λ = R[Φ]. Observe that ε∗(1) lies in
the centre of Λ and that εε∗(1) = |Φ|. Suppose that α = βγ is a factorization of α

through Λm where

γ =
⎛

⎜

⎝

c1ε
∗

...

cmε∗

⎞

⎟

⎠
: R → Λm and β = (b1ε, . . . , bmε) : Λm → R.
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Then α is completely determined by α(1) = ∑

i biεε
∗(1)ci = (

∑

i bici)|Φ|. Con-
versely, if α = λ|Φ| for some λ ∈ Λ then α factors through Λ since α = λε ◦ ε∗;
with the above notation

α : R → R factors through Λm ⇐⇒ α = λ|Φ| for some λ ∈ Λ.

The result now follows as α ∈ EndΛ(R) factorizes through a projective module if
and only if it factorizes through some Λm. �

We now specialize to the case where R is the integral group ring R = Z[Fm]
where Fm is free group of rank m ≥ 1 and where Φ = Cn so that Λ = R[Cn] =
Z[Fm ×Cn]. We denote by I the integral augmentation ideal of Z[Fm ×Cn]. From
the exact sequence 0 → I → Λ → Z → 0 we get, by dimension shifting, that

Proposition 16.8 Extk+1
Λ (Z,N) ∼= ExtkΛ(I,N) for any Λ-module N .

Proposition 16.9 Extk+1
Λ (Z,Z) ∼= Extk+1

Λ (I,I) for k ≥ 1.

Proof Clearly ExtkR(Z,R) = 0 for k ≥ 2 since Fm has cohomological dimension
one. Moreover, as Fm is a subgroup of finite index in G = Fm ×Φ it follows by the
Eckmann-Shapiro Lemma that ExtkΛ(Z,Λ) = 0 for k ≥ 2. By dimension shifting as

in Proposition 16.8, we see that ExtkΛ(I,Λ) = 0 for k ≥ 1. Hence the exact sequence

Extk(I,Λ) → Extk(I,Z) → Extk+1(I,I) → Extk+1(I,Λ)

reduces to an isomorphism ExtkΛ(I,Z) ∼= Extk+1
Λ (I,I). However, again by dimen-

sion shifting, Extk+1
Λ (Z,Z) ∼= ExtkΛ(I,Z) so that Extk+1

Λ (Z,Z) ∼= Extk+1
Λ (I,I) for

k ≥ 1. �

Proposition 16.10 Ext3Λ(Z,I) ∼= Z/n.

Proof The Künneth Theorem applied to G = Fm × Cn shows that Ext2Λ(Z,Z) ∼=
Z/n; thus Ext2Λ(I,I) ∼= Z/n by Proposition 16.9; now apply dimension shifting as
in Proposition 16.8. �

By (16.6) I is a representative of Ω3(Z) over Λ=Z[Fm×Cn]. As Ext3Λ(Z,Λ)=0
the corepresentation formula Theorem 5.37 gives an isomorphism HomDer(I,N) ∼=
Ext3Λ(Z,N) for any Λ-module N ; on taking N = I we obtain:

Corollary 16.11 EndDer(I) ∼= Z/n.

16.3 The Third Minimality Criterion

Let G be a direct product of groups G = Ψ × Φ and make the abbreviations

Λ = Z[G]; R = Z[Ψ ]; I = IZ(G).
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With the identifications Λ = Z[Ψ × Φ] ∼= Z[Ψ ] ⊗Z Z[Φ] ∼= R[Φ] we may write
ε = εZ,Ψ×Φ = εZ,Ψ εR,Φ ; we obtain a commutative diagram of Λ-homomorphisms
in which the rows and the right hand column are exact.

0
↓

0 → IR(Φ) → I −→ Ker(εZ,Ψ ) → 0
‖ ∩ ∩

0 → IR(Φ) → Λ
εR,Φ−→ R → 0

↓ εZ,Ψ

Z
↓
0

In particular Λ is an extension of the form:

0 → IR(Φ) → Λ → R → 0. (16.12)

Specializing to the case where Ψ = Fm = 〈x1, . . . , xm〉 is the free group of rank m

we obtain a complete resolution (0 → Rm X→ R
εZ,Fm→ Z → 0) for Z over R where

X = (x1 − 1, . . . , xm − 1). Then Ker(εZ,Fm
) ∼= Rm so that

I is an extension of the form 0 → IR(Φ) → I → Rm → 0. (16.13)

Now specialize further to the case where Φ is a nontrivial finite group and put
n = |Φ| > 1.

Proposition 16.14 If L ∈ [I] then L �= 0.

Proof Otherwise one would have I ⊕ Λr ∼= Λs for some r, s ≥ 1. That is, I is
stably free and so G has cohomological dimension 1. This is a contradiction, since
G = Fm × Φ has infinite cohomological dimension. �

We note the following:

Proposition 16.15 HomΛ(IR(Φ),R) = 0.

Proof By (14.1) it suffices to show that Ext1R[Φ](R,R) = 0. However, by (14.4), as

R is free over Z, Ext1R[G](R,R) ∼= (Φab/Torsion) ⊗Z R = 0 since Φ is finite. �

Now suppose that L ∈ [I], so that L ⊕ Λa ∼= I ⊕ Λb for some a, b ≥ 0. We
shall establish a sequence of increasingly better estimates for the relative sizes of I
and L:

Proposition 16.16 a ≤ b + m.
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Proof From the exact sequence

0 → HomΛ(Rm,R) → HomΛ(I,R) → HomΛ(IR(Φ),R)

and Proposition 16.15 we see that HomΛ(I,R) ∼= Rm. It follows that
HomΛ(I ⊕ Λb,R) ∼= Rb+m; since L ⊕ Λa ∼= I ⊕ Λb then HomΛ(L ⊕ Λa,R) ∼=
HomΛ(L,R) ⊕ Ra ∼= Rb+m. Thus HomΛ(L,R) is a projective R-module. By the
Bass-Sheshadri Theorem [1, 2] HomΛ(L,R) is free and so HomΛ(L,R) ∼= Rb+m−a

since R has the invariant basis property. Hence a ≤ b + m. �

Next we show:

Proposition 16.17 a < b + m and HomΛ(L,R) ∼= Rb+m−a �= 0.

Proof Choose an isomorphism h : L⊕ Λa → I ⊕ Λb . Since HomΛ(I ⊕ Λb,R) ∼=
Rb+m there exists a surjective homomorphism p : I ⊕Λb → Rb+m. We know from
Proposition 16.16 that a ≤ b+m, so suppose that a = b+m. Then HomΛ(L,R) = 0
so that the restriction p ◦ h|L : L → R is zero. Likewise, we may choose a surjective
homomorphism q : Λa → Ra in which Ker(q) ∼= IR(Φ)a . Abbreviating IR(Φ) to
IR then in the following diagram

0 → L⊕ I a
R

j→ L⊕ Λa (0,q)→ Ra → 0
↓ h

0 → IR ⊕ I b
R

i→ I ⊕ Λb p→ Rb+m → 0

p ◦ h vanishes on L ⊕ I a
R . Thus there exist unique homomorphisms h− and h+

making the following diagram commute:

0 → L⊕ I a
R

j→ L⊕ Λa (0,q)→ Ra → 0
↓ h− ↓ h ↓ h+

0 → IR ⊕ I b
R

i→ I ⊕ Λb p→ Rb+m → 0

As h is bijective and the rows are exact h+ : Ra → Rb+m is surjective and, by
hypothesis, a = b + m. Now R = Z[Fm], being an integral group ring, is weakly
finite [75]. Thus h+ is an isomorphism. It follows from the Five Lemma (extending
the rows to the left by zeroes) that h− : L⊕I a

R → I b+1
R is also an isomorphism. Now

IR is free of rank n−1 over R where n = |Φ| > 1. As L⊕ I a
R

∼= I b+1
R it follows that

L is stably free and hence (by the theorem of Bass-Sheshadri [1, 2]) free over R. In
particular

rkR(L) = (n − 1)(b + m − a) < (n − 1)(b + m − a) = 0.

This contradicts Proposition 16.14. Hence a < b + m and HomΛ(L,R) ∼=
Rb+m−a �= 0. �

Proposition 16.18 If L⊕ Λa ∼= I ⊕ Λb then a ≤ b + 1.
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Proof Since HomΛ(L,R) ∼= Rb+m−a choose π : L → Rb+m−a to be a surjective
Λ-homomorphism and put L0 = Ker(π). Let g : L⊕ Λa → I ⊕ Λb be the inverse
of the isomorphism h considered above, and consider the following diagram with
exact rows:

0 → IR ⊕ I b
R

i→ I ⊕ Λb p→ Rb+m → 0
↓ g

0 → L0 ⊕ I a
R

j→ L⊕ Λa (π,Id)→ Rb+m−a ⊕ Ra → 0

Making the obvious identification of Rb+m−a ⊕ Ra with Rb+m, we note that
(π, Id) ◦ g vanishes on IR ⊕ I b

R since Hom(IR,R) = 0 so that, again using the fact
that R is weakly finite, g induces an isomorphism of exact sequences

0 → IR ⊕ I b
R

i→ I ⊕ Λb p→ Rb+m → 0
↓ g− ↓ g ↓ g+

0 → L0 ⊕ I a
R

j→ L⊕ Λa (π,q)→ Rb+m → 0

Thus L0 ⊕ I a
R

∼= I b+1
R . Computing R-ranks we obtain

rk(L0) + (n − 1)a = (n − 1)(b + 1)

so that rk(L0) = (n − 1)(b + 1 − a). Hence 0 ≤ b + 1 − a and so a ≤ b + 1. �

We first consider the special case where Φ ∼= Cn.

Proposition 16.19 I is minimal in Ω1(Z) when G ∼= Fm × Cn.

Proof Suppose that L ∈ [I] and that L⊕Λa ∼= I ⊕Λb; then a ≤ b+ 1 by Proposi-
tion 16.18. Suppose that a = b + 1. Then b + m − a = m − 1, so that, as in Propo-
sition 16.17, there exists a surjection π : L → Rm−1 with Ker(π) = L0. As in the
proof of Proposition 16.18, rkR(L0) = (n − 1)(b + 1 − a) = 0; thus L0 = 0 so that
the surjection π : L → Rm−1 is an isomorphism of Λ-modules. Thus

EndDer(L) ∼= Mm−1(EndDer(R)).

Now as L is stably equivalent to I then, by Corollary 16.11, EndDer(L) ∼=
EndDer(I) ∼= Z/n. In particular, EndDer(L) is finite. However, by Proposition 16.7,
EndDer(R) ∼= R/n which is an infinite ring so that Mm−1(EndDer(R)) is also in-
finite. From this contradiction we conclude that a ≤ b and that I is minimal in
Ω1(Z). �

Before proceeding to the general case we make a general observation. Suppose
G is a group and let i : H ⊂ G be the inclusion of a subgroup H with finite index
k ≥ 2. Let

I = Ker(εG : Z[G] → Z); I0 = Ker(εH : Z[H ] → Z)
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be the respective integral augmentation ideals and let � : i∗(I) → i∗(I)/I0 be the
canonical mapping. If {x0, x1, . . . , xk−1} is a complete set of coset representatives
for G/H with x0 = 1 then i∗(I)/I0 is free of rank k − 1 over Z[H ] on the basis
{�(xr − 1)}1≤r≤k−1. It follows immediately that:

Proposition 16.20 i∗(I) ∼= I0 ⊕ Z[H ]k−1.

We can now establish the final minimality criterion in the general case:

(16.21) Third Minimality Criterion I lies at the minimal level of Ω1(Z) when G

is the direct product Fm × Φ where Φ is finite and nontrivial and m ≥ 1.

Proof Put Λ = Z[Fm × Φ] where G = Fm × Φ and Φ is a nontrivial finite group.
As usual let I = Ker(ε : Z[Fm × Φ] → Z) denote the integral augmentation ideal.
We shall prove that if L⊕Λa ∼= I⊕Λb then a ≤ b. We may write Λ = R[Φ] where
R = Z[Fm]. By the special case already established we may suppose that Φ is not
cyclic. Take Cn ⊂ Φ to be a nontrivial cyclic subgroup and put H = Fm × Cn and
k = |G/H | = |Φ|/n. Put Λ0 = R[Cn] and let I0 = Ker(ε : Z[Fm × Cn] → Z) be
the integral augmentation ideal of Fm ×Cn. From the hypothesis L⊕Λa ∼= I ⊕Λb

it follows that

i∗(L) ⊕ i∗(Λ)a ∼= i∗(I) ⊕ i∗(Λ)b.

However, i∗(Λ) ∼= Λk
0 and by Proposition 16.20, i∗(I) ∼= I0 ⊕ Λk−1

0 . Thus
i∗(L) ⊕ Λka

0
∼= I0 ⊕ Λkb+k−1

0 . Now, by Proposition 16.18, ka ≤ kb + (k − 1) and
so a ≤ b. �

16.4 Decomposition in a Special Case

In this section we consider generalized Swan modules defined relative to a quasi
augmentation sequence in which S = Λ is the ambient ring; that is

S = (0 → S− → Λ
η→ S+ → 0).

We denote by Θ the characteristic ring. When Θ is generalized Euclidean we saw in
Sect. 15.4 that all generalized Swan modules decompose as a sum of Swan modules
of rank 1. Unfortunately this hypothesis is too restrictive for our intended applica-
tion. For the remainder of this section we shall impose the following hypothesis E
(= Existence) which will ensure the existence of a decomposition of suitable gen-
eralized Swan modules:

E : The characteristic ring Θ is commutative and there exists a surjective ring ho-
momorphism ϕ : Θ → Θ1 × · · · × Θn such that each Θr is generalized Euclidean
and such that ϕ has the strong lifting property for units.
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We denote by ϕr : Θ → Θr the composition of ϕ with the projection

Θ1 × · · · × Θn → Θr.

In consequence of Proposition 2.35 we note that:

Θ1 × · · · × Θn is generalized Euclidean. (16.22)

A fortiori, Θ1 × · · · × Θn is weakly Euclidean, so that, as ϕ has the strong lifting
property for units then by Proposition 2.43:

Θ is weakly Euclidean. (16.23)

We observed, (15.14), that a generalized Swan module J defines an ideal 〈det(J )〉�
Θ by the rule 〈det(J )〉 = (det(X)) where X ∈ Mm(Θ) is any matrix representing J .

Theorem 16.24 Let b ∈ Θ and let J be a generalized Swan module of height k

over S such that 〈det(J )〉 = (b); suppose that ϕ(b) is not a zero divisor and for
each r that ϕr(b) is indecomposable in Θr ; then for some γ ∈ Θ∗

J ∼= M(γb) ⊕ Λk.

Proof Let J be classified by a matrix X ∈ Mk+1(Θ). We may identify the matrix
ϕ(X) with the sequence (ϕ1(X), . . . , ϕn(X)) where ϕr(X) ∈ Mk+1(Θr). Observe
that ϕr(X) has a Smith Normal Form as, by hypothesis, Θr is generalized Euclidean.
As 〈det(J )〉 = (b) then (det(Xr)) = (ϕr(b)) and as ϕr(b) is indecomposable in Θr

then

ϕr(X) ∼

⎛

⎜

⎜

⎜

⎝

γrϕr(b) 0
1

. . .

0 1

⎞

⎟

⎟

⎟

⎠

for some γr ∈ Θ∗
r . By Theorem 2.32 ϕ(X) has a Smith Normal Form of very re-

stricted type

ϕ(X) ∼

⎛

⎜

⎜

⎜

⎝

γ̆ ϕ(b) 0
1

. . .

0 1

⎞

⎟

⎟

⎟

⎠

,

where γ̆ = (γ1, . . . , γn) ∈ (Θ1 × · · · × Θn)
∗. Hence by Lemma 2.42 and (2.38) X

also has a Smith Normal Form of very restricted type

X ∼

⎛

⎜

⎜

⎜

⎝

δ 0
1

. . .

0 1

⎞

⎟

⎟

⎟

⎠

.
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Moreover δ = det(X) as Θ is commutative and likewise γ̆ ϕb = det(ϕ(X)). How-
ever 〈det(J )〉 = (b) so that det(X) = γb for some γ ∈ Θ . Hence

J ∼= M(γb) ⊕ Λk.

It only remains to show that γ ∈ Θ∗. However ϕ(γ )ϕ(b) = γ̆ ϕ(b) and by hypoth-
esis, ϕ(b) is not a zero divisor. Thus ϕ(γ ) = γ̆ ∈ (Θ1 × · · · × Θn)

∗. As ϕ has the
strong lifting property for units it follows that γ ∈ Θ∗ as required. �

16.5 Eliminating Ambiguity in the Description

With the hypotheses of Theorem 16.24 we see that b is not a zero divisor in Θ . It is
natural to consider the following:

Question Let b be a non-zero divisor in Θ and let γ ∈ Θ∗ be a unit. When is it true
that M(γb) ⊕ Λk ∼= M(b) ⊕ Λk?

As in Sect. 16.4, in this section we consider generalized Swan modules defined
relative to a quasi augmentation sequence in which S = Λ is the ambient ring; that
is

S = (0 → S− → Λ
η→ S+ → 0).

However, the arguments of this section require us only to impose the following
hypothesis:

WE : The characteristic ring Θ is commutative and weakly Euclidean.

By (16.23) the property WE follows from the hypothesis E considered in
Sect. 16.4. Here we are concerned specifically with the relations which exist be-
tween M(γ ), M(γb), M(1)(= Λ) and M(b) when γ ∈ Θ∗. We recall from (15.16)
that the condition γ ∈ Θ∗ is precisely equivalent to M(γ ) being projective. If γ ∈
Θ∗ and m ≥ 0 we say that γ is (m + 1)-liftable when, for some ασ ∈ GLm+1(Tσ )

γ = det[ϕ+(α+)ϕ−(α−)],
where T+ = EndΛ(S+), T− = EndΛ(S−) and ϕσ : GLm+1(Tσ ) → GLm+1(Θ) is the
canonical representation.

Proposition 16.25 Suppose that γ ∈ Θ∗ and that b ∈ Θ is not a zero divisor; then
M(γb) ⊕ Λm ∼= M(b) ⊕ Λm ⇐⇒ γ is (m + 1)-liftable.

Proof (=⇒) For arbitrary c ∈ Θ the module M(c) ⊕ Λm is parametrized by the
matrix

Δ(c) =
(

c 0
0 Im

)
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given in block 1×m form. The condition that M(c)⊕Λm ∼= M(d)⊕Λm is precisely
that there should exist ασ ∈ GLm+1(Tσ ) such that

Δ(c) = ϕ+(α+)Δ(d)ϕ−(α−).

However, Θ is weakly Euclidean so that we may write

ϕ+(α+) = E+Δ(det[ϕ+(α+)]); ϕ−(α−) = Δ(det[ϕ−(α−)])E−

for some E+, E− ∈ Em+1(Θ). Now suppose that γ ∈ Θ∗, b ∈ Θ is not a zero
divisor and M(γb) ⊕ Λm ∼= M(b) ⊕ Λm; then

Δ(γb)) = E+Δ(det[ϕ+(α+)])Δ(b)Δ(det[ϕ−(α−])E−.

Taking determinants we see that

γb = det[ϕ+(α+)ϕ−(α−)]b.
However, as b is not a zero divisor in Θ then

γ = det[ϕ+(α+)(ϕ−(α−)]
and γ is (m + 1)-liftable. This proves (=⇒).

To prove (⇐=), suppose that γ ∈ Θ∗ is (m + 1)-liftable so that for some ασ ∈
GLm+1(Tσ )

γ = det[ϕ+(α+)(ϕ−(α−)].
Hence

Δ(γb) = Δ(det[ϕ+(α+))Δ(b)Δ(det[ϕ−(α−)). (∗)

As above write ϕ+(α+) = E+Δ(det[ϕ+(α+)]); ϕ−(α−) = Δ(det[ϕ−(α−)])E− for
some E+, E− ∈ Em+1(Θ). Equivalently

(E+)−1ϕ+(α+) = Δ(det[ϕ+(α+)]); Δ(det[ϕ−(α−)]) = ϕ−(α−)E−1− .

Substituting in (*) gives

Δ(γb) = (E+)−1ϕ+(α+)Δ(b)ϕ−(α−)E−1− . (∗∗)

Now the canonical maps Tσ → Θ are surjective so that there exist βσ ∈ Em+1(Tσ )

such that ϕσ (βσ ) = Eσ . Thus

Δ(γb) = ϕ+(β−1+ α+)Δ(b)ϕ−(α−β−1− ) (∗∗∗)

from which it follows that M(γb) ⊕ Λm ∼= M(b) ⊕ Λm. This proves (⇐=) and
completes the proof. �
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As a special case, 1 is not a zero divisor in Θ and M(1) = Λ; hence:

M(γ ) ⊕ Λm ∼= Λm+1 ⇐⇒ γ ∈ Θ∗ is (m + 1)-liftable. (16.26)

Comparing Proposition 16.25 and (16.26) we see:

M(γb) ⊕ Λm ∼= M(b) ⊕ Λm ⇐⇒ M(γ ) ⊕ Λm ∼= Λm+1. (16.27)

We note the special case of (16.27) when m = 0:

M(γb) ∼= M(b) ⇐⇒ M(γ ) ∼= Λ. (16.28)

We note that in (16.27) and (16.28) it is not necessary to specify that γ ∈ Θ∗. In
each case this is forced, either by the projectivity criterion (15.16) or (recall that
Θ is commutative) by taking determinants and using the fact that b is not a zero
divisor.

16.6 Complete Description of the First Syzygy (Tame Case)

Let G = C∞ × Φ where Φ is a nontrivial finite group. In this section, subject to
certain restictions on Φ , we complete the description of the first syzygy Ω1(Z) over
Z[G]. We adopt the following notation

R = Z[C∞] = Z[t, t−1],
Λ = R[Φ] = Z[C∞ × Φ],
Σ =

∑

ϕ∈Φ
ϕ̂ ∈ R[Φ],

R = (0 → IR
j→ R[Φ] εR→ R → 0).

Evidently the augmentation sequence R is a quasi-augmentation. Observe that Σ is
central in Λ = R[Φ] and spans a two-sided ideal (Σ) so that R[Φ]/(Σ) is naturally
a ring. We shall further assume the following conditions (I) and (II); these constitute
the ‘tame case’.

(I) R[Φ]/(Σ) has the SFC property;
(II) Every stably free Λ-module of rank 1 is free.

We observe that the characteristic ring Θ (= Θ(R)) is commutative and takes the
form

Θ = R/|Φ| ∼= (Z/|Φ|)[t, t−1].
Writing |Φ| as a product of powers of distinct primes |Φ| = p

e1
1 · · ·pen

n we see that
Z/|Φ| is a product of local rings Z/|Φ| ∼= Z/p

e1
1 × · · · × Z/p

en
n ; we make the iden-

tification

Θ ∼= (Z/p
e1
1 )[t, t−1] × · · · × (Z/pen

n )[t, t−1].
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The ring homomorphism νr : Z/p
er
r [t, t−1] → Fpr [t, t−1], obtained by factoring

out the radical of Z/p
er
r , is surjective and it follows from Proposition 2.50 that each

νr has the strong lifting property for units. Hence the surjective homomorphism
ϕ = ν1 × · · · × νn : Θ → Θ1 × · · · × Θn also has the strong lifting property for
units. As Θr = Fpr [t, t−1] is a Euclidean domain then Θ1 ×· · ·×Θn is generalized
Euclidean and hence:

The augmentation sequence R satisfies the hypothesis E of Sect. 16.4. (16.29)

Proposition 16.30 HomΛ(I,R) ∼= R.

Proof Applying HomΛ(−,R) to the exact sequence (0 → IR → I η→ R → 0)
gives an exact sequence 0 → HomΛ(R,R) → HomΛ(I,R) → HomΛ(IR,R).
However HomΛ(IR,R) = 0 so that HomΛ(I,R) ∼= HomΛ(R,R) ∼= R. �

Proposition 16.31 If J ∈ Ω1(Z) has height k then HomΛ(J,R) ∼= Rk+1.

Proof To say that J is at height k means that J ⊕ Λn ∼= I ⊕ Λn+k . Thus

HomΛ(J,R) ⊕ HomΛ(Λ,R)n ∼= HomΛ(I,R) ⊕ HomΛ(Λ,R)n+k.

Evidently HomΛ(Λ,R) ∼= R so that, by Proposition 16.30, HomΛ(J,R) ⊕ Rn ∼=
Rn+k+1. Thus HomΛ(J,R) is a stably free R-module of rank k + 1. As previously
observed, R has the SFC property hence HomΛ(J,R) ∼= Rk+1 as claimed. �

In what follows we employ duality, converting the left Λ-module M∗ =
HomΛ(M,Λ) to a right Λ-module via the involution on Λ = R[Φ] obtained from
ϕ → ϕ−1.

I ∗
R has a natural ring structure; in fact I ∗

R
∼= Λ/(Σ). (16.32)

There is a natural transformation given by � : M → M∗∗; �(x)(α) = α(x). In general
�M need not be an isomorphism; it is however in a number of important cases:

� : Λ → Λ∗∗ is an isomorphism; (16.33)

� : R → R∗∗ is an isomorphism. (16.34)

On extending the exact sequence R one place to the left by zeroes and applying �

we obtain a commutative diagram:

0 → 0 → IR → Λ
εR→ R

↓ ↓ ↓ � ↓ � ↓ �

0 → 0 → I ∗∗
R → Λ∗∗ εR→ R∗∗

Applying the Five Lemma in conjunction with (16.33) and (16.34) we see also that:

� : IR → IR
∗∗ is an isomorphism. (16.35)
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We now assume hypothesis (I) of the preamble to prove:

Proposition 16.36 If K is a Λ-module satisfying K ⊕ I a
R

∼= I b
R then K ∼= I b−a

R .

Proof Choosing a Λ-isomorphism h : K ⊕ I a
R → I b

R we obtain a commutative dia-
gram

K ⊕ I a
R

( �K 0
0 �a

)

−→ K∗∗ ⊕ (I ∗∗
R )a

↓ h ↓ h∗∗

I b
R

�b−→ (I ∗∗
R )b

in which h, h∗∗, �a and �b are isomorphisms. Thus �K : K → K∗∗ is an isomor-
phism. Also the dual mapping h∗ : (I ∗

R)
b → K∗ ⊕ (I ∗

R)
a is an isomorphism; thus

K∗ is a stably free module over the ring I ∗
R . By hypothesis (I) K∗ ∼= (I ∗

R)
b−a and so

K∗∗ ∼= (I ∗∗
R )b−a ∼= I b−a

R . However, K ∼= K∗∗ so the result follows. �

Corollary 16.37 Any module J ∈ Ω1(Z) is a generalized Swan module over R.
Moreover

rkR(J ) = height(J ) + 1.

Proof The condition that J has height = k in Ω1(Z) means that there is a

Λ-isomorphism υ : I ⊕ Λm+k �−→ J ⊕ Λm. Now HomΛ(J,R) ∼= Rk+1 by Propo-
sition 16.31. Choosing an R-basis {η1, . . . , ηk+1} for HomΛ(J,R) gives an exact

sequence 0 → K → J
η→ Rk+1 → 0 where

η(x) =

⎛

⎜

⎜

⎜

⎝

η1(x)

η2(x)
...

ηk+1(x)

⎞

⎟

⎟

⎟

⎠

∈ Rk+1 and K = Ker(η).

It will suffice to show that K ∼= I k+1
R . Let μ denote the surjective homomorphism

obtained by regarding I as a Swan module over R thus; 0 → IR → I μ→ R → 0.
Consider the following diagram:

0 → IR ⊕ Im+k
R → I ⊕ Λm+k μ̂→ R ⊕ Rm+k → 0

↓ υ

0 → K ⊕ Im
R → J ⊕ Λm η̂→ Rk+1 ⊕ Rm → 0

where μ̂ = (μ 0
0 εm+k

R

)

and η̂ = ( η 0
0 εmR

)

. As HomΛ(IR,R) = 0 we see that η̂ ◦ υ re-

stricts to zero on IR ⊕ Im+k
R ; thus υ induces Λ-homomorphisms υ−, υ+ making the
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following commute:

0 → IR ⊕ Im+k
R → I ⊕ Λm+k μ̂→ R ⊕ Rm+k → 0

↓ υ− ↓ υ ↓ υ+

0 → K ⊕ Im
R → J ⊕ Λm η̂→ Rk+1 ⊕ Rm → 0

As υ is an isomorphism υ+ is necessarily is surjective. However, Rm+k+1 has
the strong Hopfian property so that υ+ is an isomorphism. By extending the se-
quence one place to the left by zeroes one may apply the Five Lemma to show that
υ− : Im+k+1

R → K ⊕ Im
R is an isomorphism. By Proposition 16.36, K ∼= I k+1

R and
this completes the proof. �

We next show that the modules in Ω1(Z) at levels k ≥ 1 are entirely determined
by those at level 0.

Theorem 16.38 Let G = C∞ ×Φ where Φ is a nontrivial finite group and suppose
that hypothesis (I) is satisfied; if J ∈ Ω1(Z) is a module at height k then there exists
a unit γ ∈ Θ∗ such that

J ∼= M(γ (t − 1)) ⊕ Λk.

Proof Let J ∈ Ω1(Z) be a module at height k. We have seen in Corollary 16.37
that J is a generalized Swan module of rank k + 1 over R. Moreover, as
J ∈ Ω1(Z) then J ∼ I . Hence 〈det(J )〉 = 〈det(I)〉 = (t − 1). However t − 1 is
indecomposable in Θr

∼= Fpr [t, t−1] and t − 1 is not a zero divisor in the prod-
uct Θ1 × · · · × Θn

∼= Fp1[t, t−1] × · · · × Fpn[t, t−1]. The result now follows from
Theorem 16.24. �

As I = M(t − 1) and (t − 1) is not a zero divisor in Θ it follows from (16.26)
that:

M(γ (t − 1)) ⊕ Λm ∼= I ⊕ Λm ⇐⇒ γ ∈ Θ∗ is (m + 1)-liftable. (16.39)

This is a specific instance of (16.26) combined with (16.27). Moreover, we have the
following specific instances of (16.27) and (16.28):

M(γ (t − 1)) ⊕ Λm ∼= I ⊕ Λm ⇐⇒ M(γ ) ⊕ Λm ∼= Λm+1. (16.40)

We note the special case of (16.40) when m = 0:

M(γ (t − 1)) ∼= I ⇐⇒ M(γ ) ∼= Λ. (16.41)

Finally we adopt the hypothesis (II) to arrive at:

Theorem 16.42 Let G = C∞ ×Φ where Φ is a nontrivial finite group and suppose
that conditions (I) and (II) are satisfied; then every J ∈ Ω1(Z) is uniquely of the
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form

J ∼= I ⊕ Λk

for some k ≥ 0; in particular, Ω1(Z) = [I] is straight.

Proof Let J ∈ Ω1(Z) have height(J ) = k; then by Theorem 16.38, for some
γ ∈ Θ∗, J ∼= M(γ (t −1))⊕Λk . As J is stably equivalent to I then for some m ≥ 1,
J ⊕ Λm ∼= I ⊕ Λm+k . It follows that

M(γ (t − 1)) ⊕ Λm+k ∼= I ⊕ Λm+k.

By (16.27) M(γ ) ⊕ Λm+k ∼= Λm+k+1; that is, M(γ ) is a stably free Λ-module of
rank 1. By hypothesis (II), M(γ ) ∼= Λ; hence M(γ (t − 1)) ∼= I by (16.41). Hence
J ∼= I ⊕ Λk which is the desired conclusion. �



Chapter 17
Conclusion

In this chapter we draw our results together. We first present the solution of the
R(2)-problem for C∞ × Cm. This was first achieved by Edwards in his thesis
[25, 26]. The account given here simplifies Edwards’ argument at a number of
points. We then present some duality results for higher syzygies. We conclude by
giving a survey of the current status of the R(2)–D(2) problem.

17.1 The R(2) Problem for C∞ × Cm

Recall from the Introduction the statement of the 2-dimensional realization prob-
lem:

R(2): Let G be a finitely presented group. Is every algebraic 2-complex over Z[G]
geometrically realizable?

Similarly we say that J ∈ Ω3(Z) is geometrically realizable when there exists a
finite connected 2-complex X with π1(X) = G such that π2(X) ∼= J ; this leads to
an analogous problem:

π2 Realization Problem: Let G be a finitely presented group. Is every J ∈ Ω3(Z)

geometrically realizable?

We saw in Proposition 8.18 that if Ext3(Z,Z[G]) = 0 then π2 : Alg2(Z) →
Ω3(Z) is surjective. In this case, an affirmative answer to the R(2) problem thus
gives an affirmative answer to the π2 realization problem or, in the contrapositive,
a negative answer to the π2 realization problem gives a negative answer to the R(2)
problem. Moreover, in some cases the two problems are equivalent. We shall say
the finitely presented group G is of type FT(3) when the trivial module Z is of type
FT(3) over Z[G]:

Theorem 17.1 Let G be an infinite finitely presented group of type FT(3) such that
Ext3(Z,Z[G]) = 0; then the R(2) problem for G is equivalent to the π2 realization
problem for G.

F.E.A. Johnson, Syzygies and Homotopy Theory, Algebra and Applications 17,
DOI 10.1007/978-1-4471-2294-4_17, © Springer-Verlag London Limited 2012
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Proof By the above remarks it suffices to show that if each J ∈ Ω3(Z) is realiz-
able then each algebraic 2-complex over Z[G] is realized up to homotopy equiv-

alence. Thus suppose that A∗ = (0 → J → A2
∂2→ A1

∂1→ A0 → Z → 0) is an al-
gebraic 2-complex over Z[G]. By Theorem 8.22 the set of homotopy classes of
algebraic 2-complexes B∗ which realize J as ‘algebraic π2’ in 1–1 correspondence
with Im(νJ )\Ker(SJ ) where

SJ : AutDer(J ) → ˜K0(Z[G])
is the Swan mapping and νJ : AutΛ(J ) → AutDer(J ) is the canonical map-
ping. When G is infinite, EndDer(J ) ∼= Z so that AutDer(J ) = {±1} and, in fact,
Im(νJ )\Ker(SJ ) consists of a single point. Thus A∗ represents the unique homotopy
type which realizes J as algebraic π2. By hypothesis, J is realized geometrically
as J = π2(X) where X is a finite 2-complex with π1(X) = G, so that C∗(˜X) also
realizes J as algebraic π2. By uniqueness of A∗, C∗(˜X) � A∗ and so A∗ is realized
geometrically. �

We now specialise to the case G = C∞ × Cm. By Theorem 10.20, Λ =
Z[C∞ × Cm] has the SFC property. Write Cm = 〈y | ym〉 and let Σ denote the
sum of elements in Cm = 〈y | ym〉, Σ = ∑m−1

a=0 ya . Put R = Z[C∞] and S =
Z[Cm]/(Σ); then S is a cyclotomic ring,

S = Z[y]/qm(y) where qm(y) = ym−1 + · · · + y + 1.

By Corollary 10.19, R[Cm]/(Σ) ∼= S[C∞] has the SFC property; it follows that:

C∞ × Cm satisfies the tameness conditions (I), (II) of Sect. 16.6. (17.2)

By (16.21) the augmentation ideal I is a minimal element of Ω1(Z). Moreover, we
saw, (16.6), that in this case Ω3(Z) = Ω1(Z) so that I is also a minimal element of
Ω3(Z); then:

Theorem 17.3 I is geometrically realizable when G = C∞ × Cm.

Proof Write C∞ = 〈t | ∅〉, Cm = 〈y | ym = 1〉 and put Λ = Z[C∞ × Cm]. Then
C∞ × Cm has the (balanced) presentation

G = 〈t, y | ty = yt, ym = 1〉
whose algebraic Cayley complex takes the form

C∗(G) = (0 → Ker(Δ2) → Λ2 Δ2−→ Λ2 Δ1−→ Λ
ε→ Z → 0),

where

Δ1 = ((t − 1)⊗ 1,1 ⊗ (y − 1)); Δ2 =
(−1 ⊗ (y − 1) 0

(t − 1)⊗ 1 1 ⊗ Σ

)

.
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However we saw in Sect. 16.1 that there is a complete resolution for Z over Λ which
begins:

· · · → Λ2 Δ3−→ Λ2 Δ2−→ Λ2 Δ1−→ Λ
ε→ Z → 0

with Δ1, Δ2 as above and with

Δ3 =
( −1 ⊗ Σ 0
(t − 1) ⊗ 1 1 ⊗ (y − 1)

)

.

By exactness we may re-write C∗(G) = (0 → Im(Δ3)→Λ2 Δ2→ Λ2 Δ1→ Λ
ε→ Z → 0).

However, by Theorem 16.5, Im(Δ3) ∼= Im(Δ1). Again, by exactness, Im(Δ1) =
Ker(ε) = I so that C∗(G) finally takes the form

C∗(G) = (0 → I→Λ2 Δ2→ Λ2 Δ1→ Λ
ε→ Z → 0).

Now C∗(G) = C∗(XG) where XG is the geometric Cayley complex of G so that I
is geometrically realized. �

We now arrive at the theorem of Edwards [25, 26]:

Theorem 17.4 (T.M. Edwards) The R(2) problem for G = C∞ × Cm has an affir-
mative solution for any m ≥ 2.

Proof Put Λ = Z[G] and R = Z[C∞]; then Λ = i∗(R) where i is the standard inclu-
sion C∞ → C∞×Cm. By the Eckmann-Shapiro Lemma, Ext3Λ(Z,Λ) ∼= Ext3R(Z,R).
However ExtkR(Z,R) = 0 for k �= 1. Hence Ext3Λ(Z,Λ) = 0. By Theorem 17.1, it
suffices to show that each J ∈ Ω3(Z) is geometrically realizable. By Theorem 17.3
I is geometrically realised as π2(G(0)) where

G(0) = 〈t, y | ty = yt, ym〉.
Take W(1), . . . ,W(k) to be trivial relators (for example, W(r) = (tyt−1y−1)r ) and
put

G(k) = 〈t, y | ty = yt, ym,W(1), . . . ,W(k)〉.
One sees easily that π2(G(k)) ∼= I ⊕ Λk and so each I ⊕ Λk is geometrically real-
isable.

Now in this case, from (16.6), Ω3(Z) = Ω1(Z). Also we showed in Theo-
rem 16.42 that Ω1(Z) is straight and that I is the unique module at the minimal
level. Thus each J ∈ Ω3(Z) has the form J ∼= I ⊕ Λk and so is geometrically real-
izable. �

Edwards’ original proof deals directly with Ω3(Z) and does not make use of the
identity Ω3(Z) = Ω1(Z). Also, the theorem is technically easier to prove when m

is square free; the Swan module arguments required for a detailed description of
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Ω3(Z) are then less complicated. In particular, the characteristic ring Θ is gener-
alized Euclidean, all generalized Swan modules are completely decomposable and
the elaboration of Sect. 16.4 becomes unnecessary.

17.2 A Duality Theorem for Syzygies

Let G be a finitely presented group with integral group ring Λ = Z[G] and such that
Z has a finitely generated free resolution over Λ of the form

0 → Fn → Fn−1 → ·· · → F0 → Z → 0. (17.5)

We say that G is a Poincaré Duality group of dimension n ( = PDn-group) when in
addition

ExtrΛ(Z,Λ) =
{

Z r = n,

0 r �= n.

The fundamental group of a closed aspherical n-manifold is a PDn-group [60]. The
following is a straightforward consequence of iterating the ‘de-stabilization lemma’
Proposition 5.17.

Proposition 17.6 Let G be a PDn-group; then for 2 ≤ k ≤ n − 1, J ∈ Ωk(Z) if
and only if there exists an exact sequence of the form (17.5) in which

J ∼= Ker(∂k−1 : Fk−1 → Fk−2).

Theorem 17.7 Let G be a PDn-group; then for each k, 2 ≤ k ≤ n − 1, the duality
map J 
→ J ∗ = HomΛ(J,Λ) defines a mapping of trees

δk : Ωk(Z) → Ωn+1−k(Z).

Proof Let (0 → Fn
∂n→ Fn−1

∂n−1→ ·· · ∂2→ F1
∂1→ F0

ε→ Z → 0) be an exact sequence
as in Proposition 17.9 and consider its canonical decomposition into short exact
sequences

0 → Jk
jk→ Fk−1

πk−1→ Jk−1 → 0 F(k)

where J0 = Z, π0 = ε, J1 = Ker(ε), Jn = Fn and jn = ∂n, and where Jk =
Ker(∂k−1) for 2 ≤ k ≤ n − 1. By (1.16), Jk ∈ Ωk(Z) for 2 ≤ k ≤ n − 1. Also

Extr (Z,Λ) = 0 for r �= n. (∗)

since G is a duality group of dimension n. Dualizing the exact sequence F(1), and
using the fact that HomΛ(Z,Λ) = 0 and Ext1(Z,Λ) = 0, we obtain an isomorphism

0 → F0
j∗

1→ J ∗
0 → 0. F(1)∗
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Since Ext1(Jk−1,Λ) = Extk(Z,Λ) = 0, dualization of F(k) for 2 ≤ k ≤ n−1, gives
an exact sequence

0 → J ∗
k−1

π∗
k−1→ F ∗

k−1

j∗
k→ J ∗

k → 0. F(k)∗

Finally, on putting Δ = Extn(Z,Λ) = Ext1(Jn−1,Λ) then dualization of F(n)

0 → J ∗
n−1

π∗
n−1→ F ∗

n−1
∂∗
n→ F ∗

n → Δ → 0. F(n)∗

Splicing the sequences F(1)∗, . . . , F(n)∗ together gives an exact sequence

0 → F ∗
0

∂∗
1→ F ∗

1

∂∗
2→ ·· · ∂

∗
n−1→ F ∗

n−1
∂∗
n→ F ∗

n → Δ → 0, F∗

whose the canonical decomposition into short exact sequences consists precisely of
the sequences F(1)∗, . . . , F(n)∗. In particular, for 2 ≤ k ≤ n − 1

J ∗
k = Ker(∂∗

k+1 : F ∗
k → F ∗

k+1) ∈ Ωn+1−k(Δ)

and J 
→ J ∗ defines a mapping δk : Ωk(Z) → Ωn+1−k(Δ). However, Δ =
Extn(Z,Λ) from which the stated result follows. �

Repeating the argument we obtain:

Theorem 17.8 Let G be PDn-group; then for 2 ≤ k ≤ n − 1 the duality map
J 
→ J ∗ = HomΛ(J,Λ) defines an isomorphism of trees δ = δk : Ωk(Z) →
Ωn+1−k(Z); moreover, δ ◦ δ = Id.

Proof Fix k such that 2 ≤ k ≤ n − 1; as in Theorem 17.7, there is a finite free
resolution

0 → En
∂n→ En−1

∂n−1→ ·· · ∂2→ E1
∂1→ E0

ε→ Z → 0 E

in which J = Ker(∂k : Ek → Ek−1). Dualization, as in Theorem 17.7, gives a finite
free resolution

0 → E∗
0

∂∗
1→ E∗

1

∂∗
2→ ·· · ∂

∗
n−1→ E∗

n−1
∂∗
n→ E∗

n → Δ → 0 E∗

in which J ∗ = Ker(∂∗
k+1 : E∗

k → E∗
k+1). However, Δ = Z, so we may repeat the

argument to obtain a finite free resolution

0 → E∗∗
n

∂∗∗
n→ E∗∗

n−1

∂∗∗
n−1→ ·· · ∂

∗∗
2→ E∗∗

1

∂∗∗
1→ E∗∗

0
ε→ Z → 0 E∗∗

in which Ker(∂∗∗
k : E∗∗

k → E∗∗
k−1) = J ∗∗. Now for homomorphisms between free

modules, dualization is self inverse. In particular, ∂∗∗
k : E∗∗

k → E∗∗
k−1 is equivalent to
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∂k : Ek → Ek−1, and so J ∗∗ = Ker(∂∗∗
k ) ∼= Ker(∂k) = J . Thus δ ◦ δ = Id : Ωk(Z) →

Ωk(Z). This completes the proof. �

A generalization of Theorem 17.8 to more general duality groups (cf. [9]) may
be found in the thesis of Humphreys [44]. We stress that the dimension shift in
Theorem 17.8 is correctly stated; Ωk is dual to Ωn+1−k rather than to Ωn−k . Also,
in Theorem 17.8, δk preserves heights in the sense that h(δk(J )) = h(J ) for all
J ∈ Ωk(Z). In the case where G is a PD4 group Theorem 17.8 reduces to an iso-
morphism of trees

δ : Ω3(Z)
�→ Ω2(Z).

In fact, the result proved is slightly more precise, namely δ gives an identifi-
cation of Ω3(Z), the tree of ‘algebraic π2’, with Ω2(Z)∗, the tree formed by
‘dual relation modules’. Likewise, for PD5 groups duality gives a self-isomorphism

δ : Ω3(Z)
�→ Ω3(Z) and an isomorphism δ : Ω4(Z)

�→ Ω2(Z). However, for n ≥ 6,
duality provides no obvious simplification for low dimensional homotopy theory.

Finally, when G is a PD3 group then Ω3(Z) = SF+ and duality gives a self-
isomorphism of trees

δ : Ω2(Z)
�−→ Ω2(Z).

This result can be regarded in two ways: either as a self isomorphism as indicated
or as an isomorphism of the stable module Ω2(Z) with its dual Ω2(Z)∗. The first in-
terpretation seems related to the duality theory for 3-manifolds observed by Hempel
[40] and Turaev [96]. The second, with a somewhat different justification, extends
to a larger class of groups as we now see.

17.3 A Duality Theorem for Relation Modules

In the traditional language of combinatorial group theory by a relation module1

of a finitely presented group G we mean any module J which occurs in an exact
sequence over Z[G] where F0, F1 are finitely generated and free thus:

0 → J → F1 → F0 → Z → 0.

Again from the ‘de-stabilization lemma’ Proposition 5.17 it follows easily that:

Proposition 17.9 Let Λ be a ring, let n be an integer ≥ 2, and let M be a finitely
generated Λ-module such that Extr (M,Λ) = 0 for 1 ≤ r ≤ n, and such that Ωr(M)

is finitely generated for 1 ≤ r ≤ n−1; then for each J ∈ Ωn(M) there exists an exact
sequence of the form 0 → J → Fn−1 → ·· · → F0 → M → 0 where F0, . . . ,Fn−1
are finitely generated and free over Λ.

1Sometimes, in view of [30], called a Fox ideal.
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Theorem 17.10 Let G be an infinite finitely presented group such that

Ext1(Z,Λ) = Ext2(Z,Λ) = 0;
then, for each K ∈ Ω2(Z), K∗∗ ∼= K ; moreover K∗ �∼= K if Ext3(Z,Λ) �∼= Z.

Proof Let K ∈ Ω2(Z); by Proposition 17.9, there exists an exact sequence

0 → K → F1
∂1→ F0 → Z → 0 (0)

where F1, F0 are finitely generated and free over Λ; (0) decomposes into a pair of

short exact sequences (0 → K
k→ F1

π→ L → 0), (0 → L
λ→ F0

η→ Z → 0. Since
G is infinite and Ext1(L),Λ) = Ext2(Z,Λ) = 0 these dualize to give respectively
an exact sequence

0 → L∗ π∗→ F ∗
1

k∗→ K∗ → 0 (I)

and an isomorphism

0 → F ∗
0

λ∗→ L∗ → 0. (II)

Transforming (I) using the isomorphism λ∗ gives an exact sequence

0 → F ∗
0

∂∗
1→ F ∗

1
k∗→ K∗ → 0, (0)∗

where, of course, ∂∗
1 = (λ ◦ π)∗ = π∗ ◦ λ∗. Dualizing (0)∗ gives an exact sequence

0 → K∗∗ → F ∗∗
1

∂∗∗
1→ F ∗∗

0 → Ext1(K∗,Λ) → 0. (0)∗∗

For homomorphisms between free modules, dualization is self-inverse so that
∂∗∗

1 : F ∗∗
1 → F ∗∗

0 is equivalent to ∂1 : F1 → F0 . In particular, we have K∗∗ =
Ker(∂∗∗

1 ) ∼= Ker(∂1) = K , proving (i). In addition, Coker(∂∗∗
1 ) ∼= Z, so that

Ext1(K∗,Λ) ∼= Z. If Ext3(Z,Λ) �∼= Z, then Ext1(K,Λ) �∼= Z, and so K∗ �∼= K , com-
pleting the proof. �

17.4 The Current State of the R(2)–D(2) Problem

In the wake of Perelman’s solution of the Poincaré conjecture the R(2)–D(2) prob-
lem is perhaps the most significant and recalcitrant problem left in low-dimensional
topology. In its R(2) formulation a successful affirmative solution requires a num-
ber of steps to be carried out; having prescribed a fundamental group G one needs to
be able to give explicit descriptions of a number of things; firstly the stable module
Ω3(Z); secondly Alg2(Z[G]) and the fibres of π2 : Alg2(Z[G]) → Ω3(Z); finally,
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for each algebraic 2-complex A∗ over Z[G] one needs to be able to construct a finite
presentation G of G such that C∗(G) � A∗.

By contrast, a successful negative solution would require a choice of fundamen-
tal group G and a description of a specific algebraic 2-complex A∗ ∈ Alg2(Z[G])
together with a proof that no finite presentation of G realizes A∗. However, as at
present no one has any idea what the details of such a proof might involve, until
some progress in this direction is forthcoming one’s best hope is to try to solve the
problem affirmatively along the lines already indicated. To review progress to date
we first consider the case of finite fundamental groups.

The first successful solution of any R(2) problem was that obtained for finite
cyclic groups by Cockroft and Swan in [14]. Thereafter, the problem was taken up
in a series of papers by Dyer and Sieradski (cf. [24]) and subsequently the (sadly
unpublished) work of Browning [12] achieved an affirmative solution of the R(2)
problem for finite abelian groups. A major difficulty in Browning’s approach was
that it subjected the real representation theory of the finite group G to the severe
technical restriction of satisfying the Eichler condition, whereby in the Wedderburn
decomposition

R[G] ∼=
m
∏

i=1

Mdi (Di )

the case di = 1 Di = H is not allowed. This restriction precludes the possibility of
considering the generalized quaternion groups and thereby many interesting exam-
ples are excluded.

In [52] the present author circumvented Browning’s approach and, for groups of
free period 4, gave an explicit faithful parametrization of Alg2(Z[G]) by the tree
SF+ of nonzero stably free modules. This led to the existence, in [50], of an exotic
2-complex over the group ring Z[Q(32)]. More generally this parametrization, cou-
pled with the calculations of Swan [94], implies the existence of exotic 2-complexes
over the group rings Z[Q(4m)] of the quaternion groups Q(4m) for m ≥ 6 (cf. [52],
Chaps. 9 and 10). These exotic complexes are not obviously realized by finite pre-
sentations and provide the first really serious candidates for a negative solution of
R(2)–D(2). The calculations of Beyl and Waller in the case of Q(28) would seem
to indicate that any realizing presentation would have to be very complicated [8].

Since [52] was published there has been some small progress in the finite case.
Recent work [82] by the author’s student Jonathan Remez has solved the R(2) prob-
lem for G(21), the non-abelian group of order 21, in such a way as seems likely to
generalize to other metacyclic groups. Remez’ result relies heavily on cohomologi-
cal periodicity; G(21) is the smallest group of minimal cohomological period 6. To
date the only published solution of R(2)–D(2) for a finite non-abelian non-periodic
group seems to be Mannan’s solution [69, 70] for the dihedral group of order 8.
However, as this book was being typeset (October 2011) the author’s student Sea-
mus O’Shea successfully generalized Mannan’s approach to answer the question
affirmatively for some other non-periodic dihedral groups, including D12, D20, D28

and D68.
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In all cases where the R(2) problem has been solved the first and main difficulty
to be overcome is to obtain an accurate description of the minimal level in Ω3(Z).
However, the difficulties when G is finite are as nothing compared to those when
G is infinite. In [52] the author gave an affirmative solution for free groups. It is
approximately the same level of difficulty (cf. [25]) to give an affirmative solution
for the free abelian groups of ranks 2 and 3. However, beyond these examples the
only other infinite groups for which the R(2) problem has been successfully solved
are the groups C∞ × Cm for which the solution was given in Sect. 17.1.

For infinite groups our present ignorance of the extent to which non-cancellation
occurs in Ω3(Z) is almost total. As a first approximation we have concentrated on
documenting this phenomon in Ω1(Z) where there is a direct relation with non-
cancellation in the stably class of 0; that is, with the existence of non-trivial stably
free modules.

The groups considered in detail here are of the form Fn ×Φ where Fn is the free
group of rank n and Φ is finite. Stably free modules over other infinite groups were
previously studied by Martin Dunwoody both individually [22] and in association
with his student Paul Berridge [7], and by Harlander and Jensen [37]. The groups
studied by Dunwoody were the trefoil group G = 〈x, y | x3 = y2〉 and the quotient
G/D2(G) by the second commutator subgroup D2(G); Harlander and Jensen addi-
tionally studied the Baumslag-Solitar group 〈x, y | xy2x−1 = y3〉.

In relation to the R(2)–D(2) problem, however, the results of Dunwoody-
Berridge-Harlander-Jensen are deceptive; the stably free modules obtained are con-
structed using exotic presentations of the groups involved. Nor is it clear that in any
of these cases the R(2) problem has definitely been solved; only that some exotic
homotopy groups are realized by some correspondingly exotic presentations.

By contrast, our construction of stably free modules over groups of the form
Fn × Φ is done purely module theoretically. These modules are not obviously asso-
ciated with any group presentation.2 The situation is perhaps most clearly illustrated
for the groups Fn × Cm where n ≥ 2 and some p2 divides m. The kernel construc-
tion of Theorem 13.4 still gives a mapping of trees SF+ → Ω1(Z) and (as in this
case Ω1(Z) = Ω3(Z) cf. Sect. 16.1) so also a mapping of trees κ : SF+ → Ω3(Z).

O’Shea’s observation (cf. Sect. 10.4) shows that for these groups SF+ has infi-
nite branching at the minimal level SF1. It seems likely that κ(SF1) is also infinite.
However, at the time of writing this is not known. The implications for the R(2)–
D(2) problem show up very clearly in this case; if it could be shown that κ(SF1)

is infinite then to solve the R(2) problem affirmatively for Fn × Cm one would
be required to find an infinity of explicit finite presentations to realize algebraic
2-complexes which are obtained via a purely module theoretic construction.

2Added in proof, October 2011: A very recent paper of Harlander and Misseldine, Homology,
Homotopy and Applications 13 (2011), 63–72, takes a similar approach. They consider algebraic
2-complexes defined purely algebraically over the fundamental group of the Klein bottle, using
earlier results of V.A. Artamonov on the existence of stably free modules in this case.



Appendix A
A Proof of Dieudonné’s Theorem

In this appendix we give a proof of the result of Dieudonné [21] that any division
ring is fully determinantal. Throughout this section, without further mention, D will
denote a division ring and we continue the notation of Chap. 2. The arguments,
though still of course valid when D is commutative, are non-trivial only when D is
non-commutative. First consider the set T +

n of upper triangular matrices over D

T +
n = {X ∈ Mn(D) : Xji = 0 for 1 ≤ i < j ≤ n}.

Also the set T −
n of lower triangular matrices

T −
n = {X ∈ Mn(D) : Xij = 0 for 1 ≤ i < j ≤ n}.

Both sets are multiplicative submonoids of Mn(D). Moreover one has:

Proposition A.1 Let X ∈ T s
n where s = {+,−}; then

(i) X is invertible ⇐⇒ Xii �= 0 for each i;
(ii) if X is invertible then X−1 ∈ T s

n .

It is necessary to study the interaction of T +
n , T −

n with the permutation matrices
P(σ). We first note that the two sets are conjugate under the action of a specific
permutation matrix, namely the following product of disjoint 2-cycles

θ =
[n/2]
∏

r=1

(r, n − r).

Then θ2 = Id and

Proposition A.2 P(θ)T −
n P (θ) = T +

n .
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One also has:

Proposition A.3 Let U ∈ T +
n be invertible and suppose for some σ, τ ∈ Σn and

some L ∈ T −
n that P(σ)UP (τ) = L; then σ = τ−1 and Li,i = Uτ(i),τ (i) for all i.

Proof Put ρ = σ ◦ τ . If ρ �= Id then there exists i such that ρ(i) < i so that
Lρ(i),i = 0 as L is lower triangular. However a straightforward computation shows
that

Uτ(i),τ (i) = Lρ(i),i = 0

contradicting invertibility of U . Hence ρ = Id, σ = τ−1 and Lρ(i),i = Uτ(i),τ (i) for
all i. �

We define Un = {X ∈ T +
n : Xi,i = 1 for all i}. It follows from Proposition A.1

that Un is a subgroup of GLn(D). In fact, each X ∈ T +
n is a product of elemen-

tary matrices E(i, j ;D) with i < j so that, in fact, Un is a subgroup of En(D).
A straightforward calculation shows that:

If X ∈ Un and D ∈ Δn(D) then D−1XD ∈ Un. (A.4)

Similarly we put Ln = {X ∈ T −
n : Xi,i = 1 for all i}. Then again Ln is a subgroup

of En(D) and:

If X ∈ Ln and D ∈ Δn(D) then D−1XD ∈ Ln. (A.5)

We note the following:

Lemma A.6 Let L′ ∈ Ln−1, put L = (L′ 0
0 1

) ∈ Ln and let σ be the cyclic permuta-

tion σ = (m,m + 1, . . . , n − 1, n) where m< n. Then P(σ)LP (σ)−1 ∈ Ln.

Proof Put X = P(σ)LP (σ)−1. Then for all r , s Xr,s = Lσ−1(r),σ−1(s). In particular,
for all r , Xr,r = Lσ−1(r),σ−1(r) = 1 so that it suffices to show that if r < s then
Lσ−1(r),σ−1(s) = 0. Put J = {1, . . . , n} − {m}; there are three cases to consider:

Case I r, s ∈ J and r < s:
As σ−1 is increasing on J then σ−1(r) < σ−1(s) and so Lσ−1(r),σ−1(s) = 0 as L is
lower triangular.

Case II 1 ≤ r < s = m:
Then σ−1(r) = r < n = σ−1(s) and so again Lσ−1(r),σ−1(s) = 0 as L is lower
triangular.

Case III r = m< s:
As L is the stabilization L = (L′ 0

0 1

)

then Ln,s−1 = 0. However, in this case

σ−1(r) = n and σ−1(s) = s − 1 so that Lσ−1(r),σ−1(s) = Ln,s−1 = 0. This com-
pletes the proof. �



A A Proof of Dieudonné’s Theorem 267

By a UCL decomposition of X ∈ GLn(D) we mean a product

X = UCL,

where U ∈ Un, C ∈ Cn(D) and L ∈ Ln. There are well known existence and unique-
ness theorems for UCL decompositions. We include proofs for completeness.

Theorem A.7 (Existence of UCL decompositions) Let D be a division ring and let
X ∈ GLn(D) where n ≥ 2; then X has a UCL decomposition.

Proof When n = 2 write X = ( a b

c d

)

. If d �= 0 then take

X =
(

1 bd−1

0 1

)(

a − bd−1c 0
0 d

)(

1 0
d−1c 1

)

whilst if d = 0 and c �= 0 take

X =
(

1 ac−1

0 1

)(

0 b

c 0

)(

1 0
0 1

)

.

Both of these decompositions are UCL and as X is invertible one of these two
possibilities holds.

Suppose n ≥ 3 and that the existence of a UCL decomposition is established for
n − 1. For X ∈ GLn(D) put

m = max{s : 1 ≤ s ≤ n and Xns �= 0},
d = Xnm so that d �= 0,

U1 =
n
∏

s=1

E(s,n : Xsmd−1),

L1 =
{

In if m = 1,
∏m−1

s=1 E(m, s;d−1Xn,s) if 2 ≤ m.

Note that the definitions of U1 and L1 are independent of the order in which the
products are taken and that U1 ∈ Un and L1 ∈ Ln. Put

X1 = U−1
1 XL−1

1 .

Then X1 is invertible and has a single nonzero entry in row n, namely

(X1)n,m = d (= Xn,m)

and that this is also the unique nonzero entry in column m. We proceed via two
special cases.
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Case I m< n and d = 1. Then define X′ = (X′
r,s)1≤r,s≤n−1 ∈ Mn−1(D) by

X′
r,s =

{

(X1)r,s s ≤ m − 1,

(X1)r,s+1 m ≤ s.

Then
(

X′ 0
0 1

)

= X1P(σ),

where σ is the cyclic permutation σ = (m,m+ 1, . . . , n− 1, n). As X′ is evidently
invertible we may write inductively

X′ = U ′C′L′,

where U ′ ∈ Un−1, C′ ∈ Cn−1(D) and L′ ∈ Ln−1. Now put

U2 =
(

U ′ 0
0 1

)

; C′
2 =

(

C′ 0
0 1

)

; L′
2 =

(

L′ 0
0 1

)

.

Then X1P(σ) = U2C
′
2L

′
2 is a UCL decomposition. Put C2 = C′

2P(σ)−1 ∈ Cn(D)

and L2 = P(σ)L′
2P(σ)−1. Evidently X1 = U2C2L2 and this is a UCL decompo-

sition as, by Lemma A.6, L2 ∈ Ln. However, X1 = U−1
1 XL−1

1 so that

X = UCL

is a UCL decomposition where U = U1U2, C = C2 and L = L2L1. This completes
the proof in Case I.

Case II m = n and d = 1.
The details in Case II are similar to Case I but simpler as we do not need to involve
the permutation σ . In this case we may write X1 directly as a stabilization of some
X′ ∈ GLn−1(D) thus:

X1 =
(

X′ 0
0 1

)

.

Taking a UCL decomposition X′ = U ′C′L′ we then write X1 = U2C2L2 where

U2 =
(

U ′ 0
0 1

)

; C2 =
(

C′ 0
0 1

)

; L2 =
(

L′ 0
0 1

)

.

Then again X = UCL is a UCL decomposition where U = U1U2, C = C2 and
L = L2L1 and this completes the proof in Case II.

General Case Here we know only that d �= 0. Then putting Y = XD(n,d−1) we
see that Y is in one or other of the special cases just considered and so has a UCL
decomposition

Y = ÛĈL.
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Put C = ̂CD(n,d) ∈ Cn(D) and put L = D(n,d)−1
̂LD(n,d). Then L ∈ Ln by

(A.5) and so

X = UCL

is a UCL decomposition. This completes the proof. �

There is also the following weak uniqueness theorem for UCL decompositions.

Theorem A.8 Let D be a division ring and let X = U1C1L1 and X = U2C2L2 be
UCL decompositions of X ∈ GLn(D); then C1 = C2.

Proof Write C1 = P(τ)Δ and C2 = P(σ)Γ for some σ , τ ∈ Σn and Γ , Δ ∈
Δn(D). Put

U = U−1
2 U1 ∈ Un; L = L2L

−1
1 ∈ Ln; W = Γ LΔ−1.

Then W is invertible lower triangular and P(σ−1)UP (τ) = W . By Proposition A.3
σ−1 = τ−1 so that σ = τ . It now suffices to show that Γ = Δ. Now again by Propo-
sition A.3 for each i

Wi,i = Uτ(i),τ (i) = 1

so that W ∈ Ln. However, W = (Γ LΓ −1)(Γ Δ−1) and (Γ LΓ −1) ∈ Ln by (A.5).
Thus ΓΔ−1 ∈ Ln. However ΓΔ−1 is diagonal. Thus ΓΔ−1 = In and Γ = Δ as
required. �

Given a division ring D we define a function dn : GLn(D) → (D∗)ab thus: if
X ∈ GLn(D) write X as a UCL-decomposition X = UCL and put

dn(X) = protn(C).

By Theorem A.8 this expression for dn(X) is independent of the particular UCL-
decomposition chosen. We proceed to show that {dn}2≤n is a determinant for D. The
first requirement is to show that each dn is a homomorphism. It follows immediately
from the definition that:

Proposition A.9 If X ∈ GLn(D), U ∈ Un and L ∈ Ln then dn(UXL) = dn(X).

In particular, when restricted to Cn(D), dn coincides with protn so that;

dn(Δ(δ1, . . . , δn)P (τ)) = [sign(τ )][δ1] · · · [δn]. (A.10)

We also have:

Proposition A.11 If X ∈ GLn(D) and Δ ∈ Δn(D) then

dn(ΔX) = dn(Δ)dn(X) = dn(XΔ).
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Proof Write X as a UCL decomposition X = UCL. Then ΔX = (ΔUΔ−1)(ΔC)L

is a UCL decomposition as ΔUΔ−1 ∈ Un and ΔC ∈ Cn(D). Thus

dn(ΔX) = protn(ΔC) = protn(Δ)protn(C) = dn(Δ)dn(X).

Similarly XΔ = U(CΔ)(Δ−1LΔ) where Δ−1LΔ ∈ Ln and CΔ ∈ Cn(D); thus

dn(XΔ) = protn(CΔ) = protn(C)protn(Δ) = dn(X)dn(Δ). �

The calculation below is the most delicate part of the proof that dn is a homo-
morphism:

Lemma A.12 Let 1 ≤ i < j ≤ n; then for any σ ∈ Σn

dn(P (i, j)E(i, j ;D)P (σ )) = [−1][sign(σ )].

Proof If D = 0 then E(i, j ;D) = In and the result follows from (A.10) on
taking τ = (i, j)σ . Suppose that D �= 0. By (2.14) and (2.15) we may write
P(i, j)E(i, j ;D)P (σ ) in two distinct forms namely

P(i, j)E(i, j ;D)P (σ )

=

⎧

⎪

⎨

⎪

⎩

E(i, j ;D−1)D(i,−D−1)D(j,D)P (σ )E(σ−1(j), σ−1(i);D−1) (A)

or

P(i, j)P (σ )E(σ−1(i), σ−1(j);D) (B)

Both forms are always correct but their usefulness varies depending upon the inter-
action of σ with (i, j). There are two cases:

Case I σ−1(i) < σ−1(j).
The (A) form is a UCL decomposition as E(i, j ;D−1) ∈ Un, D(i,−D−1)×
D(j,D)P (σ ) ∈ Cn(D) and E(σ−1(j), σ−1(i);D−1) ∈ Ln. In this case

dn(P (i, j)E(i, j ;D)P (σ )) = protn(D(i,−D−1)D(j,D)P (σ ))

= protn(D(i,−D−1)D(j,D))protn(P (σ ))

= [−1][sign(σ )].
Case II σ−1(i) > σ−1(j).

The (B) form is a UCL decomposition as P(i, j)P (σ ) ∈ Cn(D) and E(σ−1(i),

σ−1(j);D) ∈ Ln. Moreover

dn(P (i, j)E(i, j ;D)P (σ )) = protn(P (i, j)P (σ ))

= [−1][sign(σ )].
The result is the same in each case. �
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We are now in a position to prove:

Theorem A.13 Let X ∈ GLn(D); then for any τ ∈ Σn

dn(P (τ)X) = [sign(τ )]dn(X).

Proof We first take τ = (i, j) where i < j . Write a UCL decomposition X in the
form

X = U(P (σ)Δ)L,

where U ∈ Un L ∈ Ln and Δ ∈ Δn(D) so that

dn(X) = [sign(σ )]dn(Δ).

Put D = Ui,j and define U ′ = UE(i, j ;−D); U ′′ = P(i, j)U ′P(i, j). Then U ′ ∈
Ln and U ′

i,j = 0. A straightforward calculation now shows that U ′′ ∈ Un. However,

P(i, j)X = U ′′P(i, j)E(i, j,D)P (σ )ΔL

so that applying (A.10), Proposition A.11 and Lemma A.12 in succession we see
that

dn(P (i, j)X) = dn(P (i, j)E(i, j,D)P (σ ))dn(Δ)

= [−1][sign(σ )]dn(Δ)

= [−1]dn(X).

The result in general follows by induction on writing τ as a product of transposi-
tions. �

Corollary A.14 Let X ∈ GLn(D); then for any L ∈ Ln

dn(LX) = dn(X).

Proof Let θ be the product of 2-cycles θ =∏[n/2]
r=1 (r, n− r) and put U = θLθ . Then

L = θUθ and as in Proposition A.1 U ∈ Un. Moreover applying Proposition A.9 and
Theorem A.13 we see that

dn(LX) = dn(θUθX)

= [sign(θ)]dn(UθX)

= [sign(θ)]dn(θX)

= [sign(θ)]2dn(X)

= dn(X). �
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Corollary A.15 For any division ring D, dn : GLn(D) → (D∗)ab is a homomor-
phism.

Proof Let Y,Z ∈ GLn(D) and write Y as a UCL decomposition thus

Y = U(P (σ)Δ)L

so that dn(Y ) = [sign(σ )]dn(Δ). Now applying (A.?), (A.?), (A.?) and Corol-
lary A.14 in succession we obtain

dn(YZ) = dn(UP (σ)ΔLZ)

= dn(P (σ )ΔLZ)

= [sign(σ )]dn(ΔLZ)

= [sign(σ )]dn(Δ)dn(LZ)

= [sign(σ )]dn(Δ)dn(Z).

Thus dn(YZ) = dn(Y )dn(Z) as required. �

When D is a division ring the homomorphism protn : Cn(D) → (D∗)ab extends
to a homomorphism dn : GLn(D) → (D∗)ab . This is the theorem of Dieudonné [21].
It is straightforward to check that {dn}2≤n is compatible with stabilization in that the
diagram below commutes for each k, n with k ≥ 1.

GLn+k(D)
detn+k→ (D∗)ab

↑ sn,k ↑ Id

GLn(D)
detn→ (D∗)ab



Appendix B
Change of Ring

B.1 Extension and Restriction of Scalars

Let ϕ : R → S be a ring homomorphism; if M ∈ ModR we put ϕ∗(M) = M ⊗ϕ S

where, in addition to bi-additivity, the tensor symbol for M⊗ϕ S satisfies the identity

mr ⊗ s = m ⊗ ϕ(r)s.

Then M⊗ϕ S acquires the structure of a module over S under the action (m⊗1) ·s =
m ⊗ s. We obtain a functor ϕ∗ :ModR → ModS (‘extension of scalars’) by1

ϕ∗(M) = M ⊗ϕ S,

where the action on an R-homomorphism h : M1 → M2 is given by

ϕ∗(h)(m ⊗ s) = h(m) ⊗ s.

There is also a functor ϕ∗ : ModS → ModR (‘restriction of scalars’) obtained by
allowing R to act on the S-module N by means of n · r = nϕ(r) where n ∈ N and
r ∈ R. If M ∈ModR , N ∈ModS there is a natural mapping

HomR(M,ϕ∗(N))
ν−→ HomS(ϕ∗(M),N),

ν(f )(m ⊗ s) = f (m) · s.
It is straightforward to check that ν is additive. Suppose that ν(f ) = 0; then in par-
ticular, for all m ∈ M f (m) = ν(f )(m ⊗ 1) = 0 and so f = 0. Hence ν is injective.
Finally, suppose that α : ϕ∗(M) → N is a homomorphism of S-modules. We obtain
a homomorphism of R-modules α̃ : M → ϕ∗(N) by means of α̃(m) = α(m ⊗ 1)
so that ν(α̃) = α. Thus ν is also surjective and we obtain the following adjointness
isomorphism:

ν : HomR(M,ϕ∗(N))
�−→ HomS(ϕ∗(M),N). (B.1)

1ϕ∗ and ϕ∗ are also called ‘base change ’ and ‘co-base change’ respectively.
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The extension of scalars functor ϕ∗ enjoys the following properties:

ϕ∗ is additive; that is ϕ∗(
⊕

i∈I Mi) ∼=⊕

i∈I ϕ∗(Mi) for an arbitrary collection

(Mi)i∈I of R-modules. (B.2)

ϕ∗(R) = S. (B.3)

If FX(R) denotes the free R-module on the set X, then it follows from (B.2), (B.3)
that ϕ∗(FX(R)) ∼= FX(S). Moreover, if P is a projective R-module then P is iso-
morphic to a direct summand of some FX(R). By additivity, ϕ∗(P ) is isomorphic
to a direct summand of FX(S); that is:

ϕ∗ preserves both free modules and projective modules. (B.4)

Moreover ϕ∗ preserves the ‘relative size’ of modules in that:

ϕ∗(M) is finitely generated (resp. countably generated) over S

if M is finitely generated (resp. countably generated) over R. (B.5)

In general, ϕ∗ is not exact; that is, it does not take short exact sequences to short
exact sequences. In the contexts we encounter, however, S is free as a module over
R and then ϕ∗ is exact; more generally:

ϕ∗ is exact if S is flat as a module over R. (B.6)

Turning to the restriction of scalars functor ϕ∗ we have:

ϕ∗ is additive; (B.7)

ϕ∗ is exact. (B.8)

In general, however, ϕ∗ enjoys fewer nice properties than ϕ∗ and, without extra
hypotheses, ϕ∗ fails to preserve either free modules or projectives. If, however, S is
free over R, say S ∼= FX(R), then ϕ∗(FY (S)) ∼= FX×Y (R). Moreover, by additivity,
if P is isomorphic to a direct summand of FY (R) then ϕ∗(P ) is isomorphic to a
direct summand of FX×Y (R):

ϕ∗ preserves both free modules and projective modules if S is free over R. (B.9)

B.2 Adjointness in Cohomology

Here we assume given a ring homomorphism ϕ : R → S in which S is flat over R.
Given a free resolution

(F∗ → M) = (· · · → Fn+1 → Fn → ·· · → F1 → F0 → M → 0)
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of M over R then, as ϕ∗ is exact,

ϕ∗(F∗ → M)

= (· · · → ϕ∗(Fn+1) → ϕ∗(Fn) → ·· · → ϕ∗(F1) → ϕ∗(F0) → ϕ∗(M) → 0)

is also exact and by (B.4), ϕ∗(F∗) is free over S. Hence the cohomology groups
Hn(ϕ∗(M),N) may be computed in the form

Hn(ϕ∗(M),N) ∼= Ker(HomS(ϕ∗(Fn),N)
∂∗
n+1→ HomS(ϕ∗(Fn+1),N))

Im(HomS((ϕ∗(Fn−1),N)
∂∗
n→ HomS((ϕ∗(Fn),N))

.

However, the adjoint isomorphism HomS(ϕ∗(Fn),N) ∼= HomS(Fn,ϕ
∗(N)) induces

corresponding isomorphisms

Ker(HomS(ϕ∗(Fn),N) → HomS(ϕ∗(Fn+1),N))

∼= Ker(HomS(Fn,ϕ
∗(N)) → HomS(Fn+1, ϕ

∗(N)));
Im(HomS(ϕ∗(Fn−1),N) → HomS(ϕ∗(Fn),N))

∼= Im(HomS(Fn−1, ϕ
∗(N)) → HomS(Fn,ϕ

∗(N)))

which descend, by naturality, to isomorphisms of quotients to give the following
cohomology adjointness isomorphism for any R-module M and any S-module N :

Hn(ϕ∗(M), N) ∼= Hn(M, ϕ∗(N)). (B.10)

From the cohomological interpretation of Ext1 it follows that

Ext1S(ϕ∗(M),F ) ∼= Ext1R(M,ϕ∗(F )).

Under the hypothesis that S is free over R, if F is a free S-module then ϕ∗(F ) is
free over S and it follows that Ext1S(ϕ∗(M),S) = 0 ⇐⇒ Ext1R(M,R) = 0. Hence,
with the proviso that S is free over R it follows that

M is coprojective over R ⇐⇒ ϕ∗(M) is coprojective over S. (B.11)

B.3 Adjointness in the Derived Module Category

Recall (Sect. 5.1) that for R-modules M1, M2 we define

〈M1,M2〉 = {f ∈ HomR(M1,M2) : f ≈ 0},
where ‘f ≈ 0’ means that f factors through a projective. If M ∈ ModR , N ∈
ModS then, by (B.1), there is a bijective mapping ν : HomR(M,ϕ∗(N)) →
HomS(ϕ∗(M),N). Moreover, as ϕ∗ preserves projective modules it follows that
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ν(〈M,ϕ∗(N)〉) ⊂ 〈ϕ∗(M),N〉. Clearly ν is already injective on 〈M,ϕ∗(N)〉.
Now suppose that the S-homomorphism f : ϕ∗(M) → N factors through the
S-projective Q. If ˜f : M → ϕ∗(N) is the R-homomorphism such that ν(˜f ) = f

then ˜f factors through ϕ∗(Q). If S is free over R then ϕ∗(Q) is R-projective so
that ν : 〈M,ϕ∗(N)〉 → 〈ϕ∗(M),N〉 is surjective. Thus if S is free over R then ν

restricts to a bijective mapping ν : 〈M,ϕ∗(N)〉 → 〈ϕ∗(M),N〉 and so induces an
isomorphism of abelian groups:

ν : HomDer(R)(M,ϕ∗(N))
�−→ HomDer(S)(ϕ∗(M),N). (B.12)

B.4 Preservation of Syzygies and Generalized Syzygies by ϕ∗, ϕ∗

We now assume the blanket condition that S is free over R. Then ϕ∗ is exact and
preserves projective modules. In particular, if

0 → K
i→ P

p→ N → 0

is an exact sequence of R modules in which P is projective then 0 → ϕ∗(K)
i→

ϕ∗(P )
p→ ϕ∗(N) → 0 is an exact sequence of S modules in which ϕ∗(P ) is projec-

tive. Thus we see

ϕ∗(D1(N)) ∼= D1(ϕ∗(N)). (B.13)

Likewise if 0 → J
i→ F

p→ M → 0 is an exact sequence of R modules in which

F is finitely generated and free then 0 → ϕ∗(J )
i→ ϕ∗(F )

p→ ϕ∗(M) → 0 is an
exact sequence of S modules in which ϕ∗(F ) is finitely generated and free and
so ϕ∗(Ω1(M)) ∼= Ω1(ϕ∗(M)). More generally, if Ωn(M) is defined then so is
Ωn(ϕ∗(M)) and

ϕ∗(Ωn(M)) ∼= Ωn(ϕ∗(M)). (B.14)

Similarly, as S is free over R then ϕ∗ preserves projectives so that:

ϕ∗(Dn(N)) ∼= Dn(ϕ
∗(M)). (B.15)

Finally, if in addition S has finite rank over R then ϕ∗ preserves finite generation so
that if Ωn(N) is defined so also is Ωn(ϕ

∗(N)) and

ϕ∗(Ωn(N)) ∼= Ωn(ϕ
∗(N)). (B.16)

B.5 Co-adjointness and the Eckmann-Shapiro Lemma

The inclusion H ↪→ G of a subgroup H in a group G induces a ring homomorphism
denoted i : Z[H ] ↪→ Z[G] and so an ‘extension of scalars’ functor i∗ :ModZ[H ] →
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ModZ[G] and a ‘restriction of scalars’ functor i∗ : ModZ[G] → ModZ[H ]. Evi-
dently Z[G] is free of rank |G/H | over Z[H ]. Moreover, the adjointness formula of
(B.1) translates into isomorphisms

ν : HomZ[H ](M, i∗(N)) → HomZ[G](i∗(M),N). (B.17)

In the context of group theory the adjointness theorem is traditionally called ‘Frobe-
nius reciprocity’. In view of (B.9) there are corresponding isomorphisms in coho-
mology:

ν : ExtnZ[H ](M, i∗(N)) → ExtnZ[G](i∗(M),N). (B.18)

However, in the special case where H has finite index in G there is the unusual
circumstance that in addition to the canonical adjointness isomorphism there is a
second co-adjointness isomorphism

ν : HomZ[G](N, i∗(M)) → HomZ[H ](i∗(N),M);

that is, i∗ and i∗ are simultaneously mutual left and right adjoints without being
mutually inverse. To see this, note that for any right module Z[H ]-module M , the
Z[H ]-dual HomZ[H ](M,Z[H ]) admits a natural left Z[H ]-module structure, given
by

(h · ϕ)(m) = h · ϕ(m).

However, in the special case where M = Z[G], HomZ[H ](M,Z[H ]) is naturally a
(Z[H ] − Z[G]) bimodule, with natural right Z[G]-module structure given by

(ϕ · g)(x) = ϕ(g · x).

Evidently Z[G] also has a natural (Z[H ] − Z[G]) bimodule structure, given by
translation on either side. In fact, we have:

Proposition B.19 There is an isomorphism of (Z[H ] − Z[G]) bimodules

Z[G] �→ HomZ[H ](Z[G],Z[H ]).

Proof Let ρ = {ρ1, . . . , ρn} be a complete set of representatives for the quotient set
H\G; that is:

G =
n
⋃

i=1

Hρi where Hρi ∩ Hρj = ∅ if i �= j.

Put λi = ρ−1
i . Then λ = {λ1, . . . , λn} is a complete set of representatives for

G/H . As a left Z[H ]-module, Z[G] is free on {ρ1, . . . , ρn}. Moreover, as a left
Z[H ]-module, HomZ[H ](Z[G],Z[H ]) is free on {λ̂1, . . . , λ̂n}, where λ̂i : Z[G] →
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Z[H ] be the right Z[H ]-homomorphism given by

λ̂i

(

n
∑

j=1

λjhj

)

= hi.

It follows that there is an isomorphism of left Z[H ]-modules ν : Z[G] →
HomZ[H ](Z[G],Z[H ]) given by ν(ρi) = λ̂i , and straightforward computation
shows that ν is equivariant with respect to the right G action. �

Proposition B.20 When H has finite index in G there are natural isomorphisms

HomZ[H ]((i∗N),M) ∼= HomZ[G](N, i∗(M)).

Proof We make use of a different model for i∗. Put E(M) = HomZ[H ](Z[G],M)

where the right Z[G] structure on E(M) is given by

(α · g)(x) = α(xg−1).

There is a preliminary natural equivalence ν1 : E(M) → M ⊗Z[H ] HomZ[H ](Z[G],
Z[H ]). By Proposition B.19 above, there is now an equivalence

ν2 : M ⊗Z[H ] HomZ[H ](Z[G],Z[H ]) → M ⊗Z[H ] Z[G] = i∗(M)

which is natural both in M and with respect to the right Z[G] action. Then

ν = ν2 ◦ ν1 : E(M) → i∗(M)

is a natural equivalence. The homomorphism ψ : HomZ[G](N,E(M)) →
HomZ[H ](i∗(N),M) given by [ψ(α)](n) = α(n)(1) is an isomorphism. Composing
with the induced map from ν−1 gives the co-adjoint isomorphism

ψν−1 : HomZ[G](N, i∗(M)) → HomZ[H ](i∗(N),M). �

Still assuming that H has finite index in G then again from (B.9) there are cor-
responding ‘Eckmann-Shapiro’ isomorphisms in cohomology:

ν : ExtnZ[G](N, i∗(M)) → ExtnZ[H ](i
∗(N),M). (B.21)



Appendix C
Group Rings with Trivial Units

In what follows, R will denote a (possibly noncommutative) ring with unit
group R∗. When G is a group, the group ring R[G] is described formally as the
set of functions α : G → R whose support supp(α) is finite; addition and multipli-
cation in R[G] are then given by

(α + β)(g) = α(g) + β(g),

(αβ)(g) =
∑

h∈G
α(gh−1)β(h).

With each g ∈ G one associates an element ĝ ∈ R[G] by

ĝ(h) =
{

1 h = g,

0 h �= g

and every element α ∈ R[G] is written uniquely as a sum α = ∑

g∈supp(α) α(g)ĝ.
When a ∈ R∗ the element aĝ is a unit in R[G]. Units of this form are said to be
trivial; otherwise expressed, if α ∈ R[G]∗ then:

α is trivial ⇐⇒ | supp(α)| = 1. (C.1)

We say that R[G] has only trivial units when every unit α ∈ R[G]∗ is trivial. Let A,
B be nonempty subsets of G and g ∈ AB = {ab : a ∈ A,b ∈ B}; we say that g is
uniquely represented in AB when given a, a′ ∈ A, b, b′ ∈ B then

g = ab = a′b′ =⇒ a = a′ and b = b′.

We put U(A,B) = {g ∈ G : g is uniquely represented in AB}. The group G is
said to have the two unique products property when, for any finite subsets A, B

of G:

T UP: 2 ≤ |A| and 2 ≤ |B| =⇒ 2 ≤ |U(A,B)|.
F.E.A. Johnson, Syzygies and Homotopy Theory, Algebra and Applications 17,
DOI 10.1007/978-1-4471-2294-4, © Springer-Verlag London Limited 2012

279

http://dx.doi.org/10.1007/978-1-4471-2294-4


280 C Group Rings with Trivial Units

We note that for any x, y ∈ G xU(A,B)y = U(xA,By). The following is useful in
simplifying calculations:

For any x, y ∈ G |U(xA,By)| = |U(A,B)|. (C.2)

The following [80] gives a convenient sufficient condition for R[G] to have trivial
units.

Theorem C.3 Let R be a (possibly noncommutative) integral domain; if G satisfies
the T UP condition then R[G] has only trivial units.

Proof Let α ∈ R[G]∗; put β = α−1 and write α = ∑m
r=1 ar ĝr ;β = ∑n

s=1 bs
̂hs

where supp(α) = {g1, . . . , gm}, supp(β) = {h1, . . . , hn} so that ar, bs �= 0 for each
r , s. Now suppose that α nontrivial so that 2 ≤ m. If n = 1 write β = b̂h so

that α = b−1
̂h−1 is trivial, contradiction. Thus 2 ≤ n; by the T UP condition

2 ≤ |U(supp(α), supp(β))|.
Without loss of generality we may suppose that supp(α), supp(β) are indexed so

that g1h1 and gmhn are uniquely represented as products in supp(α) supp(β); then
in the expression

αβ =
m
∑

r=1

n
∑

s=1

arbs ̂grhs

the coefficients of g1h1 and gmhn are respectively a1b1 and ambn. As A is an in-
tegral domain these are both nonzero. Thus 2 ≤ | supp(αβ)|. In particular, αβ �= 1,
which is a contradiction. Thus α is a trivial unit. �

One sees easily that no nontrivial finite group can be T UP ; it follows that:

Every T UP group is torsion free. (C.4)

The T UP notion originates in the thesis of Higman but has undergone some refine-
ments since (cf. [80]). In particular, the following, though not explicitly stated in
this way is essentially due to Higman [42]:

Theorem C.5 Suppose that for every nontrivial finitely generated subgroup H

of a group G there exists a T UP group ΓH and a nontrivial homomorphism
ϕH : H → ΓH ; then G is T UP .

Proof Let A, B be finite subsets of G such that 2 ≤ min{|A|, |B|}. We show by
induction on |A| + |B| that 2 ≤ |U(A,B)|. For the induction base take |A| =
|B| = 2. By left translating A by some element x ∈ A, right translating B by some
element y ∈ B and appealing to (C.2) we may assume A = {1, a}, B = {1, b}, then
AB = {1, a, b, ab}. If a �= b then {a, b} ⊂ U(A,B) and so 2 ≤ |U(A,B)|. If a = b

then AB{1, a, a2}. As a �= 1 then also a �= a2 so the only way to obtain U(A,B) < 2
is to have a2 = 1. But then AB ∼= C2 is a finitely generated subgroup of G which



C Group Rings with Trivial Units 281

admits no nontrivial homomorphism to any torsion free group, contradicting the
hypothesis on G. Hence a2 �= 1 and 2 ≤ |U(A,B)|.

For the induction step suppose that A, B are finite subsets of G with 2 ≤
min{|A|, |B|} and assume, given finite subsets A′, B ′ of G, that

2 ≤ |U(A′,B ′)| provided that 2 ≤ min{|A′|, |B ′|} and |A′| + |B ′| < |A| + |B|. (∗)

We must show that 2 ≤ |U(A,B)|. After suitable left and right translation to A, B
respectively we may suppose that 1 ∈ A∩B . Let H be the subgroup of G generated
by A ∪ B and let ϕ : H → Γ be a nontrivial homomorphism to a T UP group Γ .
We first claim that:

There exist a1, a2 ∈ A and b1, b2 ∈ B such that ϕ(a1)ϕ(b1) and

ϕ(a2)ϕ(b2) are uniquely represented in ϕ(A)ϕ(B). (∗∗)

If it is the case that 2 ≤ min{|ϕ(A)|, |ϕ(B)|} then (∗∗) follows from the T UP prop-
erty for Γ . When |ϕ(B)| = 1 then, by nontriviality of ϕ, |ϕ(A)| �= 1. Thus choosing
a1, a2 ∈ A so that ϕ(a1)ϕ(1), ϕ(a2)ϕ(1) are uniquely represented in ϕ(A)ϕ(B) ver-
ifying (∗∗) in this case. Similarly, when |ϕ(A)| = 1 then |ϕ(B)| �= 1 and we may
again verify (∗∗).

Now put A′ = ϕ−1(ϕ{a1, a2})∩A and B ′ = ϕ−1(ϕ{b1, b2})∩B . If ϕ|A′ and ϕ|B ′
are both injective then a1b1 and a2b2 are uniquely represented in AB . If ϕ|A′ is not
injective choose i such that |ϕ−1ϕ(ai)| ≥ 2. There are two cases;

either (i) |ϕ−1ϕ(bi)| = 1 or (ii) |ϕ−1ϕ(bi)| ≥ 2.

If (i) then choosing a′
i ∈ A′ such that ϕ(a′

i ) = ϕ(ai) and a′
i �= ai it is easy to

see that aibi and a′
ibi are uniquely represented in AB . If (ii) then put K = {k ∈

Ker(ϕ) : aik ⊂ A} and L = {l ∈ Ker(ϕ) : lbi ⊂ B}. Then K , L are subsets of G

with 2 ≤ min{|K|, |L|} and |K|+ |L| < |A|+ |B|. By induction, choose k1, k2 ∈ K ,
l1, l2 ∈ L such that k1l1, k2l2 are uniquely represented in KL. Then aik1l1bi and
aik2l2bi are uniquely represented in AB , so that in every case we have shown that
2 ≤ |U(A,B)|. �

The most obvious example is:

The infinite cyclic group C∞ is T UP . (C.6)

The group G is locally indicible1 when every nontrivial finitely generated subgroup
H ⊂ G admits a surjective homomorphism ϕ : H → C∞; this amounts to taking
ΓH uniformly to be C∞ in the hypotheses of Theorem C.5. Thus as a consequence
of Theorem C.5 we obtain the following, which was explicitly proved by Higman
in [42]:

Every locally indicible group has the T UP property. (C.7)

1Higman’s original terminology [42] is ‘indicible throughout’.
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In particular, free groups are locally indicible so that:

Free groups have the T UP property. (C.8)

One notes the following general properties:

A subgroup of a T UP group is T UP . (C.9)

The class of T UP groups is closed under extension. (C.10)

A locally T UP group is T UP . (C.11)

A right ordered group is T UP . (C.12)

Higman also showed:

The class of locally indicible groups is closed under both extension

and free product. (C.13)

It follows from this that a great many torsion free groups familiar from low dimen-
sional topology are T UP ; for example the fundamental groups of surfaces of genus
≥ 1.



Appendix D
The Infinite Kernel Property

Throughout we work in the category of unitary associative rings which are aug-
mented by means of a (necessarily surjective) ring homomorphism ε : Λ → Z.
Morphisms in this category are commutative triangles of ring homomorphisms

�

�
�

���

�
�

���

Λ Λ̂

Z

ϕ

ε ε′

When M is a Λ-module, we write M ⊗Λ Z = M ⊗ε Z. If P is a countably generated
projective Λ-module, then, for any ring homomorphism ϕ : Λ → Λ̂, P ⊗ϕ Λ̂ is pro-
jective and countably generated over Λ̂. Over Z, every projective module is free of
uniquely determined rank. Thus if P is a countably generated projective Λ-module
then P ⊗Λ Z ∼= Zα for some uniquely determined value of α (α = 1,2, . . . ,∞), and
we define the rank, rk(P ) of P by means of rk(P ) = α = rkZ(P ⊗Λ Z). We say that
Λ has property K(∞) when there exists an exact sequence

0 → P → Λb → Λa,

where a, b are positive integers and P is a projective Λ-module of infinite rank.

Proposition D.1 Let Λ ⊂ Λ̂ be an extension of augmented Z-algebras, and suppose
that Λ̂ is free as a (left) Λ-module; if Λ has property K(∞) then so also does Λ̂.

Proof Suppose that Λ has property K(∞); that is, there exists an exact sequence

of Λ-modules 0 → P
i→ Λb ϕ→ Λa where a, b are positive integers and P is

Λ-projective of infinite rank. Since Λ̂ is free as a left Λ-module, the functor—⊗ΛΛ̂

is exact. Since Λα ⊗Λ Λ̂ ∼= Λ̂α we obtain an exact sequence

0 → P ⊗Λ Λ̂
i→ Λ̂b ϕ→ Λ̂a.
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Moreover P ⊗Λ Λ̂ is Λ̂-projective, and (P ⊗Λ Λ̂)⊗
Λ̂

Z ∼= P ⊗Λ Z so that P ⊗Λ Λ̂

also has infinite rank. Hence Λ̂ has property K(∞). �

We recall the following from Sect. 6.3:

Theorem D.2 The following conditions are equivalent for any ring Λ:

(i) if M is a finitely presented Λ-module and Ω ∈ Ω1(M) then Ω is also finitely
presented;

(ii) if M is a finitely presented Λ-module and then Ωn(M) is defined and finitely
generated for all n ≥ 2;

(iii) if M is a finitely generated Λ-module such that Ω1(M) is finitely generated
then Ωn(M) is defined and finitely generated for all n ≥ 2;

(iv) in any exact sequence of Λ-modules 0 → Ω → Λb → Λa → M → 0, where
a, b are positive integers, the module Ω is finitely generated;

(v) in any exact sequence of Λ-modules 0 → Ω → Λb → Λa , where a, b are
positive integers, the module Ω is finitely generated.

A ring Λ which satisfies any of these conditions (i)–(v) is said to be coherent.
Otherwise we shall say that Λ is incoherent. Let Modfp(Λ) denote the category of
finitely presented Λ-modules. We may express the condition alternatively thus:

Λ is coherent ⇔ the category Modfp(Λ) is abelian. (D.3)

Clearly we have:

Proposition D.4 If Λ has property K(∞) then Λ is incoherent.

Writing cd(M) for the cohomological dimension of the Λ-module M we have:

Proposition D.5 Let M be a finitely generated Λ-module such that, for some
m ≥ 2,

(i) Ω1(M), . . . ,Ωm−1(M) are defined and finitely generated;
(ii) Ωm(M) is infinitely generated;

(iii) cd(M) ≤ m;

then Λ has property K(∞).

Proof By (i), there exists an exact sequence

0 → Ω → Λem−1 → ·· · → Λe1 → Λe0 → M → 0, (∗)

where e0, . . . , em−1 are positive integers. By (iii), there is an exact sequence

0 → Pm → Pm−1 → ·· · → P1 → P0 → M → 0. (∗∗)
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Comparing (∗) and (∗∗) by means of Swan’s generalization of Schanuel’s Lemma
[91], we see that

Ω ⊕ Q ∼= Pm ⊕ Q′

for some projective modules Q, Q′. In particular, Ω , being a direct summand of
the projective module Pm ⊕ Q′, is necessarily projective. However, by (ii), Ω is
not finitely generated. The sequence 0 → Ω → Λem−1 → Λem−2 shows that Λ has
property K(∞). �

These considerations apply when Λ is the integral group ring Λ = Z[G] of a
group G. We say that a group G has property K(∞) when the integral group ring
Z[G] has property K(∞); likewise, we say that G is incoherent when Z[G] is inco-
herent. If H is a subgroup of G, then the induced ring extension Z[H ] ⊂ Z[G] is a
morphism of augmented Z-algebras. Furthermore, as a left Z[H ]-module, Z[G] is
free on the basis G/H . From Proposition D.1 we see that:

Proposition D.6 Let H be a subgroup of a group G; if H has property K(∞) then
so also does G.

For subgroups of finite index, the relation is one of equivalence:

Proposition D.7 Let H be a subgroup of finite index in a group G; then

H has property K(∞) ⇐⇒ G has property K(∞).

Proof By Proposition D.6, it suffices to show (⇐=); thus suppose that there is an
exact sequence of Z[G]-modules

0 → P → Z[G]b → Z[G]a,
where P is a projective Z[G]-module of infinite rank. Let i : H ↪→ G be the
inclusion so that i∗ is the functor which restricts scalars from Z[G] to Z[H ].
Then i∗(Z[G]) ∼= Z[H ]d ; applying i∗ to the above gives an exact sequence
0 → Q → Z[H ]db → Z[H ]da where Q = i∗(P ). However,

Q ⊗Z[H ] Z ∼= (P ⊗Z[G] Z[G]) ⊗Z[H ] Z

∼= P ⊗Z[G] (Z[G] ⊗Z[H ] Z)

∼= P ⊗Z[G] Zd

∼= (Z∞)d

∼= Z∞.

Thus Z[H ] also has property K(∞). �

In consequence, possession of property K(∞) is an invariant of commensurabil-
ity class.
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If G, H are commensurable then

H has property K(∞) ⇔ G has property K(∞). (D.8)

As usual we denote by Z the trivial Z[H ]-module having Z as underlying abelian
group. Suppose that the group G is finitely generated by the set {x1, . . . , xg}. Then

we have an exact sequence of Z[G]-modules Z[G]g ∂→ Z[G] ε→ Z → 0 where ε is
the augmentation map, and ∂ is the Z[G]-homomorphism defined by the 1 × g ma-
trix ∂ = (x1 −1, . . . , xg −1). The augmentation ideal I = Ker(ε), being isomorphic
to Im(∂), is finitely generated. As ΩG

1 (Z) is represented by I we have:

If G is finitely generated then ΩG
1 (Z) is finitely generated. (D.9)

Recall that the cohomological dimension cd(H) of the group H is the same as
the cohomological dimension cd(Z) of the trivial Z[H ]-module Z. If cd(H) ≤ 2,
then any representative of Ω2(Z) is projective; from Proposition D.5 we obtain im-
mediately:

Proposition D.10 Let H be a finitely generated group; if cd(H) ≤ 2 and Ω2(Z) is
infinitely generated, then Z[H ] has property K(∞).

Corollary D.11 Let H be a finitely generated group; if cd(H) ≤ 2 and Ω2(Z) is
infinitely generated, then H is incoherent.

We proceed to produce a class of groups satisfying the hypotheses of Proposi-
tion D.10. Thus for n ≥ 2 let Fn be the (nonabelian) free group of rank n, and let
F1 = C∞ be the infinite cyclic group. Choose n ≥ 2, and let ϕ : Fn → C∞ be a
surjective homomorphism; we define H(n,ϕ) to be the fibre product

H(n,ϕ) = Fn ×
ϕ,ϕ

Fn = {(x, y) ∈ Fn × Fn : ϕ(x) = ϕ(y)}.

Proposition D.12 H(n,ϕ) has property K(∞).

Proof It is easy to check that H(n,ϕ) is both a normal subgroup and a subdirect
product of Fn ×Fn. The finite generation of H(n,ϕ) thus follows from [48] (1.21).
The argument of Grunewald ([35], Proposition B) now shows that, over H(n,ϕ),
the derived module Ω2(Z) is infinitely generated. Finally, since cd(Fn) = 1 and
H(n,ϕ) is a subgroup of Fn × Fn then cd(H(n,ϕ)) ≤ 2. �

From Propositions D.6, D.10 and D.12 we see that:

Corollary D.13 Let G be a group which contains a subgroup isomorphic to
H(n,ϕ); then Z[G] has property K(∞).

In particular, F2 × F2 contains a copy of every H(2, ϕ) so that F2 × F2 has
property K(∞). Furthermore, for m,n ≥ 2, Fm is contained as a subgroup of index
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m− 1 in F2 so that as Fm × Fn is commensurable with F2 × F2 then Fm × Fn also
has property K(∞). Thus from Propositions D.7 and D.10 we obtain:

Theorem D.14 Let G be a group which contains a copy of Fm × Fn for some
m,n ≥ 2; then Z[G] fails to be coherent.

One may observe that a group G contains a copy of Fm × Fn for some m,n ≥ 2
precisely when G contains a copy of F∞ × F∞. Thus a group G which contains a
copy of F∞ × F∞ also has property K(∞), and again fails to be coherent.

It follows from these observations that many familiar infinite groups fail to be
coherent; in particular, this is true of ‘most’ semisimple lattices. To see this, in gen-
eral terms, note that by the Arithmeticity Theorem of Margulis [72], a typical lattice
Γ in a general noncompact semisimple Lie group is arithmetic; that is, there is an
algebraic group G defined and semisimple over Q such that Γ is commensurable
with the group GZ of points which stabilize an integer lattice under a faithful rep-
resentation. It suffices to consider the case where G is Q-simple of real rank ≥ 2.
Then, except in low dimensional cases, G contains a proper semisimple algebraic
subgroup H × K. By a result of Tits [95], both HZ and KZ contain nonabelian free
groups. Thus GZ contains a copy of Fm ×Fn, and so has property K(∞). Hence Γ ,
being commensurable with GZ, also has property K(∞).

It is also true that ‘most’ poly-Surface groups fail to be coherent. For example,
let

1 → Σh → G → Σg → 1

be a group extension where Σn denotes the fundamental group of a closed surface of
genus n ≥ 2. Using, for example, the arguments of [49], it is straightforward to see
that if the operator homomorphism c : Σg → Out(Σh) fails to be injective then G

contains a subgroup of the form F∞ ×F∞, and so fails to be coherent. However, our
arguments do not settle those cases (cf. [36]) in which the operator homomorphism
is injective.
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