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Preface

With some justification, measure theory has a bad reputation. It is regarded

by most students as a subject that has little æsthetic appeal and lots of fussy

details. In order to make the subject more palatable, many authors have
chosen to add spice by embedding measure theory inside one of the many

topics in which measure theory plays a central role. In the past, Fourier

analysis was usually the topic chosen, but in recent years Fourier analysis

has been frequently displaced by probability theory. There is a lot to be

said for the idea of introducing a running metaphor with which to motivate

the technical definitions and minutiae with which measure theory is riddled.

However, I1 have not adopted this pedagogic device. Instead, I have attempted

to present measure theory as an essential branch of analysis, one that has merit

of its own. Thus, although I often digress to demonstrate how measure theory

answers questions whose origins are in other branches of analysis, this book

is about measure theory, unadorned.

In the first chapter I give a résumé of Riemann’s theory of integration, in-

cluding Stieltjes’s extension of that theory. My reason for including Riemann’s

theory is twofold. In the first place, when I turn to Lebesgue’s theory, I want

Riemann’s theory available for comparison purposes. Secondly, and perhaps

more important, I believe that Riemann’s theory provides many of the basic

tools with which one does actual computations. Lebesgue’s theory enables

one to prove equalities between abstract quantities, but evaluation of those

quantities usually requires Riemann’s theory. The final section of Chapter

1 contains an analysis of the rate at which Riemann sums approximate his

integral. In no sense is this section serious numerical analysis. On the other

hand, it gives an amusing introduction to the Euler–Maclaurin formula.

Modern (i.e., après Lebesgue) measure theory is introduced in Chapter

2. I begin by trying to explain why countable additivity is the sine qua
non in Lebesgue’s theory of integration. This explanation is followed by the

derivation of a few elementary properties possessed by countably additive

measures. In the second section of the chapter, I develop a somewhat primitive
procedure for constructing measures on metric spaces and then apply this

procedure to the construction of Lebesgue measure λRN on RN , the measure

1Contrary to the convention in most modern mathematical exposition and the

wishes of the GTM editors, I often use the first person singular rather than

the “royal we” when I expect the reader to be playing a passive role. I restrict

the use of “we” to places, like proofs, where I expect the active participation

of my readers.
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Preface

µF on R determined by a distribution function F , and the Bernoulli measures

βp on {0, 1}Z+

. Included here are a proof of the way in which Lebesgue

measure transforms under linear maps and of the relationship between λRN

and β 1
2
.

Lebesgue integration theory is taken up in Chapter 3. The basic theory is

covered in the first section, and its miraculous stability (i.e., the Monotone

Convergence and Lebesgue’s Dominated Convergence Theorems as well as

Fatou’s Lemma) is demonstrated in next section. The third section is a bit
of a digression. There I give a proof, based on Riesz’s Sunrise Lemma, of

Lebesgue’s Differentiation Theorem for increasing functions.

The first section of Chapter 4 is devoted to the construction of product

measures and the proof of Fubini’s Theorem. As an application, in the second

section I describe Steiner’s symmetrization procedure and use it to prove

the isodiametric inequality, which I then apply to show that N -dimensional

Hausdorff measure in RN is Lebesgue measure there.

In Chapter 5 I discuss several topics that are tied together by the fact that

they all involve changes of variables. The first of these is the application of

distribution functions to show that Lebesgue integrals can be represented as

Riemann integrals, and the second topic is polar coordinates. Both of these

are in § 5.1. The second section contains a proof of Jacobi’s transformation

formula and an application of his formula to the construction of surface mea-

sure for hypersurfaces in RN . My treatment of these is, from a differential

geometric perspective, extremely inelegant: there are no differential forms

here. In particular, my construction of surface measure is concertedly non-

intrinsic. Instead, I have adopted a more geometric measure-theoretic point

of view and constructed surface measure by “differentiating” Lebesgue mea-

sure. Similarly, my derivation in § 5.3 of the Divergence Theorem is devoutly

extrinsic and devoid of differential form technology.

Some of the bread and butter inequalities (specifically, Jensen’s, Hölder’s,

and Minkowski’s) of integration theory are derived in the first section of Chap-

ter 6. In the second section, these inequalities are used to study some ele-

mentary geometric facts about the Lebesgue spaces Lp as well as the mixed

Lebesgue spaces L(p,q). The results obtained in § 6.2 are applied in § 6.3 to the

analysis of boundedness properties for transformations defined by kernels on

the Lebesgue space. Particular emphasis is placed on transformations given

by convolution, for which Young’s inequality is proved. The chapter ends with
a brief discussion of Friedrichs mollifiers.

In preparation for Fourier analysis, Chapter 7 begins with a cursory intro-

duction to Hilbert spaces. The basic L2-theory of Fourier series is given in

§ 7.2 and is applied there to complete the program, started in § 1.3 of Chapter

1, of understanding the Euler–Maclaurin formula. The elementary theory of

the Fourier transform is developed in § 7.3, where I first give the L1-theory

and then the L2-theory. My approach to the latter is via Hermite functions.
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The concluding chapter contains several vital topics that were either given

short shrift or entirely neglected earlier. The first of these is the Radon–

Nikodym Theorem, which I, following von Neumann, prove as an application

of Riesz’s Representation Theorem for Hilbert space. The second topic is

Daniell’s theory of integration, which I use first to derive the standard cri-

terion that says when a finite, finitely additive measure admits a countably

additive extension and second to derive the Riesz Representation Theorem

for non-negative linear functionals on continuous functions. The final topic

is Carathéodory’s method for constructing measures from subadditive func-

tions and its application to the construction of Hausdorff measures on RN .

Although my treatment of Hausdorff measures barely touches on the many

beautiful and deep aspects of this subject, I do show that the restriction of

(N − 1)-dimensional Hausdorff measure to a hypersurface in RN coincides
with the surface measure constructed in § 5.2.2.

It is my hope that this book will be useful both as a resource for students

trying to learn measure theory on their own and as text for a course. I have

used it at M.I.T. as the text for a one semester course. However, M.I.T.

students are accustomed to abuse,2 and it is likely that as a text for a one

semester course elsewhere some picking and choosing will be necessary. My
suggestion is that one be sure to cover the first four chapters and the first

sections of Chapters 7 and 8, perhaps skipping § 1.3, § 3.3, and § 4.2. Depend-

ing on the interests of the students, one can supplement this basic material

with selections from Chapters 5, 6, as well as from material that one skipped

earlier.

There are exercises at the end of each section. Some of these are quite

trivial and others are quite challenging. Especially for those attempting to

learn the subject on their own, I strongly recommend that, at the very least,

my readers look at all the exercises and solve enough of them to become facile

with the techniques they wish to master. At least for me, it is not possible to

learn mathematics as a spectator.

Daniel W. Stroock

2It has been said that getting an education at M.I.T. is like taking a drink

from a fire hydrant.
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chapter 1

The Classical Theory

I begin by recalling a few basic facts about the integration theory that is
usually introduced in advanced calculus. I do so not only for purposes of later
comparison with the modern theory but also because it is the theory with
which most computations are eventually performed.

§ 1.1 Riemann Integration

Let N ∈ Z+ (throughout Z+ will denote the positive integers). A rectangle
in RN is a subset I of RN that can be written as the Cartesian product∏N

1 [ak, bk] of compact intervals [ak, bk], where it is assumed that ak ≤ bk for
each 1 ≤ k ≤ N . If I is such a rectangle, its diameter and volume are,
respectively,

diam(I) ≡ sup{|y−x| : x, y ∈ I} =

√√√√ N∑
k=1

(bk − ak)2 and vol (I) ≡
N∏
k=1

(
bk−ak

)
.

For the purposes of this exposition, it will be convenient to also take the empty
set to be a rectangle with diameter and volume 0.

Given a collection C,1 I will say that C is non-overlapping if distinct
elements of C have disjoint interiors. In that its conclusions seem obvious, the
following lemma is surprisingly difficult to prove.

Lemma 1.1.1. If C is a non-overlapping, finite collection of rectangles each
of which is contained in the rectangle J , then vol (J) ≥

∑
I∈C vol (I). On the

other hand, if C is any finite collection of rectangles and J is a rectangle that
is covered by C (i.e., J ⊆

⋃
C), then vol (J) ≤

∑
I∈C vol (I).

Proof: Since vol(I∩J) ≤ vol(I), assume throughout that J ⊇
⋃
I∈C I. Also,

without loss in generality, we will assume that J̊ 6= ∅.
The proof is by induction on N . Thus, suppose that N = 1. Given a

closed interval, use aI and bI to denote its left and right endpoints. Choose
aJ ≤ c0 < · · · < c` ≤ bJ so that

{ck : 1 ≤ k ≤ `} = {aI : I ∈ C} ∪ {bI : I ∈ C},

1 Throughout this chapter, C will denote a collection of rectangles.

DOI 10.1007/978-1-4614-1135-2_1, © Springer Science+Business Media, LLC 2011
1D.W. Stroock, Essentials of Integration Theory f  Analysis, Graduate Texts in Mathematics 262,or



2 1 The Classical Theory

and set Ck = {I ∈ C : [ck−1, ck] ⊆ I}. Clearly, for each I ∈ C, vol(I) =∑
{k: I∈Ck}(ck − ck−1).2

When C is non-overlapping, no Ck contains more than one I ∈ C, and so

∑
I∈C

vol(I) =
∑
I∈I

∑
{k:I∈Ck}

(ck − ck−1) =
∑̀
k=1

card(Ck)(ck − ck−1)

≤
∑̀
k=1

(ck − ck−1) ≤ (bJ − aJ) = vol(J).

If J =
⋃
C, then c0 = aJ , c` = bJ , and, for each 1 ≤ k ≤ `, there is an I ∈ C for

which I ∈ Ck. To prove this last assertion, simply note that if x ∈ (ck−1, ck)
and x ∈ I ∈ C, then [ck−1, ck] ⊆ I and therefore I ∈ Ck. Knowing this, we
have

∑
I∈C

vol(I) =
∑
I∈C

∑
{k:I∈Ck}

(ck − ck−1) =
∑̀
k=1

card(Ck)(ck − ck−1)

≥
∑̀
k=1

(ck − ck−1) = (bJ − aJ) = vol(J).

Now assume the result for N . Given a rectangle I in RN+1, determine
aI , bI ∈ R and the rectangle RI in RN so that I = RI × [aI , bI ]. Choose
aJ ≤ c0 < · · · < c` ≤ bJ as before, and define Ck accordingly. Then, for each
I ∈ C,

vol(I) = vol(RI)(bI − aI) = vol(RI)
∑

{k:I∈Ck}

(ck − ck−1).

If C is non-overlapping, then {RI : I ∈ Ck} is non-overlapping for each k.
Hence, since

⋃
I∈Ck RI ⊆ RJ , the induction hypothesis implies

∑
I∈Ck vol(RI)

≤ vol(RJ) for each 1 ≤ k ≤ `, and therefore∑
I∈C

vol(I) =
∑
I∈C

vol(RI)
∑

{k: I∈Ck}

(ck − ck−1)

≤
∑̀
k=1

(ck − ck−1)
∑
I∈Ck

vol(RI) ≤ (bJ − aJ)vol(RJ) = vol(J).

Finally, assume that J =
⋃
I∈C . In this case, c0 = aJ and c` = bJ . In

addition, for each 1 ≤ k ≤ `, RJ =
⋃
I∈Ck RI . To see this, note that if

x = (x1, . . . , xN+1) ∈ J and xN+1 ∈ (ck−1, ck), then I 3 x =⇒ [ck−1, ck] ⊆

2 Here, and elsewhere, the sum over the empty set is taken to be 0.



§ 1.1 Riemann Integration 3

[aI , bI ] and therefore that I ∈ Ck. Hence, by the induction hypothesis,
vol(RJ) ≤

∑
I∈Ck vol(RI) for each 1 ≤ k ≤ `, and therefore∑

I∈C
vol(I) =

∑
I∈C

vol(RI)
∑

{k:I∈Ck}

(ck − ck−1)

=
∑̀
k=1

(ck − ck−1)
∑
I∈Ck

vol(RI) ≥ (bJ − aJ)vol(RJ) = vol(J). �

Given a collection C of rectangles I, say that ξ : C −→
⋃
C is a choice map

for C if ξ(I) ∈ I for each I ∈ C, and use Ξ(C) to denote the set of all such
maps. Given a finite collection C, a choice map ξ ∈ Ξ(C), and a function
f :
⋃
C −→ R, define the Riemann sum of f over C relative to ξ to be

(1.1.2) R(f ; C, ξ) ≡
∑
I∈C

f(ξ(I))vol (I).

Finally, if J is a rectangle and f : J −→ R is a function, f is said to be
Riemann integrable on J if there is a number A ∈ R with the property
that, for all ε > 0, there is a δ > 0 such that

|R(f ; C, ξ)−A| < ε

whenever ξ ∈ Ξ(C) and C is a non-overlapping, finite, exact cover of J (i.e.,
J =

⋃
C) whose mesh size ‖C‖, given by ‖C‖ ≡ max

{
diam(I) : I ∈ C

}
, is

less than δ. When f is Riemann integrable on J , the associated number A is
called the Riemann integral of f on J , and I will use

(R)

∫
J

f(x) dx

to denote A.
It is a relatively simple matter to see that any f ∈ C(J ;R) (the space of

continuous real-valued functions on J) is Riemann integrable on J . However,
in order to determine when more general bounded functions are Riemann
integrable, it is useful to introduce the Riemann upper sum

U(f ; C) ≡
∑
I∈C

sup
x∈I

f(x)vol (I)

and the Riemann lower sum

L(f ; C) ≡
∑
I∈C

inf
x∈I

f(x)vol (I).

Clearly, one always has

L(f ; C) ≤ R(f ; C, ξ) ≤ U(f ; C)



4 1 The Classical Theory

for any C and ξ ∈ Ξ(C). Also, by Cauchy’s convergence criterion, it is clear
that a bounded f is Riemann integrable if and only if

(1.1.3) lim
‖C‖→0

L(f ; C) ≥ lim
‖C‖→0

U(f ; C),

where the limits are taken over non-overlapping, finite, exact covers of J . My
goal now is to show that the preceding can be replaced by the condition3

(1.1.4) sup
C
L(f ; C) ≥ inf

C
U(f ; C)

where the C ’s run over all non-overlapping, finite, exact covers of J .
To this end, partially order the covers C by refinement. That is, say that

C2 is more refined than C1 and write C1 ≤ C2, if, for every I2 ∈ C2, there is
an I1 ∈ C1 such that I2 ⊆ I1. Note that, for every pair C1 and C2, the least
common refinement C1∨C2 is given by C1∨C2 = {I1∩I2 : I1 ∈ C1 and I2 ∈ C2}.

Lemma 1.1.5. For any pair of non-overlapping, finite, exact covers C1 and
C2 of J and any bounded function f : J −→ R, L(f ; C1) ≤ U(f ; C2). Moreover,
if C1 ≤ C2, then L(f ; C1) ≤ L(f ; C2) and U(f ; C1) ≥ U(f ; C2). Finally, if f is
bounded, then (1.1.4) holds if and only if for every ε > 0 there exists a C such
that4

(1.1.6) U(f ; C)− L(f ; C) =
∑
I∈C

(
sup
I
f − inf

I
f

)
vol(I) < ε.

Proof: We will begin by proving the second statement. Noting that

(1.1.7) L(f ; C) = −U(−f ; C),

one sees that it suffices to check that U(f ; C1) ≥ U(f ; C2) if C1 ≤ C2. But, for
each I1 ∈ C1,

sup
x∈I1

f(x)vol (I1) ≥
∑

{I2∈C2:I2⊆I1}

sup
x∈I2

f(x)vol (I2),

where Lemma 1.1.1 was used to see that

vol (I1) =
∑

{I2∈C2: I2⊆I1}

vol (I2).

3 In many texts, this condition is adopted as the definition of Riemann integrability. Obvi-
ously, since, as is about to shown, it is equivalent to the definition that was given earlier,

there is no harm in doing so. However, when working in the more general setting studied

in § 1.2, the distinction between these two definitions does make a difference.
4 Here, and elsewhere, supI f = supx∈I f(x) and infI f = infx∈I f(x).
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After summing the above over I1 ∈ C1, one arrives at the required result.
Given the preceding, the first assertion is immediate. Namely, for any C1

and C2,
L(f ; C1) ≤ L(f ; C1 ∨ C2) ≤ U(f ; C1 ∨ C2) ≤ U(f ; C2).

Finally, if for each ε > 0 (1.1.6) holds for some Cε, then, for each ε > 0,

inf
C
U(f ; C)− sup

C
L(f ; C) ≤ U(f ; Cε)− L(f ; Cε) < ε,

and so (1.1.4) holds. Conversely, if (1.1.4) holds and ε > 0, choose C1 and C2
for which supC L(f ; C) ≤ L(f ; C1) + ε

2 and infC U(f ; C) ≥ U(f ; C2)− ε
2 . Then

(1.1.6) holds with Cε = C1 ∨ C2. �

Lemma 1.1.5 really depends only on properties of our order relation and
not on the properties of vol(I). On the other hand, the next lemma depends
on the continuity of volume with respect to the side-lengths of rectangles.

Lemma 1.1.8. Assume that J̊ 6= ∅, and let C be a non-overlapping, finite,
exact cover of the rectangle J . If f : J −→ R is a bounded function, then,
for each ε > 0, there is a δ > 0 such that

U(f ; C′) ≤ U(f ; C) + ε and L(f ; C′) ≥ L(f ; C)− ε

whenever C′ is a non-overlapping, finite, exact cover of J with the property
that ‖C′‖ < δ.

Proof: In view of (1.1.7), we need consider only the Riemann upper sums.

Let J =
∏N

1 [ck, dk]. Given a δ > 0, a rectangle I =
∏N

1 [ak, bk] and

1 ≤ k ≤ N , define I−k (δ) and I+
k (δ) to be the rectangles

J ∩

 ∏
1≤j<k

[cj , dj ]

× [ak − δ, ak + δ]×

 ∏
k<j≤N

[cj .dj ]


and

J ∩

 ∏
1≤j<k

[cj , dj ]

× [bk − δ, bk + δ]×

 ∏
k<j≤N

[cj .dj ]


respectively. Then, for any rectangle I ′ ⊆ J with diam(I ′) < δ, either I ′ ⊆ I
for some I ∈ C or, for some I ∈ C and 1 ≤ k ≤ N , I ′ ⊆ I+

k (δ) or I ′ ⊆ I−k (δ).
Now let C′ with ‖C′‖ < δ be given. Then, by an application of Lemma 1.1.1,

we can write

U(f ; C′) =
∑
I′∈C′

sup
I′
f vol(I ′) =

∑
I∈C

∑
I′∈C′

sup
I′
f vol(I ∩ I ′)

=
∑
I∈C

∑
I′∈C′

sup
I∩I′

f vol(I ∩ I ′) +
∑
I∈C

∑
I′∈C′

(
sup
I′
f − sup

I∩I′
f

)
vol(I ∩ I ′).



6 1 The Classical Theory

But clearly∑
I∈C

∑
I′∈C′

sup
I∩I′

f vol(I ∩ I ′) ≤
∑
I∈C

∑
I′∈C′

sup
I
f vol(I ∩ I ′) = U(f ; C),

where the final step is another application of Lemma 1.1.1. Thus, it remains
to estimate ∑

I∈C

∑
I′∈C′

(
sup
I′
f − sup

I∩I′
f

)
vol(I ∩ I ′).

However, by the discussion in the preceding paragraph, for each I ′ ∈ C′, either
I ′ ⊆ I for some I ∈ C, in which case∑

I∈C

(
sup
I′
f − sup

I∩I′
f

)
vol(I ∩ I ′) = 0,

or, for some I ∈ C and 1 ≤ k ≤ N , I ′ ⊆ I+
k (δ) or I ′ ⊆ I−k (δ). Thus, if

B(k, I)± =
{
I ′ ∈ C : I ′ ⊆ I±k (δ)

}
,

then∑
I∈C

∑
I′∈C′

(
sup
I′
f − sup

I∩I′
f

)
vol(I ∩ I ′)

≤ 2‖f‖u
N∑
k=1

∑
I∈C

 ∑
I′∈B(k,I)+

vol(I ∩ I ′) +
∑

I′∈B(k,I)−

vol(I ∩ I ′)

 .

(In the preceding, I have introduced the notation, to be used throughout, that
‖f‖u denotes the uniform norm of f : the supremum of |f | over the set on
which f is defined.) Finally, by Lemma 1.1.1, for each 1 ≤ k ≤ N and I ∈ C,

∑
I′∈B(k,I)±

vol(I ∩ I ′) ≤ vol
(
I±k (δ)

)
≤ 2δ

vol(J)

dk − ck
,

and so we have now proved that, whenever ‖C′‖ ≤ δ,

U(f ; C′)− U(f ; C) ≤
∑
I∈C

∑
I′∈C′

(
sup
I′
f − sup

I∩I′
f

)
vol(I ∩ I ′) ≤ K‖f‖uδ,

where

K ≡ 4Ncard(C) max
1≤k≤N

vol(J)

dk − ck
. �

As an essentially immediate consequence of Lemma 1.1.8, we have the fol-
lowing theorem.
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Theorem 1.1.9. Let f : J −→ R be a bounded function on the rectangle
J . Then

lim
‖C‖→0

L(f ; C) = sup
C
L(f ; C) and lim

‖C‖→0
U(f ; C) = inf

C
U(f ; C),

where C runs over non-overlapping, finite, exact covers of J . In particular,
(1.1.4) is a necessary and sufficient condition that a bounded f on J be
Riemann integrable, and so every f ∈ C(J ;R) is Riemann integrable.

Proof: First note that, by Lemma 1.1.8, for every C and ε > 0 there exists
a δ > 0 for which

‖C′‖ < δ =⇒ U(f ; C′) ≤ inf
C
U(f ; C) + ε and L(f ; C′) ≥ sup

C
L(f ; C)− ε.

Hence,

lim
‖C‖↘0

U(f ; C) ≤ inf
C
U(f ; C) and lim

‖C‖↘0

L(f ; C) ≥ sup
C
L(f ; C).

Since

lim
‖C‖↘0

U(f ; C) ≥ inf
C
U(f ; C) and lim

‖C‖↘0
L(f ; C) ≤ sup

C
L(f ; C)

trivially, the first assertion follows. Given this, it is obvious that (1.1.3) is
equivalent to (1.1.4) and therefore that f is Riemann integrable if and only if
(1.1.4) holds. Finally, if f ∈ C(J ;R), then for each ε > 0 there is a δ > 0 such
that5 maxI∈C (supI f − infI f) < ε and therefore U(f ; C) − L(f ; C) < εvol(J)
for any C with ‖C‖ < δ. �

Exercises for § 1.1

Exercise 1.1.10. Suppose that f and g are bounded, Riemann integrable
functions on J . Show that f ∨ g ≡ max{f, g}, f ∧ g ≡ min{f, g}, and, for any
α, β ∈ R, αf + βg are all Riemann integrable on J . In addition, check that

(R)

∫
J

(f ∨ g)(x) dx ≥
(

(R)

∫
J

f(x) dx

)
∨
(

(R)

∫
J

g(x) dx

)
,

(R)

∫
J

(f ∧ g)(x) dx ≤
(

(R)

∫
J

f(x) dx

)
∧
(

(R)

∫
J

g(x) dx

)
,

and

(R)

∫
J

(αf + βg)(x) dx = α

(
(R)

∫
J

f(x) dx

)
+ β

(
(R)

∫
J

g(x) dx

)
.

Conclude, in particular, that if f and g are Riemann integrable on J and
f ≤ g, then (R)

∫
J
f(x) dx ≤ (R)

∫
J
g(x) dx.

5 Recall that a continuous function on a compact set is uniformly continuous there.
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Exercise 1.1.11. Show that if f is a bounded real-valued function on the
rectangle J , then f is Riemann integrable if and only if, for each ε > 0, there
is a δ > 0 such that

‖C‖ < δ =⇒
∑

{I∈C:supI f−infI f>ε}

vol (I) < ε.

In fact, show that f will be Riemann integrable if, for each ε > 0, there exists
some C for which

∑
{I∈C:supI f−infI f>ε} vol(I) < ε.

Exercise 1.1.12. Show that a bounded f on J is Riemann integrable if it is
continuous on J at all but a finite number of points. See Theorem 5.1.4 for
more information.

§ 1.2 Riemann–Stieltjes Integration

In Section 1.1 I developed the classical integration theory with respect to the
standard notion of Euclidean volume. In the present section, I will extend the
classical theory, at least for integrals in one dimension, to cover more general
notions of volume.

Let J = [a, b] be an interval in R and ϕ and ψ a pair of real-valued functions
on J . Given a non-overlapping, finite, exact cover C of J by closed intervals
I and a choice map ξ ∈ Ξ(C), define the Riemann sum of ϕ over C with
respect to ψ relative to ξ to be

R(ϕ|ψ; C, ξ) =
∑
I∈C

ϕ
(
ξ(I)

)
∆Iψ,

where ∆Iψ ≡ ψ(I+) − ψ(I−) and I+ and I− denote, respectively, the right-
and left-hand endpoints of the interval I. Obviously, when ψ(x) = x, x ∈ J ,
R(ϕ|ψ; C, ξ) = R(ϕ; C, ξ). Thus, it is consistent to say that ϕ is Riemann
integrable on J with respect to ψ, or, more simply, ψ-Riemann inte-
grable on J , if there is a number A with the property that, for each ε > 0,
there is a δ > 0 such that

(1.2.1) sup
ξ∈Ξ(C)

|R(ϕ|ψ; C, ξ)−A| < ε

whenever C is a non-overlapping, finite, exact cover of J satisfying ‖C‖ < δ.
Assuming that ϕ is ψ-Riemann integrable on J , the number A in (1.2.1) is
called the Riemann–Stieltjes integral of ϕ on J with respect to ψ, and
I will use

(R)

∫
J

ϕ(x) dψ(x)

to denote A.
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Examples 1.2.2. The following examples may help to explain what is going
on here. Throughout, J = [a, b] is a compact interval.

(i) If ϕ ∈ C(J ;R) and ψ ∈ C1(J ;R) (i.e., ψ is continuously differentiable on
J), then one can use the Mean Value Theorem to check that ϕ is ψ-Riemann
integrable on J and that

(R)

∫
J

ϕ(x) dψ(x) = (R)

∫
J

ϕ(x)ψ′(x) dx.

(ii) If there exist a = a0 < a1 < · · · < an = b such that ψ is constant on
each of the intervals (am−1, am), then every ϕ ∈ C

(
[a, b];R

)
is ψ-Riemann

integrable on [a, b], and

(R)

∫
[a,b]

ϕ(x) dψ(x) =

n∑
m=0

ϕ(am)dm,

where d0 = ψ(a+) − ψ(a), dm = ψ(am+) − ψ(am−) for 1 ≤ m ≤ n − 1, and
dn = ψ(b)−ψ(b−). (I use f(x+) and f(x−) to denote the right and left limits
of a function f at x.)

(iii) If both (R)
∫
J
ϕ1(x) dψ(x) and (R)

∫
J
ϕ2(x) dψ(x) exist (i.e., ϕ1 and

ϕ2 are both ψ-Riemann integrable on J), then, for all real numbers α and β,
(αϕ1 + βϕ2) is ψ-Riemann integrable on J and

(R)

∫
J

(αϕ1 + βϕ2)(x) dψ(x)

= α

(
(R)

∫
J

ϕ1(x) dψ(x)

)
+ β

(
(R)

∫
J

ϕ2(x) dψ(x)

)
.

(iv) If J = J1 ∪ J2 where J̊1 ∩ J̊2 = ∅ and if ϕ is ψ-Riemann integrable on
J , then ϕ is ψ-Riemann integrable on both J1 and J2, and

(R)

∫
J

ϕ(x) dψ(x) = (R)

∫
J1

ϕ(x) dψ(x) + (R)

∫
J2

ϕ(x) dψ(x).

All the assertions made in Examples 1.2.2 are reasonably straightforward
consequences of the definition of Riemann integrability.

§ 1.2.1. Riemann Integrability: Perhaps the most important reason for
introducing the Riemann–Stieltjes integral is the following theorem, which
shows that the notion of Riemann–Stieltjes integrability possesses a remark-
able symmetry.

Theorem 1.2.3 (Integration by Parts). If ϕ is ψ-Riemann integrable on
J = [a, b], then ψ is ϕ-Riemann integrable on J and

(1.2.4) (R)

∫
J

ψ(x) dϕ(x) = ψ(b)ϕ(b)− ψ(a)ϕ(a)− (R)

∫
J

ϕ(x) dψ(x).
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Proof: Let C =
{

[αm−1, αm] : 1 ≤ m ≤ n
}

, where a = α0 ≤ · · · ≤ αn = b;
and let ξ ∈ Ξ(C) with ξ([αm−1, αm]) = βm ∈ [αm−1, αm]. Set β0 = a and
βn+1 = b. Then

R(ψ|ϕ; C, ξ) =

n∑
m=1

ψ(βm)
(
ϕ(αm)− ϕ(αm−1)

)
=

n∑
m=1

ψ(βm)ϕ(αm)−
n−1∑
m=0

ψ(βm+1)ϕ(αm)

= ψ(βn)ϕ(αn)−
n−1∑
m=1

ϕ(αm)
(
ψ(βm+1)− ψ(βm)

)
− ψ(β1)ϕ(α0)

= ψ(b)ϕ(b)− ψ(a)ϕ(a)−
n∑

m=0

ϕ(αm)
(
ψ(βm+1)− ψ(βm)

)
= ψ(b)ϕ(b)− ψ(a)ϕ(a)−R(ϕ|ψ; C′, ξ′),

where C′ =
{

[βm−1, βm] : 1 ≤ m ≤ n + 1
}

and ξ′ ∈ Ξ(C′) is defined by
ξ′([βm, βm+1]) = αm for 0 ≤ m ≤ n. Noting that ‖C′‖ ≤ 2‖C‖, one now sees
that if ϕ is ψ-Riemann integrable then ψ is ϕ-Riemann integrable and that
(1.2.4) holds. �

It is hardly necessary to point out, but notice that when ψ ≡ 1 and ϕ is
continuously differentiable, then, by (i) in Examples 1.2.2, (1.2.4) becomes
the Fundamental Theorem of Calculus.

Although the preceding theorem indicates that it is natural to consider ϕ
and ψ as playing symmetric roles in the theory of Riemann–Stieltjes integra-
tion, it turns out that, in practice, one wants to impose a condition on ψ that
will guarantee that every ϕ ∈ C(J ;R) is Riemann integrable with respect to
ψ and that, in addition (recall that ‖ϕ‖u is the uniform norm of ϕ),

(1.2.5)

∣∣∣∣(R)

∫
J

ϕ(x) dψ(x)

∣∣∣∣ ≤ Kψ‖ϕ‖u

for some Kψ < ∞ and all ϕ ∈ C(J ;R). Example (i) in Examples 1.2.2 tells
us that one condition on ψ that guarantees the ψ-Riemann integrability of
every continuous ϕ is that ψ ∈ C1(J ;R). Moreover, from the expression
given there, it is an easy matter to check that in this case (1.2.5) holds with
Kψ = ‖ψ′‖u(b − a). On the other hand, example (ii) makes it clear that ψ
need not be even continuous, much less differentiable, in order that Riemann
integration with respect to ψ have the above properties. The following result
emphasizes this same point.

Theorem 1.2.6. Let ψ be non-decreasing on J . Then every ϕ ∈ C(J ;R) is
ψ-Riemann integrable on J . In addition, if ϕ is non-negative and ψ-Riemann
integrable on J , then (R)

∫
J
ϕ(x) dψ(x) ≥ 0. In particular, (1.2.5) holds with

Kψ = ∆Jψ.
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Proof: The fact that (R)
∫
J
ϕ(x) dψ(x) ≥ 0 if ϕ is a non-negative function

that is ψ-Riemann integrable on J follows immediately from the fact that
R(ϕ|ψ; C, ξ) ≥ 0 for any C and ξ ∈ Ξ(C). Applying this to the functions ‖ϕ‖u±
ϕ and using the linearity property in (iii) of Examples 1.2.2, we conclude that
(1.2.5) holds with Kψ = ∆Jψ. Thus, all that we have to do is check that
every ϕ ∈ C(J ;R) is ψ-Riemann integrable on J .

Let ϕ ∈ C(J ;R) be given and define

U(ϕ|ψ; C) =
∑
I∈C

(
sup
I
ϕ
)
∆Iψ and L(ϕ|ψ; C) =

∑
I∈C

(
inf
I
ϕ
)
∆Iψ.

Then, just as in § 1.1,

L(ϕ|ψ; C) ≤ R(ϕ|ψ; C, ξ) ≤ U(ϕ|ψ; C)

for any ξ ∈ Ξ(C). In addition (cf. Lemma 1.1.5), for any pair C1 and C2, one
has that L(ϕ|ψ; C1) ≤ U(ϕ|ψ; C2). Finally, for any C,

U(ϕ|ψ; C)− L(ϕ|ψ; C) ≤ ω(‖C‖)∆Jψ,

where
ω(δ) ≡ sup

{
|ϕ(y)− ϕ(x)| : x, y ∈ J and |y − x| ≤ δ

}
is the modulus of continuity of ϕ. Hence, since, by uniform continuity,
limδ↘0 ω(δ) = 0,

lim
‖C‖→0

(
U(ϕ|ψ; C)− L(ϕ|ψ; C)

)
= 0.

But this means that, for every ε > 0, there is a δ > 0 for which

U(ϕ|ψ; C)− U(ϕ|ψ; C′) ≤ U(ϕ|ψ; C)− L(ϕ|ψ; C) < ε

no matter what C′ is chosen as long as ‖C‖ < δ. From the above it is clear
that

inf
C
U(ϕ; C) = lim

‖C‖→0
U(ϕ|ψ; C) = lim

‖C‖→0
L(ϕ|ψ; C) = sup

C
L(ϕ; C)

and therefore that ϕ is ψ-Riemann integrable on J and (R)
∫
J
ϕ(x) dψ(x)

= infC U(ϕ; C). �
One obvious way to extend the preceding result is to note that if ϕ is

Riemann integrable on J with respect to both ψ1 and ψ2, then it is Riemann
integrable on J with respect to ψ ≡ ψ2 − ψ1 and

(R)

∫
J

ϕ(x) dψ(x) = (R)

∫
J

ϕ(x) dψ2(x)− (R)

∫
J

ϕ(x) dψ1(x).

(This can be seen directly or as a consequence of Theorem 1.2.3 combined
with (iii) in Examples 1.2.2.) In particular, we have the following corollary
to Theorem 1.2.6.



12 1 The Classical Theory

Corollary 1.2.7. If ψ = ψ2 − ψ1, where ψ1 and ψ2 are non-decreasing
functions on J , then every ϕ ∈ C(J ;R) is Riemann integrable with respect to
ψ and (1.2.5) holds with Kψ = ∆Jψ1 + ∆Jψ2.

§ 1.2.2. Functions of Bounded Variation: In this subsection I will carry
out a program that will show that, at least among ψ’s that are right-continuous
on J \{J+} and have left limits at each point in J \{J−}, the ψ ’s in Corollary
1.2.7 are the only ones with the properties that every ϕ ∈ C(J ;R) is ψ-
Riemann integrable on J and (1.2.5) holds for some Kψ <∞.

The first step is to provide an alternative description of those ψ ’s that can
be expressed as the difference between two non-decreasing functions. To this
end, let ψ be a real-valued function on J and define

S(ψ; C) =
∑
I∈C
|∆Iψ|

for any non-overlapping, finite, exact cover C of J . Clearly

S(αψ; C) = |α|S(ψ; C) for all α ∈ R,

S(ψ1 + ψ2; C) ≤ S(ψ1; C) + S(ψ2; C) for all ψ1 and ψ2,

and
S(ψ; C) = |∆Jψ|

if ψ is monotone on J . Moreover, if C is given and C′ is obtained from C
by replacing one of the I ’s in C by a pair {I1, I2}, where I = I1 ∪ I2 and

I̊1 ∩ I̊2 = ∅, then, by the triangle inequality,

S(ψ;C′)− S(ψ; C)
= |ψ(I+

1 )− ψ(I−1 )|+ |ψ(I+
2 )− ψ(I−2 )| − |ψ(I+)− ψ(I−)| ≥ 0.

Hence, C ≤ C′ =⇒ S(ψ; C) ≤ S(ψ; C′).
Define the variation of ψ on J to be the number (possibly infinite)

Var(ψ; J) ≡ sup
C
S(ψ; C),

where the C ’s run over all non-overlapping, finite, exact covers of J . Also, say
that ψ has bounded variation on J if Var(ψ; J) < ∞. It should be clear
that if ψ = ψ2 − ψ1 for non-decreasing ψ1 and ψ2 on J , then ψ has bounded
variation on J and Var(ψ; J) ≤ ∆Jψ1 + ∆Jψ2. What is less obvious is that
every ψ having bounded variation on J can be expressed as the difference of
two non-decreasing functions. In order to prove this, introduce the quantities

S+(ψ; C) =
∑
I∈C

(
∆Iψ

)+
and S−(ψ; C) =

∑
I∈C

(
∆Iψ

)−
,
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where α+ ≡ α ∨ 0 and α− ≡ −(α ∧ 0) for α ∈ R, and call

Var+(ψ; J) ≡ sup
C
S+(ψ; C) and Var−(ψ; J) ≡ sup

C
S−(ψ; C)

the positive variation and the negative variation of ψ on J . Clearly

C ≤ C′ =⇒ S±(ψ; C) ≤ S±(ψ; C′),

and, after noting that

2S±(ψ; C) = S(ψ; C)±∆Jψ

S+(ψ; C)− S−(ψ; C) = ∆Jψ(1.2.8)

S+(ψ; C) + S−(ψ; C) = S(ψ; C)

for any C, one sees that

Var+(ψ; J) <∞⇐⇒ Var(ψ; J) <∞⇐⇒ Var−(ψ; J) <∞.

Lemma 1.2.9. If Var(ψ; J) <∞, then

(1.2.10) Var+(ψ; J) + Var−(ψ; J) = Var(ψ; J)

and

(1.2.11) Var+(ψ; J)−Var−(ψ; J) = ∆Jψ.

Proof: By the middle relation in (1.2.8), we see that

S±(ψ; C) ≤ Var∓(ψ; J)±∆Jψ.

Hence
Var±(ψ; J) ≤ Var∓(ψ; J)±∆Jψ;

and so (1.2.11) has been proved. Moreover, (1.2.11) combined with the middle
relation in (1.2.8) leads to

Var+(ψ; J)− S+(ψ; C) = Var−(ψ; J)− S−(ψ; C)

for any C. In particular, there is a sequence {Cn : n ≥ 1} such that S+(ψ; Cn)
−→ Var+(ψ; J) as n→∞ and, at the same time, S−(ψ; Cn) −→ Var−(ψ; J).
Hence, by the last relation in (1.2.8), we see that

Var+(ψ; J) + Var−(ψ; J) ≤ lim
n→∞

S(ψ; Cn) ≤ Var(ψ; J).

On the other hand, by that same relation in (1.2.8),

S(ψ; C) = S+(ψ; C) + S−(ψ; C) ≤ Var+(ψ; J) + Var−(ψ; J)

for every C. When combined with the preceding, this completes the proof of
(1.2.10). �
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Lemma 1.2.12. If ψ has bounded variation on [a, b] and a < c < b, then

Var±(ψ; [a, b]) = Var±(ψ; [a, c]) + Var±(ψ; [c, b]),

and therefore also Var(ψ; [a, b]) = Var(ψ; [a, c]) + Var(ψ; [c, b]).

Proof: Because of (1.2.10) and (1.2.11), it suffices to check the equality only
for “Var” itself. But if C1 and C2 are non-overlapping, finite, exact covers of
[a, c] and [c, b], then C = C1 ∪ C2 is a non-overlapping, finite, exact cover of
[a, b]; and so

S(ψ; C1) + S(ψ; C2) = S(ψ; C) ≤ Var(ψ; [a, b]).

Hence Var(ψ; [a, c]) + Var(ψ; [c, b]) ≤ Var(ψ; [a, b]). On the other hand, if C
is a non-overlapping, finite, exact cover of [a, b], then it is easy to construct
non-overlapping, finite, exact covers C1 and C2 of [a, c] and [c, b] such that
C ≤ C1 ∪ C2. Hence,

S(ψ; C) ≤ S(ψ; C1 ∪ C2) = S(ψ; C1) + S(ψ; C2) ≤ Var(ψ; [a, c]) + Var(ψ; [c, b]).

Since this is true for every C, the asserted equality is now proved. �

We have now proved the following decomposition theorem for functions
having bounded variation.

Theorem 1.2.13. Let ψ : J −→ R be given. Then ψ has bounded variation
on J if and only if there exist non-decreasing functions ψ1 and ψ2 on J such
that ψ = ψ2 − ψ1. In fact, if ψ has bounded variation on J = [a, b] and we
define ψ±(x) = Var±(ψ; [a, x]) for x ∈ J , then ψ+ and ψ− are non-decreasing
and ψ(x) = ψ(a)+ψ+(x)−ψ−(x), x ∈ J . Finally, if ψ has bounded variation
on J , then every ϕ ∈ C(J ;R) is Riemann integrable on J with respect to ψ
and ∣∣∣∣(R)

∫
J

ϕ(x) dψ(x)

∣∣∣∣ ≤ Var(ψ; J)‖ϕ‖u.

In order to complete our program, we need to establish a couple of elemen-
tary facts about functions ψ : R −→ R with discontinuities. Discontinuities
of functions on R can be of two types. The first type is a jump discontinu-
ity: one that arises because both the right limit limt↘s ψ(t) and the left limit
limt↗s ψ(t) exist but one or both are not equal to ψ(s). The second type of
discontinuity is an oscillatory discontinuity: one that occurs because either
or both the left and right limits fail to exist. All discontinuities of monotone
functions, and therefore also of all functions having bounded variation, are
jump discontinuities. An example of a ψ with an oscillatory discontinuity is
the one for which ψ(t) equals sin 1

t when t 6= 0 and 0 when t = 0. The following
lemma contains evidence that functions that have only jump discontinuities
cannot be too wild.
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Lemma 1.2.14. If ψ : J −→ R has a right limit in R at every x ∈ J \ {J+}
and a left limit in R at every x ∈ J \ {J−}, then ψ is bounded and

card
({
x ∈ J̊ : |ψ(x)− ψ(x+)| ∨ |ψ(x)− ψ(x−)| ≥ ε

})
<∞ for each ε > 0.

In particular, ψ has at most countably many discontinuities. Also, if ψ̃(x) ≡
ψ(x+) for x ∈ J̊ and ψ̃(x) = ψ(x) for x ∈ {J−, J+}, then ψ̃ is right-continuous

on J̊ , has a left limit in R at every x ∈ J \ {J−}, and coincides with ψ at
all points where ψ is continuous. Thus, if ϕ is Riemann integrable on J with
respect to both ψ and ψ̃, then (R)

∫
J
ϕ(x) dψ̃(x) = (R)

∫
J
ϕ(x) dψ(x). Finally,

if ϕ ∈ C(J ;R) is Riemann integrable on J with respect to ψ, then it is also

Riemann integrable on J with respect to ψ̃.

Proof: Suppose that ψ were unbounded. Then we could find a sequence
{xn : n ≥ 1} ⊆ J for which |ψ(xn)| −→ ∞ as n → ∞; and clearly there
is no loss of generality to assume that either xn+1 < xn or xn+1 > xn for
all n ≥ 1. But, in the first case, this would mean that |ψ(x+)| = ∞, where
x = limn→∞ xn, and so no such sequence can exist. Similarly, the second case
would lead to the non-existence of ψ(x−) in R. Thus ψ must be bounded.

The proof that card
(
{x ∈ J̊ : |ψ(x)− ψ(x+)| ∨ |ψ(x)− ψ(x−)| ≥ ε}

)
<∞

is very much the same. Namely, if not, we could assume that there exists a
sequence {xn : n ≥ 1} ⊆ J̊ that converges to some x ∈ J , is either strictly
decreasing or strictly increasing, and has the property that

|ψ(xn)− ψ(xn+)| ∨ |ψ(xn)− ψ(xn−)| ≥ ε for each n ≥ 1.

But, in the decreasing case, for each n ≥ 1, we could find x′n ∈ (x, xn) and

x′′n ∈ (xn, xn + 1
n ) ∩ J̊ so that

|ψ(xn)− ψ(x′n)| ∨ |ψ(xn)− ψ(x′′n)| ≥ ε

2
,

and clearly this would contradict the existence in R of ψ(x+). Essentially the
same argument shows that ψ(x−) cannot exist in R in the increasing case.

The preceding makes it obvious that ψ can be discontinuous at only count-
ably many points. In addition it is clear that ψ̃(x±) = ψ(x±) for all x ∈ J̊ .

To prove the equality of Riemann integrals with respect to ψ and ψ̃ of ϕ ’s
that are Riemann integrable with respect to both, note that, because ψ co-
incides with ψ̃ on {J−, J+} as well as on a dense subset of J̊ , we can always
evaluate these integrals using Riemann sums that are the same whether they
are computed with respect to ψ or to ψ̃.

Finally, we must show that if ϕ ∈ C(J ;R) is Riemann integrable with

respect to ψ, then it also is with respect to ψ̃. To do this, it clearly suffices to
show that for any C, choice map ξ ∈ Ξ(C), and ε > 0, there exit a C′ and a ξ′ ∈
Ξ(C′) such that ‖C′‖ ≤ 2‖C‖ and |R(ϕ|ψ̃; C, ξ) − R(ϕ|ψ; C′, ξ′)| < ε. To this
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end, assume, without loss in generality, that C = {[ck, ck+1] : 0 ≤ k ≤ n}
where J− = c0 < · · · < cn+1 = J+. For 0 < α < min0≤k≤n(ck+1 − ck), set

ck,α =

{
ck if k ∈ {0, n+ 1}
ck + α if 1 ≤ k ≤ n,

and let Cα =
{

[ck,α, ck+1,α] : 0 ≤ k ≤ n
}

. Clearly ‖Cα‖ ≤ 2‖C‖. Moreover,
ck,α ≤ ck+1 ≤ ck+1,α for each 0 ≤ k ≤ n, and so we can take

ξα
(
[ck,α, ck+1,α]

)
= ck,α ∨ ξ

(
[ck, ck+1]

)
.

Then, because ϕ is continuous and ψ̃ is right-continuous on J \ {J+},

R(ϕ|ψ̃; C, ξ) = lim
α↘0
R(ϕ|ψ̃; Cα, ξα).

At the same time,

R(ϕ|ψ̃; Cα, ξα) = R(ϕ|ψ; Cα, ξα)

for all but a countable number of α ’s. Thus, for any ε > 0, there is an
α > 0 for which |R(ϕ|ψ̃; C, ξ) − R(ϕ|ψ̃; Cα, ξα)| < ε and R(ϕ|ψ̃, Cα, ξα) =
R(ϕ|ψ, Cα, ξα). �

Theorem 1.2.15. Let ψ be a function on J that satisfies the hypotheses
of Lemma 1.2.14, and define ψ̃ accordingly. If every ϕ ∈ C(J ;R) is Riemann
integrable on J with respect to ψ, and if there is a K <∞ such that

(1.2.16)

∣∣∣∣(R)

∫
J

ϕ(x) dψ(x)

∣∣∣∣ ≤ K‖ϕ‖u, ϕ ∈ C(J ;R),

then ψ̃ has bounded variation on J and

Var(ψ̃; J) = sup

{
(R)

∫
J

ϕ(x) dψ(x) : ϕ ∈ C(J ;R) and ‖ϕ‖u = 1

}
= sup

{
(R)

∫
J

ϕ(x) dψ̃(x) : ϕ ∈ C(J ;R) and ‖ϕ‖u = 1

}
.

In particular, if ψ itself is right-continuous on J̊ , then ψ has bounded variation
on J if and only if every ϕ ∈ C(J ;R) is ψ-Riemann integrable on J and
(1.2.16) holds for some K <∞, in which case Var(ψ; J) is the optimal choice
of K.
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Proof: In view of what we already know, all that we have to do is check
that for each C and ε > 0 there is a ϕ ∈ C(J ;R) such that ‖ϕ‖u = 1 and

S(ψ̃; C) ≤ (R)
∫
J
ϕ(x) dψ(x) + ε. Moreover, because ψ̃ is right continuous

and continuous at a dense set of points, we may and will assume that C =
{[ck, ck+1] : 0 ≤ k ≤ n} where J− = c0 < · · · < cn+1 = J+ and ck is a point
of continuity of ψ for each 1 ≤ k ≤ n.

Given 0 < α < min0≤k≤n
ck+1−ck

2 , define ϕα ∈ C(J ;R) so that

ϕα(x) =


sgn
(
∆[c0,c1]ψ

)
for x ∈ [c0, c1 − α],

sgn
(
∆[ck,ck+1]ψ

)
for x ∈ [ck + α, ck+1 − α] and 1 ≤ k < n,

sgn
(
∆[cn,cn+1]ψ

)
for x ∈ [cn + α, cn+1],

and ϕα is linear on each of the intervals [ck − α, ck + α], 1 ≤ k ≤ n. (The
signum function t ∈ R 7−→ sgn(t) is defined so that sgn(t) is −1 or 1
according to whether t < 0 or t ≥ 0.) Then, by (iv) in Examples 1.2.2,

(R)

∫
J

ϕα(x) dψ(x)− S(ψ̃; C)

=

n∑
k=0

(R)

∫
[ck,ck+1]

(
ϕα(x)− sgn(∆[ck,ck+1]ψ)

)
dψ(x)

=

n∑
k=1

[
(R)

∫
[ck−α,ck]

(
ϕα(x)− ϕα(ck − α)

)
dψ(x)

+ (R)

∫
[ck,ck+α]

(
ϕα(x)− ϕα(ck + α)

)
dψ(x)

]
.

For each 1 ≤ k ≤ n, either ϕα ≡ ϕα(ck − α) on [ck − α, ck + α], in which
case the integrals over [ck − α, ck] and [ck, ck + α] do not contribute to the
preceding sum, or ϕα(ck) = 0 and ϕ′α ≡

(
ϕα(ck + α) − ϕα(ck − α)

)
/2α on

[ck − α, ck + α]. In the latter case, we apply Theorem 1.2.3 and the equation
in part (i) of Examples 1.2.2 to show that

(R)

∫
[ck−α,ck]

(
ϕα(x)− ϕα(ck − α)

)
dψ(x)

+ (R)

∫
[ck,ck+α]

(
ϕα(x)− ϕα(ck + α)

)
dψ(x)

=
[
ϕα(ck + α)− ϕα(ck − α)

]
ψ(ck)

− ϕα(ck + α)− ϕα(ck − α)

2α
(R)

∫
[ck−α,ck+α]

ψ(x) dx,

which, since ψ is continuous at ck, clearly tends to 0 as α ↘ 0. In other
words, we now see that

S(ψ̃; C) = lim
α↘0

(R)

∫
J

ϕα(x) dψ(x),
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which is all that we had to prove. �

Theorem 1.2.13 can be viewed as a very special case of the Riesz Repre-
sentation Theorem for continuous linear functionals on spaces of continuous
functions. See Theorem 8.2.16 and Remark 8.2.17 for further information.

Exercises for § 1.2

Exercise 1.2.17. Check all of the assertions in Examples 1.2.2. The only one
that presents a challenge is the assertion in (iv) that ϕ is Riemann integrable
on both J1 and J2 with respect to ψ.

Exercise 1.2.18. Define ψ : [0, 1] −→ R so that ψ(0) = 0 and ψ(t) = t cos 1
t

for t ∈ (0, 1]. Show that ψ is a continuous function with unbounded variation.
Also, give an example of a ψ having bounded variation on [0, 1] for which

sup

{
(R)

∫
[0,1]

ϕ(x) dψ(x) : ϕ ∈ C(J ;R) and ‖ϕ‖u = 1

}
< Var(ψ; J).

Exercise 1.2.19. This exercise is a variation on Exercise 1.1.11. If ψ is non-
decreasing on J , show that a bounded function ϕ is Riemann integrable on J
with respect to ψ if and only if, for every ε > 0, there is a δ > 0 for which

(1.2.20)
∑

{I∈C:supI ϕ−infI ϕ≥ε}

∆Iψ < ε

whenever C is a non-overlapping, finite, exact cover of J satisfying ‖C‖ < δ.
Also, show that when, in addition, ψ ∈ C(J ;R), the preceding can be replaced
by the condition that, for each ε > 0, (1.2.20) holds for some C.
Hint: For the last part, compare the situation here to the one handled in
Lemma 1.1.8.

Exercise 1.2.21. If ψ ∈ C(J ;R), show that

Var±(ψ; J) = lim
‖C‖→0

S±(ψ; C)
(
∈ [0,∞]

)
and conclude that Var(ψ, J) = lim‖C‖→0 S(ψ; C). Also, show that if ψ ∈
C1(J ;R), then

Var±(ψ; J) = (R)

∫
J

ψ′(x)
±
dx,

and therefore Var(ψ; J) = (R)
∫
J
|ψ′(x)| dx.

Exercise 1.2.22. Let ψ be a function of bounded variation on the interval
J = [a, b], and define the non-decreasing functions ψ+ and ψ− accordingly, as
in Theorem 1.2.13. Given any other pair of non-decreasing functions ψ1 and
ψ2 on J satisfying ψ = ψ2 − ψ1, show that ψ2 − ψ+ and ψ1 − ψ− are both
non-decreasing functions. In particular, this means that ψ+ ≤ ψ2−ψ2(a) and
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ψ− ≤ ψ1 − ψ1(a) whenever ψ2 and ψ1 are non-decreasing functions for which
ψ = ψ2 − ψ1. Using Lemma 1.2.12 and the preceding, show that

ψ±(x+)− ψ±(x) =
(
ψ(x+)− ψ(x)

)±
, x ∈ [c, d),

and

ψ±(x)− ψ±(x−) =
(
ψ(x)− ψ(x−)

)±
, x ∈ (a, b].

Conclude, in particular, that the jumps in x 7−→ Var(ψ; [a, x]), from both the
right and left, coincide with the absolute value of the corresponding jumps in
ψ. Hence, ψ is continuous if x ∈ J 7−→ Var

(
ψ; [a, x]

)
is; and if ψ is continuous,

then so are ψ+, ψ−, and therefore also Var
(
ψ; [a, · ]

)
. See Exercise 8.1.4 for

further information about the functions ψ±.

Hint: In order to handle the last part, show that it is enough to check that

ψ+(a+) =
(
ψ(a+) − ψ(a)

)+
. Next, show that this comes down to checking

that β ≡ ψ+(a+) ∧ ψ−(a+) = 0. Finally, define ψ1 and ψ2 on [a, b] so
that ψ1(a) = 0, ψ2(a) = ψ(a), and, for x ∈ (a, b], ψ1(x) = ψ−(x) − β and
ψ2(x) = ψ(a) +ψ+(x)−β, and apply the first part of this exercise to see that
ψ− ≤ ψ1.

Exercise 1.2.23.

(i) Suppose that ψ is a right-continuous function of bounded variation on
the finite interval J = [c, d], and set D(ψ) ≡ {x ∈ (c, d] : ψ(x) 6= ψ(x−)}. As
a consequence of Lemma 1.2.14, one knows that D is countable. Show that∑

x∈D(ψ)

(
ψ(x)− ψ(x−)

)± ≤ Var±(ψ; J).

(ii) Say that ψ : J −→ R is a pure jump function if it is a right-continuous
function of bounded variation with the property that

ψ(x) =
∑

ξ∈D(ψ)∩(c,x]

(
ψ(ξ)− ψ(ξ−)

)
for all x ∈ J,

in which case show that

Var±(ψ; J) =
∑

x∈D(ψ)

(
ψ(x)− ψ(x−)

)±
.

(iii) Given a right-continuous function ψ : J −→ R of bounded variation,
define ψd : J −→ R by

ψd(x) =
∑

{ξ∈D(ψ)∩(c,x]}

(
ψ(ξ)− ψ(ξ−)

)
.

Show that ψd is a pure jump function and that

Var±(ψd; J) =
∑

x∈D(ψ)

(
ψ(x)− ψ(x−)

)± ≤ Var±(ψ; J).

(iv) Continuing (iii), show that ψd is the one and only pure jump function
ϕ with the property that ψ − ϕ is continuous. For this reason, ψc ≡ ψ − ψd

and ψd are called the continuous and discontinuous parts of ψ.
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(v) Show that

Var±(ψ; J) = Var±(ψc; J) + Var±(ψd; J).

Exercise 1.2.24. Given −∞ < c < d <∞ and a function ψ : J = [c, d] −→
R of bounded variation, define the arc length Arc

(
ψ, [c, d]

)
of the graph of

ψ to be the supremum of ∑
I∈C

√
vol(I)2 + (∆Iψ)2

as C runs over all finite, exact covers of [c, d] by non-overlapping intervals.

(i) Show that Arc
(
ψ; (c, d]

)
lies above

√
(d− c)2 + Var

(
ψ; [c, d]

)2
and below

(d− c) + Var
(
ψ; [c, d]

)
.

(ii) Show that the lower bound in (i) is achieved when ψ is linear and that
the upper bound is achieved when ψ is pure jump. In Exercise 3.3.18 below, it
will be shown that, counter to intuition, there are continuous, non-decreasing
functions for which the upper bound is achieved.

(iii) When ψ is continuous, show that

Arc
(
ψ; (c, d]

)
= lim
‖C‖↘0

∑
I∈C

√
vol(I)2 + (∆Iψ)2.

§ 1.3 Rate of Convergence

This section1 probably should be skipped by those readers whose primary
interest is Lebesgue’s theory and who would prefer not to waste any more
time getting there. On the other hand, for those interested in knowing how
fast Riemann approximations can converge, the contents of this section may
come as something of a surprise.

For the purposes of this section, it is convenient to consider complex-valued
integrands. Notice that there is no trouble doing so since, by applying the
theory developed for real-valued integrands to the real and imaginary parts,
no new ideas are involved. See Exercise 1.3.18.

§ 1.3.1. Periodic Functions: Suppose that f ∈ C1
(
[0, 1];C

)
. Then, for any

non-overlapping, finite, exact cover C of [0, 1] and any choice map ξ ∈ Ξ(C),

(1.3.1)

∣∣∣∣∣(R)

∫
[0,1]

f(x) dx−R(f ; C, ξ)

∣∣∣∣∣ ≤ ‖f ′‖u‖C‖.
1 The contents of this section are adapted from the article “Some Riemann sums are better

than others,” that I wrote with V. Guillemin and which appeared in the book Represen-

tations, Wavelets, and Frames, edited by P. Jorgensen, K. Merrill, and J. Packer and
published in 2008 by Birkhäuser.
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Moreover, at least qualitatively, (1.3.1) is optimal. To see this, take f(x) = x,
and observe that

1

n

n∑
m=1

f
(m
n

)
=
n(n+ 1)

2n2
=

1

2
+

1

2n
= (R)

∫
[0,1]

f(x) dx+
1

2n
.

Hence, in this case,∣∣∣∣∣(R)

∫
[0,1]

f(x) dx−R(f ; Cn, ξn)

∣∣∣∣∣ ≥ ‖f ′‖u‖Cn‖2
,

where Cn =
{[

m−1
n , mn

]
: 1 ≤ m ≤ n

}
and ξn

([
m−1
n , mn

])
= m

n .
In spite of the preceding, in this subsection we will see that (1.3.1) is very

far from optimal when f is a smooth (i.e., C∞), periodic function. That is,
when f is the restriction to [0, 1] of a smooth function on R that has period
1. In fact, I will show that if

(1.3.2) Rn(f) ≡ 1

n

n∑
m=1

f
(
m
n

)
and f on [0, 1] is a smooth, periodic function, then

(1.3.3) lim
n→∞

n`

∣∣∣∣∣Rn(f)− (R)

∫
[0,1]

f(x) dx

∣∣∣∣∣ = 0 for all ` ∈ Z+.

Before proceeding, one should recognize how essential both periodicity and the
selection of the choice map are. Indeed, the preceding example shows that
periodicity cannot be dispensed with. To see the importance of the choice
map, take f(x) = ei2πx, where i =

√
−1. This function is certainly smooth

and periodic. Next, take αn = 1 − 1
n . Then

[
m−1
n , mn

]
∈ Cn 7−→ mαn

n ∈ R is
an allowable choice map ξn and

R(f ; Cn, ξn) =
ei2π

αn
n

n

1− ei2παn

1− ei2π
αn
n

.

Thus, since

(R)

∫
[0,1]

f(x) dx = 0 and lim
n→∞

ei2π
αn
n

1− ei2παn

1− ei2π
αn
n

= −1,

we conclude that

lim
n→∞

n

∣∣∣∣∣(R)

∫
[0,1]

f(x) dx−R(f ; Cn, ξn)

∣∣∣∣∣ = 1.
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Turning to the proof of (1.3.3), let f be a smooth, periodic function, and
note that

(R)

∫
[0,1]

f(x) dx−Rn(f) =

n∑
m=1

(R)

∫
Im,n

(
f(x)− f

(
m
n

))
dx,

where Im,n =
[
m−1
n , mn

]
. Integrating by parts, one finds that the mth sum-

mand equals

−(R)

∫
Im,n

[
x− m−1

n

]
f ′(x) dx,

and so

(R)

∫
[0,1]

f(x) dx−Rn(f) = −
n∑

m=1

(R)

∫
Im,n

[
x− m−1

n

]
f ′(x) dx.

So far, we have used only smoothness but not periodicity. But we now use
periodicity to see that the integral of f ′ over [0, 1] is 0 and therefore that the
sum is unchanged when

[
x− m−1

n

]
is replaced by

[
x− m−1

n − c
]

for any c ∈ R.

In particular, by taking c = 1
2n , which is the average value of x − m−1

n on
Im,n, each of the summands can be replaced by

(R)

∫
Im,n

[(
x− m−1

n

)
− 1

2n

]
f ′(x) dx,

in which case f ′(x) can be replaced by f ′(x) − f ′
(
m
n

)
. After making these

replacements, one arrives at

(R)

∫
[0,1]

f(x) dx−Rn(f) = −
n∑

m=1

(R)

∫
Im,n

(
f ′(x)−f ′

(
m
n

))[
x−m−1

n −
1

2n

]
dx.

To see that we have already made progress toward (1.3.3), note that the
absolute value of each summand in the preceding expression is dominated by
‖f ′′‖u

4n3 and therefore that we have shown that∣∣∣∣∣(R)

∫
[0,1]

f(x) dx−Rn(f)

∣∣∣∣∣ ≤ ‖f ′′‖u4n2
.

Before attempting to go further, it is best to introduce the following nota-
tion. For ` ≥ 1, let C`1

(
[0, 1];C

)
be the space of f ∈ C`

(
[0, 1];C

)
with the

property that f (k) ≡ ∂kf takes the same value at 0 and 1 for each 0 ≤ k < `,
and set C∞1

(
[0, 1];C

)
=
⋂∞
`=0 C

`
1

(
[0, 1];C

)
. Next, given k ∈ N, set

(1.3.4) ∆(k)
n (f) =

1

k!

n∑
m=1

(R)

∫
Im,n

[
x− m−1

n

]k(
f(x)− f

(
m
n

))
dx.
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Then

∆(0)
n (f) = (R)

∫
[0,1]

f(x) dx−Rn(f),

and the preceding calculation shows that

∆(0)
n (f) =

1

2n
∆(0)(f ′)−∆(1)(f ′).

More generally, integration by parts shows that the mth term in the expression
for ∆(k)(f) equals

− 1

(k + 1)!
(R)

∫
Im,n

[
x− m−1

n

]k+1

f ′(x) dx.

Next, assuming that f ∈ C1
1

(
[0, 1];C

)
and using periodicity in the same way

as we did above, one sees that the sum of these is the same as the sum of

− 1

(k + 1)!
(R)

∫
Im,n

[(
x− m−1

n

)k+1 − 1
(k+2)nk+1

](
f ′(x)− f ′

(
m
n

))
dx

=
1

(k + 2)!nk+1
(R)

∫
Im,n

(
f ′(x)− f ′

(
m
n

))
dx

− 1

(k + 1)!
(R)

∫
Im,n

[
x− m−1

n

]k+1(
f ′(x)− f ′

(
m
n

))
dx.

Hence, we have now shown that

(1.3.5) ∆(k)
n (f) =

1

(k + 2)!nk+1
∆(0)
n (f ′)−∆(k+1)

n (f ′)

for any f ∈ C1
1

(
[0, 1];C

)
.

Working by induction on ` ∈ N, one can use (1.3.5) to check that, for any
f ∈ C`1

(
[0, 1];C

)
,

(1.3.6) ∆(0)
n (f) =

1

n`+1

∑̀
k=0

(−1)kb`−kn
k+1∆(k)

n (f (`)),

where {bk : k ≥ 0} is determined inductively by

(1.3.7) b0 = 1 and b`+1 =
∑̀
k=0

(−1)k

(k + 2)!
b`−k.

Noting that

(1.3.8) nk+1
∣∣∆(k)

n (f)
∣∣ ≤ ‖f ′‖u

(k + 2)!
,
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it follows from (1.3.6) that, for any f ∈ C`+1
1

(
[0, 1];C

)
,

(1.3.9)

∣∣∣∣∣(R)

∫
[0,1]

f(x) dx−Rn(f)

∣∣∣∣∣ ≤ K`+1

n`+1
‖f (`+1)‖u,

where

(1.3.10) K`+1 =
∑̀
k=0

|b`−k|
(k + 2)!

.

Obviously, (1.3.9) does more than just prove (1.3.3); it even gives a rate.
To get a more explicit result, one has to get a handle on the numbers bk and
the associated quantities K`+1. As we will see in § 7.2.2, the numbers bk are
intimately related to a famous sequence known as the Bernoulli numbers (so
named for their discoverer, Jacob Bernoulli). However, here we will settle for
less refined information and be content with knowing that

(1.3.11) lim
`→∞

K
1
`

` =
1

2π
.

To prove (1.3.11), first observe if f(x) = ei2πx, then ∆
(0)
1 (f) = −1, ‖f (`)‖u

= (2π)`, and so (1.3.9) shows that K`+1 ≥ (2π)−`−1 and therefore that

lim`→∞K
1
`

` ≥ (2π)−1. To prove the corresponding upper bound, begin by

using (1.3.7) to inductively check that |bk| ≤ β−k, where β is the element of
(0,∞) that satisfies eβ = 1 + 2β. As a consequence, we know that the gen-
erating function B(λ) ≡

∑∞
k=1 bkλ

k−1 is well defined for λ ∈ C with |λ| < β.
Moreover, from (1.3.7), for |λ| < β,

B(λ) =

∞∑
`=0

b`+1λ
` =

∞∑
k=0

(−λ)k

(k + 2)!

∞∑
`=k

b`−kλ
`−k =

(
1 + λB(λ)

)e−λ − 1 + λ

λ2
,

and therefore

(1.3.12) B(λ) =
1− eλ + λeλ

λ(eλ − 1)
,

where it is to be understood that the expression on the right is defined at 0
by analytic continuation. In other words, it equals 1

2 at λ = 0. Since eλ 6= 1

for 0 < |λ| < 2π and ei2π = 1, it follows that 2π is the radius of convergence
for B(λ) and therefore that

(1.3.13) lim
k→∞

|bk|
1
k ≤ 1

2π
.
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Finally, plugging this into (1.3.10), we see that, for each θ ∈ (0, 1), 1 > c >
(2π)−1, and sufficiently large `,

K`+1 ≤ c(1−θ)`
∑

0≤k≤θ`

1

(k + 2)!
+M `

∑
`≥k>θ`

1

(k + 2)!
≤ ec(1−θ)` +

eM `

(bθ`c+ 1)!
,

where M ≡ supk≥0 |bk|
1
k ∈ [1,∞), btc denotes the integer part of t ∈ R (i.e.,

the largest integer dominated by t), and Taylor’s remainder formula has been
applied to see that

∑
k>n

1

k!
= e−

n∑
k=0

1

k!
=

1

n!
(R)

∫
[0,1]

(1− t)net dt ≤ e

(n+ 1)!
.

Using the trivial estimate n! ≥
(
n
2

)n
2 , one can pass from the preceding to

K`+1 ≤ e

(
1 +

(( 2

θ`

) θ
2 M

c1−θ

)`)
c(1−θ)`,

from which it is clear that lim`→∞K
1
`

` ≤ c1−θ for every θ ∈ (0, 1) and 1 >

c > (2π)−1. Thus, lim`→∞K
1
`

` ≤ (2π)−1 follows after one lets θ ↘ 0 and
c↘ (2π)−1.

These findings are summarized in the following.

Theorem 1.3.14. If ` ∈ N and f ∈ C`+1
1

(
[0, 1];C

)
, then (1.3.9) holds. In

particular, if f ∈ C∞1
(
[0, 1];C

)
and n ∈ Z+, then

lim
`→∞

‖f (`)‖
1
`
u < 2πn =⇒ (R)

∫
[0,1]

f(x) dx = Rn(f).

Proof: The first assertion needs no further comment. As for the second, it
is an immediate consequence of the first combined with (1.3.11). �

At first sight, the concluding part of Theorem 1.3.14 looks quite striking.
However, as will be shown in § 7.2.2, it really only reflects the fact that there
are relatively few smooth, periodic functions whose successive derivatives grow
at most geometrically fast.

§ 1.3.2. The Non-Periodic Case: It is interesting to see what can be said

when the function f is not periodic. Thus, define ∆
(k)
n (f) as in (1.3.4). Then

∆(k)
n (f) = − 1

(k + 1)!

n∑
k=1

(R)

∫
Im,n

[
x− m−1

n

]k+1

f ′(x) dx
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still holds. Now add and subtract f(1)−f(0)
(k+2)!nk+1 from the right-hand side to arrive

first at

∆(k)
n (f) = − 1

(k + 1)!

n∑
k=1

(R)

∫
Im,n

[(
x− m−1

n

)k+1

− 1

(k + 2)nk+1

]
f ′(x) dx

− f(1)− f(0)

(k + 2)!nk+1

and then at

∆(k)
n (f) =

1

(k + 2)!nk+1

[
∆(0)
n (f ′)−

(
f(1)− f(0)

)]
−∆(k+1)

n (f ′).

Finally, proceed by induction on ` ∈ N to show that, for any f ∈ C`
(
[0, 1];C

)
,

(1.3.15)

(R)

∫
[0,1]

f(x) dx−Rn(f) =
1

n`+1

∑̀
k=0

(−1)kb`−kn
k+1∆(k)

n (f (`))

−
∑̀
k=1

bk
nk
(
f (k−1)(1)− f (k−1)(0)

)
,

where {bk : k ≥ 0} is the sequence described in (1.3.7). Since (1.3.8) did not
require periodicity, (1.3.15) yields

(1.3.16)

∣∣∣∣∣(R)

∫
[0,1]

f(x) dx−Rn(f) +
∑̀
k=1

bk
nk
(
f (k−1)(1)− f (k−1)(0)

)∣∣∣∣∣
≤ K`+1‖f (`+1)‖u

n`+1
,

where K`+1 is the constant in (1.3.10). Just as before, (1.3.15) together with
(1.3.11) implies that

(1.3.17)
(R)

∫
[0,1]

f(x) dx = Rn(f)−
∞∑
k=1

bk
nk
(
f (k−1)(1)− f (k−1)(0)

)
for f ∈ C∞

(
[0, 1];C

)
with lim

`→∞
‖f (`)‖u < 2πn.

In fact, by (1.3.13), the series in (1.3.17) will be absolutely convergent.
The formulas (1.3.15) and (1.3.17) are examples of what are called the

Euler–Maclaurin formula. Although they are of theoretical value, they do
not, in practice, provide an efficient tool for computing integrals.
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Exercises for § 1.3

Exercise 1.3.18. Given a rectangle J in RN and an f : J −→ C, define
R(t; C, ξ) for a non-overlapping cover C and a ξ ∈ Ξ(C) as before, and say
that f is Riemann integrable on J if (R)

∫
J
f(x) dx = lim‖C‖→0R(f ; C, ξ)

exists in the same sense as when f is R-valued. Show that f is Riemann
integrable if and only if both f1 = Re(f) and f2 = Im(f) are, in which case
(R)

∫
J
f(x) dx = (R)

∫
J
f1(x) dx+ i(R)

∫
J
f2(x) dx.

Exercise 1.3.19. The usual statement of the Euler–Maclaurin formula is
not the one in (1.3.15) but instead the formula

(1.3.20)

(R)

∫
[0,n]

f(x) dx−
n∑

m=1

f(m) +
∑̀
k=1

bk
(
f (k−1)(n)− f (k−1)(0)

)
= (R)

∫
[0,n]

P`
(
x− bxc

)(
f (`)(x)− f (`)(dxe)

)
dx,

with P`(x) ≡
∑̀
k=0

(−1)kb`−k
k!

xk,

where dxe is the smallest integer greater than or equal to x. Derive (1.3.20)
from (1.3.15).

Exercise 1.3.21. Continuing Exercise 1.3.19, show that the sequence of
polynomials P` is uniquely determined by the properties

(1.3.22) P0 ≡ 1, P ′`+1 = −P` for ` ∈ N, and P`(1) = P`(0) for ` ≥ 2.

Here are steps that you might want to take.

(i) First show that there is exactly one sequence of polynomials satisfying
the properties in (1.3.22).

(ii) It is easy to check that P0 ≡ 1 and that P ′`+1 = −P`. To see that
P`(1) = P`(0) when ` ≥ 2, use (1.3.7).

The periodicity property of the P`’s for ` ≥ 2 is quite remarkable. Indeed,
it is not immediately obvious that there exist `th order polynomials that,
together with their derivatives up to order `− 2, are periodic on [0, 1].

Exercise 1.3.23. Show that b2`+1 = 0 for ` ≥ 1.

Hint: Let B(λ) be the function in (1.3.12), and show that it suffices to check
that B′(−λ) = B′(λ).



chapter 2

Measures

In this chapter I will introduce the notion of a measure, give a procedure for
constructing one, and apply that procedure to construct Lebesgue’s measure
on RN as well as the Bernoulli measures for coin tossing.

§ 2.1 Some Generalities

In this section I give a mathematically precise definition of what a measure is
and prove a few elementary properties that follow from the definition. How-
ever, to avoid getting lost in the formalities, it will be important to keep the
ultimate goal in mind, and for this reason I will begin with a brief summary
of what that goal is.

§ 2.1.1. The Idea: The essence of any theory of integration is a divide and
conquer strategy. That is, given a space E and a family B of subsets Γ ⊆ E for
which one has a reasonable notion of measure assignment Γ ∈ B 7−→ µ(Γ) ∈
[0,∞], the integral of a function f : E −→ R with respect to µ is computed by
a prescription that contains the following ingredients. First, one has to choose
a partition P of the space E into subsets Γ ∈ B. Second, having chosen P,
one has to select for each Γ ∈ P a typical value aΓ of f on Γ. Third, given
both the partition P and the selection

Γ ∈ P 7−→ aΓ ∈ f(Γ) ≡ Range
(
f � Γ

)
,

one forms the sum

(2.1.1)
∑
Γ∈P

aΓ µ(Γ).

Finally, using a limit procedure if necessary, one removes the ambiguity (in-
herent in the notion of typical ) by choosing the partitions P in such a way
that the restriction of f to each Γ is increasingly close to a constant.

Obviously, even if one ignores all questions of convergence, the only way
in which one can make sense out of (2.1.1) is to restrict oneself to partitions
P that are either finite or, at worst, countable. Hence, in general, the final
limit procedure will be essential. Be that as it may, when E is itself countable
and {x} ∈ B for every x ∈ E, there is an obvious way to avoid the limit step;
namely, one chooses P =

{
{x} : x ∈ E

}
and takes

(2.1.2)
∑
x∈E

f(x)µ({x})

DOI 10.1007/978-1-4614-1135-2_2, © Springer Science+Business Media, LLC 2011
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to be the integral. (I continue, for the present, to systematically ignore all
problems arising from questions of convergence.) Clearly, this is the idea on
which Riemann based his theory of integration. On the other hand, Riemann’s
is not the only obvious way to proceed, even in the case of countable spaces
E. For example, again assume that E is countable, and take B to be the set
of all subsets of E. Given f : E −→ R, set Γ(a) = {x ∈ E : f(x) = a} ∈ B
for every a ∈ R. Then Lebesgue would say that

(2.1.3)
∑

a∈Range(f)

aµ
(
Γ(a)

)
is an equally obvious candidate for the integral of f .

In order to reconcile these two obvious definitions, one has to examine the
assignment Γ ∈ B 7−→ µ(Γ) ∈ [0,∞] of measure. Indeed, even if E is countable
and B contains every subset of E, (2.1.2) and (2.1.3) give the same answer
only if one knows that, for any countable collection

{
Γn
}
⊆ B,

(2.1.4) µ

(⋃
n

Γn

)
=
∑
n

µ
(
Γn
)

when Γm ∩ Γn = ∅ for m 6= n.

The property in (2.1.4) is called countable additivity, and, as will become
increasingly apparent, it is crucial. When E is countable, (2.1.4) is equivalent
to taking

µ(Γ) =
∑
x∈Γ

µ
(
{x}
)
, Γ ⊆ E.

However, when E is uncountable, the property in (2.1.4) becomes highly non-
trivial. In fact, it is unquestionably Lebesgue’s most significant achievement
to have shown that there are non-trivial assignments of measure that enjoy
this property.

Having compared Lebesgue’s ideas to Riemann’s in the countable setting, I
close this introduction to Lebesgue’s theory with a few words about the same
comparison for uncountable spaces. For this purpose, suppose that E = [0, 1]
and, without worrying about exactly which subsets of E are included in B,
assume that Γ ∈ B 7−→ µ(Γ) ∈ [0, 1] is a mapping that satisfies (2.1.4).

Now let f : [0, 1] −→ R be given. In order to integrate f , Riemann says that
one should divide up [0, 1] into small intervals, choose a representative value
of f from each interval, form the associated Riemann sum, and then take the
limit as the mesh size of the division tends to 0. As we know, his procedure
works beautifully as long as the function f respects the topology of the real
line: that is, as long as f is sufficiently continuous. However, Riemann’s
procedure is doomed to failure when f does not respect the topology of R.
The problem is, of course, that Riemann’s partitioning procedure is tied to
the topology of the reals and is therefore too rigid to accommodate functions
that pay little or no attention to that topology. To get around this problem,
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Lebesgue tailors his partitioning procedure to the particular function f under
consideration. Thus, for a given function f , Lebesgue might consider the
sequence of partitions Pn, n ∈ N, consisting of the sets

Γn,k =
{
x ∈ E : f(x) ∈

[
k2−n, (k + 1)2−n

)}
, k ∈ Z.

Obviously, all values of f restricted to any one of the Γn,k’s can differ from
one another by at most 1

2n . Hence, assuming that Γn,k ∈ B for every n ∈ N
and k ∈ Z and ignoring convergence problems,

lim
n→∞

∑
k∈Z

k

2n
µ
(
Γn,k

)
simply must be the integral of f !

When one hears Lebesgue’s ideas for the first time, one may well wonder
what there is left to be done. On the other hand, after a little reflection,
some doubts begin to emerge. For example, what is so sacrosanct about
the partitioning suggested in the preceding paragraph and, for instance, why
should one not have done the same thing relative to powers of 3 rather than 2?
The answer is, of course, that there is nothing to recommend 2 over 3 and that
it should make no difference which of them is used. Thus, one has to check
that it really does not matter, and, once again, the verification entails repeated
application of countable additivity. In fact, it will become increasingly evident
that Lebesgue’s entire program rests on countable additivity.

§ 2.1.2. Measures and Measure Spaces: With the preceding discussion
in mind, the following should seem quite natural.

Given a non-empty set E, the power set P(E) is the collection of all
subsets of E, and a σ-algebra B is any subset of P(E) with the properties
that E ∈ B, B is closed under countable unions (i.e., {Bn : n ≥ 1} ⊆
B =⇒

⋃∞
n=1Bn ∈ B), and B is closed under complementation (i.e.,

B ∈ B =⇒ B{ = E \B ∈ B). Observe that if {Bn : n ≥ 1} ⊆ B, then

∞⋂
n=1

Bn =

( ∞⋃
n=1

B{
n

){

∈ B,

and so B is also closed under countable intersections. Given E and
a σ-algebra B of its subsets, the pair (E,B) is called a measurable space.
Finally, if (E,B) and (E′,B′) are measurable spaces, then a map Φ : E −→ E′

is said to be measurable if (cf. Exercise 2.1.19 below) Φ−1(B′) ∈ B for every
B′ ∈ B′. Notice the analogy between the definitions of measurability and
continuity. In particular, it is clear that if Φ is a measurable map on (E1,B1)
into (E2,B2) and Ψ is a measurable map on (E2,B2) into (E3,B3), then Ψ◦Φ
is a measurable map on (E1,B1) into (E3,B3).

Obviously both {∅, E} and P(E) are σ-algebras over E. In fact, they are,
respectively, the smallest and largest σ-algebras over E. More generally, given
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any1 C ⊆ P(E), there is a smallest σ-algebra over E, denoted by σ(C) and
known as the σ-algebra generated by C. To construct σ(C), note that there
is at least one, namely P(E), σ-algebra containing C, and check that the in-
tersection of all the σ-algebras containing C is again a σ-algebra that contains
C. When E is a topological space, the σ-algebra generated by its open subsets
is called the Borel σ-algebra and is denoted by BE .

Given a σ-algebra B over E, the reason why the pair (E,B) is called a
measurable space is that it is the natural structure on which measures are
defined. Namely, a measure on (E,B) is a map µ : B −→ [0,∞] that assigns
0 to ∅ and is countably additive in the sense that (2.1.4) holds whenever {Γn}
is a sequence of mutually disjoint elements of B. If µ is a measure on (E,B),
then the triple (E,B, µ) is called a measure space. A measure µ on (E,B)
is said to be finite if µ(E) <∞, and it is said to be a probability measure
if µ(E) = 1, in which case (E,B, µ) is called a probability space.

Note that if B, C ∈ B, then B ∪ C = B ∪
(
C \ (B ∩ C)

)
and therefore

(2.1.5) µ(B) ≤ µ(B) + µ(C \B) = µ(C) for all B, C ∈ B with B ⊆ C.

In addition, because C = (B∩C)∪
(
C\(B∩C)

)
and B∪C = B∪

(
C\(B∩C)

)
,

µ(B) + µ(C) = µ(B) + µ
(
B ∩ C) + µ

(
C \ (B ∩ C)

)
= µ(B ∪ C) + µ(B ∩ C),

and so

(2.1.6)
µ(B ∪ C) = µ(C) + µ(B)− µ(B ∩ C)

for all B, C ∈ B with µ(B ∩ C) <∞

and

(2.1.7)
µ(C \B) = µ(C)− µ(B)

for all B, C ∈ B with B ⊆ C and µ(B) <∞.

Finally, µ is countably subadditive in the sense that

(2.1.8) µ

( ∞⋃
n=1

Bn

)
≤
∞∑
n=1

µ(Bn) for any {Bn : n ≥ 1} ⊆ B.

To check this, set A1 = B1 and An+1 = Bn+1 \
⋃n
m=1Bm, note that the An’s

are mutually disjoint elements of B whose union is the same as that of the
Bn’s, and apply (2.1.4) and (2.1.5) to conclude that

µ

( ∞⋃
n=1

Bn

)
= µ

( ∞⋃
n=1

An

)
=

∞∑
n=1

µ(An) ≤
∞∑
n=1

µ(Bn).

1 Even if E = RN , the elements of C need not be rectangles.
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As a consequence, the countable union of Bn’s with µ-measure 0 again has
µ-measure 0. More generally,

(2.1.9)
µ

( ∞⋃
n=1

Bn

)
=

∞∑
n=1

µ(Bn)

for any {Bn : n ≥ 1} ⊆ B with µ(Bm ∩Bn) = 0 when m 6= n.

To see this, take C =
⋃
{Bm ∩ Bn : m 6= n}, use the preceding to see that

µ(C) = 0, set B′n = Bn \ C, and apply (2.1.4) to {B′n : n ≥ 1}.
Another important property of measures is that they are continuous un-

der non-decreasing limits. To explain this property, say that {Bn : n ≥ 1}
increases to B and write Bn ↗ B if Bn+1 ⊇ Bn for all n ∈ Z+ and
B =

⋃∞
n=1Bn. Then

(2.1.10) {Bn : n ≥ 1} ⊆ B and Bn ↗ B =⇒ µ(Bn)↗ µ(B).

To check this, set A1 = B1 and An+1 = Bn+1 \ Bn, note that the An’s are
mutually disjoint and Bn =

⋃n
m=1Am, and conclude that

µ(Bn) =

n∑
m=1

µ(Am)↗
∞∑
m=1

µ(Am) = µ(B).

Next say that {Bn : n ≥ 1} decreases to B and write Bn ↘ B if Bn+1 ⊆ Bn
for each n ∈ Z+ and B =

⋂∞
n=1Bn. Obviously, Bn ↘ B if and only if

B1 \Bn ↗ B1 \B. Hence, by combining (2.1.10) with (2.1.7), one finds that

(2.1.11) {Bn : n ≥ 1} ⊆ B, Bn ↘ B, and µ(B1) <∞ =⇒ µ(Bn)↘ µ(B).

To see that the condition µ(B1) < ∞ cannot be dispensed with in general,
define µ on

(
Z+,P(Z+)

)
to be the counting measure (i.e., µ(B) = card(B)

for B ⊆ Z+), and take Bm = {n ∈ Z+ : n ≥ m}. Clearly Bm ↘ ∅, and yet
µ(Bm) =∞ for all m.

Very often one encounters a situation in which two measures agree on a
collection of sets and one wants to know that they agree on the σ-algebra
generated by those sets. To handle such a situation, the following concepts
are sometimes useful. A collection C ⊆ P(E) is called a Π-system if it is
closed under finite intersections. Given a Π-system C, it is important to know
what additional properties a Π-system must possess in order to be a σ-algebra.
For this reason one introduces a notion that complements that of a Π-system.
Namely, say that H ⊆ P(E) is a Λ-system over E if

(a) E ∈ H,
(b) Γ,Γ′ ∈ H and Γ ∩ Γ′ = ∅ =⇒ Γ ∪ Γ′ ∈ H,
(c) Γ,Γ′ ∈ H and Γ ⊆ Γ′ =⇒ Γ′ \ Γ ∈ H,
(d) {Γn : n ≥ 1} ⊆ H and Γn ↗ Γ =⇒ Γ ∈ H.
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Notice that the collection of sets on which two finite measures agree satisfies
(b), (c), and (d). Hence, if they agree on E, then they agree on a Λ-system.2

Lemma 2.1.12. The intersection of an arbitrary collection of Π-systems or
of Λ-systems is again a Π-system or a Λ-system. Moreover, B ⊆ P(E) is a
σ-algebra over E if and only if it is both a Π-system and a Λ-system over E.
Finally, if C ⊆ P(E) is a Π-system, then σ(C) is the smallest Λ-system over
E containing C.
Proof: The first assertion requires no comment. To prove the second one,
it suffices to prove that if B is both a Π-system and a Λ-system over E, then
it is a σ-algebra over E. To this end, first note that A{ = E \ A ∈ B for
every A ∈ B and therefore that B is closed under complementation. Second,
if Γ1,Γ2 ∈ B, then Γ1 ∪ Γ2 = Γ1 ∪ (Γ2 \ Γ3) where Γ3 = Γ1 ∩ Γ2. Hence B is
closed under finite unions. Finally, if {Γn : n ≥ 1} ⊆ B, set An =

⋃n
1 Γm for

n ≥ 1. Then {An : n ≥ 1} ⊆ B and An ↗
⋃∞

1 Γm. Hence
⋃∞

1 Γm ∈ B, and
so B is a σ-algebra.

To prove the final assertion, let C be a Π-system and H the smallest Λ-
system over E containing C. Clearly σ(C) ⊇ H, and so all that we have to do
is show that H is Π-system over E. To this end, first set

H1 = {Γ ⊆ E : Γ ∩∆ ∈ H for all ∆ ∈ C}.
It is then easy to check that H1 is a Λ -system over E. Moreover, since C is a
Π-system, C ⊆ H1, and therefore H ⊆ H1. In other words, Γ ∩∆ ∈ H for all
Γ ∈ H and ∆ ∈ C. Next set

H2 = {Γ ⊆ E : Γ ∩∆ ∈ H for all ∆ ∈ H}.
Again it is clear that H2 is a Λ-system. Also, by the preceding, C ⊆ H2.
Hence H ⊆ H2, and so H is a Π-system. �

As a consequence of Lemma 2.1.12 and the remark preceding it, one has
the following important result.

Theorem 2.1.13. Let (E,B) be a measurable space and C is Π-system that
generates B. If µ and ν are a pair of finite measures on (E,B) and µ(Γ) = ν(Γ)
for all Γ ∈ {E} ∪ C, then µ = ν.

Proof: As was remarked above, additivity, (2.1.7), and (2.1.10) imply that
H = {Γ ∈ B : µ(Γ) = ν(Γ)} is a Λ-system. Hence, since B ⊇ H ⊇ C, it follows
from Lemma 2.1.12 that H = B. �

A measure space (E,B, µ) is said to be complete if Γ ∈ B whenever there
exist C, D ∈ B such that C ⊆ Γ ⊆ D with µ(D\C) = 0. The following simple
lemma shows that every measure space can be “completed.”

2 I learned these ideas from E. B. Dynkin’s treatise on Markov processes. In fact, the Λ-

and Π-system scheme is often attributed to Dynkin, who certainly deserves the credit for
its exploitation by a whole generation of probabilists. On the other hand, Richard Gill

has informed me that, according to A.J. Lenstra, their origins go back to W. Sierpiński’s

article Un théorème général sur les familles d’ensembles, which appeared in Fund. Math.
12 (1928), pp. 206–210.
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Lemma 2.1.14. Given a measure space (E,B, µ), define Bµ to be the set of
Γ ⊆ E for which there exist C, D ∈ B satisfying C ⊆ Γ ⊆ D and µ(D\C) = 0.

Then Bµ is a σ-algebra over E and there is a unique extension µ̄ of µ to Bµ as
a measure on (E,Bµ). Furthermore, (E,Bµ, µ̄) is a complete measure space,

and if (E,B, µ) is complete, then Bµ = B.

Proof: To see that Bµ is a σ-algebra, suppose that {Γn : n ≥ 1} ⊆ Bµ, and
choose {Cn : n ≥ 1} ∪ {Dn : n ≥ 1} ⊆ B accordingly. Then C =

⋃∞
n=1 Cn

and D =
⋃∞
n=1Dn are elements of B, C ⊆

⋃∞
n=1 Γn ⊆ D, and µ(D \ C) = 0.

Also, if Γ ∈ Bµ and C and D are associated elements of B, then D{, C{ ∈ B,
D{ ⊆ Γ{ ⊆ C{, and µ(C{ \D{) = µ(D \ C) = 0.

Next, given Γ ∈ Bµ, suppose that C, C ′, D, D′ ∈ B satisfy C ∪ C ′ ⊆ Γ ⊆
D ∩ D′ and µ(D \ C) = 0 = µ(D′ \ C ′). Then µ(D′ \ D) ≤ µ(D′ \ C ′) = 0
and so µ(D′) ≤ µ(D) + µ(D′ \ D) = µ(D). Similarly, µ(D) ≤ µ(D′), which
means that µ(D) = µ(D′), and, because µ(C) = µ(D) and µ(C ′) = µ(D′),
it follows that µ assigns the same measure to C, C ′, D and D′. Hence, we
can unambiguously define µ̄(Γ) = µ(C) = µ(D) when Γ ∈ Bµ and C, D ∈ B
satisfy C ⊆ Γ ⊆ D with µ(D \ C) = 0. Furthermore, if {Γn : n ≥ 1} are

mutually disjoint elements of Bµ and {Cn : n ≥ 1} ∪ {Dn : n ≥ 1} ⊆ B are
chosen accordingly, then the Cn’s are mutually disjoint, and so

µ̄

( ∞⋃
n=1

Γn

)
= µ

( ∞⋃
n=1

Cn

)
=

∞∑
n=1

µ(Cn) =

∞∑
n=1

µ̄(Γn).

Hence, µ̄ is a measure on (E,Bµ) whose restriction to B coincides with µ.

Finally, suppose that ν is any measure on (E,Bµ) that extends µ. If Γ is

a subset of E for which there exist Γ′, Γ′′ ∈ Bµ satisfying Γ′ ⊆ Γ ⊆ Γ′′ and
ν(Γ′′ \ Γ′) = 0, there exist C, D ∈ B satisfying C ⊆ Γ′ and Γ′′ ⊆ D such that
ν(D \ Γ′′) = 0 = ν(Γ′ \ C) and therefore

µ(D \ C) = ν(D \ C) = ν(D \ Γ′′) + ν(Γ′′ \ Γ′) + ν(Γ′ \ C) = 0.

Hence, Γ ∈ Bµ and ν(Γ) = µ(C) = µ̄(Γ). Thus, we now know that µ̄ is the

only extension of µ as a measure on (E,Bµ) and that Bµ = B if (E,B, µ) is
complete. �

The measure space (E,Bµ, µ̄) is called the completion of (E,B, µ), and
Lemma 2.1.14 says that every measure space has a unique completion. Ele-
ments of Bµ are said to be µ-measurable.

Given a topological space E, use G(E) to denote the class of all open
subsets of E and Gδ(E) the class of subsets that can be written as the
countable intersection of open subsets. Analogously, F(E) and Fσ(E) will
denote, respectively, the class of all closed subsets of E and the class of sub-
sets that can be written as the countable union of closed subsets. Clearly
B ∈ G(E) ⇐⇒ B{ ∈ F(E), B ∈ Gδ(E) ⇐⇒ B{ ∈ Fσ(E), and
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Gδ(E) ∪ Fσ(E) ⊆ BE . Moreover, when the topology of E admits a met-
ric ρ, it is easy to check that F(E) ⊆ Gδ(E) and therefore G(E) ⊆ Fσ(E).
Indeed, if F ∈ F(E), then

G(E) 3 {x : ρ(x, F ) < 1
n} ↘ F as n→∞.

Finally, a measure µ on (E,BE) is called a Borel measure on E, and if µ is a
Borel measure on E, a set Γ ⊆ E is said to be µ-regular when, for each ε > 0,
there exist F ∈ F(E) and G ∈ G(E) such that F ⊆ Γ ⊆ G and µ(G \ F ) < ε.
A Borel measure µ is said to be regular if every element of BE is µ-regular.

Theorem 2.1.15. Let E be a topological space and µ a Borel measure on
E. If Γ ⊆ E is µ-regular, then there exist C ∈ Fσ(E) and D ∈ Gδ(E) for

which C ⊆ Γ ⊆ D and µ(D \C) = 0. In particular, Γ ∈ BE
µ

if Γ is µ-regular.

Conversely, if µ is regular, then every element of BE
µ

is µ-regular. Moreover,
if the topology on E admits a metric space and µ is a finite Borel measure on
E, then µ is regular. (See Exercise 2.1.20 for a small extension.)

Proof: To prove the first part, suppose that Γ ⊆ E is µ-regular. Then, for
each n ≥ 1, there exist Fn ∈ F(E) and Gn ∈ G(E) such that Fn ⊆ Γ ⊆ Gn and
µ(Gn \ Fn) < 1

n . Thus, if C =
⋃∞
n=1 Fn and D =

⋂∞
n=1Gn, then C ∈ Fσ(E),

D ∈ Gδ(E), C ⊆ Γ ⊆ D, and, because D\C ⊆ Gn\Fn for all n, µ(D\C) = 0.

Obviously, this means that Γ ∈ BE
µ
. Conversely, if µ is regular and Γ ∈ BE

µ
,

then there exist Γ′, Γ′′ ∈ BE for which Γ′ ⊆ Γ ⊆ Γ′′, µ(Γ′′ \ Γ′) = 0. By
regularity, for each ε > 0, there exist F ∈ F(E), G ∈ G(E) such that F ⊆ Γ′,
Γ′′ ⊆ G, and µ̄(G \ Γ′′) ∨ µ̄(Γ′ \ F ) < ε

2 . Hence, F ⊆ Γ ⊆ G and

µ(G \ F ) = µ̄(G \ Γ′′) + µ(Γ′′ \ Γ′) + µ(Γ′ \ C) < ε,

and so Γ is µ-regular.
Now suppose the E admits a metric and that µ is finite, and let R be the

collection of B ∈ BE that are µ-regular. If we show that R is a σ-algebra
that contains G(E), then we will know that R = BE and therefore that µ is
regular. Obviously R is closed under complementation. Next, suppose that
{Bn : n ≥ 1} ⊆ R, and set B =

⋃∞
n=1Bn. Given ε > 0, for each n choose

Fn ∈ F(E) and Gn ∈ G(E) such that Fn ⊆ Bn ⊆ Gn and µ(Gn \ Fn) <
2−n−1ε. Then G(E) 3 G =

⋃∞
m=1Gm ⊇ B, Fσ(E) 3 C =

⋃∞
m=1 Fm ⊆ B,

and

µ(G \ C) ≤ µ

( ∞⋃
m=1

(Gm \ Fm)

)
≤
∞∑
m=1

µ(Gm \ Fm) <
ε

2
.

Finally, because µ(C) <∞ and C\
⋃n
m=1 Fm ↘ ∅, (2.1.11) allows us to choose

an n ∈ Z+ for which µ(C \F ) < ε
2 when F =

⋃n
m=1 Fm ∈ F(E). Hence, since

µ(G \F ) = µ(G \C) + µ(C \F ) < ε, we know that B ∈ R and therefore that
R is a σ-algebra.

To complete the proof, it remains to show that G(E) ⊆ R, and clearly
this comes down to showing that for each open G and ε > 0 there is a closed
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F ⊆ G for which µ(G\F ) < ε. But, because E has a metric topology, we know
that G(E) ⊆ Fσ(E). Hence, if G is open, then there exists a non-decreasing
sequence {Fn : n ≥ 1} ⊆ F(E) such that Fn ↗ G, which, because µ(G) <∞,
means that µ(G \ Fn) ↘ 0. Thus, for any ε > 0, there is an n for which
µ(G \ Fn) < ε. �

Exercises for § 2.1

Exercise 2.1.16. The decomposition of the properties of a σ-algebra in
terms of Π-systems and Λ-systems is not the traditional one. Instead, most
of the early books on measure theory used algebras instead of Π-systems as
the standard source of generating sets. An algebra over E is a collection
A ⊆ P(E) that contains E and is closed under finite unions and complemen-
tation. If one starts with an algebra A, then the complementary notion is
that of a monotone class: M is said to be a monotone class if Γ ∈ M
whenever there exists {Γn : n ≥ 1} ⊆ M such that Γn ↗ Γ. Show that B is a
σ-algebra over E if and only if it is both an algebra over E and a monotone
class. In addition, show that if A is an algebra over E, then σ(A) is the
smallest monotone class containing A.

Exercise 2.1.17. If f : R −→ R is either right continuous or left continuous,
show that f is BR-measurable.

Exercise 2.1.18. Given a measurable space (E,B) and ∅ 6= E′ ⊆ E, show
that B[E′] ≡ {B ∩ E′ : B ∈ B} is a σ-algebra over E′. Further, show that
if E is a topological space, then BE [E′] = BE′ when E′ is given the topology
that it inherits from E. Finally, if ∅ 6= E′ ∈ B, show that B[E′] ⊆ B and that
the restriction to B[E′] of any measure on (E,B) is a measure on

(
E′,B[E′]

)
.

In particular, if E is a topological space and µ is a Borel measure on E, show
that µ � BE′ is a Borel measure on E′ and that it is regular if µ is regular.

Exercise 2.1.19. Given a map Φ : E −→ E′, define Φ(Γ) = {Φ(x) : x ∈ Γ}
for Γ ⊆ E and Φ−1(Γ′) = {x ∈ E : Φ(x) ∈ Γ′} for Γ′ ⊆ E′.

(i) Show that Φ and Φ−1 preserve unions in the sense that Φ (
⋃
αBα) =⋃

α Φ(Bα) and Φ−1 (
⋃
αB
′
α) =

⋃
α Φ−1(B′α). In addition, show that Φ−1

preserves differences in the sense that Φ−1(B′ \A′) = Φ−1(B′) \Φ−1(A′). On
the other hand, show that Φ need not preserve differences, but that it will if
it is one-to-one.

(ii) Suppose that B and B′ are σ-algebras over, respectively, E and E′ and
that Φ : E −→ E′. If B′ = σ(C′) and Φ−1(C ′) ∈ B for every C ′ ∈ C′, show
that Φ is measurable. In particular, if E and E′ are topological spaces and Φ
is continuous, show that Φ is measurable as a map from (E,BE) to (E′,BE′).
Similarly, if Φ is one-to-one and B = σ(C), show that Φ(B) ∈ B′ for all B ∈ B
if Φ(C) ∈ B′ for all C ∈ C ∪ {E}.

(iii) Now suppose that µ is a measure on (E,B) and that Φ is a measurable
map from (E,B) into (E′,B′). Define µ′(B′) = µ(Φ−1(B′)

)
for B′ ∈ B′,
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and show that µ′ is a measure on (E′,B′). This measure µ′ is called the
pushforward or image of µ under Φ and is denoted by either Φ∗µ or µ◦Φ−1.
Similarly, if Φ : E −→ E′ is one-to-one and takes elements of B to elements of
B′ and if µ′ is a measure on (E′,B′), show that Γ ∈ B 7−→ µ′

(
Φ(Γ)

)
∈ [0,∞]

is a measure on (E,B). This measure is the pullback of µ′ under Φ.

Exercise 2.1.20. Let E be a topological space and µ a Borel measure on
E. Show that µ is regular if, for every Γ ∈ BE and ε > 0, there is an open
G ⊇ Γ for which µ(G \ Γ) < ε. In addition, if E is a metric space and there
exists a non-decreasing sequence {Gn : n ≥ 1} of open sets such that Gn ↗ E
and µ(Gn) <∞ for each n ∈ Z+, show that µ is regular.

Exercise 2.1.21. Let (E,B, µ) be a finite measure space. Given n ≥ 2 and
{Γm : 1 ≤ m ≤ n} ⊆ B, use (2.1.6) and induction to show that

µ(Γ1 ∪ · · · ∪ Γn) = −
∑
F

(−1)card(F )µ
(
ΓF
)
,

where the summation is over non-empty subsets F of {1, . . . , n} and ΓF ≡⋂
i∈F Γi. Although this formula is seldom used except in the case n = 2, the

following is an interesting application of the general result. Let E be the group
of permutations of {1, . . . , n}, B = P(E), and µ

(
{π}

)
= 1

n! for each π ∈ E.
Denote by A the set of π ∈ E such that π(i) 6= i for any 1 ≤ i ≤ n. Then
one can interpret µ(A) as the probability that, when the numbers 1, . . . , n
are randomly ordered, none of them is placed in the correct position. On the
basis of this interpretation, one might suspect that µ(A) should tend to 0 as
n→∞. However, by direct computation, one can see that this is not the case.
Indeed, let Γi be the set of π ∈ E for which π(i) = i. Then A =

(
Γ1∪· · ·∪Γn

)
{,

and therefore

µ(A) = 1− µ(Γ1 ∪ · · · ∪ Γn) = 1 +
∑
F

(−1)card(F )µ
(
ΓF
)
.

Show that µ(ΓF ) = (n−m)!
n! if card(F ) = m, and conclude from this that

µ(A) =
∑n

0
(−1)m

m! −→ 1
e as n→∞.

Exercise 2.1.22. Given a sequence {Bn : n ≥ 1} of sets, define their limit
inferior to be the set

lim
n→∞

Bn =

∞⋃
m=1

∞⋂
n=m

Bn,

or, equivalently, the set of x ∈ E that are in all but finitely many of the Bn’s.
Also, define their limit superior to be the set

lim
n→∞

Bn =

∞⋂
m=1

∞⋃
n=m

Bn,
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or, equivalently, the set of x that are in infinitely many of the Bn’s. Show
that limn→∞Bn ⊆ limn→∞Bn, and say that the sequence {Bn : n ≥ 1} has

a limit if equality holds, in which case limn→∞Bn = limn→∞Bn is said to
be the limit limn→∞Bn of {Bn : n ≥ 1}. Show that if (E,B, µ) is a measure
space and {Bn : n ≥ 1} ⊆ B, both limn→∞Bn ∈ B and limn→∞Bn are
elements of B. Further, show that

(2.1.23) µ

(
lim
n→∞

Bn

)
≤ lim
n→∞

µ(Bn)

and that

(2.1.24) µ
(

lim
n→∞

Bn

)
≥ lim
n→∞

µ(Bn) if µ

( ∞⋃
n=1

Bn

)
<∞.

Conclude that

(2.1.25) lim
n→∞

Bn exists & µ

( ∞⋃
n=1

Bn

)
<∞ =⇒ µ

(
lim
n→∞

Bn

)
= lim
n→∞

µ(Bn).

Hint: Note that
⋂∞
n=mBn ↗ limn→∞Bn and

⋃∞
n=mBn ↘ limn→∞Bn as

m→∞.

Exercise 2.1.26. Let (E,B, µ) be a measure space and {Bn : n ≥ 1} ⊆ B.
Show that

∞∑
n=1

µ(Bn) <∞ =⇒ µ
(

lim
n→∞

Bn

)
= 0.

This useful observation is usually attributed to E. Borel. More profound
is the following converse statement, which is due to F. Cantelli. Assume
that µ is a probability measure. Sets {Bn : n ≥ 1} ⊆ B are said to be
independent under µ or µ-independent if, for all n ≥ 1 and choices of
Cm ∈ {Bm, B{

m}, 1 ≤ m ≤ n, µ(C1 ∩ · · · ∩ Cn) = µ(C1) · · ·µ(Cn). Cantelli’s
result says that if {Bn : n ≥ 1} ⊆ B are µ-independent sets, then

∞∑
n=1

µ(Bn) =∞ =⇒ µ
(

lim
n→∞

Bn

)
= 1.

Thus, for µ-independent sets, µ
(
limn→∞Bn

)
is either 0 or 1 according to

whether
∑∞
n=1 µ(Bn) is finite or infinite, a result that is referred to as the

Borel–Cantelli Lemma. Give a proof of Cantelli’s result. In doing so, the
following outline might be helpful.

(i) Show that it suffices to prove that limN→∞ µ
(⋂N

n=mB
{
n

)
= 0 for each

m ∈ Z+.



§ 2.2 A Construction of Measures 39

(ii) Show that 1− x ≤ e−x for all x ≥ 0, and use this to check that

µ

(
N⋂

n=m

B{
n

)
≤ e−

∑N

n=m
µ(Bn) for N ≥ m.

Exercise 2.1.27. Given a pair of measures µ and ν on a measurable space
(E,B), one says that µ is absolutely continuous with respect to ν and
writes µ� ν if, for all B ∈ B, ν(B) = 0 =⇒ µ(B) = 0. Assuming that µ is
finite and that µ� ν, show that for each ε > 0 there exists a δ > 0 such that
µ(B) < ε whenever ν(B) < δ. Next, assume that E is a metric space, that
both µ and ν are regular Borel measures on E, and that µ is finite. Show
that µ � ν if and only if for every ε > 0 there exists a δ > 0 for which
ν(G) < δ =⇒ µ(G) < ε whenever G ∈ G(E).

Exercise 2.1.28. A pair of measures µ and ν on a measurable space (E,B)
are said to be singular to one another and one writes µ ⊥ ν if there exists a
B ∈ B such that µ(B) = 0 = ν(B{). In words, µ and ν are singular to one
another if they live on disjoint parts of E. Assuming that E is a metric space,
that ν is regular Borel measure on E, and that µ is finite, show that µ ⊥ ν
if and only if for every δ > 0 there is a G ∈ G(E) for which ν(G) < δ and

µ(G{) = 0.

§ 2.2 A Construction of Measures

In this section I will first develop a procedure for constructing measures and
will then apply that procedure to three important examples.

§ 2.2.1. A Construction Procedure: Suppose that R is a collection of
compact subsets I of a metric space (E, ρ) and that V is a map from R to
[0,∞) that satisfy the following conditions:

(1) ∅ ∈ R and I, I ′ ∈ R =⇒ I ∩ I ′ ∈ R.
(2) V (∅) = 0 and V (I) ≤ V (J) if I, J ∈ R and I ⊆ J .
(3) For any J ∈ R, n ∈ Z+, and {I1, . . . , In} ⊆ R, V (J) ≤

∑n
m=1 V (Im) if

J ⊆
⋃n
m=1 Im and V (J) ≥

∑n
m=1 V (Im) if the Im’s are non-overlapping

(i.e., their interiors are mutually disjoint) and J ⊇
⋃n
m=1 Im.

(4) For any I ∈ R and ε > 0, there exist I ′, I ′′ ∈ R such that I ′′ ⊆ I̊,

I ⊆ I̊ ′, and V (I ′) ≤ V (I ′′) + ε.
(5) For any G ∈ G(E), there is a sequence {In : n ≥ 1} of non-overlapping

elements of R such that G =
⋃∞
n=1 In.

An example to keep in mind is that for which E = RN , R is the collection
of all closed rectangles in RN (one should consider ∅ to be a rectangle), and
V (I) = vol(I).

The goal of this subsection is to prove that there is a unique Borel measure
µ on E such that µ(I) = V (I) for all I ∈ R. Before getting started with the
proof, recall the following elementary fact about double sums of non-negative
numbers.
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Lemma 2.2.1. If
{
am,n : (m,n) ∈ (Z+)2

}
⊆ [0,∞), then

∞∑
m=1

∞∑
n=1

am,n =
∑

(m,n)∈(Z+)2

am,n =

∞∑
n=1

∞∑
m=1

am,n.

Proof: For each M, N ∈ Z+,( ∞∑
m=1

∞∑
n=1

am,n

)
∧

( ∞∑
n=1

∞∑
m=1

am,n

)
≥

∑
{(m,n):m≤M & n≤N}

am,n,

and therefore( ∞∑
m=1

∞∑
n=1

am,n

)
∧

( ∞∑
n=1

∞∑
m=1

am,n

)
≥

∑
(m,n)∈(Z+)2

am,n.

Similarly,

∑
(m,n)∈(Z+)2

am,n ≥

( ∞∑
m=1

∞∑
n=1

am,n

)
∨

( ∞∑
n=1

∞∑
m=1

am,n

)
,

and so all three must be equal. �

Now define µ̃(Γ) for Γ ⊆ E to be the infimum of
∑∞
m=1 V (Im) for all choices

of {Im : m ≥ 1} ⊆ R that cover Γ (i.e., Γ ⊆
⋃∞
m=1 Im). My strategy is to

find a σ-algebra L ⊇ BE for which the restriction µ of µ̃ to L is a measure.
Thus, the first thing that I have to check is that µ̃(I) = V (I) for all I ∈ R.

Lemma 2.2.2. If L ∈ Z+ and Γ =
⋃L
`=1 J` where the Jm’s are non-

overlapping elements of R, then µ̃(Γ) =
∑L
`=1 V (J`). In particular, µ̃(I) =

V (I) for all I ∈ R.

Proof: Obviously µ̃(Γ) ≤
∑L
`=1 V (J`). To prove the opposite inequality, let

{Im : m ≥ 1} be a cover of Γ by elements of R. Given an ε > 0, choose I ′m
for each m ∈ Z+ so that Im ⊆ I̊ ′m and V (I ′m) ≤ V (Im) + 2−mε. Because Γ is
compact, there exists an n ∈ Z+ such that {I ′1, . . . , I ′n} covers Γ.

Next, set Im,` = I ′m ∩ J` for 1 ≤ m ≤ n and 1 ≤ ` ≤ L. Then, for each `,
J` =

⋃n
m=1 Im,`, and, for each m, the Im,`’s are non-overlapping elements of

R with
⋃L
`=1 Im,` ⊆ I ′m. Hence, by (3),

∞∑
m=1

V (Im) + ε ≥
n∑

m=1

V (I ′m) ≥
n∑

m=1

L∑
`=1

V (Im,`) ≥
L∑
`=1

V (J`). �

In view of Lemma 2.2.2, I am justified in replacing V (I) by µ̃(I) for I ∈ R.
The next result shows that half the equality in (2.1.4) is automatic, even

before one restricts to Γ’s from L.



§ 2.2 A Construction of Measures 41

Lemma 2.2.3. If Γ ⊆ Γ′, then µ̃(Γ) ≤ µ̃(Γ′). In fact, if Γ ⊆
⋃∞
n=1 Γn, then

µ̃(Γ) ≤
∑∞
n=1 µ̃(Γn). In particular, if Γ ⊆

⋃∞
n=1 Γn and µ̃(Γn) = 0 for each

n ≥ 1, then µ̃(Γ) = 0.

Proof: The first assertion follows immediately from the fact that every cover
of Γ′ is also a cover of Γ.

In order to prove the second assertion, let ε > 0 be given, and choose for
each n ≥ 1 a cover {Im,n : m ≥ 1} ⊆ R of Γn satisfying

∑∞
m=1 V (Im,n) ≤

µ̃(Γn) + 2−nε. It is obvious that {Im,n : (m,n) ∈ (Z+)2} is a countable cover
of Γ. Hence, by Lemma 2.2.1,

µ̃(Γ) ≤
∑

(m,n)∈(Z+)2

V (Im,n) =

∞∑
n=1

∞∑
m=1

V (Im,n) ≤
∞∑
n=1

µ̃(Γn) + ε. �

As a consequence of Lemma 2.2.3, one has that

(2.2.4) µ̃(Γ) = inf{µ̃(G) : Γ ⊆ G ∈ G(E)}.

To see this, note that the left-hand side is certainly dominated by the right.
Thus, it suffices to show that if {Im : m ≥ 1} is a cover of Γ by elements of R
and ε > 0, then there is a G(E) 3 G ⊇ Γ such that µ̃(G) ≤

∑∞
m=1 V (Im) + ε.

To this end, for each m choose I ′m ∈ R such that Im ⊆ I̊ ′m and V (I ′m) ≤
V (Im) + 2−mε, and take G =

⋃∞
m=1 I̊

′
m. Clearly Γ ⊆ G ∈ G(E) and

µ̃(G) ≤
∞∑
m=1

V (I ′m) ≤
∞∑
m=1

V (Im) + ε.

One important consequence of (2.2.4) is that it shows that for any Γ ⊆ E
there is a Gδ(E) 3 D ⊇ Γ for which µ̃(D) = µ̃(Γ). Indeed, simply choose
Γ ⊆ Gn ∈ G(E) for which µ̃(Gn) ≤ µ̃(Γ) + 1

n , and take D =
⋂∞
n=1Gn.

Another virtue of (2.2.4) is that it facilitates the proof of the second part
of the following preliminary additivity result about µ̃.

Lemma 2.2.5. If G and G′ are disjoint open subsets of E, then µ̃(G∪G′) =
µ̃(G) + µ̃(G′). Also, if K and K ′ are disjoint compact subsets of E, then
µ̃(K ∪K ′) = µ̃(K) + µ̃(K ′).

Proof: We begin by showing that if {Im : m ≥ 1} is a sequence of non-
overlapping elements of R, then

(2.2.6) µ̃

( ∞⋃
m=1

Im

)
=

∞∑
m=1

V (Im).

Because the left-hand side is dominated by the right, it suffices to show that
the right-hand side is dominated by the left. However, by Lemmas 2.2.3 and
2.2.2, for each n ∈ Z+,

µ̃

( ∞⋃
m=1

Im

)
≥ µ̃

(
n⋃

m=1

Im

)
=

n∑
m=1

V (Im),
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which completes the proof of (2.2.6).
Next, suppose that G and G′ are disjoint open sets. By (5), there exist

non-overlapping sequences {Im : m ≥ 1} and {I ′m : m ≥ 1} of elements of
R such that G =

⋃∞
m=1 Im and G′ =

⋃∞
m=1 I

′
m′ . Thus, if I ′′2m−1 = Im and

I ′′2m = I ′m for m ≥ 1, the I ′′m’s are non-overlapping elements of R whose union
is G ∪G′. Hence, by (2.2.6),

µ̃(G ∪G′) =
∞∑
m=1

V (I ′′m) =
∞∑
m=1

V (Im) +
∞∑
m=1

V (I ′m) = µ̃(G) + µ̃(G′).

To complete the proof, let K and K ′ be given. Because they are disjoint
and compact, there exist disjoint open sets G and G′ such that K ⊆ G and
K ′ ⊆ G′. Thus, for any open H ⊇ K ∪K ′,

µ̃(H) ≥ µ̃
(
(H ∩G) ∪ (H ∩G′)

)
= µ̃(H ∩G) + µ̃(H ∩G′) ≥ µ̃(K) + µ̃(K ′),

and therefore, by (2.2.4), µ̃(K ∪K ′) ≥ µ̃(K) + µ̃(K ′). Because the opposite
inequality always holds, there is nothing more to do. �

I am at last ready to describe the σ-algebra L, although it will not be
immediately obvious that it is a σ-algebra or that µ̃ is countably additive on
it. Be that as it may, take L to be the collection of Γ ⊆ E with the property
that, for each ε > 0, there is an open G ⊇ Γ for which µ̃(G \ Γ) < ε.

At first, one might be tempted to say that, in view of (2.2.4), every subset
Γ is an element of L. This is because one is inclined to think that µ̃(G) =
µ̃(G \ Γ) + µ̃(Γ) when, in fact, µ̃(G) ≤ µ̃(G \ Γ) + µ̃(Γ) is all that we know in
general. Therein lies the subtlety of the definition! Nonetheless, it is clear that
G(E) ⊆ L. Furthermore, if µ̃(Γ) = 0, then Γ ∈ L, since, by (2.2.4), one can
choose, for any ε > 0, an open G ⊇ Γ such that µ̃(G \Γ) ≤ µ̃(G) < ε. Finally,
if Γ ∈ L, then there is a D ∈ Gδ(E) for which Γ ⊆ D and µ̃(D\Γ) = 0. Indeed,
simply choose {Gn : n ≥ 1} ⊆ G(RN ) for which Γ ⊆ Gn and µ̃(Gn \ Γ) < 1

n ,
and take D =

⋂∞
1 Gn.

The next result shows that L is closed under countable unions.

Lemma 2.2.7. If {Γn : n ≥ 1} ⊆ L, then Γ =
⋃∞

1 Γn ∈ L, and, of course
(cf. Lemma 2.2.3), µ̃(Γ) ≤

∑∞
1 µ̃(Γn).

Proof: For each n ≥ 1, choose G(E) 3 Gn ⊇ Γn so that µ̃(Gn \ Γn) < 2−nε.
Then G ≡

⋃∞
1 Gn is open, contains Γ, and (by Lemma 2.2.3) satisfies

µ̃(G \ Γ) ≤ µ̃

( ∞⋃
n=1

(
Gn \ Γn

))
≤
∞∑
1

µ̃(Gn \ Γn) < ε. �

Knowing that L is closed under countable unions and that it contains G(E),
we will know that it is a σ-algebra and that BE ⊆ L as soon I show that L is
closed under complementation.
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Lemma 2.2.8. If K ⊂⊂ E,1 then K ∈ L and µ̃(K) <∞.

Proof: The first step is to show that µ̃(K) < ∞. For this purpose, choose
a non-overlapping cover {Im : m ≥ 1} ⊆ R of K, and then use (4) to choose

{I ′m : m ≥ 1} ⊆ R so that Im ⊆ I̊ ′m and V (I ′m) ≤ V (Im) + 1 for each m. Now

apply the Heine–Borel property to find an n ∈ Z+ such that K ⊆
⋃n
m=1 I̊

′
m.

Then µ̃(K) ≤ n+
∑n
m=1 V (Im) <∞.

We will now show that K ∈ L. To this end, let ε > 0 be given, and choose an
open set G ⊇ K so that µ̃(G) ≤ µ̃(K)+ε. Set H = G\K ∈ G(E), and choose
a non-overlapping sequence {In : n ≥ 1} ⊆ R so that H =

⋃∞
1 In. Then, by

(2.2.6), µ̃(H) =
∑∞
m=1 V (Im). In addition, for each n ∈ Z+, Kn ≡

⋃n
m=1 Im

is compact and disjoint from K. Hence, by Lemmas 2.2.7 and 2.2.3,

µ̃(Kn) + µ̃(K) = µ̃(Kn ∪K) ≤ µ̃(G),

and so, because µ̃(K) <∞,
∑n
m=1 V (Im) = µ̃(Kn) ≤ ε for all n, and therefore

µ̃(G \K) = µ̃(H) ≤
∑∞
m=1 µ̃(Im) ≤ ε. �

Lemma 2.2.9. L is a σ-algebra over E that contains BE . Moreover, if
Γ ⊆ E, then Γ ∈ L if and only if for every ε > 0 there exist F ∈ F(E) and
G ∈ G(E) such that F ⊆ Γ ⊆ G and µ̃(G \ F ) < ε. Alternatively, Γ ∈ L
if there exist C, D ∈ L such that C ⊆ Γ ⊆ D and µ̃(D \ C) = 0, and if
Γ ∈ L, then there exist C ∈ Fσ(E) and D ∈ Gδ(E) such that C ⊆ Γ ⊆ D and
µ̃(D \ C) = 0.

Proof: Because of Lemma 2.2.7, proving that L is a σ-algebra comes down
to showing that it is closed under complementation. For this purpose, begin
by observing that Fσ(E) ⊆ L. To check this, choose {Im : m ≥ 1} ⊆ R such
that E =

⋃∞
m=1 Im, and set Kn =

⋃n
m=1 Im. Then Kn is compact for each n.

Given F ∈ F(E) and n ∈ Z+, set Fn = F ∩Kn. Clearly Fn is compact and is
therefore an element of L. Hence, since F =

⋃∞
n=1 Fn and L is closed under

countable unions, we see first that F(E) ⊆ L and then that Fσ(E) ⊆ L.
Next, suppose that Γ ∈ L, and choose D ∈ Gδ(E) for which Γ ⊆ D and

µ̃(D \Γ) = 0. Then C ≡ D{ ∈ Fσ(E), C ⊆ Γ{, and µ̃(Γ{ \C) = µ̃(D \Γ) = 0.

Hence, Γ{ \ C ∈ L, and therefore so is Γ{ = C ∪ (Γ{ \ C), which means that
L is closed under complementation and is therefore a σ-algebra over E.

Knowing that L contains G(E) and is a σ-algebra, we know that BE ⊆ L.
In addition, if Γ ∈ L, then for each ε > 0 we can find an open G ⊇ Γ and
a closed F with F { ⊇ Γ{ for which µ̃(G \ Γ) ∨ µ̃(F { \ Γ{) < ε

2 , which means
that F ⊆ Γ ⊆ G and µ̃(G \ F ) < ε.

Finally, given the preceding, it is clear that if Γ ∈ L then there exist C ∈
Fσ(E) and D ∈ Gδ(E) such that C ⊆ Γ ⊆ D and µ̃(D \ C) = 0. Conversely,
if there exist such C, D ∈ L, C ⊆ Γ ⊆ D, and µ̃(D \C) = 0, then µ̃(Γ \C) ≤
µ̃(D \ C) = 0, and so Γ = C ∪ (Γ \ C) ∈ L. �

1 I will often use the notation K ⊂⊂ E to mean that K is a compact subset of E. When E
is discrete, the notation means that K is a finite subset of E.
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Theorem 2.2.10. Refer to the preceding. Then there is a unique Borel
measure µ on E for which µ(I) = V (I) for all I ∈ R. Moreover, µ is regular,

L = BE
µ
, and (cf. Lemma 2.1.14) µ̄ is the restriction of µ̃ to BE

µ
.

Proof: We will first show that µ̃ is countably additive on L. To this end,
let {Γn : n ≥ 1} ⊆ L be a sequence of mutually disjoint, relatively compact
(i.e., their closures are compact) sets. By Lemma 2.2.9, for each ε > 0 we
can find a sequence {Kn : n ≥ 1} of compact sets such that Kn ⊆ Γn and
µ̃(Γn) ≤ µ̃(Kn) + 2−nε for each n. Hence, by Lemma 2.2.7, for each n ∈ Z+,

µ̃

( ∞⋃
m=1

Γm

)
≥ µ̃

(
n⋃

m=1

Km

)
=

n∑
m=1

µ̃(Km),

and therefore

µ̃

( ∞⋃
m=1

Γm

)
≥
∞∑
m=1

µ̃(Km) ≥
∞∑
m=1

µ̃(Γm)− ε,

which proves that

µ̃

( ∞⋃
m=1

Γm

)
≥
∞∑
m=1

µ̃(Γm).

Since the opposite inequality is trivial, this proves the countable additivity of
µ̃ for relatively compact elements of L.

To treat the general case, choose {Im : m ≥ 1} ⊆ R for which that E =⋃∞
m=1 Im, and set A1 = I1 and An+1 = In+1 \

⋃n
m=1 Im. Then the An’s

are mutually disjoint, relatively compact elements of L. Hence, if Γm,n =
Am ∩ Γn, then the Γm,n’s are also mutually disjoint and relatively compact.
Furthermore, Γn =

⋃∞
m=1 Γm,n for each n, and so, by the preceding and

Lemma 2.2.1,

µ̃

( ∞⋃
n=1

Γn

)
=

∑
(m,n)∈(Z+)2

µ̃(Γm,n) =

∞∑
n=1

µ̃(Γn).

Knowing that µ̃ is countably additive on L and that L ⊇ BE , we can take
µ to be the restriction of µ̃ to BE . Furthermore, the results in Lemma 2.2.9
show that this µ is regular, L = BE

µ
, and that µ̃ � L equals µ̄.

To complete the proof, suppose that ν is a second Borel measure on E
for which ν(I) = V (I) whenever I ∈ R. Given an open G, choose a non-
overlapping {Im : m ≥ 1} ⊆ R whose union is G, and apply (2.1.8) and
(2.2.6) to conclude that

ν(G) ≤
∞∑
m=1

ν(Im) =

∞∑
m=1

V (Im) = µ(G).
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Next, given ε > 0, choose for m ∈ Z+ an I ′′m ∈ R so that I ′′m ⊆ I̊m and
V (Im) ≤ V (I ′′m) + 2−mε. Then, because the I ′′m’s are disjoint,

ν(G) ≥ ν

( ∞⋃
m=1

I ′′m

)
=

∞∑
m=1

V (I ′′m) ≥
∞∑
m=1

V (Im)− ε ≥ µ(G)− ε.

Hence, ν and µ are equal on G(E). Finally, note that, by combining (4) and
(5), we can produce a non-decreasing sequence of open sets Gn ↗ E such
that µ(Gn) < ∞. Hence, by Theorem 2.1.13, ν equals µ on BGn for each n,
from which it follows easily that ν equals µ on BE . �

Corollary 2.2.11. Suppose that T : E −→ E is a transformation with
the property that T−1(I) ∈ R and V

(
T−1(I)

)
= V (I) for all I ∈ R. Then

T−1(Γ) ∈ BE and µ
(
T−1(Γ)

)
= µ(Γ) for all Γ ∈ BE . Equivalently, T∗µ = µ.

Proof: By part (i) of Exercise 2.1.19, T−1 of a union of sets is the union of
T−1 of each set over which the union is taken, and T−1 of a difference of sets
is the difference of T−1 of each set. Next, let B be the set of Γ ∈ BE with the
property that T−1(Γ) ∈ BE . By the preceding observation, B is a σ-algebra
over E. In addition, R ⊆ B. Thus, because for any open G there is a sequence
{Im : m ≥ 1} ⊆ R whose union is G, G(E) ⊆ B. Since this means that B is
a σ-algebra contained in BE and containing G(E), it follows that B = BE .

Next, set ν(Γ) = µ
(
T−1(Γ)) for Γ ∈ BE . By part (iii) of Exercise 2.1.19, ν

is a Borel measure on E. Moreover, by assumption, ν(I) = V (I) for I ∈ R.
Hence, by the uniqueness statement in Theorem 2.2.10, ν = µ. �

§ 2.2.2. Lebesgue Measure on RN : My first application of Theorem 2.2.10
will be to the construction of the father of all measures, Lebesgue measure on
RN .

Endow RN with the standard Euclidean metric, the one given by the Eu-
clidean distance between points. Next, take R to be the set of all rectangles
I in RN relative to a fixed orthonormal coordinate system, include the empty
rectangle in R, and define V (I) = vol(I) if I 6= ∅ and V (∅) = 0. In order to
apply the results in § 2.2.1, I have to show that this choice of R and V satisfies
the hypotheses (1)–(5) listed at the beginning of that subsection. It is clear
that they satisfy (1), (2), and (4). In addition, (3) follows from Lemma 1.1.1.
To check (5), I will use the following lemma. In its statement and elsewhere,
a square will be a (multi-dimensional) rectangle all of whose edges have the
same length. That is, a non-empty square is a set Q of the form x + [a, b]N

for some x ∈ RN and a ≤ b.

Lemma 2.2.12. If G is an open set in R, then G is the union of a countable
number of mutually disjoint open intervals. More generally, if G is an open
set in RN , then, for each δ > 0, G admits a countable, non-overlapping, exact
cover C by closed squares Q with diam (Q) < δ.

Proof: If G ⊆ R is open and x ∈ G, let I̊x be the open connected component
of G containing x. Then I̊x is an open interval and, for any x, y ∈ G, either
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I̊x ∩ I̊y = ∅ or I̊x = I̊y. Hence, C ≡ {I̊x : x ∈ G ∩Q} (Q here denotes the set
of rational numbers) is the required cover.

To handle the second assertion, set Qn =
[
0, 2−n

]N
and Kn = { k

2n + Qn :

k ∈ ZN}. Note that if m ≤ n, Q ∈ Km, and Q′ ∈ Kn, then either Q′ ⊆ Q

or Q̊ ∩ Q̊′ = ∅. Now let G ∈ G(RN ) and δ > 0 be given, take n0 to be the

smallest n ∈ Z for which 2−n
√
N < δ, and set Cn0

= {Q ∈ Kn0
: Q ⊆ G}.

Next, define Cn inductively for n > n0 so that

Cn+1 =

{
Q′ ∈ Kn+1 : Q′ ⊆ G and Q̊′ ∩ Q̊ = ∅ for any Q ∈

n⋃
m=n0

Cm

}
.

Since if m ≤ n, Q ∈ Cm, and Q′ ∈ Cn, either Q = Q′ or Q̊ ∩ Q̊′ = ∅,
the squares in C ≡

⋃∞
n=n0

Cn are non-overlapping, and certainly
⋃
C ⊆ G.

Finally, if x ∈ G, choose n ≥ n0 and Q′ ∈ Kn such that x ∈ Q′ ⊆ G. If
Q′ /∈ Cn, then there exist an n0 ≤ m < n and a Q ∈ Cm for which Q̊∩ Q̊′ 6= ∅.
But this means that Q′ ⊆ Q and therefore that x ∈ Q ⊆

⋃
C. Thus C covers

G. �

Knowing that R and V satisfy hypotheses (1)–(5), we can apply Theorem
2.2.10 and thereby derive the following fundamental result.

Theorem 2.2.13. There is one and only one Borel measure λRN on RN
with the property that λRN (Q) = vol(Q) for all squares Q in RN . Moreover,
λRN is regular.

Proof: The existence of λRN as well as its regularity are immediate conse-
quences of Theorem 2.2.10. Furthermore, that theorem says that λRN is the
only Borel measure ν with the property that ν(I) = vol(I) for all I ∈ R. Thus,
to prove the uniqueness statement here, it suffices to check that ν(I) = vol(I)
for all rectangles I if it does for squares. To this end, first note that if I is a
rectangle, then there exists a sequence {In : n ≥ 1} of rectangles such that

In ↗ I̊ and vol(In)↗ vol(I). Hence, by (2.1.10), ν(I) = ν(I̊). In particular,

by (2.1.7), this means that2 ν(∂I) = ν(I) − ν(I̊) = 0 for all rectangles I.

Now apply Lemma 2.2.12 to write I̊ =
⋃∞
n=1Qn, where the Qn’s are non-

overlapping squares, use the preceding to check that ν(Qm ∩ Qn) = 0 for

m 6= n, and apply (2.1.9) to see that ν(I) = ν(I̊) =
∑∞
n=1 vol(Qn). Since the

same reasoning applies to λRN and λRN (Qn) = vol(Qn), we have now shown
that ν(I) = vol(I) as well. �

The Borel measure λRN described in Theorem 2.2.13 is called Lebesgue

measure on RN . In addition, elements of BRN
λRN are said to be Lebesgue

measurable sets.
An important property of Lebesgue measure is that it is translation in-

variant. To be precise, for each x ∈ RN , define the translation map

2 I use ∂Γ to denote the boundary Γ̄ \ Γ̊ of a set Γ.
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Tx : RN −→ RN by Tx(y) = x + y. Obviously, Tx is one-to-one and onto.
In fact, T−1

x = T−x. In addition, because Tx = T−1
−x and T−x is continu-

ous, Tx takes BRN into itself. Finally, say that a Borel measure µ on RN is
translation invariant if µ

(
Tx(Γ)

)
= ν(Γ) for all x ∈ RN and Γ ∈ BRN .

The following corollary provides an important characterization of Lebesgue
measure in terms of translation invariance.

Corollary 2.2.14. Lebesgue measure is the one and only translation
invariant Borel measure on RN that assigns the unit square [0, 1]N mea-
sure 1. Thus, if ν is a translation invariant Borel measure on RN and
α = ν

(
[0, 1]N

)
<∞, then ν = αλRN .

Proof: That λRN is translation invariant follows immediately from Corollary
2.2.11 and the fact that, for any rectangle I and x ∈ RN , vol

(
Tx(I)

)
= vol(I).

To prove the uniqueness assertion, suppose that µ is a translation invariant
Borel measure that gives measure 1 to [0, 1]N . We first show that µ(H) = 0 for
every H of the form {x ∈ RN : xi = c} for some 1 ≤ i ≤ N and c ∈ R. Indeed,
by translation invariance, it suffices to treat the case c = 0. In addition, by
countable subadditivity and translation invariance, it is sufficient to show that
µ(R) = 0 when R = {x : xi = 0 and xj ∈ [0, 1] for j 6= i}. But if ei is the
unit vector whose ith coordinate is 1 and whose other coordinates are 0, then,
for any n ≥ 1, the sets

{
m
n ei + R : 0 ≤ m ≤ n} are mutually disjoint, have

the same µ-measure as R, and are contained in [0, 1]N . Hence, nµ(R) ≤ 1 for
all n ≥ 1, and so µ(R) = 0.

Given the preceding, we know that µ(∂I) = 0 for all rectangles I ⊆ RN .
Hence, if (n1, . . . , nN ) ∈ (Z+)N , then

µ
(
[0, 1]N

)
= µ

(⋃{
N∏
i=1

[
ki−1
ni

, kini

]
: 1 ≤ ki ≤ ni for 1 ≤ i ≤ N

})

=

(
N∏
i=1

ni

)
µ

(
N∏
i=1

[
0, 1

ni

])
,

and so µ
(∏N

i=1

[
0, 1

ni

])
=
∏N
i=1

1
ni

. Starting from this, the same line of

reasoning can be used to show that µ
(∏N

i=1

[
0, mini

])
=
∏N
i=1

mi
ni

for any

pair (m1, . . . ,mN ), (n1, . . . , nN ) ∈ (Z+)N . Hence, by translation invariance,
for any rectangle whose sides have rational lengths, µ(I) = vol(I). Finally,
for any rectangle I, we can choose a non-increasing sequence {In : n ≥ 1}
of rectangles with rational side lengths such that In ↘ I, and so µ(I) =
limn→∞ vol(In) = vol(I). Now apply Corollary 2.2.11.

To prove the concluding assertion, first suppose that α = 0. Then, because
RN can be covered by a countable number of translates of [0, 1]N , it follows
that ν(RN ) = 0 and therefore that ν = αλRN . Next suppose that α > 0.
Then α−1ν is a translation invariant Borel measure on RN and ν assigns the
unit square measure 1. Hence, by the earlier part, α−1ν = λRN . �



48 2 Measures

Although the property of translation invariance was built into the construc-
tion of Lebesgue measure, it is not immediately obvious how Lebesgue measure
responds to rotations of RN . One suspects that, as the natural measure on
RN , Lebesgue measure should be invariant under the full group of Euclidean
transformations (i.e., rotations as well as translations). However, because my
description of Lebesgue’s measure was based on rectangles and the rectangles
were inextricably tied to a fixed set of coordinate axes, rotation invariance is
not as obvious as translation invariance was.

The following corollary shows how Lebesgue measure transforms under an
arbitrary linear transformation of RN , and rotation invariance will follow as
an immediate corollary.

Given an N ×N , real matrix A =
((
aij
))

1≤i,j≤N , define TA : RN −→ RN

to be the action of A on x. That is, (TAx)i =
∑N
j=1 aijxj for 1 ≤ i ≤ N . We

can now prove the following.

Theorem 2.2.15. For any N ×N , real matrix A and Γ ∈ BRN
λRN , TA(Γ) ∈

BRN
λRN and λRN (TAΓ) = |det(A)|λRN (Γ). Moreover, if A is non-singular,

then TA takes BRN into itself.

Proof: We begin with the case in which A is non-singular. Then TA−1 is a
continuous, one-to-one map from RN onto itself, and TA = (TA−1)−1. Hence,
by (iii) of Exercise 2.1.19, TA takes BRN into itself. Next, define νA on BRN
by νA(Γ) = λRN

(
TA(Γ)

)
. Then, again, by part (iii) of Exercise 2.1.19, νA is

a Borel measure on RN . Now set α(A) = νA
(
[0, 1]N

)
. Because TA([0, 1]N ) is

compact, α(A) <∞. In addition, because

νA
(
Tx(Γ)

)
= λRN

(
TAx + TA(Γ)

)
= λRN

(
TA(Γ)

)
= νA(Γ),

νA is translation invariant. Thus Corollary 2.2.14 says that νA = α(A)λRN ,
and so all that we have to do is show that α(A) = |det(A)|. To this end, ob-
serve that there are cases in which α(A) can be computed by hand. The first
of these is when A is diagonal with positive diagonal elements, in which case

TA
(
[0, 1]

)
=
∏N
j=1[0, ajj ] and therefore α(A) =

∏N
j=1 ajj = det(A). The sec-

ond case is the one in which A is an orthogonal matrix. Then TA
(
B(0, 1)

)
=

B(0, 1) and therefore, since λRN
(
B(0, 1)

)
∈ (0,∞), α(A) = 1. To go fur-

ther, notice that, since TAA′ = TA ◦ TA′ , α(AA′) = α(A)α(A′). Hence,
if A is symmetric and positive definite (i.e., all its eigenvalues are posi-
tive) and O is an orthogonal matrix for which3 D = O>AO is diagonal,
then the diagonal entries of D are positive, det(A) = det(D) = α(D), and
therefore α(A) = α(O>)α(D)α(O) = α(D) = det(A). Finally, for any
non-singular A, A>A is a symmetric, positive definite matrix. Moreover,
if O = A−1(AA>)

1
2 , where (AA>)

1
2 denotes the symmetric square root of

AA>, then O satisfies OO> = A−1AA>(A>)−1 = I and is therefore orthog-

onal. Hence, since A = (AA>)
1
2O>, we find that α(A) = det

(
(AA>)

1
2

)
=

3 Given a matrix A, I use A> to denote the transpose matrix.
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|det(A)|. Finally, to show that TA takes a Γ ∈ BRN
λRN into BRN

λRN and that
λRN

(
TA(Γ)

)
= |det(A)|λRN (Γ), choose C, D ∈ BRN so that C ⊆ Γ ⊆ D and

λRN (D \ C) = 0. Then TA(C), TA(D) ∈ BRN , TA(C) ⊆ TA(Γ) ⊆ TA(D),

λRN
(
TA(D) \ TA(C)

)
= λRN

(
TA(D \C)

)
= 0, and therefore TA(Γ) ∈ BRN

λRN

and λRN
(
TA(Γ)

)
= λRN

(
TA(C)

)
= |det(A)|λRN (C) = |det(A)|λRN (Γ).

To treat the singular case, first observe that there is nothing to do when
N = 1, since the singularity of A means that TA(R) = {0} and λR({0}) = 0.
Thus, assume that N ≥ 2. Then, if A is singular, TA(RN ) is contained in
an (N − 1)-dimensional subspace of RN . Therefore, what remains is to show
that λRN assigns measure 0 to an (N − 1)-dimensional subspace H. This is
clear if H = RN−1×{0}, since in that case one can obviously cover H with a
countable number of rectangles each of which has volume 0. To handle general
H’s, choose an orthogonal matrix O so that H = TO

(
RN−1 × {0}

)
, and use

the preceding to conclude that λRN (H) = λRN
(
RN−1 × {0}

)
= 0. �

Before concluding this preliminary discussion of Lebesgue measure, it may
be appropriate to examine whether there are any sets that are not Lebesgue
measurable. It turns out that the existence of such sets brings up some ex-
tremely delicate issues about the foundations of mathematics. Indeed, if one
is willing to abandon the full axiom of choice, then R. Solovay has shown
that there is a model of mathematics in which every subset of RN is Lebesgue
measurable. However, if one accepts the full axiom of choice, then the follow-
ing argument, due to Vitali, shows that there are sets that are not Lebesgue
measurable. The use of the axiom of choice comes in Lemma 2.2.17 below.
It is not used in the proof of the next lemma, a result that is interesting in
its own right. See Exercise 2.2.35 for a somewhat surprising application and
Exercise 6.3.17 for another derivation of it.

Lemma 2.2.16. If Γ ∈ BR
λR

has positive Lebesgue measure, then the set
Γ− Γ ≡ {y − x : x, y ∈ Γ} contains an open interval (−δ, δ) for some δ > 0.

Proof: Without loss of generality, we will assume that Γ ∈ BR and that
λR(Γ) ∈ (0,∞).

Choose an open set G ⊇ Γ for which λR(G \ Γ) < 1
3λR(Γ), and let (cf. the

first part of Lemma 2.2.12) C be a countable collection of mutually disjoint,

non-empty, open intervals I̊ whose union is G. Then∑
I̊∈C

λR(I̊ ∩ Γ) = λR(Γ) ≥ 3
4λR(G) = 3

4

∑
I̊∈C

λR(I̊).

Hence, there must be an I̊ ∈ C for which λR(I̊ ∩ Γ) ≥ 3
4λR(I̊). Set A = I̊ ∩ Γ.

If d ∈ R and (d+A) ∩A = ∅, then

2λR(A) = λR(d+A) + λR(A) = λR
(
(d+A) ∪A

)
≤ λR

(
(d+ I̊) ∪ I̊

)
.

At the same time, (d+I̊)∪I̊ ⊆ (I−, d+I+) if d ≥ 0 and (d+I̊)∪I̊ ⊆ (d+I−, I+)

if d < 0, where I− and I+ denote the left and right endpoints of I̊. Thus, in



50 2 Measures

either case, λR
(
(d + I̊) ∪ I̊

)
≤ |d| + λR(I̊). Hence, if (d + A) ∩ A = ∅, then

3
2λR(I̊) ≤ 2λR(A) ≤ |d| + λR(I̊), from which one sees that |d| ≥ 1

2λR(I̊). In

other words, if |d| < 1
2λR(I̊), then (d + A) ∩ A 6= ∅. But this means that for

every d ∈
(
− 1

2λR(I̊), 1
2λR(I̊)

)
there exist x, y ∈ A ⊆ Γ for which d = y−x. �

Lemma 2.2.17. Let Q denote the set of rational real numbers. Assuming
the axiom of choice, there is a subset A of R such that (A − A) ∩ Q = {0}
and yet R =

⋃
q∈Q(q +A).

Proof: Write x ∼ y if y − x ∈ Q. Then “∼” is an equivalence relation on
R, and, for each x ∈ R, the equivalence class [x]∼ of x is x + Q. Now, using
the axiom of choice, choose A to be a set that contains precisely one element
from each of the equivalence classes [x]∼, x ∈ R. It is then clear that A has
the required properties. �

Theorem 2.2.18. Assuming the axiom of choice, every Γ ∈ BR
λR

with
positive Lebesgue measure contains a subset that is not Lebesgue measurable.
(See part (iii) of Exercise 2.2.36 for another construction of non-measurable
quantities.)

Proof: Let A be the set constructed in Lemma 2.2.17, and suppose that
Γ ∩ Tq(A) were Lebesgue measurable for each q ∈ Q. Then we would have

that 0 < λR(Γ) ≤
∑
q∈Q λR

(
Γ∩Tq(A)

)
, and so there would exist a q ∈ Q such

that λR
(
Γ ∩ Tq(A)

)
> 0. But, by Lemma 2.2.16, we would then have that

(−δ, δ) ⊆ {y − x : x, y ∈ Tq(A)} ⊆ {0} ∪ Q{ for some δ > 0, which cannot
be. �

§ 2.2.3. Distribution Functions and Measures: Given a finite Borel
measure on R, set Fµ(x) = µ

(
(−∞, x]

)
. Clearly Fµ is a non-negative, bounded,

right-continuous, non-decreasing function that tends to 0 as x → −∞. The
function Fµ is called the distribution function for µ. In this subsection
I will show that every bounded, right-continuous, non-decreasing function F
that tends to 0 at −∞ is the distribution of a unique finite Borel measure on
R.

Let F be given. By Exercise 1.2.23, F = Fc + Fd, where Fc and Fd are
bounded and non-decreasing, Fc is continuous, and Fd is a pure jump function.
Further, it is easy to check that both Fc and Fd can be taken so that they
tend to 0 at −∞. Hence, to prove the existence of a µ for which F = Fµ, it
suffices to do so when F is either a continuous or a pure jump function and
then take the sum of the measures corresponding to Fc and Fd.

When F is a pure jump function, there is nearly nothing to do. Simply
define µ by

µF (Γ) =
∑

{x∈Γ∩D}

(
F (x)− F (x−)

)
for Γ ∈ BR,
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where D is the countable set consisting of the discontinuities of F . Without
difficulty, one can check that µF is a finite Borel measure on R for which F
is the distribution function.

Now assume that F is continuous, and take R to be the set of all (including
the empty interval) closed intervals I in R, and define V

(
[a, b]

)
= F (b)−F (a)

for a ≤ b. Checking that this choice of R and V satisfies that hypotheses at the
start of § 2.2.1 is easy. The same argument as we used to prove Lemma 1.1.1
when N = 1 shows that (3) holds, (4) follows from the continuity of F , and
Lemma 2.2.12 proves (5). Thus, by Theorem 2.2.10, there is a Borel measure
µF on R for which µF

(
[a, b]

)
= F (b)− F (a) for all a < b. In particular,

F (x) = F (x)− lim
y↘−∞

F (y) = lim
y→−∞

µF
(
[y, x]

)
= µF

(
(−∞, x]

)
,

and so F is the distribution function for µ.

Theorem 2.2.19. Let F be a bounded, right-continuous, non-decreasing
function on R that tends to 0 at −∞. Then there is a unique Borel measure
µF on R for which F is the distribution function. In particular, µF is finite
and regular. (See Exercises 2.2.37 and 8.2.18 for other approaches.)

Proof: The only assertions that have not been covered already are those
of uniqueness and finiteness. However, the finiteness follows from µF (R) =
limx↗∞ F (x) < ∞. To prove the uniqueness, suppose that ν is a second
Borel measure on R satisfying ν

(
(−∞, x]

)
= F (x) for all x ∈ R. Then, by the

argument just given, ν is finite. In addition, for a < b,

ν
(
(a, b)

)
= lim
x↗b

(
F (x)− F (a)

)
= F (b−)− F (a) = µF

(
(a, b)

)
.

Hence, ν(I̊) = µF (I̊) for all open intervals I̊, and so, by the first part of
Lemma 2.2.12, ν(G) = µF (G) for all G ∈ G(R). By Theorem 2.1.13, this
means that ν = µF on BR. �

§ 2.2.4. Bernoulli Measure: Here is an application of the material in
§ 2.2.1 to a probabilistic model of coin tossing.

Set Ω = {0, 1}Z+

, the space of maps ω : Z+ −→ {0, 1}. In the model, Ω is
thought of as the set of all possible outcomes of a countably infinite number
of coin tosses: ω(i) = 1 if the ith toss came up heads and ω(i) = 0 if it
came up tails. Similarly, given ∅ 6= S ⊆ Z+, take Ω(S) = {0, 1}S , think
of Ω(S) as the outcomes of those tosses that occurred during S, and define
ΠSΩ −→ Ω(S) to be the projection map given by ΠSω = ω � S. Then, for
each S, A(S) ≡ {Π−1

S Γ : Γ ⊆ Ω(S)} is a σ-algebra over Ω, and, in the model,
elements of A(S) are events (the probabilistic term for subsets) that depend
only on the outcome of tosses corresponding to the i’s in S.

Now suppose that, on each toss, the coin comes up heads with probability
p ∈ (0, 1) and tails with probability q = 1− p. Further, assume that the out-
comes of distinct tosses are independent of one another. That is, if η ∈ Ω(S),
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then the probability of the event Π−1
S ({η}) = {ω ∈ Ω : ω(i) = η(i) for i ∈ S}

is

(2.2.20) p
∑

i∈S
η(i)

q
∑

i∈S
(1−η(i))

.

Obviously, when S is infinite, this quantity is 0. On the other hand, if ∅ 6=
F ⊂⊂ Z+ (i.e., F is a non-empty, finite subset of Z+), and βFp : A(F ) −→
[0, 1] is defined by the prescription

(2.2.21) βFp
(
Π−1
F Γ

)
=
∑
η∈Γ

p
∑

i∈F
η(i)

q
∑

i∈F
(1−η(i))

,

where the sum over the empty set is taken to be 0, then βFp is a measure

on
(
Ω,A(F )

)
that measures the probability of events that depend only on

outcomes during F .
Next set A =

⋃
{A(F ) : ∅ 6= F ⊂⊂ Z+}. Then A is an (cf. Exercise 2.1.16)

algebra over Ω. However, A is not a σ-algebra. Nonetheless, we can define
βp : A −→ [0, 1] so that βp(A) = βFp (A) if A ∈ A(F ). To know that this
definition is justified, we must make sure that if A ∈ A(F ) ∩ A(F ′), where

F 6= F ′, then βFp (A) = βF
′

p (A). To this end, note that A ∈ A(F ∩ F ′), and
therefore that it suffices to handle the case in which F ⊂ F ′. Further, this
case reduces to the one in which F ′ = F ∪{j}, where j /∈ F . But if Γ ⊆ Ω(F ),
then Π−1

F Γ = Π−1
F ′ Γ0 ∪Π−1

F ′ Γ1, where

Γk =
{
η ∈ Ω(F ′) : η � F ∈ Γ and η(j) = k

}
for k ∈ {0, 1},

and so

βF
′

p

(
Π−1
F ′ Γ

)
= βF

′

p

(
Π−1
F ′ Γ0

)
+ βF

′

p

(
Π−1
F ′ Γ1

)
= qβFp

(
Π−1
F Γ

)
+ pβFp

(
Π−1
F Γ

)
= βFp

(
Π−1
F Γ

)
.

Thus, we now know that βp is well-defined and βp(Ω) = 1. In addition, βp is
finitely additive in the sense that, for any n ∈ Z+,

βp

(
n⋃

m=1

Am

)
=

n∑
m=1

βp(Am)

if the Am’s are mutually disjoint elements of A. Indeed, by choosing F ⊂⊂ Z+

so that {Am : 1 ≤ m ≤ n} ⊆ A(F ), one can do the computation with βFp
instead of βp.

The preceding paragraphs summarize the presentation of coin tossing given
in an elementary probability theory course. What is not usually covered in
such a course is the extension of βp to events like

A =

{
ω ∈ Ω : lim

n→∞

1

n

n∑
k=1

ω(k) exists

}
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that depend on an infinite number of tosses. My aim here is to show that
such an extension exists and that it can be constructed using the results in
§ 2.2.1.

The first step is to introduce a topology on Ω, and the one that I will
choose is the one corresponding to pointwise convergence. That is, I want the
sequence {ωm : m ≥ 1} to converge to ω if and only if for each i ∈ Z+ there
is an mi such that ωm(i) = ω(i) for all m ≥ mi. One way to describe this
topology is to define

ρ(ω, ω′) =

∞∑
i=1

2−i|ω(i)− ω′(i)|,

and check that ρ is a metric on Ω for which convergence is the same as
pointwise convergence. Further, as a topological space with metric ρ, Ω is
compact. To see this, let {ωm : m ≥ 1} ⊆ Ω be given. Then there exists
a strictly increasing sequence {m1,` : ` ≥ 1} ⊆ Z+ such that ωm1,`

(1) =
ωm1,1

(1) for all ` ∈ Z+. Knowing {m1,` : ` ≥ 1}, choose a strictly increasing
subsequence {m2,` : ` ≥ 1} of {m1,` : ` ≥ 1} for which ωm2,`

(2) = ωm2,1
(2)

for all ` ∈ Z+. Proceeding by induction on k ∈ Z+, produce {mk,` : (k, `) ∈
(Z+)2} such that {mk+1,` : ` ≥ 1} is a strictly increasing subsequence of
{mk,` : ` ≥ 1} and ωmk,`(k) = ωmk,1(k) for all ` ≥ 1. If mk = mk,k and
ω(i) = ωmi(i), then {ωmi : i ≥ 1} is a subsequence of {ωm : m ≥ 1} and
ωmi −→ ω as i→∞.

It is clear that every A ∈ A is closed. In addition, if ∅ 6= F ⊂⊂ Z+, ω ∈ A ∈
A(F ), and iF ≡ max{i : i ∈ F}, then ρ(ω′, ω) < 2−iF =⇒ ω′ � F = ω � F
and therefore ω′ ∈ A. Hence, every element of A is both open and closed.
Moreover, for each ω ∈ Ω,

{
Π−1
F ({ω � F}) : ∅ 6= F ⊂⊂ Z+

}
forms a countable

neighborhood basis at ω. Indeed, given ω ∈ Ω and r > 0, choose n ≥ 1 such
that 2−n < r, and observe that {ω′ : ω′(i) = ω(i) for 1 ≤ i ≤ n} is contained
in the ρ-ball of radius r centered at ω.

Having made these preparations, we can turn to the construction. Take
R = A, and define V (A) = βp(A) for A ∈ A. Then R and V satisfy the
hypotheses (1)–(5) at the beginning of § 2.2.1. Indeed, (1), (2), and (3) are
obvious from the facts that A is an algebra and that βp is finitely additive on
A. As for (4), the fact that each A ∈ A is both open and closed means that
there is nothing to check. Finally, the following lemma shows that (5) holds.

Lemma 2.2.22. If ∅ 6= S ⊆ Z+ and G ∈ A(S) is open, then there is a
sequence {Am : m ≥ 1} of mutually disjoint elements of A(S) ∩ A for which
G =

⋃∞
m=1Am.

Proof: To produce a sequence {Am : m ≥ 1} ⊆ A of mutually disjoint
elements of A(S) such that G =

⋃∞
m=1Am, one can proceed as follows. If S

is finite, then one can take A1 = A and An = ∅ for n ≥ 2. If S is infinite,
let {in : n ≥ 1} be the strictly increasing enumeration of S, and set Fn =
{i1, . . . , in}. Choose A1 to be the largest element A ∈ A(F1) with the property
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that A ⊆ G. Equivalently, A1 is the union of all the A ∈ A(F1) contained
in G. Next, given Am ∈ A(Fm) for 1 ≤ m ≤ n, choose An+1 to the largest
A ∈ A(Fn+1) contained in G\

⋃n
m=1Am. Obviously, these Am’s are mutually

disjoint elements of A∩A(S), all of which are subsets of G. To see that they
cover G, suppose that ω ∈ G, and choose n ≥ 2 for which ω′ ∈ G whenever
ρ(ω′, ω) < 2−in−1 . Then A ≡ {ω′ : ω′(im) = ω(im) for 1 ≤ i ≤ n} ∈ A(Fn)

is a subset of G, and so either ω ∈
⋃n−1

1 Am or A ∩
⋃n−1

1 Am = ∅, in which
case ω ∈ A ⊆ An. �

Theorem 2.2.23. Referring to the preceding, there exists a unique exten-
sion of βp as a Borel probability measure on Ω, and this extension is regular.
Finally, βp is the unique Borel measure ν on Ω with the property that, for
each n ∈ Z+ and η ∈ {0, 1}n,

ν
(
{ω ∈ Ω : ω(i) = η(i) for 1 ≤ i ≤ n}

)
= p
∑n

i=1
η(i)qn−

∑n

i=1
η(i).

Proof: The existence of the extension as well as its regularity are guaranteed
by Theorem 2.2.10. Furthermore, that theorem says that there is only one
extension. Finally, suppose that ν is as in the last part of the statement.
Because every non-empty element of A is the finite union of mutually disjoint
sets of the form {ω : ω(m) = η(m) for 1 ≤ m ≤ n}, where η ∈ {0, 1}n for
some n ∈ Z+, any ν that extends βp � A is therefore equal to βp. �

Because Bernoulli (again Jacob) made seminal contributions to the study
of coin tossing, the Borel probability measure βp in Theorem 2.2.23 is called
the Bernoulli measure with parameter p. Before closing this discussion of
coin tossing, it should be pointed out that the independence on which (2.2.20)
was based extends to βp as a Borel measure. To verify this, we will need the
following lemma.

Lemma 2.2.24. Suppose that ∅ 6= S ⊂ Z+. If B ∈ A(S) and B ⊆ H ∈
G(Ω), then there is a G ∈ G(Ω) ∩ A(S) such that B ⊆ G ⊆ H. Hence, if

B ∈ A(S) ∩ Bβp , then βp(B) = inf{βp(G) : B ⊆ G ∈ G(Ω) ∩ A(S)}.

Proof: Given ω ∈ B, note that Π−1
S ({ω � S}) ⊂⊂ H. In particular, there

exists an n(ω) ∈ Z+ for which ρ
(
Π−1
S ({ω � S}), H{

)
> 2−n(ω). Thus, if

F (ω) = {i ∈ S : i ≤ n(ω)}, then A(ω) ≡ Π−1
F

(
{ω � F (ω)}

)
⊆ H. Indeed, if

ω′ ∈ A(ω), determine ω′′ ∈ Ω by taking ω′′ � S = ω � S and ω′′ � S{ = ω′ � S{.
Then ω′′ ∈ Π−1

S ({ω � S}) and ρ(ω′, ω′′) ≤ 2−n(ω), which means that ω′ ∈ H.
Now take G =

⋃{
A(ω) : ω ∈ B

}
, and observe that G is an open element of

A(S) that contains B and is contained in H.
Given the preceding, the final assertion is an easy application of the fact,

coming from Theorems 2.2.23 and 2.1.15, that

βp(B) = inf{βp(G) : B ⊆ G ∈ G(Ω)}. �
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Theorem 2.2.25. Let S ⊆ Z+, and suppose that B ∈ BΩ
βp ∩ A(S) and

B′ ∈ BΩ
βp ∩ A(S{). Then βp(B ∩B′) = βp(B)βp(B

′).

Proof: Obviously, there is nothing to do when either B or B′ is either empty
or the whole of Ω. Thus, we will assume that ∅ 6= S ⊂ Z+. Next suppose
that F ⊂⊂ S and F ′ ⊂⊂ S{. Then, for any A ∈ A(F ) and A′ ∈ A(F ′),
it follows easily from (2.2.21) that βp(A ∩ A′) = βp(A)βp(A

′). Next suppose

that G ∈ A(S) and G′ ∈ A(S{) are open. By Lemma 2.2.22, G =
⋃∞
m=1Am,

where {Am : m ≥ 1} are mutually disjoint elements of A ∩ A(S), and G′ =⋃∞
m′=1A

′
m′ , where {A′m : m ≥ 1} are mutually disjoint elements of A∩A(S{).

Thus {Am ∩Am′ : (m,m′) ∈ (Z+)2} is a cover of G∩G′ by mutually disjoint
elements of A, and βp(Am ∩ Am′) = βp(Am)βp(Am′) for all (m,m′). Hence,
by Lemma 2.2.1,

βp(G ∩G′) =
∑

(m,m′)∈(Z+)2

βp(Am)βp(A
′
m′) = βp(G)βp(G

′).

Finally, let B and B′ be as in the statement. Then βp(B∩B′) ≤ βp(G∩G′) =

βp(G)βp(G
′) for any open G ∈ A(S) containing B and open G′ ∈ A(S{)

containing B′. Hence, by Lemma 2.2.24, βp(B ∩B′) ≤ βp(B)βp(B
′).

To prove the opposite inequality, let ε > 0 be given, and choose open sets
G and G′ for which B ⊆ G, B′ ⊆ G′, and βp(G \ B) + βp(G

′ \ B′) < ε. By

Lemma 2.2.24, we may and will assume that G ∈ A(S) and G′ ∈ A(S{). But
then

βp(B)βp(B
′) ≤ βp(G)βp(G

′) = βp(G ∩G′)
= βp(B ∩B′) + βp

(
(G ∩G′) \ (B ∩B′)

)
≤ βp(B ∩B′) + ε,

since (G ∩G′) \ (B ∩B′) ⊆ (G \B) ∪ (G′ \B′). �
In the jargon of probability theory, Theorem 2.2.25 is saying that the σ-

algebra A(S) ∩ BΩ
βp

is independent under βp of the σ-algebra A(S{) ∩ BΩ
βp

.

§ 2.2.5. Bernoulli and Lebesgue Measures: For obvious reasons, the
case p = 1

2 is thought of as the mathematical model of a coin tossing game
in which the coin is fair (i.e., unbiased). Thus, one should hope that µ 1

2
has

special properties, and the purpose of this subsection is to prove one such
property.

There is a natural continuous map Φ taking Ω onto [0, 1], the one given by

(2.2.26) Φ(ω) =

∞∑
n=1

2−nω(n).

By part (ii) of Exercise 2.1.19, Φ is measurable as a mapping from (Ω,BΩ)
to
(
[0, 1],B[0,1]

)
. What I am going to show is that (cf. part (iii) of Exercise
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2.1.19) Φ∗β 1
2

= λ[0,1], where (cf. Exercise 2.1.18) λ[0,1] is the Borel measure

on [0, 1] obtained by restricting λR to B[0,1]. In fact, I am going to prove more.
Namely, I am going to show that, in spite to the fact that Φ is not one-to-one,

(2.2.27) Φ(B) ∈ B[0,1] and λ[0,1]

(
Φ(B)

)
= β 1

2
(B) for all B ∈ BΩ.

Once we know this, we will have

(2.2.28) Φ∗β 1
2
(Γ) = β 1

2

(
Φ−1(Γ)

)
= λ[0,1](Γ) for Γ ∈ B[0,1]

as a trivial consequence.
The interest in (2.2.27) stems from the following considerations. Let ω∞

be the element of Ω that is equal to 1 at all n ∈ Z+. Then Φ(ω∞) = 1. Next,

let Ω̂ be the subset of Ω consisting of ω∞ and any ω ∈ Ω with the property
that ω(n) = 0 for infinitely many n ∈ Z+. Because Ω\ Ω̂ is equal to the set of
ω ∈ Ω \ {ω∞} for which there is an m ∈ Z+ such that ω(i) = 1 for all i ≥ m,

it is clear that Ω \ Ω̂ is countable and therefore an element of BΩ to which

β 1
2

assigns measure 0. Hence, Ω̂ ∈ BΩ and β 1
2
(Ω̂) = 1. The advantage that Ω̂

has over Ω is that Φ̂ ≡ Φ � Ω̂ is one-to-one and onto [0, 1]. To see this, first

note that ω∞ is the one and only element of Ω̂ that Φ̂ takes to 1. Next, given
x ∈ [0, 1), determine ω by

ω(1) =

{
0 if x ∈

[
0, 1

2

)
1 if x ∈

[
1
2 , 1
)

and, for j ≥ 2,

ω(j) =

{
0 if x−

∑j−1
i=1 2−iω(i) < 2−j

1 if x−
∑j−1
i=1 2−iω(i) ≥ 2−j .

One can use induction to check that 0 ≤ x −
∑j
i=1 2−iω(i) < 2−j for each

j ≥ 1. In particular, ω ∈ Ω̂, since otherwise m = max{i : ω(i) = 0} would be
finite and x −

∑m
i=1 2−iω(i) = 2−m, which would be a contradiction. Hence,

Φ̂ is onto. To see that it is one-to-one, suppose that ω, ω′ ∈ Ω̂ and that
Φ(ω) = Φ(ω′) ∈ [0, 1). Then neither ω nor ω′ is ω∞ and so each has infinitely
many i’s at which it vanishes. Now suppose that ω 6= ω′ and therefore that
m = min{i ∈ Z+ : ω(i) 6= ω′(i)} < ∞. Without loss in generality, we can
assume that ω′(m) = 1 and ω(m) = 0. But then we would have

2−m ≤ 2−m +

∞∑
i=m+1

2−iω′(i) =

∞∑
i=m+1

2−iω(i) < 2−m,

which is impossible.
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From an arithmetic perspective, when x ∈ [0, 1), Φ̂−1(x) gives the coeffi-
cients of the dyadic expansion of x: the representation of x as

∑∞
i=1 2−iω(i)

for which {i ∈ Z+ : ω(i) = 1} is minimal. Thus, since

λ[0,1]

(
{x ∈ [0, 1] : Φ̂−1(x) ∈ B}

)
= λ[0,1]

(
Φ̂(B)

)
= λ[0,1]

(
Φ(B)

)
,

(2.2.27) says that the statistics under λ[0,1] of the dyadic coefficients of a
number in [0, 1) are given by β 1

2
, an observation that E. Borel seems to have

been the first to make. See part (iii) of Exercise 3.1.15 for an application of
this observation.

With the preceding as motivation, I turn now to the proof of (2.2.27). First

note that, because Φ(B)\ Φ̂(B∩ Ω̂) is countable for any B ⊆ Ω, we need show
only that

(∗) Φ̂(B ∩ Ω̂) ∈ B[0,1] and λRN
(
Φ̂(B ∩ Ω̂)

)
= β 1

2
(B) for all B ∈ BΩ.

Second, observe that we only need to check (∗) when B = An(η) ≡ {ω : ω(i) =
η(i), 1 ≤ i ≤ n} for some n ∈ Z+ and η ∈ {0, 1}n. To understand why this is

enough, remember that Φ̂ is one-to-one and therefore, by part (i) of Exercise
2.1.19, preserves differences as well as unions. Hence, the set F of B ∈ BΩ

for which (∗) holds is closed under differences as well as countable unions. In

addition, because Φ̂ is onto, Ω ∈ F , and therefore F is a σ-algebra over Ω.
Thus, (∗) will be proved once I show it holds for B’s coming from a Π-system
that generate BΩ. But, every non-empty A ∈ A is the finite union of sets of
the form An(η) and (cf. Lemma 2.2.24) every open set in Ω is the countable
union of elements of A. Hence {∅} ∪

{
An(η) : η ∈ {0, 1}n & n ∈ Z+

}
is a

Π-system that generates BΩ. Finally, given n ∈ Z+ and η ∈ {0, 1}n, it is an
easy matter to check that

(2.2.29) [0, 1) ∩ Φ̂
(
An(η) ∩ Ω̂

)
=

[
n∑
i=1

2−iη(i), 2−n +

n∑
i=1

2−iη(i)

)
.

Thus, not only is Φ̂
(
An(η)∩ Ω̂

)
∈ B[0,1] but also λ[0,1] assigns it measure 2−n,

which is the same as the measure β 1
2

assigns to An(η).

Exercises for § 2.2

Exercise 2.2.30. Suppose that G is an open subset of RN and that Φ :
G −→ RN ′ is uniformly Lipschitz continuous in the sense that there is
an L < ∞ such that |Φ(y) − Φ(x)| ≤ L|y − x| for all x, y ∈ G. Because
Φ is continuous, it takes compact subsets of G to compact sets, and from
this conclude that Φ takes elements of Fσ(G) to elements of BRN′ . Next,

show that if Γ ∈ BG
λRN has Lebesgue measure 0, then Φ(Γ) is an element of

BRN
λRN′ that has Lebesgue measure 0. Finally, combine these to show that

Φ(Γ) ∈ BRN
λRN′ for every Γ ∈ BG

λRN .
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Exercise 2.2.31. Let B be a σ-algebra over E with the property that {x} ∈
B for all x ∈ E. A measure µ on (E,B) is said to be non-atomic if µ({x}) = 0
for all x ∈ E. Show that if there is a non-trivial (i.e., not identically 0), non-
atomic measure on (E,B), then E must be uncountable. Next, apply this to

show that the existence of λRN and βp implies that RN , Ω, and Ω̂ must all be
uncountable.

Exercise 2.2.32. It is clear that any countable subset of R has Lebesgue
measure zero. However, it is not so immediately clear that there are uncount-
able subsets of R whose Lebesgue measure is zero. The goal of this exercise
is to show how to construct such a set. For this purpose, start with the set
C0 = [0, 1], and let C1 be the set obtained by removing the open middle third
of C0 (i.e., C1 = C0 \

(
1
3 ,

2
3

)
=
[
0, 1

3

]
∪
[

2
3 , 1
]
). Next, let C2 be the set obtained

from C1 after removing the open middle third of each of the (two) intervals
of which C1 is the disjoint union. More generally, given Cn (which is the
union of 2n disjoint, closed intervals), let Cn+1 be the set that one gets by
by removing from Cn the open middle third of each of the intervals of which
Cn is the disjoint union. Finally, set C =

⋂∞
k=0 Cn. The set C is called the

Cantor set, and it turns out to be an extremely useful source of examples.
In particular, show that C is an uncountable, closed subset of [0, 1] that has
Lebesgue measure 0. See Exercise 8.3.22 for further information.

Here are some steps that you might want to follow.

(i) Since each Cn is closed, C is also. Next, show that λR(Cn) =
(

2
3

)n
and

therefore that λR(C) = 0.

(ii) To prove that C is uncountable, refer to the notation in § 2.2.4, and
define Ψ : Ω −→ [0, 1] by

Ψ(ω) =

∞∑
i=1

2ω(i)

3i
.

Show that Ψ is one-to-one.

(iii) In view of Theorem 2.2.23 and Exercise 2.2.31, one will know that C

must be uncountable if Ψ(Ω̂) ⊆ C. To this end, first show that [0, 1] \ C can
be covered by open intervals of the form

(
(2k− 1)3−n, 2k3−n

)
, where n ∈ Z+

and 1 ≤ k ≤ 3n−1
2 . Next, show that Ψ(ω) > (2k − 1)3−n =⇒ Ψ(ω) ≥ 2k3−n

and therefore that Ψ(Ω̂) ⊆ C.

Exercises 2.2.33. Here is a rather easy application of Theorem 2.2.15. If
BRN (c, r) is the open ball in RN of radius r and center c, show that

λRN
(
BRN (c, r)

)
= λRN

(
BRN (c, r)

)
= ΩNr

N , where ΩN ≡ λRN
(
BRN (0, 1)

)
is the (cf. (iii) in Exercise 5.1.13) volume of the unit ball in RN .

Exercise 2.2.34. If v1, . . . , and vN are vectors in RN , the parallelepiped
spanned by {v1, . . . ,vN} is the set

P (v1, . . . ,vN ) ≡
{ N∑

1

xivi : x ∈ [0, 1]N
}
.
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When N ≥ 2, the classical prescription for computing the volume of a paral-
lelepiped is to take the product of the area of any one side times the length of
the corresponding altitude. In analytic terms, this means that the volume is
0 if the vectors v1, . . . ,vN are linearly dependent and that otherwise the vol-
ume of P (v1, . . . ,vN ) can be computed by taking the product of the volume of
P
(
v1, . . . ,vN−1

)
, thought of as a subset of the hyperplane H

(
v1, . . . ,vN−1

)
spanned by v1, . . . ,vN−1, times the distance between the vector vN and the
hyperplane H

(
v1, . . . ,vN−1

)
. Using Theorem 2.2.15, show that this prescrip-

tion is correct when the volume of a set is interpreted as the Lebesgue measure
of that set.

Hint: Take A to be the N × N matrix whose ith column is vi, and use
Cramer’s rule to compute det(A).

Exercise 2.2.35. Cauchy posed the problem of determining which functions
f : R −→ R are additive in the sense that f(x + y) = f(x) + f(y) for all
x, y ∈ R. The goal of this exercise is to show that an additive function that

is BR
λR

-measurable must be linear. That is, f(x) = f(1)x for all x ∈ R.

(i) Show that, for each x ∈ R and rational number q, f(qx) = qf(x). In
particular, conclude that any continuous, additive function is linear.

(ii) Show that if f is bounded on some non-empty open set, then f is linear.

(iii) Assume that f is a BR
λR

-measurable, additive function. Choose an
R > 0 for which Γ = {x ∈ R : |f(x)| ≤ R} has strictly positive λR-measure,
and use Lemma 2.2.16 and additivity to conclude that there is a δ > 0 for
which |f(x)| ≤ 2R on (−δ, δ). After combining this with (ii), conclude that
every BR-measurable, additive function is linear.

Exercise 2.2.36. In connection with Exercise 2.2.35, one should ask whether
there are solutions to Cauchy’s functional equation that are not linear. Be-
cause any such solution cannot be Lebesgue measurable, one should expect
that its construction must require the axiom of choice. What follows is an
outline of a construction.

(i) Let A denote the set of all subsets A ⊆ R that are linearly independent
over the rational numbers Q in the sense that, for every finite subset F ⊆ A
and every choice of {αx : x ∈ F} ⊆ Q,

∑
x∈F αxx = 0 =⇒ αx = 0 for all

x ∈ F . Partially order A by inclusion, and show that every totally ordered
subset of A admits an upper bound. That is, if T ⊆ A and, for all A, B ∈ T ,
either A ⊆ B or B ⊆ A, then there exists an M ∈ A such that A ⊆M for all
A ∈ T . Now apply the Zorn’s Lemma, which is one of the equivalent forms
of the axiom of choice, to show that there exists an M ∈ A that is maximal
in the sense that, for all A ∈ A, M ⊆ A =⇒ M = A.

(ii) Referring to (i), show that M is a Hamel basis for R over the rationals.
That is, for all y ∈ R \ {0} there exist a unique finite F (y) ⊆M and a unique
choice of {qx(y) : x ∈ F (y)} ⊂ Q \ {0} for which y =

∑
x∈F (y) qx(y)x.
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(iii) Continuing (i) and (ii), extend the definition of qx(y) so that qx(y) = 0
if either y = 0 or x /∈ F (y). Then, for all y ∈ R, y =

∑
x∈M qx(y)x, where, for

each y, all but a finite number of summands are 0. Next, let ψ be any R-valued
function on M , define f : R −→ R so that f(y) =

∑
x∈M ψ(x)qx(y)x, and

show that f is always additive but that it is linear if and only if ψ is constant.
In particular, for each x ∈M , qx is an additive, non-linear function. Conclude
from this that, for each x ∈ M , y  qx(y) cannot be Lebesgue measurable
and must be unbounded on each non-empty open interval.

Exercise 2.2.37. Here is another construction of the measures µF in Theo-
rem 2.2.19. Set F (∞) = limx→∞ F (x), and define F−1 :

[
0, F (∞)

)
−→ R so

that
F−1(x) = inf{y ∈ R : F (y) ≥ F (x)}.

Check that F−1 is B[0,F (∞))-measurable, and set

µ(Γ) = (F−1)∗λR(Γ) = λR
(
{x ∈ [0, F (∞)) : F−1(x) ∈ Γ}

)
for Γ ∈ BR.

Show that µ is a finite Borel measure on R whose distribution function is F .
Hence, µ = µF .

Exercise 2.2.38. A right-continuous, non-decreasing function F : R −→ R
is said to be absolutely continuous if for every ε > 0 there exists a δ > 0
such that

∑∞
n=1

(
F (bn)−F (an)

)
< ε whenever {(an, bn) : n ≥ 1} is a sequence

of mutually disjoint open intervals satisfying
∑∞
n=1(bn − an) < δ. Show that

an absolutely continuous F is uniformly continuous. Next, assume that F
is bounded and tends to 0 at −∞, and let (cf. Theorem 2.2.19) µF be the
Borel measure on R for which F is the distribution function. Show that F is
absolutely continuous as a function if and only if µF is (cf. Exercise 2.1.27)
absolutely continuous with respect to λR.

Exercise 2.2.39. Given a bounded, right-continuous, non-decreasing func-
tion F on R, say that F is singular if for each δ > 0 there exists a se-
quence {(an, bn) : n ≥ 1} of mutually disjoint open intervals such that∑∞
n=1(bn − an) < δ and F (∞) − F (−∞) =

∑∞
n=1

(
F (bn) − F (an)

)
. As-

suming that F tends to 0 at −∞, show that F is singular if and only if the
measure µF for which it is the distribution function is (cf. Exercise 2.1.28)
singular to λR.

Exercise 2.2.40. As we saw in Exercise 2.2.37, all finite Borel measures on
R can be written as an image of λR. This fact is a particular example of the
much more general fact that, under mild technical conditions, nearly every
measure can be written as the image of λR. The purpose of this exercise is to
construct a measurable f : [0, 1] −→ [0, 1]2 such that λ[0,1]2 = f∗λ[0,1], where
λ[0,1]2 is the restriction of λR2 to B[0,1]2 . To construct f , first define π0 and
π1 on Ω into itself so that [π0(ω)](i) = ω(2i) and [π1(ω)](i) = ω(2i − 1) for
i ≥ 1. Next, define f : [0, 1] −→ [0, 1]2 by

f =
(
Φ ◦ π0 ◦ Φ̂−1,Φ ◦ π1 ◦ Φ̂−1

)
.
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Show that f is a measurable map from ([0, 1];B[0,1]) onto ([0, 1]2,B[0,1]2) and
that λ[0,1]2 = f∗λ[0,1].

Exercise 2.2.41. If {S1, . . . , Sn} are mutually disjoint subsets of Z+ for
some n ≥ 2, show that

βp
(
A1 ∩ · · · ∩An

)
= βp(A1) · · ·βp(An)

for every choice of {A1, . . . , An} ⊆ BΩ
βp

with Am ∈ A(Sm) for 1 ≤ m ≤ n.



chapter 3

Lebesgue Integration

At the beginning of Chapter 2 I attempted to motivate the introduction of
measures by indicating how important the role measures play in Lebesgue’s
program for constructing integrals of functions. Now that we know that mea-
sures exists, in this chapter I will carry out his construction. Once I have
introduced his integral, I will prove a few of the properties for which it is fa-
mous. In particular, I will show that it is remarkably continuous as a function
of its integrand. Finally, in the last section, I will prove a beautiful theorem,
again due to Lebesgue, which can be viewed as an extension of the Fundamen-
tal Theorem of Calculus to the setting of Lebesgue’s theory of integration.

§ 3.1 The Lebesgue Integral

In this section I will describe Lebesgue’s theory of integration. Although his
theory requires one to deal with a number of fussy points, I hope that my
reader will, in the end, agree that it is such a natural theory that it could
have been proposed by an intelligent child.

§ 3.1.1. Some Miscellaneous Preliminaries: In order to handle certain
measurability questions, it is best to introduce at this point a construction to
which we will return in Chapter 4. Namely, given measurable spaces (E1,B1)
and (E2,B2), define the product of (E1,B1) and (E2,B2) to be the measur-
able space (E1 × E2,B1 × B2) where1

B1 × B2 ≡ σ
({

Γ1 × Γ2 : Γ1 ∈ B1 and Γ2 ∈ B2

})
.

Also, if Φi is a measurable map on (E0,B0) into (Ei,Bi) for i ∈ {1, 2}, then I
define the direct product of Φ1 times Φ2 to be the map Φ1 × Φ2 : E0 −→
E1 × E2 given by Φ1 × Φ2(x) =

(
Φ1(x),Φ2(x)

)
, x ∈ E0.

Lemma 3.1.1. Referring to the preceding, suppose that, for i ∈ {1, 2}, Φi
is a measurable map on (E0,B0) into (Ei,Bi). Then Φ1 ×Φ2 is a measurable
map on

(
E0,B0

)
into

(
E1 ×E2,B1 ×B2

)
. Moreover, if E1 and E2 are second

countable topological spaces,2 then BE1
× BE2

= BE1×E2
.

1 Strictly speaking, the notation B1 ×B2 is incorrect and should be replaced by something

even more hideous like σ(B1 ×B2). Nonetheless, for the sake of æsthetics if nothing else, I

have chosen to stick with B1 × B2.
2 A topological space is said to be second countable if it possesses a countable collection B
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Proof: Because of Lemma 2.1.12, to prove the first assertion one need only
note that if Γi ∈ Bi, i ∈ {1, 2}, then Φ1 × Φ2

−1(Γ1×Γ2) = Φ−1
1 (Γ1)∩Φ−1

2 (Γ2) ∈
B0. As for the second assertion, first observe that G1×G2 is open in E1×E2

for every pair of open sets G1 in E1 and G2 in E2. Hence, even without
second countability, BE1

× BE2
⊆ BE1×E2

. At the same time, with second
countability, one can write every open G in E1 × E2 as the countable union
of sets of the form G1 ×G2 where Gi is open in Ei. Hence, in this case, the
opposite inclusion also holds. �

In measure theory one is most interested in real-valued functions. However,
for reasons of convenience, it is often handy to allow functions to take values
in the extended real line R ≡ [−∞,∞]. Unfortunately, the introduction of
R involves some annoying problems. These problems stem from the difficulty
of extending addition to include ∞ and −∞. In an attempt to avoid such
problems in the future, I will spend a little time trying to lay them to rest
now.

To begin with, it should be clear that the natural notion of convergence
in R is the one that says that {xn : n ≥ 1} ⊆ R converges to a ∈ R if
{xm+n : n ≥ 1} ⊆ R for some m ≥ 0 and xm+n −→ a in R as n → ∞ and
that it converges to ±∞ if, for every R > 0, there is an mR ≥ 0 for which
±xn ≥ R whenever n ≥ mR. With this in mind, I introduce a metric on R
for which this natural notion is the notion of convergence and with which R
is compact. Namely, define

ρ(α, β) =
2

π
| arctan(y)− arctan(x)|,

where arctan(±∞) ≡ ±π2 . Clearly (R, ρ) is a compact metric space: it is

isometric to [−1, 1] under the map t ∈ [−1, 1] 7−→ tan
(
πt
2

)
. Moreover, R,

with the usual Euclidean topology, is embedded in R as a dense open set.
In particular (cf. Exercise 2.1.18), BR = BR[R]. Having put a topology and

measurable structure on R, we will next adopt the following extension to R of
multiplication: (±∞) · 0 = 0 = 0 · (±∞) and (±∞) ·α = α · (±∞) = sgn(α)∞
if α ∈ R \ {0}. Although (α, β) ∈ R2 7−→ α · β ∈ R is not continuous,

one can easily check that it is a measurable map on
(
R2
,BR2

)
into (R,BR).

As mentioned earlier, the extension of addition presents a knottier problem.
Indeed, because one does not know how to interpret ±∞∓∞ in general, we
will simply avoid doing so at all by restricting the domain of addition to the

set R̂2 consisting of R2
with the two points (±∞,∓∞) removed. Clearly R̂2 is

an open subset of R2
, and so BR̂2

= B
R

2

[
R̂2
]
. Moreover, there is no problem

about defining the sum of (α, β) ∈ R̂2 7−→ α + β ∈ R. Indeed, we will take

of open subsets that forms a basis in the sense that, for every open subset G and x ∈ G,

there is a B ∈ B with x ∈ B ⊆ G. For example, every separable metric space is second

countable. Indeed, let {pm : m ≥ 1} be a countable dense subset, and take B to be the set
of open balls centered at some pm and having a radius n−1 for some n ≥ 1.



64 3 Lebesgue Integration

α+β as usual when both α and β are in R and (±∞)+α = α+(±∞) = ±∞ if

α 6= ∓∞. It is then easy to see that (α, β) 7−→ α+β is continuous on R̂2 into

R, and therefore it is certainly a measurable map on
(
R̂2,BR̂2

)
into

(
R,BR

)
.

Finally, to complete this discussion of R, observe that the lattice operations

“∨” and “∧” both admit unique continuous extensions as maps from R2
into

R and are therefore not a source of concern.
Having adopted these conventions, we see that, for any pair of measurable

functions f1 and f2 on a measurable space (E,B) into
(
R,BR

)
, Lemma 3.1.1

guarantees the measurability of x ∈ E 7−→
(
f1(x), f2(x)

)
∈ R2

and therefore

of the R-valued maps

x ∈ E 7−→ f1 · f2(x) ≡ f1(x) f2(x),

x ∈ E 7−→
(
f1 + f2

)
(x) ≡ f1(x) + f2(x) ∈ R if Range

(
f1 × f2

)
⊆ R̂2,

x ∈ E 7−→ f1 ∨ f2(x) ≡ f1(x) ∨ f2(x),

and x ∈ E 7−→ f1 ∧ f2(x) ≡ f1(x) ∧ f2(x).

Thus, of course, if f is measurable on (E,B) into
(
R,BR

)
, then so are the

functions f+ ≡ f ∨ 0, f− ≡ −(f ∧ 0), and |f | = f+ + f−. Finally, from now
on, a measurable map on (E,B) into

(
R,BR

)
will be referred to simply as a

measurable function on (E,B).
From the measure-theoretic standpoint, the most elementary functions are

those that take on only a finite number of distinct values, and so it is reason-
able that such a function is said to be simple. Note that the class of simple
functions is closed under the lattice operations “∨” and “∧”, multiplication,
and, when the sum is defined, under addition. Aside from constant functions,
the simplest of the simple functions are those that take their values in {0, 1}.
Clearly there is a one-to-one correspondence between {0, 1}-valued functions
and subsets of E. Namely, with each Γ ⊆ E one can associate the function
1Γ defined by

1Γ(x) =

{
1 if x ∈ Γ

0 if x /∈ Γ.

The function 1Γ is called the indicator (or, in the older literature, charac-
teristic) function of the set Γ.

The reason why simple functions play such a central role in measure theory
is that their integrals are the easiest to describe. To be precise, let (E,B, µ)
be a measure space and f a non-negative (i.e., a [0,∞]-valued) measurable
function on (E,B) that is simple. Then the Lebesgue integral of f on E
is defined to be ∑

α∈Range(f)

αµ(f = α),

where µ(f = α) is shorthand for µ({f = α}) which, in turn, is shorthand
for µ({x ∈ E : f(x) = α}). There are various ways in which I will denote
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the Lebesgue integral of f , depending on how many details the particular
situation demands. The various expressions that I will use are, in decreasing
order of the information conveyed,∫

E

f(x)µ(dx),

∫
E

f dµ, and

∫
f dµ.

Further, for Γ ∈ B, I will write∫
Γ

f(x)µ(dx) or

∫
Γ

f dµ

to denote the Lebesgue integral of 1Γf on E. Observe that this latter notation
is completely consistent, since one would get precisely the same number by
restricting f to Γ and computing the Lebesgue integral of f � Γ relative to
(cf. Exercise 2.1.18)

(
Γ,B[Γ], µ � B[Γ]

)
.

Although this definition is obviously the correct one, it is not immediately
obvious that it results in an integration in which the integral is a linear func-
tion of the integrand. The following lemma addresses that question.

Lemma 3.1.2. Let f and g be non-negative, simple, measurable functions
on (E,B, µ). Then, for any α, β ∈ [0,∞], αf + βg is a non-negative simple
function and ∫

(αf + βg) dµ = α

∫
f dµ+ β

∫
g dµ.

In particular, if f ≤ g, then
∫
f dµ ≤

∫
g dµ. In fact, if f ≤ g and

∫
f dµ <∞,

then ∫
(g − f) dµ =

∫
g dµ−

∫
f dµ.

Proof: Clearly, it suffices to handle the case α = 1 = β.
Let {a1, . . . , am}, {b1, . . . , bn}, and {c1, . . . , c`} be the distinct values taken

by, respectively, f , g, and f + g. Next, set Ai = {f = ai}, Bj = {g = bj},
and Ck = {f + g = ck}. Then

µ(Ai) =

n∑
j=1

µ(Ai∩Bj), µ(Bj) =

m∑
i=1

µ(Ai∩Bj), µ(Ck) =
∑
(i,j)

ai+bj=ck

µ(Ai∩Bj),

and therefore
∫

(f + g) dµ equals

∑̀
k=1

ckµ(Ck) =
∑̀
k=1

ck
∑
(i,j)

ai+bj=ck

µ(Ai ∩Bj) =
∑
(i,j)

(ai + bj)µ(Ai ∩Bj)

=

m∑
i=1

aiµ(Ai) +

n∑
j=1

bjµ(Bj) =

∫
f dµ+

∫
g dµ.
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When f ≤ g, write g = f + (g − f) and apply the preceding to see that∫
g dµ =

∫
f dµ+

∫
(g − f) dµ ≥

∫
f dµ

and that
∫

(g − f) dµ =
∫
g dµ−

∫
f dµ when

∫
f dµ <∞. �

In order to extend the definition of the Lebesgue integral to arbitrary non-
negative measurable functions, we must use a limit procedure. The idea is
to approximate such a function by ones that are simple. For example, if f
is a non-negative measurable function on (E,B, µ), then one might take the
choice suggested in § 2.1.1:

ϕn =

4n−1∑
k=0

2−nk1{2nf∈[k,k+1)} + 2n1{f≥2n}

for n ≥ 1. Then each ϕn is a non-negative, measurable, simple function, and
ϕn ↗ f as n → ∞. In fact, ϕn −→ f uniformly in

(
R, ρ

)
. Thus it would

seem reasonable to define the integral of f as

(3.1.3) lim
n→∞

∫
ϕn dµ = lim

n→∞

[
4n−1∑
k=1

k
2nµ

(
k ≤ 2nf < k + 1

)
+ 2nµ

(
f ≥ 2n

)]
.

Note that, because ϕn ≤ ϕn+1, Lemma 3.1.2 guarantees that this limit exists.
However, before adopting this definition, we must first check that it is not
too dependent on the choice of the approximating sequence. In fact, at the
moment, it takes a minute to check that this definition will coincide with
the one we have already given for simple f ’s. This brings us to our second
consistency result, where, as distinguished from Lemma 3.1.2, we must use
countable, as opposed to finite, additivity.

Lemma 3.1.4. Let (E,B, µ) be a measure space, and suppose {ϕn : n ≥ 1}
and ψ are non-negative, measurable, simple functions on (E,B). If ϕn ≤ ϕn+1

for all n ≥ 1 and if ψ ≤ limn→∞ ϕn, then
∫
ψ dµ ≤ limn→∞

∫
ϕn dµ. In par-

ticular, for any non-negative, measurable function f and any non-decreasing
sequence {ψn : n ≥ 1} of non-negative, measurable, simple functions ψn that
tend to f as n −→∞, limn→∞

∫
ψn dµ is the same as the limit in (3.1.3).

Proof: Note that the final statement is, as intimated, an easy consequence of
what precedes it. Indeed, if the simple functions ϕn are those given above and
{ψn : n ≥ 1} is any other sequence of simple functions satisfying 0 ≤ ψn ↗ f ,
then, for every m ≥ 1,

ϕm ≤ lim
n→∞

ψn and ψm ≤ lim
n→∞

ϕn.

Thus, by the first part,

lim
m→∞

∫
ϕm dµ ≤ lim

n→∞

∫
ψn dµ and lim

m→∞

∫
ψm dµ ≤ lim

n→∞

∫
ϕn dµ.
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In order to prove the first part, we will treat three cases.
Case 1: µ(ψ =∞) > 0.

In this case, for each M <∞,

µ(ϕn > M)↗ µ

( ∞⋃
n=1

{ϕn > M}

)
≥ µ(ψ > M) ≥ µ(ψ =∞) = ε

for some ε > 0, and so, since ϕn ≥M1[M,∞] ◦ ϕn,

lim
n→∞

∫
ϕn dµ ≥ lim

n→∞
Mµ(ϕn > M) ≥Mε

for all M <∞. Hence limn→∞
∫
ϕn dµ =∞ =

∫
ψ dµ.

Case 2: µ(ψ > 0) =∞.
Here, because ψ is simple and therefore there is an ε > 0 for which ψ > ε

whenever ψ > 0,

µ(ϕn > ε)↗ µ

( ∞⋃
n=1

{ϕn > ε}

)
≥ µ(ψ > 0) =∞,

which, because ϕn ≥ ε1{ϕn>ε}, means that

lim
n→∞

∫
ϕn dµ ≥ lim

n→∞
εµ(ϕn > ε) =∞ =

∫
ψ dµ.

Case 3: µ(ψ =∞) = 0 and µ(ψ > 0) <∞.

Set Ê = {0 < ψ < ∞}. Under the present conditions, µ
(
Ê
)
< ∞,∫

ψ dµ =
∫
Ê
ψ dµ, and

∫
ϕn dµ ≥

∫
Ê
ϕn dµ for all n ≥ 1. Hence, without

loss of generality, we will assume that E = Ê. But then µ(E) < ∞, and,
because ψ is simple, there exist ε > 0 and M < ∞ such that ε ≤ ψ ≤ M .
Now let 0 < δ < ε be given, and define En = {ϕn ≥ ψ − δ}. Then En ↗ E
and so

lim
n→∞

∫
ϕn dµ ≥ lim

n→∞

∫
En

ϕn dµ ≥ lim
n→∞

[∫
En

ψ dµ− δµ(En)

]
= lim
n→∞

[∫
ψ dµ−

∫
En{

ψ dµ− δµ(En)

]
≥
∫
ψ dµ−M lim

n→∞
µ
(
En

{
)
− δµ(E) =

∫
ψ dµ− δµ(E),

since µ(E) < ∞ and therefore, by (2.1.11), µ
(
En

{
)
↘ 0. Because this holds

for arbitrarily small δ > 0, we get our result upon letting δ ↘ 0. �

The result in Lemma 3.1.4 allows us to complete the definition of the Lebes-
gue integral for non-negative, measurable functions. Namely, if f on (E,B, µ)
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is a non-negative, measurable function, then we will define the Lebesgue
integral of f on E with respect to µ to be the number in (3.1.3); and
we will continue to use the same notation to denote its integral. Not only
does Lemma 3.1.4 guarantee that this definition is consistent with my earlier
one for simple f ’s, but it also makes clear that the value of

∫
f dµ does not

depend on the particular way in which one chooses to approximate f by a non-
decreasing sequence of non-negative, measurable, simple functions. Thus, for
example, the following extension of Lemma 3.1.2 is trivial.

Lemma 3.1.5. If f and g are non-negative, measurable functions on the
measure space (E,B, µ), then for every α, β ∈ [0,∞],∫

(αf + βg) dµ = α

∫
f dµ+ β

∫
g dµ.

In particular, if f ≤ g, then
∫
f dµ ≤

∫
g dµ and

∫
(g−f) dµ =

∫
g dµ−

∫
f dµ

as long as
∫
f dµ <∞.

Obviously
∫
f dµ reflects the size of a non-negative measurable f . The

result that follows makes this comment somewhat more quantitative.

Theorem 3.1.6 (Markov’s inequality). If f is a non-negative measurable
function on (E,B, µ), then

(3.1.7) µ(f ≥ λ) ≤ 1

λ

∫
{f≥λ}

f dµ ≤ 1

λ

∫
f dµ for all λ > 0.

In particular,
∫
f dµ = 0 if and only if µ(f > 0) = 0; and µ(f = ∞) = 0 if∫

f dµ <∞.

Proof: To prove (3.1.7), simply note that λ1{f≥λ} ≤ 1{f≥λ}f ≤ f , and

integrate. Hence, if M =
∫
f dµ <∞, then µ(f ≥ λ) ≤ M

λ for all λ > 0, and
therefore

µ(f =∞) ≤ lim
λ→∞

µ(f ≥ λ) = 0.

Finally, if
∫
f dµ = 0, then, by (3.1.7), µ(f ≥ n−1) = 0 for every n ≥ 1 and

therefore µ(f > 0) = limn→∞ µ(f ≥ n−1) = 0. At the same time, because
0 ≤ f ≤ 01{f=0} +∞1{f>0},

µ(f > 0) = 0 =⇒ 0 ≤
∫
f dµ ≤ 0µ(f = 0) +∞µ(f > 0) = 0. �

The final step in the definition of the Lebesgue integral is to extend the
definition to cover measurable functions that can take both signs. To this
end, let f be a measurable function on the measure space (E,B, µ). Then
both

∫
f+ dµ and

∫
f− dµ (recall that f± ≡ (±f) ∨ 0) are defined; and, if

we want our integral to be linear, we can do nothing but take
∫
f dµ to be
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the difference between these two. However, before doing so, I must make sure
that this difference is well-defined. With this consideration in mind, I now
say that

∫
f dµ exists if

∫
f+ dµ ∧

∫
f− dµ <∞, in which case I define∫

E

f(x)µ(dx) =

∫
f dµ =

∫
f+ dµ−

∫
f− dµ

to be the Lebesgue integral of f on E. Observe that if
∫
f dµ exists, then

so does
∫

Γ
f dµ ≡

∫
1Γf dµ for every Γ ∈ B, and in fact∫

Γ1∪Γ2

f dµ =

∫
Γ1

f dµ+

∫
Γ2

f dµ

if Γ1 and Γ2 are disjoint elements of B. Also, it is clear that, when
∫
f dµ

exists, ∣∣∣∣∫ f dµ

∣∣∣∣ ≤ ∫ |f | dµ.
In particular,

∫
Γ
f dµ = 0 if µ(Γ) = 0. Finally, when

∫
f+ dµ ∧

∫
f− dµ =∞,

I will not even attempt to define
∫
f dµ.

Once again, we need a consistency result before we will know for sure that
our definition preserves linearity.

Lemma 3.1.8. Let f and g be measurable functions on (E,B, µ) for which∫
f dµ and

∫
g dµ exist and

(∫
f dµ,

∫
g dµ

)
∈ R̂2. Then µ

(
(f, g) /∈ R̂2

)
= 0,∫

{(f,g)∈R̂2}(f + g) dµ exists, and∫
{(f,g)∈R̂2}

(f + g) dµ =

∫
f dµ+

∫
g dµ.

Proof: Set Ê =
{
x ∈ E :

(
f(x), g(x)

)
∈ R̂2

}
.

Note that, under the stated conditions, either∫
f+ dµ ∨

∫
g+ dµ <∞ or

∫
f− dµ ∨

∫
g− dµ <∞.

For definiteness, assume that
∫
f− dµ ∨

∫
g− dµ <∞. As a consequence,

µ
(
Ê{
)
≤ µ(f− ∨ g− =∞) ≤ µ(f− =∞) + µ(g− =∞) = 0

and, because (a+ b)− ≤ a− + b− for (a, b) ∈ R̂2,
∫
Ê

(f + g)− dµ <∞. Hence,
all that remains is to prove the asserted equality, and, while doing so, we may
and will assume that E = Ê.

Set E+ = {f + g ≥ 0} and E− = {f + g < 0}. Then∫
(f+g) dµ ≡

∫
(f+g)+ dµ−

∫
(f+g)− dµ =

∫
E+

(f+g) dµ−
∫
E−

(f+g) dµ.
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By applying the last part of Lemma 3.1.5 to (f+ +g+)1E+− (f−+g−)1E+ =
(f + g)1E+ ≥ 0, we see that∫

E+

(f + g) dµ =

∫
E+

(f+ + g+) dµ−
∫
E+

(f− + g−) dµ.

Thus, by the first part of Lemma 3.1.5,∫
E+

(f + g) dµ =

∫
E+

f+ dµ+

∫
E+

g+ dµ−
∫
E+

f− dµ−
∫
E+

g− dµ.

Similarly, because f++g+ ≤ f−+g− on E− and therefore
∫
E−

(f++g+) dµ <
∞, ∫

E−
(f + g) dµ =

∫
E−

f+ dµ+

∫
E−

g+ dµ−
∫
E−

f− dµ−
∫
E−

g− dµ.

Finally, after adding these two and again applying the first part of Lemma
3.1.5, we arrive at∫

(f+g) dµ =

∫
f+ dµ−

∫
f− dµ+

∫
g+ dµ−

∫
g− dµ =

∫
f dµ+

∫
g dµ. �

§ 3.1.2. The Space L1(µ;R): Given a measurable function f on (E,B, µ),
define ‖f‖L1(µ;R) =

∫
|f | dµ, say that f : E −→ R is µ-integrable if f is

a measurable function on (E,B) and ‖f‖L1(µ;R) < ∞, and use L1(µ;R) =

L1(E,B, µ;R) to denote the set of all R-valued, µ-integrable functions. Note
that, from the integration-theoretic standpoint, there is no loss of generality
to assume that an f ∈ L1(µ;R) is R-valued. Indeed, if f is a µ-integrable
function, then 1{|f |<∞}f ∈ L1(µ;R), ‖f − 1{|f |<∞}f‖L1(µ;R) = 0, and so
integrals involving f and 1{|f |<∞}f are indistinguishable. The main reason

for insisting that f ’s in L1(µ;R) be R-valued is so that we have no problems
taking linear combinations of them over R. This simplifies the statement of
results like the following.

Lemma 3.1.9. For any measure space (E,B, µ), L1(µ;R) is a vector space
and

(3.1.10) ‖αf + βg‖L1(µ;R) ≤ |α| ‖f‖L1(µ;R) + |β| ‖g‖L1(µ;R)

whenever α, β ∈ R and f, g ∈ L1(µ;R).

Proof: Simply note that |αf + βg| ≤ |α| |f |+ |β| |g|. �
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Remark 3.1.11. As an application of the preceding inequality, we have that

‖f − h‖L1(µ;R) ≤ ‖f − g‖L1(µ;R) + ‖g − h‖L1(µ;R) for f, g, h ∈ L1(µ;R).

To see this, take α = β = 1 and replace f and g by f−g and g−h in (3.1.10).
Thus ‖f − g‖L1(µ;R) looks like a good candidate to be chosen as a metric on

L1(µ;R). On the other hand, although, from the standpoint of integration
theory, a measurable f for which ‖f‖L1(µ;R) = 0 might as well be identically
0, there is, in general, no reason why f need be identically 0 as a function.
This fact prevents ‖ · ‖L1(µ;R) from being a completely satisfactory measure
of size. To overcome this problem, I adopt the time-honored subterfuge of
quotienting out by the offending subspace. That is, denote by N (µ) the set
of f ∈ L1(µ;R) for which (cf. Exercise 3.1.12 below) µ(f 6= 0) = 0, and, for

f, g ∈ L1(µ;R), write f
µ∼ g if g − f ∈ N (µ). Since it is clear that N (µ) is

a linear subspace of L1(µ;R), one sees that
µ∼ is an equivalence relation and

that the quotient space L1(µ;R)/
µ∼ is again a vector space over R. To be

precise, for f ∈ L1(µ;R), use [f ]
µ∼ to denote the

µ∼-equivalence class of f , and,
for any f, g ∈ L1(µ;R) and α, β ∈ R, take

α[f ]
µ∼ + β[g]

µ∼ = [αf + βg]
µ∼.

Finally, since

f
µ∼ g =⇒ |f | µ∼ |g| =⇒ ‖f‖L1(µ;R) = ‖g‖L1(µ;R),

we can define ‖[f ]
µ∼‖L1(µ;R) = ‖f‖L1(µ;R) and thereby turn L1(µ;R)/

µ∼ into

a bona fide metric space in which the distance between [f ]
µ∼ and [g]

µ∼ is given
by ‖f − g‖L1(µ;R).

Having made this obeisance to rigor, I will now lapse into the usual, more
casual practice of ignoring the niceties just raised. Thus, unless there is par-
ticular danger in doing so, I will not stress the distinction between f as a

function and the equivalence class [f ]
µ∼ that f determines. For this reason, I

will continue to write L1(µ;R), even when I mean L1(µ;R)
/µ∼, and will con-

tinue to use f instead of [f ]
µ∼. In particular, L1(µ;R) becomes in this way a

vector space over R on which ‖f − g‖L1(µ;R) is a metric. As we will see in the
next section (cf. Lemma 3.2.13), this metric space is complete.

Exercises for § 3.1

Exercise 3.1.12. Let f be an R-valued function on the measurable space
(E,B). Show that f is measurable if and only if {f > a} ∈ B for every a ∈ R
if and only if {f ≥ a} ∈ B for every a ∈ R. At the same time, check that “>”
and “≤” can be replaced by “<” and “≥”, respectively. In fact, show that
one can restrict ones attention to a ’s from a dense subset of R. Finally, if g is
a second R-valued measurable function on (E,B), show that each of the sets
{f < g}, {f ≤ g}, {f = g}, and {f 6= g} is an element of B.
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Exercise 3.1.13. Let f be a non-negative, ν integrable function on the mea-
sure space (E,B, ν), and define µ(Γ) =

∫
Γ
f dν for Γ ∈ B. Show that µ is a

finite measure on (E,B) that is (cf. Exercise 2.1.27) absolutely continuous
with respect to ν. In particular, by Exercise 2.1.27, this means that, for each
ε > 0, there is a δ > 0 such that ν(Γ) < δ =⇒

∫
Γ
f dν < ε. In § 8.1.1 we

will see that, under mild restrictions, every finite measure that is absolutely
continuous with respect to ν can be represented in terms of integrals of a
non-negative element of L1(ν;R).

Exercise 3.1.14. Show that an integrable function is determined, up to a set
of measure 0, by its integrals. To be more precise, let (E,B, µ) be a measure
space and f and g a pair of functions from L1(µ;R). Show that µ(f > g) = 0
if and only if

∫
Γ
f dµ ≤

∫
Γ
g dµ for every Γ ∈ B, and conclude from this that

µ(f 6= g) = 0 if and only if
∫

Γ
f dµ =

∫
Γ
g dµ for each Γ ∈ B.

Exercise 3.1.15. Let βp be the Bernoulli measure on (Ω,BΩ) introduced in
§ 2.2.4.

(i) Show that

βp

(
n∑
i=1

ω(i) = m

)
=

(
n

m

)
pmqn−m for 0 ≤ m ≤ n,

and use this to derive∫
exp

(
λ

n∑
i=1

(
ω(i)− p

))
βp(dω) =

(
peλq + qe−λp

)n
for n ≥ 1 and λ ∈ R. Next, show that

peλq + qe−λp ≤ eλ
2

8 for all λ ∈ R,

and conclude that∫
exp

(
λ

n∑
i=1

(
ω(i)− p

))
βp(dω) ≤ enλ

2

8 for λ ∈ R.

Hint: Set f(λ) = log
(
peλq + qe−λp

)
, and show that f(0) = f ′(0) = 0 and

f ′′(λ) ≤ 1
4 .

(ii) Starting from the calculations in (i) and applying (3.1.7) to the function

eλ
∑n

i=1
(ω(i)−p), show first that

βp

(
n∑
i=1

(
ω(i)− p

)
≥ R

)
≤ e−λR+nλ2

8 for R ∈ [0,∞) and λ ∈ [0,∞),
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and then, after minimizing with respect to λ, that

βp

(
n∑
i=1

(
ω(i)− p

)
≥ R

)
≤ e− 2R2

n .

Similarly, show that

βp

(
n∑
i=1

(
ω(i)− p

)
≤ −R

)
≤ e− 2R2

n ,

and conclude that

βp

(∣∣∣∣∣ 1n
n∑
i=1

ω(i)− p

∣∣∣∣∣ ≥ R
)
≤ 2e−n2R2

for R ∈ [0,∞).

(iii) By combining the conclusion in (ii) with the first part of Exercise
2.1.26, show that

βp

(
∃m ∀n ≥ m

∣∣∣∣∣ 1n
n∑
i=1

ω(i)− p

∣∣∣∣∣ ≤ n− 1
4

)
= 1.

This is an example of a general theorem known as the Strong Law of Large
Numbers. Notice that when p = 1

2 , this result combined with (2.2.27) proves
a famous theorem, due to E. Borel, which says that for λ[0,1]-almost every
x ∈ [0, 1] half (in the sense of averages) the coefficients in its dyadic expansion
are 1 and therefore half are 0.

Exercise 3.1.16. Referring again to § 2.2.4, let Ωp denote the set of ω ∈ Ω
for which 1

n

∑n
i=1 ω(i) −→ p, and use part (iii) of Exercise 3.1.15 to see that

βp(Ωp′) equals 1 if p′ = p and 0 otherwise. In particular, this means that
if p 6= p′ then (cf. Exercise 2.1.28) βp ⊥ βp′ . Next, let Φ : Ω −→ [0, 1] and

Φ̂ : Ω̂ −→ [0, 1] be the maps defined in § 2.2.5, and set µp = Φ∗βp. By (2.2.28),

we know that µ 1
2

= λ[0,1]. Show that if Bp = [0, 1)∩Φ̂(Ωp), the set of x ∈ [0, 1)

for which the coefficients in its dyadic expansion form an element of Ωp, then
µp(Bp′) equals 0 or 1 according to whether p = p′ or p 6= p′. Thus, µp ⊥ µp′

if p 6= p′. In particular, if p 6= 1
2 and Fp(x) = µp

(
(0, x+ ∧ 1]

)
, show that Fp is

a non-decreasing function that is (cf. Exercise 2.2.39) singular even though it
is continuous and strictly increasing on [0, 1].

§ 3.2 Convergence of Integrals

One of the major advantages that Lebesgue’s theory of integration has over
Riemann’s approach is that Lebesgue’s integral is marvelously continuous with
respect to convergence of integrands. In the present section I will explore
some of these continuity properties, and I begin by showing that the class of
measurable functions is closed under pointwise convergence.
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Lemma 3.2.1. Let (E,B) be a measurable space, F a topological space, and
{fn : n ≥ 1} a sequence of measurable functions on (E,B) into (F,BF ). If
f(x) = limn→∞ fn(x) for each x ∈ E, then f is also measurable. Moreover,
if F is separable and admits a complete metric, then the set ∆ of x ∈ E
for which limn→∞ fn(x) exists is an element of B, and, for each y0 ∈ F , the
function f given by

f(x) =

{
y0 if x /∈ ∆

limn→∞ fn(x) if x ∈ ∆

is measurable on (E,B). In particular, if F = R, then supn≥1 fn, infn≥1 fn,

limn→∞ fn, and limn→∞ fn are all measurable functions.

Proof: To prove the first assertion, it suffices to note that the class of Γ ⊆ F
for which {f ∈ Γ} ≡ {x : f(x) ∈ Γ} ∈ B is a σ-algebra and to observe that

{x : f(x) ∈ G} =

∞⋃
m=1

⋂
n≥m

{x : fn(x) ∈ G} ∈ B

for all G ∈ G(F ). To prove the second assertion, assume that F is separable,
and let ρ be a complete metric for F . Then, because, by Lemma 3.1.1, x ∈
E 7−→ ρ

(
fn(x), fm(x)

)
∈ [0,∞) is B-measurable,

∆ =

∞⋂
k=1

∞⋃
m=1

⋂
n≥m

{
x : ρ

(
fn(x), fm(x)

)
< 1

k

}
∈ B.

Thus, since limn→∞ fn � ∆ is a measurable function on ∆ and, for each
Γ ∈ BF ,

{x : f(x) ∈ Γ} =

{ {x ∈ ∆ : limn→∞ f(x) ∈ Γ} if y0 /∈ Γ

∆{ ∪ {x ∈ ∆ : limn→∞ f(x) ∈ Γ} if y0 ∈ Γ,

it follows that f is measurable.
Turning to the case F = R, simply note that

f1 ∨ · · · ∨ fn ↗ sup
n≥1

f, f1 ∧ · · · ∧ fn ↘ inf
n≥1

fn,

sup
n≥m

fn ↘ lim
n→∞

fn, and inf
n≥m

fn ↗ lim
n→∞

fn. �

§ 3.2.1. The Big Three Convergence Results: We are now ready to
prove the first of three fundamental continuity theorems about the Lebesgue
integral. In some ways the first one is the least surprising in that it really
only echoes the result obtained in Lemma 3.1.4 and is nothing more than the
function version of the result in (2.1.10).



§ 3.2 Convergence of Integrals 75

Theorem 3.2.2 (The Monotone Convergence Theorem). Suppose
that {fn : n ≥ 1} is a sequence of non-negative, measurable functions on
the measure space (E,B, µ) and that fn ↗ f (pointwise) as n → ∞. Then∫
f dµ = limn→∞

∫
fn dµ. In particular, if f ∈ L1(µ;R), then ‖fn − f‖L1(µ;R)

−→ 0

Proof: Obviously
∫
f dµ ≥ limn→∞

∫
fn dµ. To prove the opposite inequal-

ity, for each m ≥ 1 choose a non-decreasing sequence {ϕm,n : n ≥ 1} of non-
negative, measurable, simple functions for which ϕm,n ↗ fm as n→∞. Next,
define the non-negative, simple, measurable functions ψn = ϕ1,n ∨ · · · ∨ ϕn,n
for n ≥ 1. One then has that

ψn ≤ ψn+1 and ϕm,n ≤ ψn ≤ fn for all 1 ≤ m ≤ n;

and therefore

fm ≤ lim
n→∞

ψn ≤ f for each m ∈ Z+.

In particular, ψn ↗ f , and therefore∫
f dµ = lim

n→∞

∫
ψn dµ.

At the same time, ψn ≤ fn for all n ∈ Z+, and therefore∫
f dµ ≤ lim

n→∞

∫
fn dµ.

Finally, if f ∈ L1(µ;R), then

‖fn − f‖L1(µ;R) =

∫
(f − fn) dµ =

∫
f dµ−

∫
fndµ −→ 0. �

Being an inequality instead of an equality, the second continuity result is
often more useful than the other two. It is the function version of (2.1.23)
and (2.1.24).

Theorem 3.2.3 (Fatou’s Lemma). Let {fn : n ≥ 1} be a sequence of
measurable functions on the measure space (E,B, µ). If fn ≥ 0 for each n ≥ 1,
then ∫

lim
n→∞

fn dµ ≤ lim
n→∞

∫
fn dµ.

Also, if there exists a µ-integrable function g such that fn ≤ g for each n ≥ 1,
then ∫

lim
n→∞

fn dµ ≥ lim
n→∞

∫
fn dµ.
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Proof: Assume that the fn ’s are non-negative. To check the first assertion,
set hm = infn≥m fn. Then fm ≥ hm ↗ limn→∞ fn and so, by the Monotone
Convergence Theorem,∫

lim
n→∞

fn dµ = lim
m→∞

∫
hm dµ ≤ lim

m→∞

∫
fm dµ.

Next, drop the non-negativity assumption, but impose fn ≤ g for some
µ-integrable g. Clearly, f ′n ≡ g − fn is non-negative,

lim
n→∞

f ′n = g − lim
n→∞

fn and lim
n→∞

∫
f ′n dµ =

∫
g dµ− lim

n→∞

∫
fn dµ.

Hence, the required result follows from the first part applied to the sequence
{f ′n : n ≥ 1}. �

Before stating the third continuity result, I need to introduce a notion that
is better suited to measure theory than ordinary pointwise equality. Namely,
say that an x-dependent statement about quantities on the measure space
(E,B, µ) holds µ-almost everywhere, abbreviated by (a.e.,µ), if the set ∆

of x for which the statement fails is an element of Bµ that has µ-measure 0
(i.e., µ(∆) = 0). Thus, if {fn : n ≥ 1} is a sequence of measurable functions
on the measure space (E,B, µ), I will say that {fn : n ≥ 1} converges
µ-almost everywhere and will write limn→∞ fn exists (a.e.,µ), if

µ
({
x ∈ E : lim

n→∞
fn(x) does not exist

})
= 0.

In keeping with this terminology, I will say that {fn : n ≥ 1} converges
µ-almost everywhere to a measurable f , and will write fn −→ f (a.e.,µ),
if

µ
({
x ∈ E : f(x) 6= lim

n→∞
fn(x)

})
= 0.

By Lemma 3.2.1, we know that if {fn : n ≥ 1} converges µ-almost everywhere,
then there is a measurable f to which {fn : n ≥ 1} converges µ-almost
everywhere. Similarly, if f and g are measurable functions, I write f = g
(a.e.,µ), f ≤ g (a.e.,µ), or f ≥ g (a.e.,µ) if µ(f 6= g) = 0, µ(f > g) = 0, or
µ(f < g) = 0, respectively. Note that for f, g ∈ L1(µ;R) f = g (a.e.,µ) is the

same statement as f
µ∼ g discussed in Remark 3.1.11.

The following can be thought of as the function version of (2.1.25).

Theorem 3.2.4 (Lebesgue’s Dominated Convergence Theorem). Let
{fn : n ≥ 1} be a sequence of measurable functions on (E,B, µ), and suppose
that f is a measurable function to which {fn : n ≥ 1} converges µ-almost
everywhere. If there is a µ-integrable function g such that |fn| ≤ g (a.e.,µ) for
each n ≥ 1, then f is integrable and limn→∞

∫
|fn − f | dµ = 0. In particular,∫

f dµ = limn→∞
∫
fn dµ.
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Proof: Let Ê be the set of x ∈ E for which f(x) = limn→∞ fn(x) and

supn≥1 |fn(x)| ≤ g(x). Then Ê is measurable and µ(Ê{) = 0, and so integrals

over Ê are the same as those over E. Thus, without loss of generality, assume
that all the assumptions hold for every x ∈ E. But then, f = limn→∞ fn,
|f | ≤ g and |f − fn| ≤ 2g. Hence, by the second part of Fatou’s Lemma,

lim
n→∞

∣∣∣∣∫ f dµ−
∫
fn dµ

∣∣∣∣ ≤ lim
n→∞

∫
|f − fn| dµ ≤

∫
lim
n→∞

|f − fn| dµ = 0. �

It is important to understand the role played by the Lebesgue dominant g.
Namely, it acts as an umbrella to keep everything under control. To see that
some such control is needed, consider Lebesgue measure λ[0,1] on

(
[0, 1],B[0,1]

)
and the functions fn = n1(0,n−1). Obviously, fn −→ 0 everywhere on [0, 1],

but ‖fn‖1 = 1 for all n ∈ Z+.
Unfortunately, in many circumstances it is difficult to find an appropriate

Lebesgue dominant, and, for this reason, results like the following variation
on Fatou’s Lemma are interesting and often helpful. See Exercises 3.2.21 and
3.2.24 for other variations.

Theorem 3.2.5 (Lieb’s Version of Fatou’s Lemma). Let (E,B, µ) be
a measure space, {fn : n ≥ 1} ∪ {f} ⊆ L1(µ;R), and assume that fn −→ f
(a.e.,µ). Then

(3.2.6)

lim
n→∞

∣∣∣‖fn‖L1(µ;R) − ‖f‖L1(µ;R) − ‖fn − f‖L1(µ;R)

∣∣∣
= lim
n→∞

∫ ∣∣∣|fn| − |f | − |fn − f |∣∣∣ dµ = 0.

In particular, if ‖fn‖L1(µ;R) −→ ‖f‖L1(µ;R), then ‖f − fn‖L1(µ;R) −→ 0.

Proof: Since∣∣∣‖fn‖L1(µ;R)−‖f‖L1(µ)−‖fn−f‖L1(µ;R)

∣∣∣ ≤ ∫ ∣∣|fn|−|f |−|fn−f |∣∣ dµ, n ≥ 1,

we need check only the second equality in (3.2.6). But, because∣∣|fn| − |f | − |fn − f |∣∣ −→ 0 (a.e., µ)

and ∣∣|fn| − |f | − |fn − f |∣∣ ≤ ∣∣|fn| − |fn − f |∣∣+ |f | ≤ 2|f |,

(3.2.6) follows from Lebesgue’s Dominated Convergence Theorem. �

§ 3.2.2. Convergence in Measure: We now have a great deal of evi-
dence that almost everywhere convergence of integrands often leads to con-
vergence of the corresponding integrals. I next want to investigate what can
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be said about the opposite implication. To begin with, I point out that
‖fn‖L1(µ;R) −→ 0 does not imply that fn −→ 0 (a.e.,µ). Indeed, define the
functions {fn : n ≥ 1} on [0, 1] so that, for m ≥ 0 and 0 ≤ ` < 2m,

f2m+` = 1[2−m`,2−m(`+1)].

It is then clear that these fn ’s are non-negative and measurable on ([0, 1],B[0,1])

and that limn→∞ fn(x) = 1 for every x ∈ [0, 1]. On the other hand,∫
[0,1]

fn dλR = 2−m if 2m ≤ n < 2m+1,

and therefore
∫

[0,1]
fn dλR −→ 0 as n→∞.

As the preceding discussion makes clear, it may be useful to consider other
notions of convergence. Keeping in mind that we are looking for a type of
convergence that can be tested using integrals, we should take a hint from
Markov’s inequality and say that the sequence {fn : n ≥ 1} of measurable
functions on the measure space (E,B, µ) converges in µ-measure to the
measurable function f if µ(|fn − f | ≥ ε) −→ 0 as n → ∞ for every ε > 0,
in which case I will write fn −→ f in µ-measure. Note that, by Markov’s
inequality (3.1.7), if ‖fn−f‖L1(µ;R) −→ 0 then fn −→ f in µ-measure. Hence,
this sort of convergence can be easily tested with integrals, and, as such, must
be quite different (cf. Exercise 3.2.23) from µ-almost everywhere convergence.
In fact, it takes a moment to see in what sense the limit is even uniquely
determined by convergence in µ-measure. For this reason, suppose that {fn :
n ≥ 1} converges to both f and g in µ-measure. Then, for ε > 0,

µ(|f − g| ≥ ε) ≤ µ
(
|f − fn| ≥ ε

2

)
+ µ

(
|fn − g| ≥ ε

2

)
−→ 0 as n→∞.

Hence, µ(f 6= g) = limε↘0 µ
(
|f − g| ≥ ε

)
= 0, and so f = g (a.e.,µ). That

is, convergence in µ-measure determines the limit function to precisely the
same extent as does either µ-almost everywhere or ‖ · ‖L1(µ;R)-convergence.
In particular, from the standpoint of µ-integration theory, convergence in µ-
measure has unique limits.

The following theorems are intended to further elucidate the notions of µ-
almost everywhere convergence, convergence in µ-measure, and the relations
between them.

Theorem 3.2.7. Let {fn : n ≥ 1} be a sequence of R-valued measur-
able functions on the measure space (E,B, µ). Then there is an R-valued,
measurable function f for which

(3.2.8) lim
m→∞

µ

(
sup
n≥m
|f − fn| ≥ ε

)
= 0 for all ε > 0
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if and only if

(3.2.9) lim
m→∞

µ

(
sup
n≥m
|fn − fm| ≥ ε

)
= 0 for all ε > 0.

Moreover, (3.2.8) implies that fn −→ f both (a.e., µ) and in µ-measure.
Finally, when µ(E) < ∞, fn −→ f (a.e.,µ) if and only if (3.3.8) holds. In
particular, on a finite measure space, µ-almost everywhere convergence implies
convergence in µ-measure.

Proof: Set

∆ =
{
x ∈ E : lim

n→∞
fn(x) does not exist in R

}
.

For m ≥ 1 and ε > 0, define ∆m(ε) =
{

supn≥m |fn − fm| ≥ ε
}

. It is then
easy to check (from Cauchy’s convergence criterion for R) that

∆ =

∞⋃
`=1

∞⋂
m=1

∆m

(
1
`

)
.

Since (3.2.9) implies that µ
(⋂∞

m=1 ∆m(ε)
)

= 0 for every ε > 0, and, by the
preceding,

µ(∆) ≤
∞∑
`=1

µ

( ∞⋂
m=1

∆m

(
1
`

))
,

we see that (3.2.9) does indeed imply that {fn : n ≥ 1} converges µ-almost
everywhere. In addition, if (cf. the second part of Lemma 3.2.1) f is an
R-valued, measurable function to which {fn : n ≥ 1} converges µ-almost
everywhere, then

sup
n≥m
|fn − f | ≤ sup

n≥m
|fn − fm|+ |fm − f | ≤ 2 sup

n≥m
|fn − fm| (a.e.,µ);

and so (3.2.9) leads to the existence of an f for which (3.2.8) holds.
Next, suppose that (3.2.8) holds for some f . Then it is obvious that fn −→

f both (a.e.,µ) and in µ-measure. In addition, (3.2.9) follows immediately
from

µ

(
sup
n≥m
|fn − fm| ≥ ε

)
≤ µ

(
sup
n≥m
|fn − f | ≥ ε

2

)
+ µ

(
sup
n≥m
|f − fm| ≥ ε

2

)
.

Finally, suppose that µ(E) < ∞ and that fn −→ f (a.e,µ). Then, by
(2.1.11),

lim
m→∞

µ

(
sup
n≥m

∣∣fn − f ∣∣ ≥ ε) = µ

( ∞⋂
m=1

{
sup
n≥m

∣∣fn − f ∣∣ ≥ ε}) = 0
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for every ε > 0, and therefore (3.2.8) holds. In particular, this means that
fn −→ f in µ-measure. �

Clearly, the first part of Theorem 3.2.7 provides a Cauchy criterion for µ-
almost everywhere convergence. The following theorem gives a Cauchy crite-
rion for convergence in µ-measure. In the process, it shows that, after passing
to a subsequence, convergence in µ-measure leads to µ-almost everywhere
convergence.

Theorem 3.2.10. Again let {fn : n ≥ 1} be a sequence of R-valued,
measurable functions on the measure space (E,B, µ). Then there is an R-
valued, measurable function f to which {fn : n ≥ 1} converges in µ-measure
if and only if

(3.2.11) lim
m→∞

sup
n≥m

µ
(
|fn − fm| ≥ ε

)
= 0 for all ε > 0.

Furthermore, if fn −→ f in µ-measure, then one can extract a subsequence
{fnj : j ≥ 1} with the property that

lim
i→∞

µ

(
sup
j≥i
|f − fnj | ≥ ε

)
= 0 for all ε > 0;

and therefore fni −→ f (a.e., µ) as well as in µ-measure.

Proof: To see that fn −→ f in µ-measure implies (3.2.11), simply note that

µ
(∣∣fn − fm∣∣ ≥ ε) ≤ µ (∣∣f − fn∣∣ ≥ ε

2

)
+ µ

(∣∣f − fm∣∣ ≥ ε
2

)
.

Conversely, assume that (3.2.11) holds, and choose 1 ≤ n1 < · · · < ni < · · ·
for which

sup
n≥ni

µ
(
|fn − fni | ≥ 2−i−1

)
≤ 2−i−1, i ≥ 1.

Then

µ

(
sup
j≥i
|fnj − fni | > 2−i

)
≤ µ

⋃
j≥i

{
|fnj+1

− fnj | ≥ 2−j−1
}

≤
∞∑
j=i

µ
(
|fnj+1 − fnj | ≥ 2−j−1

)
≤ 2−i.

From this it is clear that {fni : i ≥ 1} satisfies (3.2.9) and therefore that there
is an f for which (3.2.8) holds with {fn : n ≥ 1} replaced by {fni : i ≥ 1}.
Hence, fni −→ f both µ-almost everywhere and in µ-measure. In particular,
when combined with (3.2.11), this means that

µ(|fm − f | > ε) ≤ lim
i→∞

µ
(
|fm − fni | ≥ ε

2

)
+ lim
i→∞

µ
(
|fni − f | ≥ ε

2

)
≤ sup
n≥m

µ
(
|fn − fm| ≥ ε

2

)
−→ 0
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as m→∞, and so fn −→ f in µ-measure.
Notice that the preceding argument proves the final statement as well.

Namely, if fn −→ f in µ-measure, then (3.2.11) holds and therefore the ar-
gument just given shows that there exists a subsequence {fni : i ≥ 1} that
satisfies (3.2.9). But this means that {fni : i ≥ 1} converges both (a.e.,µ)
and in µ-measure, and, as a subsequence of a sequence that is already con-
verging in µ-measure to f , we conclude that f must be the function to which
{fni : i ≥ 1} is converging (a.e.,µ). �

Because it is quite important to remember the relationships between the
various sorts of convergence discussed in Theorems 3.2.7 and 3.2.10, I will
summarize them as follows:

‖fn − f‖L1(µ;R) −→ 0 =⇒ fn −→ f in µ-measure

=⇒ lim
i→∞

µ

(
sup
j≥i
|fnj − f | ≥ ε

)
= 0, ε > 0, for some subsequence {fni}

=⇒ fni −→ f (a.e.,µ)

and

µ(E) <∞ and fn −→ f (a.e., µ) =⇒ fn −→ f in µ-measure.

Notice that, when µ(E) = ∞, µ-almost everywhere convergence does not
imply µ-convergence. For example, consider the functions 1[n,∞) on R with
Lebesgue measure.

I next show that, at least as far as Theorems 3.2.3 through 3.2.5 are con-
cerned, convergence in µ-measure is just as good as µ-almost everywhere con-
vergence.

Theorem 3.2.12. Let f and {fn : n ≥ 1} all be measurable, R-valued
functions on the measure space (E,B, µ), and assume that fn −→ f in µ-
measure.

Fatou’s Lemma: If fn ≥ 0 (a.e.,µ) for each n ≥ 1, then f ≥ 0 (a.e.,µ)
and ∫

f dµ ≤ lim
n→∞

∫
fn dµ.

Lebesgue’s Dominated Convergence Theorem: If there is an inte-
grable g on (E,B, µ) such that |fn| ≤ g (a.e.,µ) for each n ≥ 1, then f is
integrable, limn→∞ ‖fn− f‖L1(µ;R) = 0, and so

∫
fn dµ −→

∫
f dµ as n→∞.

Lieb’s Version of Fatou’s Lemma: If supn≥1 ‖fn‖L1(µ;R) < ∞, then f
is integrable and

lim
n→∞

∣∣∣‖fn‖L1(µ;R) − ‖f‖L1(µ;R) − ‖fn − f‖L1(µ)

∣∣∣
= lim
n→∞

∥∥|fn| − |f | − |fn − f |∥∥L1(µ;R)
= 0.

In particular, ‖fn − f‖L1(µ;R) −→ 0 if ‖fn‖L1(µ;R) −→ ‖f‖L1(µ;R) ∈ R.
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Proof: Each of these results is obtained via the same trick from the corre-
sponding result in § 3.2.1. Thus I will prove the preceding statement of Fatou’s
Lemma and will leave the proofs of the other assertions to the reader.

Choose a subsequence {fnm : m ≥ 1} of {fn : n ≥ 1} such that
∫
fnm dµ

tends to limn→∞
∫
fn dµ. Next, choose a subsequence {fnmi : i ≥ 1} of

{fnm : m ≥ 1} for which fnmi −→ f (a.e.,µ). Because each of the fnmi ’s

is non-negative (a.e.,µ), it is now clear that f ≥ 0 (a.e.,µ). In addition, by

restricting all integrals to the set Ê on which the fnmi ’s are non-negative and
fnmi −→ f , we can apply Theorem 3.2.3 to obtain∫

f dµ =

∫
Ê

f dµ ≤ lim
i→∞

∫
Ê

fnmi dµ = lim
m→∞

∫
fnm dµ = lim

n→∞

∫
fn dµ. �

§ 3.2.3. Elementary Properties of L1(µ;R): An important dividend of
the considerations in § 3.2.2 is that they allow us to prove that L1(µ;R) is a
complete metric space.

Lemma 3.2.13. Let {fn : n ≥ 1} ⊆ L1(µ;R). If

lim
m→∞

sup
n≥m
‖fn − fm‖L1(µ;R) = 0,

then there exists an f ∈ L1(µ;R) for which ‖fn − f‖L1(µ;R) −→ 0. In other

words,
(
L1(µ;R), ‖ · ‖L1(µ;R)

)
is a complete metric space.

Proof: By (3.1.7) we know that (3.2.11) holds. Hence, we can find a mea-
surable f for which fn −→ f in µ-measure; and so, by Fatou’s Lemma,

‖f − fm‖L1(µ;R) ≤ lim
n→∞

‖fn − fm‖L1(µ;R) ≤ sup
n≥m
‖fn − fm‖L1(µ;R) −→ 0

as m→∞. In particular, f ∈ L1(µ;R). �

Having shown that L1(µ;R) is complete, I turn next to the question of its
separability. Before doing so, it will be convenient to have introduced the
notion of σ-finiteness. A measure µ on a measurable space (E,B) is said to be
σ-finite if there is a sequence {En : n ≥ 1} ⊆ B such that E =

⋃∞
n=1En and

µ(En) <∞ for each n ∈ Z+. If µ is σ-finite, then the measure space (E,B, µ)
is said to be a σ-finite measure space. Notice that if µ is σ-finite, one can
always choose the En’s to be either non-decreasing or mutually disjoint. In
addition, observe that any measure constructed by the procedure in § 2.2 will
be σ-finite. In fact, for such measures, the En’s can be chosen so that they
are either all open sets or all compact sets.

Theorem 3.2.14. Let (E,B) be a measurable space for which B is generated
by the Π-system C, and use S to denote the set of functions

∑n
m=1 αm1Γm ,

where n ∈ Z+, {αm : 1 ≤ m ≤ n} ⊆ Q, and {Γm : 1 ≤ m ≤ n} ⊆ C ∪ {E}. If
µ is a finite measure on (E,B), then S is dense in L1(µ;R). In particular, if µ
is a σ-finite measure on (E,B) and C is countable, then L1(µ;R) is a separable
metric space.
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Proof: Denote by S the closure in L1(µ;R) of S. To prove the first assertion,
what we have to show is that S = L1(µ;R) when µ is finite.

It is easy to see that S is a vector space over R. In particular, if f ∈ L1(µ;R)
and both f+ and f− are elements of S, then f ∈ S. Hence, we need only
check that every non-negative f ∈ L1(µ;R) is in S. Further, since every such
f is the limit in L1(µ;R) of simple, Q-valued elements of L1(µ;R) and since
S is a vector space, it suffices to show that 1Γ ∈ S for every Γ ∈ B. But it is
easy to see that the class of Γ ⊆ E for which 1Γ ∈ S is a Λ-system over E,
and, by hypothesis, it contains the Π-system C. Now apply Lemma 2.1.12.

To complete the proof, assume that µ is σ-finite, and choose a non-decreasing
sequence {En : n ≥ 1} accordingly. Then, as an application of the first part
to {C ∩En : C ∈ C}, we know that, for each n ∈ Z+, Sn ≡ {1Enϕ : ϕ ∈ S} is
dense in the space L1

(
En,B[En], µ � En;R

)
. Since Sn is countable for each n,

so is S∞ ≡
⋃∞
n=1 Sn. In addition, given f ∈ L1(µ;R), Lebesgue’s Dominated

Convergence Theorem guarantees that ‖f − f1En‖L1(µ;R) −→ 0 as n → ∞.
Hence, for any ε > 0, we can choose a ϕ ∈ S∞ for which ‖f−ϕ‖L1(µ;R) < ε. �

As a more or less immediate corollary, we know that if µ is a σ-finite measure
on a second countable topological space (e.g., a separable metric space), then
L1(µ;R) is separable. What follows is another important connection between
Borel measures and the topology of the spaces on which they are defined.

Corollary 3.2.15. Let (E, ρ) be a metric space and µ a σ-finite Borel mea-
sure on E for which the associated sequence {En : n ≥ 1} is non-decreasing
and its elements are open. For each n ∈ Z+, take Un to be the set of bounded,
ρ-uniformly continuous, R-valued functions on E that vanish identically off of
En. Then U ≡

⋃∞
n=1 Un is dense in L1(µ;R).

Proof: First assume that µ is finite and that En = E for all n ≥ 1. Then,
by Theorem 3.2.14, the density of U in L1(µ;R) comes down to showing that,
for every G ∈ G(E), 1G is the limit in L1(µ;R) of bounded, ρ-uniformly
continuous functions. To this end, set

ψ`,G(x) =

(
ρ(x,E \G)

1 + ρ(x,E \G)

) 1
`

for ` ∈ Z+,

and note that ψ`,G is ρ-uniformly continuous and that 0 ≤ ψ`,G ↗ 1G. Hence,
by the Monotone Convergence Theorem, ‖ψ`,G − 1G‖L1(µ;R) −→ 0.

To handle the general case, first assume that we f ∈ L1(µ;R) vanishes
off En. Then there exists a sequence {ϕ̃k : k ≥ 1} ⊆ Un for which ‖f −
ϕ̃k‖L1(µ;R) −→ 0. Indeed, by the preceding applied to the measure space(
En,BEn , µ � BEn

)
, there exist bounded, ρ-uniformly continuous functions

ϕk’s on En such that
∫
En
|f − ϕk| dµ −→ 0. Further, for each k ≥ 1, one can

choose `k ∈ Z+ such that (cf. the notation in the preceding paragraph)∫
En

∣∣ϕk − ϕkψ`k,En ∣∣ dµ ≤ 1

k
.



84 3 Lebesgue Integration

Thus, if

ϕ̃k(x) =

{
ϕk(x)ψ`k,En(x) for x ∈ En
0 for x ∈ E \ En,

then {ϕ̃k : k ≥ 1} ⊆ Un and ‖ϕ̃k − f‖L1(µ;R) −→ 0.

To complete the proof for general f ∈ L1(µ;R), set fn = f1En , and, given
ε > 0, choose n for which ‖f − fn‖L1(µ;R) <

ε
2 , and choose ϕ̃ ∈ Un such that

‖fn − ϕ̃‖L1(µ;R) <
ε
2 . �

When applied to Lebesgue measure λRN on RN , Corollary 3.2.15 says that
for every f ∈ L1(λRN ;R) and ε > 0 there is a continuous function ϕ such that
ϕ vanishes off of a compact set and ‖f −ϕ‖L1(λRN ;R) < ε, and Theorem 6.3.15
shows that even more is true. This fact can be interpreted in either one of two
ways: either measurable functions are not all that different from continuous
ones or ‖ · ‖L1(λRN ;R) provides a rather crude gage of size. Experience indicates

that the latter interpretation may be the more accurate one.

Exercises for § 3.2

Exercise 3.2.16. Let (E,B, µ) be a finite measure space, and show that
fn −→ f in µ-measure if and only if

∫
|fn − f | ∧ 1 dµ −→ 0.

Exercise 3.2.17. Suppose that ϕ : R −→ R is a continuous function, and
let {fn : n ≥ 1} be a sequence of measurable functions on the measure space
(E,B, µ). It is clear that if f is a B-measurable function and fn −→ f µ-almost
everywhere, then ϕ ◦ fn −→ ϕ ◦ f µ-almost everywhere.

(i) If µ is finite, show that fn −→ f in µ-measure implies that ϕ◦fn −→ ϕ◦f
in µ-measure.

(ii) Even if µ is infinite, show that the same implication holds as long as
limR→∞ µ(|f | > R) = 0.

(iii) Give an example in which fn −→ f both in µ-measure and µ-almost
everywhere but {ϕ ◦ fn : n ≥ 1} fails to converge in µ-measure for some
ϕ ∈ C(R;R).

Exercise 3.2.18. Let J be a compact rectangle in RN and f : J −→ R a
continuous function.

(i) Show that the Riemann integral (R)
∫
J
f(x) dx of f over J is equal to

the Lebesgue integral
∫
J
f(x)λRN (dx). Next, suppose that f ∈ L1(λRN ;R) is

continuous, and use the preceding to show that∫
f(x)λRN (dx) = lim

J↗RN
(R)

∫
J

f(x) dx,

where the limit means that, for any ε > 0, there exists a rectangle Jε such
that ∣∣∣∣∫ f(x)λRN (dx)− (R)

∫
J

f(x) dx

∣∣∣∣ < ε
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whenever J is a rectangle containing Jε. For this reason, even when f is not
continuous, it is conventional to use

∫
f(x) dx instead of

∫
f dλRN to denote

the Lebesgue integral of f .

(ii) Now assume that N = 1 and J = [a, b]. Given a right-continuous,
non-decreasing function ψ : J −→ R, let µψ be the Borel measure on R for
which x  ψ

(
(a ∨ x) ∧ b

)
− ψ(a) is the distribution function. Show that for

every ϕ ∈ C(J ;R),

(R)

∫
J

ϕ(x) dψ(x) =

∫
ϕdµψ.

Exercise 3.2.19. Let f be a non-negative, measurable function on (E,B, µ).
Show that

f ∈ L1(µ;R) =⇒ lim
R→∞

Rµ
(
f ≥ R) = 0.

Next produce an example that shows that the preceding implication does not
go in the opposite direction. Finally, show that

∞∑
n=0

µ(f > n) <∞ =⇒ f ∈ L1(µ;R).

See Exercise 5.1.11 for further information.

Exercise 3.2.20. Let (E,B) be a measurable space and −∞ ≤ a < b ≤ ∞.
Given a function f : (a, b) × E −→ R with the properties that f( · , x) is
once continuously differentiable on (a, b) for every x ∈ E and f(t, · ) is B-
measurable on (E,B) for every t ∈ (a, b), show that f ′(t, · ) is measurable
for each t ∈ (a, b). Further, suppose that µ is a measure on (E,B) and
that there is a g ∈ L1(µ;R) such that |f(s, · )| ≤ g(x) for some s ∈ (a, b) and
|f ′(t, x)| ≤ g(x) for all (t, x) ∈ (a, b)×E. Show not only that f(t, · ) ∈ L1(µ;R)
for all t ∈ (a, b), but also that

∫
E
f( · , x)µ(dx) ∈ C1((a, b);R) and

d

dt

∫
E

f(t, x)µ(dx) =

∫
E

f ′(t, x)µ(dx).

Exercise 3.2.21. Let (E,B, µ) be a measure space and {fn : n ≥ 1} a
sequence of measurable functions on (E,B). Suppose that {gn : n ≥ 1} ⊆
L1(µ;R) and that gn −→ g ∈ L1(µ;R) in L1(µ;R). The following variants of
Fatou’s Lemma and Lebesgue’s Dominated Convergence Theorem are often
useful.

(i) If fn ≤ gn (a.e.,µ) for each n ≥ 1, show that

lim
n→∞

∫
fn dµ ≤

∫
lim
n→∞

fn dµ.

(ii) If fn −→ f either in µ-measure or µ-almost everywhere and if |fn| ≤ gn
(a.e.,µ) for each n ≥ 1, show that ‖fn − f‖L1(µ;R) −→ 0 and therefore that

limn→∞
∫
fn dµ =

∫
f dµ.
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Exercise 3.2.22. Let (E, ρ) be a metric space and {En : n ≥ 1} a non-
decreasing sequence of open subsets of E such that En ↗ E. Let µ and ν
be two measures on (E,BE) with the properties that µ(En) = ν(En) < ∞
for every n ≥ 1 and

∫
ϕdµ =

∫
ϕdν whenever ϕ is a bounded, ρ-uniformly

continuous function that vanishes off one of the En’s. Show that µ = ν on
BE .

Exercise 3.2.23. Although almost everywhere convergence does not follow
from convergence in measure, it nearly does. Indeed, suppose {fn : n ≥ 1} is
a sequence of measurable, R-valued functions on (E,B, µ). Given an R-valued,
measurable function f , show that (3.2.8) holds, and therefore that fn −→ f
both (a.e.,µ) and in µ-measure if

∞∑
1

µ
(
|fn − f | ≥ ε

)
<∞ for every ε > 0.

In particular, if {fn : n ≥ 1} ∪ {f} ⊆ L1(µ;R) and
∑∞

1 ‖fn− f‖L1(µ;R) <∞,

conclude that fn −→ f (a.e.,µ) and in L1(µ;R)

Exercise 3.2.24. Let (E,B, µ) be a measure space. A family K of measur-
able functions f on (E,B, µ) is said to be uniformly µ-absolutely contin-
uous if, for each ε > 0, there is a δ > 0 such that

∫
Γ
|f | dµ ≤ ε for all f ∈ K

whenever Γ ∈ B and µ(Γ) < δ, and it is said to be uniformly µ-integrable
if for each ε > 0 there is an R <∞ such that

∫
|f |≥R |f | dµ ≤ ε for all f ∈ K.

(i) Show that K is uniformly µ-integrable if it is uniformly µ-absolutely
continuous and supf∈K ‖f‖L1(µ;R) < ∞. Conversely, suppose that K is uni-
formly µ-integrable and show that it is then necessarily uniformly µ-absolutely
continuous and, when µ(E) <∞, that supf∈K ‖f‖L1(µ;R) <∞.

(ii) If supf∈K
∫
|f |1+δ dµ < ∞ for some δ > 0, show that K is uniformly

µ-integrable.

(iii) Let {fn : n ≥ 1} ⊆ L1(µ;R) be given. If fn −→ f in L1(µ;R), show
that {fn : n ≥ 1} ∪ {f} is uniformly µ-absolutely continuous and uniformly
µ-integrable. Conversely, assuming that µ(E) < ∞, show that fn −→ f in
L1(µ;R) if fn −→ f in µ-measure and {fn : n ≥ 1} is uniformly µ-integrable.

(iv) Assume that µ(E) = ∞. We say that a family K of measurable func-
tions f on (E,B, µ) is tight if, for each ε > 0, there is a Γ ∈ B for which
µ(Γ) <∞ and supf∈K

∫
Γ{ |f | dµ ≤ ε. Assuming that K is tight, show that K

is uniformly µ-integrable if and only if it is uniformly µ-absolutely continuous
and supf∈K ‖f‖L1(µ;R) < ∞. Finally, suppose that {fn : n ≥ 1} ⊆ L1(µ;R)
is tight and that fn −→ f in µ-measure. Show that ‖fn − f‖L1(µ;R) −→ 0 if
and only if {fn : n ≥ 1} is uniformly µ-integrable.
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§ 3.3 Lebesgue’s Differentiation Theorem

Although it represents something of a departure from the spirit of this chapter,
I return in this concluding section to Lebesgue measure on R and prove that
every non-decreasing function on R has a derivative at λR-almost every point.
To be more precise, say that F has a derivative F ′(x) at x if

F ′(x) ≡ lim
|h|↘0

F (x+ h)− F (x)

h
exists in R.

The main goal of this section is to show that F ′(x) exists at λR-almost every
x ∈ R if F is non-decreasing. Since the result is completely local and F
is continuous at all but at most countably many points, it suffices to treat
F ’s which are bounded and right continuous, and so I will be making these
assumptions throughout. Further, because the result is unchanged when F is
replaced by F − F (−∞), where F (−∞) = limx↘−∞ F (x), I will also assume
that F tends to 0 as x tends to −∞. In particular, this means (cf. Theorem
2.2.19 or Exercise 2.2.37) that there is a unique Borel measure µF for which
F is the distribution function.

§ 3.3.1. The Sunrise Lemma: An R-valued function g on a topological
space E is said to be upper semicontinuous if {x ∈ E : g(x) < a} is open
for every a ∈ R, which is equivalent to saying that limy→x g(y) ≤ g(x) for all
x ∈ E. Similarly, g is lower semicontinuous if {x ∈ E : g(x) > a} ∈ G(E)
for all a ∈ R, which is equivalent to g(x) ≤ limy→x g(y) for every x ∈ E. By

Exercise 3.1.12, an upper or lower semicontinuous function is BE-measurable.
The following simple lemma, which is due to F. Riesz, is the key to every-

thing that follows.

Theorem 3.3.1 (Sunrise Lemma1). Let g : R −→ R be a right-continuous,
upper semicontinuous function with the property that limx→±∞ g(x) = ∓∞,
and set G =

{
x : ∃y > x g(y) > g(x)

}
. Then G is open, and each non-empty,

open, connected component of G is a bounded interval (a, b) with g(a) = g(b).

Proof: The fact that G is open is an easy consequence of upper semicon-
tinuity. Now suppose that (a, b) (possibly with a = −∞ or b = ∞) is a
non-empty, open, connected component of G, and choose c ∈ (a, b). Then,
because g(x) −→ −∞ as x → ∞, x = sup{y ≥ c : g(y) ≥ g(c)} < ∞. More-
over, by upper semicontinuity, g(x) ≥ g(c), and, by definition, g(y) < g(c)
for all y > x. Thus, x /∈ G. In particular, this means that b ≤ x < ∞. In
addition, it also means that g(c) ≤ g(b). To see this, suppose that g(c) > g(b).
Then, because b /∈ G, and therefore g(y) ≤ g(b) for all y ≥ b, we would have
that x ∈ (c, b) ⊆ G.

We now know that b < ∞ and that g(c) ≤ g(b) for all c ∈ (a, b). In
particular, since g(x) −→ ∞ as x → −∞, this proves that a > −∞. Finally,

1 The name derives from the following picture. The sun is rising infinitely far to the right

in mountainous (one-dimensional) terrain, g(x) is the elevation at x, and G is the region in
shadow at the instant the sun comes over the horizon.
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by right-continuity, g(a) = limc↘a g(c) ≤ g(b). On the other hand, because
a /∈ G, g(b) ≤ g(a). �

To explain my initial application of the Sunrise Lemma, let F be a bounded,
right-continuous, non-decreasing function that tends to 0 at −∞, and define

L±F (x) = sup
h>0

F (x± h)− F (x)

±h
and LF (x) = L+F (x)∨LF−(x) for x ∈ R.

Clearly, LF (x) is the Lipschitz constant for F at the point x.

Corollary 3.3.2. Referring to the preceding, for each R > 0, the set
{x ∈ R : L+F (x) > R} is open and

λR
(
L+F > R

)
≤ F (∞)

R
,

where F (∞) = limx→∞ F (x). Moreover, if F is continuous, then

λR
(
L+F > R

)
=
µF (L+F > R)

R
≤ F (∞)

R
,

where µF is the Borel measure on R whose distribution function is F .

Proof: Set gR(x) = F (x) − Rx. Then gR is right-continuous and upper
semicontinuous, and gR(x) tends to ∓∞ as x→ ±∞. Furthermore,

GR ≡ {x : ∃y > x : gR(y) > gR(x)} = {x : L+F (x) > R}.

Thus {L+F > R} is open, and its Lebesgue measure is that of GR.
If GR = ∅, there is nothing more to do. If GR 6= ∅, apply the Sunrise Lemma

to write it as the union of at most countably many bounded, mutually disjoint,
non-empty open intervals (an, bn) for which gR(bn) = gR(an), and therefore

bn − an = F (bn)−F (an)
R . Then

λR(GR) =
∑
n

(bn − an) =
1

R

∑
n

(
F (bn)− F (an)

)
=

1

R
µF

(⋃
n

(an, bn]

)
≤ µF (R)

R
=
F (∞)

R
.

Moreover, if F is continuous, then µF
(
(an, bn]

)
= µF

(
(an, bn)

)
, and so

RλR(GR) =
∑
n

µF
(
(an, bn)

)
= µF (GR) ≤ F (∞). �
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Corollary 3.3.3. The function LF is BR-measurable and, for each R > 0,

λR
(
LF > R

)
≤ 2F (∞)

R
.

Moreover, if F is continuous, then

λR
(
LF > R

)
≤

2µF
(
LF > R

)
R

.

Proof: Define F̆ so that F̆ (−x) = F (∞) − F (x−). Then F̆ is again a
bounded, right-continuous, non-decreasing function that tends to 0 at −∞,
and so Corollary 3.3.2 applies and says that {L+F̆ > R} is open,

λR
(
L+F̆ > R

)
≤ F̆ (∞)

R
=
F (∞)

R
,

and, when F is continuous,

λR
(
L+F̆ > R

)
=
µF̆
(
L+F̆ > R

)
R

.

In addition,

L+F̆ (−x) = sup
h<0

F (x+ h)− F (x−)

h
.

Hence L−F (x) = L+F̆ (−x) for all but at most a countable number of x ∈ R,

and so LF is BR-measurable and λR
(
L−F > R

)
= λR

(
L+F̆ > R

)
. Since

F̆ (∞) = F (∞) and λR
(
LF > R

)
≤ λR

(
L+F > R

)
+ λR

(
L−F > R

)
, this, in

conjunction with Corollary 3.3.2, proves the first estimate. As for continuous
F ’s, the preceding together with Corollary 3.3.2 implies that

RλR
(
L−F > R

)
= RλR

(
{x : L−F (−x) > R}

)
= µF̆

(
L+F̆ > R

)
= µF̆

(
{x : L−F (−x) > R}

)
= µF

(
L−F > R

)
,

since F̆ (−x) = µF
(
[x,∞)

)
= µF

(
{y : −y ∈ (−∞,−x]}

)
, which means that

the measure µ̆F determined by µ̆F (Γ) = µF
(
{x : −x ∈ Γ}) has F̆ as its

distribution function and is therefore equal to µF̆ . Hence, we now have that

λR
(
LF > R

)
≤ λR

(
L+F > R

)
+ λR

(
L−F > R

)
=
µF
(
L+F > R

)
+ µF

(
L−F > R

)
R

≤
2µF

(
LF > R

)
R

. �

§ 3.3.2. The Absolutely Continuous Case: Recall that I am assuming
throughout this discussion that F is bounded, non-decreasing, and tends to 0
at −∞.

In this subsection I will treat F ’s that are (cf. Exercise 2.2.38) absolutely
continuous. However, before I can do so, I need to show that every absolutely
continuous F is the indefinite integral of a non-negative function f in the
sense that

F (x) =

∫
(−∞,x]

f dλR for all x ∈ R,

and I begin with the case in which F is uniformly Lipschitz continuous.
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Lemma 3.3.4. For any F there is a most one f ∈ L1(λR;R) of which it is
the indefinite integral, and, if it exists, then µF (Γ) =

∫
Γ
f dλR for all Γ ∈ BR

and therefore f ≥ 0 (a.e., λR). Moreover, if F (y)− F (x) ≤ L(y − x) for some
L ∈ [0,∞) and all x < y, then there is an f ∈ L1(λR;R) for which F is the
indefinite integral, and f can be chosen to take values between 0 and L.

Proof: Suppose that F is the indefinite integral of f ∈ L1(λR;R). Then F
is continuous and so

µF
(
(a, b)

)
= F (b)− F (a) =

∫
(a,b)

f dλR

for all open intervals (a, b). Furthermore, it is easy to check that the set of
Γ ∈ BR for which µF (Γ) =

∫
Γ
f dλR is a Λ-system. Thus, since the set of open

intervals is a Π-system that generates BR, it follows that this equality holds
for all Γ ∈ BR. As a consequence, Exercise 3.1.14 guarantees that, up to a set
of λR-measure 0, f is unique and non-negative.

Turning to the second part, for each n ≥ 0, define fn : R −→ [0,∞) so that

fn(x) = 2n
(
F ((k + 1)2−n)− F (k2−n)

)
when k2−n ≤ x < (k + 1)2−n.

Obviously, 0 ≤ fn ≤ L and ‖fn‖L1(λR;R) = F (∞). Hence, fnfm ≥ 0 and∫
fnfm dλR ≤ LF (∞) for all m, n ∈ N. Moreover, if m < n, then

∫
[k2−m,(k+1)2−m)

fnfm dλR = fm(k2−m)

(k+1)2n−m−1∑
j=k2n−m

(
F ((j + 1)2−n)− F (j2−n)

)
= 2−mfm(k2−n)2 =

∫
[k2−m,(k+1)2−m)

f2
m dλR,

and therefore
∫
fnfm dλR =

∫
f2
m dλR for all m ≤ n. In particular, this means

that

(∗)
∫

(fn − fm)2 dλR =

∫
f2
n λR −

∫
f2
m dλR,

and so the sequence of integrals
∫
f2
n dλR is non-decreasing, bounded above

by LF (∞), and therefore convergent as n → ∞. Hence, by (∗) and (3.1.7),
we now know that, for any ε > 0,

sup
n≥m

λR
(
|fn − fm| ≥ ε

)
≤ ε−2 sup

n≥m

∫
(fn − fm)2 dλR −→ 0 as m→∞,

and therefore, by Lemma 3.2.13, that there exists a BR measurable f to which
{fn : n ≥ 1} converges in λR-measure. Furthermore, because 0 ≤ fn ≤ L,
we may assume that 0 ≤ f ≤ L. Also, Lebesgue’s Dominated Convergence
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Theorem for convergence in measure (cf. Theorem 3.2.12) implies that, for all
m ∈ Z+ and k < `,

F (`2−m)− F (k2−m) =

∫
(k2−m,`2−m]

fn∨m dλR −→
∫

(k2−m,`2−m]

f dλR

as n→∞, and therefore that

F (y)− F (x) =

∫
(x,y]

f dλR,

first for x < y that are dyadic numbers (i.e., of the form k2−m) and then, by
continuity, for all x < y. Thus, after letting x → −∞, we see that F is the
indefinite integral of f . �

Lemma 3.3.5. Given L ∈ [0,∞), define FL : R −→ R by

FL(x) = µF
(
(−∞, x] ∩ {LF ≤ L}

)
for x ∈ R.

Then FL is a bounded, non-decreasing function that tends to 0 at −∞ and
satisfies FL(y)− FL(x) ≤ L(y − x) for all x < y.

Proof: Clearly, it suffices to prove the final inequality.
For any x < y, FL(y) − FL(x) = µF

(
(x, y] ∩ {LF ≤ L}

)
. Thus, if (x, y] ∩

{LF ≤ L} = ∅, then FL(y)− FL(x) = 0; and if c ∈ (x, y] ∩ {LF ≤ L}, then

0 ≤ FL(y)− FL(x) ≤ F (y)− F (x) =
(
F (y)− F (c)

)
+
(
F (c)− F (x)

)
≤ L(y − c) + L(c− x) = L(y − x). �

Theorem 3.3.6. The following properties are equivalent.

(a) F is absolutely continuous.

(b) µF (LF =∞) = 0.

(c) There exists a sequence {Fn : n ≥ 1} of bounded, non-decreasing, uni-
formly Lipschitz continuous functions, each of which tends to 0 at −∞, such
that Fn+1 − Fn is non-decreasing for each n ∈ Z+ and Fn(∞)↗ F (∞).

(d) There is a non-negative f ∈ L1(λR;R) for which F is the indefinite inte-
gral.

Moreover, the f in (d) is the only element in L1(λR;R) of which F is its
indefinite integral. (The implication (a) =⇒ (d) is a special case of Theorem
8.1.3.)

Proof: If F is absolutely continuous, then (cf. Exercise 2.2.38) µF � λR, and
therefore, because λR(LF = ∞) = 0, µF (LF = ∞) = 0. Hence, (a) =⇒ (b).
Next, assume that µF (LF =∞) = 0, and set

Fn(x) = µF
(
(−∞, x] ∩ {LF ≤ n}

)
for x ∈ R.
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Then it is clear that, for each n ∈ Z+, Fn is a bounded, non-decreasing
function that tends to 0 at −∞. In addition, by Lemma 3.3.5,

0 ≤ Fn(y)− Fn(x) ≤ n(y − x) for all x < y,

and
Fn+1(x)− Fn(x) = µF

(
(−∞, x] ∩ {n < LF ≤ (n+ 1)}

)
is non-negative and non-decreasing. Finally,

Fn(∞) = µF (LF ≤ n)↗ µF (LF <∞) = µF (R) = F (∞).

Thus (b) =⇒ (c).
To prove that (c) =⇒ (d), for each n ∈ Z+ use Lemma 3.3.4 to find a

non-negative fn ∈ L1(λR;R) for which Fn is the indefinite integral. Then,
because Fn+1(x)−Fn(x) =

∫
(−∞,x]

(fn+1−fn) dλR, we know that fn+1−fn is

the unique element of L1(λR;R) for which Fn+1−Fn is the indefinite integral
and, as such, is non-negative (a.e., λR). Hence, fn+1 ≥ fn (a.e., λR). In other
words, we can now assume that the fn’s are non-negative and fn+1 ≥ fn
everywhere. Finally, set f = limn→∞ fn. Because Fn −→ F pointwise (in
fact, uniformly), it follows from the Monotone Convergence Theorem that

F (x) = lim
n→∞

Fn(x) = lim
n→∞

∫
(−∞,x]

fn dλR =

∫
(−∞,x]

f dλR for all x ∈ R.

That (d) =⇒ (a) is (cf. Exercise 3.1.13) trivial, and the concluding unique-
ness statement is covered by Lemma 3.3.4. �

Now that we know that all absolutely continuous F ’s are indefinite integrals,
the λR-almost everywhere existence of F ′ for such F ’s becomes a matter of
extending the Fundamental Theorem of Calculus to measurable functions.
To this end, for f ∈ L1(λR;R), define the Hardy–Littlewood Maximal
Function Mf of f by

Mf(x) = sup
I3x
−
∫
I

|f | dλR, x ∈ R,

where the supremum is over closed intervals I 3 x with I̊ 6= ∅ and

−
∫
I

f dλR ≡
1

vol(I)

∫
I

f dλR

is the average value of f on I. Obviously, if F is the indefinite integral of |f |,
then Mf = LF , and so Corollary 3.3.3 says that

(3.3.7) λR(Mf > R) ≤ 2

R

∫
{Mf>R}

|f | dλR ≤
2‖f‖L1(λR;R)

R
for all R > 0.

(See Exercise 6.2.13 for an important consequence.)
The inequality (3.3.7) is the famous Hardy–Littlewood inequality that

plays a crucial role in the analysis of almost everywhere convergence results.
For us, its importance is demonstrated in the following statement of the Fun-
damental Theorem of Calculus.
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Theorem 3.3.8. For each f ∈ L1(λR;R),

(3.3.9) lim
I↘{x}

−
∫
I

|f − f(x)| dλR = 0 for λR-almost every x ∈ R,

where the limit is taken over intervals I 3 x as vol(I) ↘ 0. In particular,
if F is the indefinite integral of f , then F ′(x) exists and is equal to f(x) for
λR-almost every x ∈ R.

Proof: There is nothing to do when f ∈ C(R;R)∩L1(λR;R). Furthermore,
by Corollary 3.2.15, we know that C(R;R) ∩ L1(λR;R) is dense in L1(λR;R).
Hence, we will be done once we show that the set of f ’s for which (3.3.9)
holds is closed under convergence in L1(λR;R). To prove this, suppose that
{fn : n ≥ 1} ⊆ L1(λR;R) is a sequence of functions for which (3.3.9) holds
and that fn −→ f in L1(λR;R). Then, for any ε > 0 and n ∈ Z+,

λR

x : lim
I↘{x}

−
∫
I

|f − f(x)| dλR ≥ 3ε




≤ λR

x : lim
I↘{x}

−
∫
I

|f − fn| dλR ≥ ε




+ λR

x : lim
I↘{x}

−
∫
I

|fn − fn(x)| dλR ≥ ε


+ λR

(
|fn − f | ≥ ε

)
.

By (3.3.7) and (3.1.7) applied to f − fn, the first and third terms on the right
are dominated by, respectively, 2ε−1‖f − fn‖L1(λR;R) and ε−1‖f − fn‖L1(λR;R),
and, by assumption, the second term on the right vanishes. Hence,

λR

x : lim
I↘{x}

−
∫
I

|f − f(x)| dλR ≥ 3ε


 ≤ 3‖f − fn‖L1(λR;R)

ε

for every n ∈ Z+, and so the desired conclusion follows after we let n→∞. �

Before closing this subsection, there are several comments that should be
made. First, one should recognize that the conclusions drawn in Theorem
3.3.8 remain true for any Lebesgue measurable f that is integrable on each
compact subset of R. Indeed, all the assertions there are completely local and
therefore follow by replacing f with f1(−R,R), restricting ones attention to
x ∈ (−R,R), and then letting R↗∞.

Second, one should notice that (3.3.7) would be a trivial consequence of
Markov’s inequality if we had the estimate ‖Mf‖L1(λR;R) ≤ C‖f‖L1(λR;R) for
some C <∞. Thus, one is tempted to ask whether such an estimate is true.
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That the answer is a resounding no can be most easily seen from the observa-
tion that, if ‖f‖L1(λR;R) 6= 0, then α ≡

∫
(−r,r)

∣∣f(t)|λR(dt) > 0 for some r > 0

and therefore Mf(x) ≥ α
|x|+r for all x ∈ R. In particular, if f ∈ L1(λR;R)

does not vanish almost everywhere, then Mf is not integrable. (To see that the
situation is even worse and that, in general, Mf need not be integrable over
bounded sets, see Exercise 3.3.16 below.) Thus, in a very real sense, (3.3.7) is
about as well as one can do. Because this sort of situation arises quite often,
inequalities of the form in (3.3.7) have been given a special name: they are
called weak-type inequalities to distinguish them from inequalities of the form
‖Mf‖L1(λR;R) ≤ C‖f‖L1(λR;R), which is called a strong-type inequality. See
Exercise 6.2.11 below for related information.

Finally, it should be clear that, except for the derivation of (3.3.7), the
arguments given in the proof of Theorem 3.3.8 would work equally well in
RN . Thus, we would know that, for each Lebesgue integrable f on RN ,

(3.3.10) lim
B↘{x}

−
∫
B

∣∣f(y)− f(x)
∣∣λRN (dy) = 0 for λRN -almost every x ∈ RN

if we knew that, for some C <∞,

(3.3.11) λRN (Mf > ε) ≤ C

ε
‖f‖L1(λRN ;R),

where Mf is the Hardy–Littlewood maximal function

Mf(x) ≡ sup
B3x
−
∫
B

∣∣f(y)
∣∣λRN (dy)

and B denotes a generic open ball in RN . It turns out that (3.3.11), and
therefore (3.3.10), are both true. However, because there is no multidimen-
sional analogue of the Sunrise Lemma, the proof2 of (3.3.11) for N ≥ 2 is
somewhat more involved than the one that I have given of (3.3.7).

§ 3.3.3. The General Case: In this subsection I will complete the program
of differentiating non-decreasing functions F . As a consequence of Theorems
3.3.6 and 3.3.8, we already know that F ′ exists λR-almost everywhere when F
is absolutely continuous. To handle general F ’s, I will begin by showing that
F can be written as the sum of an absolutely continuous and a (cf. Exercise
2.2.39) singular function.

Theorem 3.3.12. If F is a bounded, right-continuous, non-decreasing func-
tion that tends to 0 at −∞, then there exist a unique absolutely continu-
ous, non-decreasing function Fa and a unique singular, right-continuous, non-
decreasing function Fs, both of which tend to 0 at −∞, for which F = Fa +Fs.
In fact,

Fa(x) = µF
(
(−∞, x]∩{LF <∞}

)
and Fs(x) = µF

(
(−∞, x]∩{LF =∞}

)
.

Thus, F itself is singular if and only if µF (LF <∞) = 0.

2 See, for example, E.M. Stein’s Singular Integrals and Differentiability Properties of Func-
tions, published by Princeton Univ. Press in 1970.
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Proof: Set B = {LF < ∞}, and define µa(Γ) = µF (Γ ∩ B) and µs(Γ) =

µF (Γ ∩ B{) for Γ ∈ BR. Because λR(LF = ∞) = 0, µs is singular to λR,
and therefore, by Exercise 2.2.39, its distribution function Fs is singular. On
the other hand, if Fa is the distribution function for µa, then LFa ≤ LF
and therefore µa(LFa = ∞) ≤ µF (∞ = LF < ∞) = 0. Hence, by Theorem
3.3.6, the distribution function Fa of µa is absolutely continuous, and so, since
F = Fa + Fs, we have proved the existence assertion.

Turning to the question of uniqueness, suppose that F = F1 + F2 is any
other decomposition of the prescribed sort. Then µF1 � λR and µF2 ⊥ λR.

Now choose A ∈ B such that λR(A{) = 0 and µs(A) = 0 = µF2
(A). Then,

because µa + µs = µF = µF1 + µF2 , we have that

µa(Γ) = µa(Γ ∩A) = µ(Γ ∩A) = µF1
(Γ ∩A) = µF1

(Γ)

for all Γ ∈ BR. That is, µa = µF1
, and therefore Fa = F1 and Fs = F2.

Finally, because the decomposition is unique and Fa ≡ 0 if and only if
µF (LF <∞) = 0, the last assertion is clear. �

The result in Theorem 3.3.12 is called the Lebesgue decomposition of
F into its absolutely continuous and singular parts. See Theorem 8.1.3 for an
abstract generalization of this result.

In view of Theorem 3.3.12 and the comments preceding it, what remains is
to prove that F ′ exists λR-almost everywhere when F is singular, and for this
purpose I will use the following lemma. In its statement, all F ’s are assumed
to be bounded, right-continuous, non-decreasing functions that tend to 0 at
−∞.

Lemma 3.3.13. Let F be given, and suppose that there is a sequence {Fn :
n ≥ 1} with the properties that Fn+1 − Fn is non-decreasing for each n ∈ Z+

and that Fn(∞) ↗ F (∞) as n → ∞. Further, assume that B ∈ BR has
the property that, for each n ∈ Z+, F ′n(x) exists for every x ∈ B, and set

B̃ = {x ∈ B : F ′(x) exists}. Then λR(B \ B̃) = 0 and
∫
B̃
|F ′ − F ′n| dλR −→ 0

as n→∞.

Proof: Obviously, F ′(x) ≥ 0 for any x at which it exists. Further, if F ′ exists
on a set B ∈ BR, then

∫
B
F ′(x) dx ≤ F (∞). To see this, define fn from F as

in the proof of Lemma 3.3.4. Clearly fn ≥ 0 and
∫
fn dλR ≤ F (∞). Thus,

since fn −→ F ′ on B, Fatou’s Lemma guarantees that
∫
B
F ′ dλR ≤ F (∞).

Turning to the proof of the lemma, let m < n be given, apply the preceding
remark to Fn − Fm, and conclude that∫

B

|F ′n − F ′m| dλR =

∫
B

|(Fn − Fm)′| dλR ≤ Fn(∞)− Fm(∞).

Hence {1BF ′n : n ≥ 1} is Cauchy convergent in L1(λR;R), and therefore there
exists an f ∈ L1(λR;R) to which it converges, and, by Fatou’s Lemma, for
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each n ∈ Z+,
∫
B
|f − F ′n| dλR ≤ F (∞)− Fn(∞). Now, reasoning as we did in

the proof of Theorem 3.3.8, we find that, for each ε > 0 and n ∈ Z+,

λR

({
x ∈ B : lim

|h|↘0

∣∣∣∣F (x+ h)− F (x)

h
− f(x)

∣∣∣∣ ≥ 3ε

})
≤ λR

(
L(F − Fn) ≥ ε

)
+ λR

(
{x ∈ B : |F ′n(x)− f(x)| ≥ ε}

)
≤

3
(
F (∞)− Fn(∞)

)
ε

,

and clearly this shows that F ′ exists and is equal to f λR-almost everywhere
on B. �

Theorem 3.3.14. If F is a bounded, right-continuous, singular, non-decreas-
ing function, then F ′(x) exists and is equal to 0 for λR-almost every x ∈ R.

Proof: Without loss in generality, assume that F tends to 0 at −∞.
By Exercise 2.2.38, µF is a finite Borel measure on R that is singular to

λR, and therefore there exists a B ∈ BR for which µF (B) = 0 = λR(B{). Now

choose a non-decreasing sequence {Kn : n ≥ 1} of closed subsets of B{ such

that µF (B{ \Kn) ≤ 1
n for each n ∈ Z+, and set

Fn(x) = µF
(
(−∞, x] ∩Kn

)
for x ∈ R.

If x ∈ B, then |x − Kn| > 0 and therefore F ′n(x) = 0. Hence, for all n, F ′n
exists and is equal to 0 on B. Thus, because Fn(∞)↗ F (∞) and Fn+1 − Fn
is non-decreasing for each n ∈ Z+, Lemma 3.3.13 says that F ′ exists and is
equal to 0 λR-almost everywhere on B. �

I close by summarizing these results in the following statement.

Theorem 3.3.15 (Lebesgue’s Differentiation Theorem)3. Let F be a
bounded, right-continuous, non-decreasing function on R that tends to 0 at
−∞. Then F ′(x) exists and is non-negative for λR-almost every x ∈ R.
Moreover,

∫
F ′ dλR ≤ F (∞),

∫
F ′ dλR = 0 if and only if F is singular, and∫

F ′ dλR = F (∞) if and only if F is absolutely continuous.

Exercises for § 3.3

Exercise 3.3.16. Define f : R −→ [0,∞) so that f(x) =
(
x(log x)2

)−1
if

x ∈ (0, e−1) and f(x) = 0 if x /∈ (0, e−1). Using part (ii) of Exercise 3.2.18
and the Fundamental Theorem of Calculus, check that f ∈ L1(λR;R) and
that ∫

(0,x)

f(t)λR(dt) =
−1

log x
, for x ∈ (0, e−1).

In particular, conclude that
∫

(0,r)
Mf(x) dx =∞ for every r > 0, even though

f ∈ L1(λR;R). See Exercise 6.2.13 for more information.

3 F. Riesz and B. Nage give a less informative but beautiful derivation of the almost sure

existence of F ′ in their book Functional Analysis, now available in paperback from Dover
Press. Like the one here, theirs is an application of the Sunrise Lemma.
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Exercise 3.3.17. Given f ∈ L1(λR;R), define the Lebesgue set Leb(f) of f
to be the set of those x ∈ R for which the limit in (3.3.9) is 0. Clearly, (3.3.9)

is the statement that Leb(f){ has Lebesgue measure 0, and clearly Leb(f)
is the set on which f is well behaved in the sense that its averages

∫
−
I
f dλR

converge to f(x) as I ↘ {x} for x ∈ Leb(f). The purpose of this exercise is
to show that, in the same sense, other averaging procedures converge to f on
Leb(f). To be precise, let ρ be a bounded continuous function on R having
one bounded, continuous derivative ρ′. Further, assume that ρ ∈ L1(λR;R),∫
ρ dλR = 1,

∫ ∣∣tρ′(t)∣∣λR(dt) < ∞, and lim|t|→∞ tρ(t) = 0. Next, for each

ε > 0, set ρε(t) = ε−1ρ
(
ε−1t

)
, and define

fε(x) =

∫
ρε(x− t)f(t)λR(dt), x ∈ R and f ∈ L1(R;R).

The goal here to show that

fε(x) −→ f(x) as ε↘ 0 for each x ∈ Leb(f).

See § 6.3.3 for related results.

(i) Show that, for any f ∈ L1(λR;R) and x ∈ Leb(f),

lim
δ↘0

1

δ

∫
[x,x+δ)

f dλR = f(x) = lim
δ↘0

1

δ

∫
(x−δ,x]

f dλR.

(ii) Assuming that f is continuous and vanishes off of a compact set, first
show that

fε(x) =

∫
[0,∞)

ρ(−t)f(x+ εt)λR(dt) +

∫
[0,∞)

ρ(t)f(x− εt)λR(dt),

and then (using Exercise 3.2.18 and Theorem 1.2.3) verify the following equal-
ities:∫

[0,∞)

ρ(−t)f(x+ εt)λR(dt) =

∫
(0,∞)

ρ′(−t)

(
1

ε

∫
[x,x+εt)

f(s)λR(ds)

)
λR(dt)

and∫
[0,∞)

ρ(t)f(x− εt)λR(dt) = −
∫

(0,∞)

ρ′(t)

(
1

ε

∫
(x−εt,x]

f(s)λR(ds)

)
λR(dt).

Next (using Corollary 3.2.15) argue that these continue to hold for every
f ∈ L1(λR;R).
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(iii) Combining parts (i) and (ii), conclude that

lim
ε↘0

fε(x) = −f(x)

∫
tρ′(t)λR(dt) for f ∈ L1(λR;R) and x ∈ Leb(f),

and, as another application of Exercise 3.2.18 and Theorem 1.2.3, observe
that

−
∫
tρ′(t)λR(dt) =

∫
ρ dλR = 1.

Exercise 3.3.18. Recall the Bernoulli measures βp introduced in § 2.2.3
and the associated Borel functions Fp introduced in Exercise 3.1.16. As
was pointed out there, for each p 6= 1

2 , Fp is a continuous, singular function
that is strictly increasing on [0, 1], and obviously Fp(0) = 0 and Fp(1) = 1.
The purpose of this exercise is to show that such functions have got to be
pretty inscrutable. Namely, by Exercise 1.2.24, we know that for any right-
continuous, non-decreasing function F : [0, 1] −→ [0, 1] that is 0 at 0 and 1 at

1, Arc
(
F ; [0, 1]

)
lies between

√
2 and 2. Moreover, it was shown there that the

lower bound is achieved when F is linear and that the upper is achieved when
F is pure jump. Here, it will be seen that the upper bound is also achieved by
any continuous, non-decreasing function that, like Fp for p 6= 1

2 , is singular.
To be precise, show that if F : [0, 1] −→ [0, 1] is a non-decreasing, continuous
function satisfying F (0) = 0 and F (1) = 1, then Arc

(
F ; [0, 1]

)
= 2 if and only

if F is singular. The following are steps that you might want to follow.

(i) Set

Ln =

2n−1∑
k=0

√
4−n +

(
F ((k + 1)2−n)− F (k2−n)

)2
,

and apply part (iii) of Exercise 1.2.24 to show that Arc
(
F ; [0, 1]

)
= limn→∞ Ln.

(ii) Define fn : [0, 1] −→ [0,∞) so that

fn(x) = 2n
(
F ((k + 1)2−n)− F (k2−n)

)
when x ∈ [k2−n, (k + 1)2−n),

and show that

2− Ln = 2−n
2n−1∑
k=0

[(
1 + fn(k2−n)

)
−
√

1 + fn(k2−n)2
]
.

(iii) Show that (1 + a)−
√

1 + a2 lies between a
1+a and 2a

1+a for any a ≥ 0,

and use this together with (ii) to show that

2− Ln
2

≤
∫

[0,1]

fn(x)

1 + fn(x)
λR(dx) ≤ 2− Ln.
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(iv) Starting from (iii), show that

2−Arc
(
F ; [0, 1]

)
2

≤
∫

[0,1]

F ′(x)

1 + F ′(x)
λR(dx) ≤ 2−Arc

(
F ; [0, 1

)
,

and conclude from this that Arc
(
F ; [0, 1]

)
= 2 if and only if F is singular.

The reader who finds these computations amusing might want to consult
my article “Doing Analysis by Tossing a Coin,” which appeared in vol. 22 #2
of The Mathematical Intelligencer, published by Springer-Verlag in 2000.



chapter 4

Products of Measures

Just before Lemma 3.1.1, I introduced the product (E1 × E2,B1 × B2) of
two measurable spaces (E1,B1) and (E2,B2). In the present chapter I will
show that if µi, i ∈ {1, 2}, is a measure on (Ei,Bi), then, under reasonable
conditions, there is a unique measure ν = µ1×µ2 on (E1×E2,B1×B2) with
the property that ν(Γ1×Γ2) = µ1(Γ1)µ2(Γ2) for all Γi ∈ Bi. In addition, I will
derive several important properties relating integrals with respect to µ1 × µ2

to iterated integrals with respect to µ1 and µ2. Finally, in § 4.2, I will apply
these properties to derive the isodiametric inequality.

§ 4.1 Fubini’s Theorem

The key to the construction of µ1 × µ2 is found in the following function
analogue of Λ-systems (cf. Lemma 2.1.12). Namely, given a space E, say that
a collection L of functions f : E −→ (−∞,∞] is a vector semi-lattice if

(a) Both f+ and f− are in L whenever f ∈ L.

(b) For bounded f, g ∈ L with f ≤ g, g − f ∈ L.

(c) For α, β ∈ [0,∞) and f, g ∈ L, αf + βg ∈ L.

(d) For {fn : n ≥ 1} ⊆ L with 0 ≤ fn ↗ f , f ∈ L whenever f is bounded.

A sub-collection K of a vector semi-lattice L is called an L-system if K is a
vector semi-lattice with the additional property that

(d′) 1 ∈ K and, for {fn : n ≥ 1} ⊆ K, 0 ≤ fn ↗ f =⇒ f ∈ K whenever
f ∈ L.

The analogue of Lemma 2.1.12 in this context is the following.

Lemma 4.1.1. Let C be a Π-system that generates the σ-algebra B over
E, and let L be a semi-lattice of functions f : E −→ (−∞,∞]. If K is an
L-system for which 1Γ ∈ K whenever Γ ∈ C, then K contains every f ∈ L
that is measurable on (E,B).

Proof: First note that {Γ ⊆ E : 1Γ ∈ K} is a Λ-system that contains C.
Hence, by Lemma 2.1.12, 1Γ ∈ K for every Γ ∈ B. Combined with (c) above,
this means that K contains every non-negative, measurable, simple function
on (E,B).

DOI 10.1007/978-1-4614-1135-2_4, © Springer Science+Business Media, LLC 2011
D.W. Stroock, Essentials of Integration Theory for Analysis, Graduate Texts in Mathematics , 100 262
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Next, suppose that f ∈ L is measurable on (E,B). Then, by (a), both f+

and f− are elements of L, and so, by (c), it is enough to show that f+, f− ∈ K
in order to know that f ∈ K. Thus, without loss of generality, assume that
f ∈ L is a non-negative measurable function on (E,B). But in that case f
is the non-decreasing limit of non-negative measurable simple functions, and
therefore, by the preceding and (d′), f ∈ K . �

The power of Lemma 4.1.1 to handle questions involving products is already
apparent in the following.

Lemma 4.1.2. Let (E1,B1) and (E2,B2) be measurable spaces, and suppose
that f is an R-valued measurable function on (E1 × E2,B1 × B2). Then for
each x1 ∈ E1 and x2 ∈ E2, f(x1, · ) and f( · , x2) are measurable functions
on (E2,B2) and (E1,B1), respectively. Next, suppose that µi, i ∈ {1, 2}, is a
finite measure on (Ei,Bi). Then for every non-negative, measurable function
f on (E1 × E2,B1 × B2), the functions∫

E2

f( · , x2)µ2(dx2) and

∫
E1

f(x1, · )µ1(dx1)

are measurable on (E1,B1) and (E2,B2), respectively.

Proof: Clearly, by the Monotone Convergence Theorem, it is enough to
check all these assertions when f is bounded.

Let L be the collection of all bounded functions on E1×E2, and define K to
be the B1×B2-measurable elements of L that have all the asserted properties.
It is clear that 1Γ1×Γ2

∈ K for all Γi ∈ Bi, and it is easy to check that K is an
L-system. Hence, by Lemma 4.1.1 with C =

{
Γ1×Γ2 : Γi ∈ Bi for i ∈ {1, 2}

}
,

we are done. �

Lemma 4.1.3. Given a pair (E1,B1, µ1) and (E2,B2, µ2) of finite measure
spaces, there exists a unique measure ν on (E1 × E2,B1 × B2) for which

ν(Γ1 × Γ2) = µ1(Γ1)µ2(Γ2) for all Γi ∈ Bi.

Moreover, for every non-negative, measurable function f on (E1×E2,B1×B2),

(4.1.4)

∫
E1×E2

f(x1, x2) ν(dx1 × dx2)

=

∫
E2

(∫
E1

f(x1, x2)µ1(dx1)

)
µ2(dx2)

=

∫
E1

(∫
E2

f(x1, x2)µ2(dx2)

)
µ1(dx1).

Proof: The uniqueness of ν is guaranteed by Theorem 2.1.13. To prove the
existence of ν, define

ν1,2(Γ) =

∫
E2

(∫
E1

1Γ(x1, x2)µ1(dx1)

)
µ2(dx2)
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and

ν2,1(Γ) =

∫
E1

(∫
E2

1Γ(x1, x2)µ2(dx2)

)
µ1(dx1)

for Γ ∈ B1 × B2. Using the Monotone Convergence Theorem, one sees that
both ν1,2 and ν2,1 are finite measures on (E1 × E2,B1 × B2). Moreover, by
the same sort of argument as was used to prove Lemma 4.1.2, for every non-
negative measurable function f on (E1 × E2,B1 × B2),∫

f dν1,2 =

∫
E1

(∫
E2

f(x1, x2)µ1(dx1)

)
µ2(dx2)

and ∫
f dν2,1 =

∫
E2

(∫
E1

f(x1, x2)µ2(dx2)

)
µ1(dx1).

Finally, since ν1,2(Γ1×Γ2) = µ(Γ1)µ(Γ2) = ν2,1(Γ1×Γ2) for all Γi ∈ Bi, we see
that both ν1,2 and ν2,1 fulfill the requirements placed on ν. Hence, not only
does ν exist, but it is also equal to both ν1,2 and ν2,1; and so the preceding
equalities lead to (4.1.4). �

Recall that a measure space (E,B, µ) is said to be σ-finite if E is the count-
able union of B-measurable sets having finite µ-measure.

Theorem 4.1.5 (Tonelli’s Theorem). Let (E1,B1, µ1) and (E2,B2, µ2) be
σ-finite measure spaces. Then there is a unique measure ν on (E1×E2,B1×B2)
such that ν(Γ1 × Γ2) = µ1(Γ1)µ2(Γ2) for all Γi ∈ Bi. In addition, for every
non-negative measurable function f on (E1×E2,B1×B2),

∫
f( · , x2)µ2(dx2)

and
∫
f(x1, · )µ1(dx1) are measurable on (E1,B1) and (E2,B2), respectively,

and (4.1.4) continues to hold.

Proof: Choose {Ei,n : n ≥ 1} ⊆ Bi for i ∈ {1, 2} such that µi(Ei,n) < ∞
for each n ≥ 1 and Ei =

⋃∞
n=1Ei,n. Without loss of generality, assume that

Ei,m ∩ Ei,n = ∅ for m 6= n. For each n ∈ Z+, define µi,n(Γi) = µi(Γi ∩ Ei,n),

Γi ∈ Bi; and, for (m,n) ∈ Z+2
, let ν(m,n) on (E1×E2,B1×B2) be the measure

constructed from µ1,m and µ2,n as in Lemma 4.1.3.
Clearly, by Lemma 4.1.2, for any non-negative measurable function f on

(E1 × E2,B1 × B2),∫
E2

f( · , x2)µ2(dx2) =

∞∑
n=1

∫
E2,n

f( · , x2)µ2,n(dx2)

is measurable on (E1,B1); and, similarly,
∫
E1
f(x1, · )µ1(dx1) is measurable

on (E2,B2). Finally, the map Γ ∈ B1 × B2 7−→
∑∞
m,n=1 ν(m,n)(Γ) defines

a measure ν0 on (E1 × E2,B1 × B2), and it is easy to check that ν0 has
all the required properties. At the same time, if ν is any other measure on
(E1×E2,B1×B2) for which ν(Γ1×Γ2) = µ1(Γ1)µ2(Γ2), Γi ∈ Bi, then, by the
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uniqueness assertion in Lemma 4.1.3, for each (m,n) ∈ Z+2
, ν coincides with

ν(m,n) on B1 × B2

[
E1,m × E2,n

]
and is therefore equal to ν0 on B1 × B2. �

The measure ν constructed in Theorem 4.1.5 is called the product of µ1

and µ2 and is denoted by µ1 × µ2.

Theorem 4.1.6 (Fubini’s Theorem). Let (E1,B1, µ1) and (E2,B2, µ2) be
σ-finite measure spaces and f a measurable function on (E1 × E2,B1 × B2).
Then f is µ1 × µ2-integrable if and only if∫

E1

(∫
E2

|f(x1, x2)|µ2(dx2)

)
µ1(dx1) <∞

if and only if ∫
E2

(∫
E1

|f(x1, x2)|µ1(dx1)

)
µ2(dx2) <∞.

Next, set

Λ1 =

{
x1 ∈ E1 :

∫
E2

|f(x1, x2)|µ2(dx2) <∞
}

and

Λ2 =

{
x2 ∈ E2 :

∫
E1

|f(x1, x2)|µ1(dx1) <∞
}

;

and define fi on Ei, i ∈ {1, 2}, by

f1(x1) =

{ ∫
E2
f(x1, x2)µ2(dx2) if x1 ∈ Λ1

0 otherwise

and

f2(x2) =

{ ∫
E1
f(x1, x2)µ1(dx1) if x2 ∈ Λ2

0 otherwise.

Then fi is an R-valued, measurable function on
(
Ei,Bi

)
. Finally, if f is

µ1 × µ2-integrable, then µi(Λi
{) = 0, fi ∈ L1(µi;R), and∫

Ei

fi(xi)µi(dxi) =

∫
E1×E2

f(x1, x2)
(
µ1 × µ2

)
(dx1 × dx2) for i ∈ {1, 2}.

Proof: The first assertion is an immediate consequence of Theorem 4.1.5.
Moreover, because Λi ∈ Bi, it is easy (cf. Lemma 4.1.2) to check that fi is an
R-valued, measurable function on (Ei,Bi). Finally, if f is µ1 × µ2-integrable,
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then, by the first assertion, µi(Λ
{
i ) = 0 and fi ∈ L1(µi;R). Hence, by Theorem

4.1.5 applied to f+ and f−, we see that∫
E1×E2

f(x1, x2) (µ1 × µ2)(dx1 × dx2)

=

∫
Λ1×E2

f+(x1, x2) (µ1 × µ2)(dx1 × dx2)

−
∫

Λ1×E2

f−(x1, x2) (µ1 × µ2)(dx1 × dx2)

=

∫
Λ1

(∫
E2

f+(x1, x2)µ1(dx2)

)
µ1(dx1)

−
∫

Λ1

(∫
E2

f−(x1, x2)µ2(dx2)

)
µ1(dx1)

=

∫
Λ1

f1(x1)µ1(dx1) =

∫
E1

f1(x1)µ1(dx1),

and the same line of reasoning applies to f2. �

One may well wonder why I have separated the statement in Tonelli’s The-
orem from the statement in Fubini’s Theorem. The reason is that Tonelli’s
Theorem requires no a priori information about integrability. Thus, for ex-
ample, Tonelli’s Theorem allowed me to show that f is µ1 × µ2-integrable if
and only if(∫

E2

(∫
E1

|f(x1, x2)|µ1(dx1)

)
µ2(dx2)

)
∧
(∫

E1

(∫
E2

|f(x1, x2)|µ2(dx2)

)
µ1(dx1)

)
<∞.

Exercises for § 4.1

Exercise 4.1.7. Let (E,B, µ) be a σ-finite measure space. Given a non-
negative measurable function f on (E,B), define

Γ(f) =
{

(x, t) ∈ E × [0,∞) : t ≤ f(x)
}

and

Γ̂(f) =
{

(x, t) ∈ E × [0,∞) : t < f(x)
}
.

Show that both Γ(f) and Γ̂(f) are elements of B × B[0,∞) and, in addition,
that

(∗) µ× λR
(
Γ̂(f)

)
=

∫
E

f dµ = µ× λR
(
Γ(f)

)
.

Clearly (∗) can be interpreted as the statement that the integral of a non-
negative function is the area under its graph.
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Hint: In proving measurability, consider the function (x, t) ∈ E × [0,∞) 7−→
f(x)− t ∈ (−∞,∞], and get (∗) as an application of Tonelli’s Theorem.

Exercise 4.1.8. Let (E1,B1, µ1) and (E2,B2, µ2) be σ-finite measure spaces
and assume that, for i ∈ {1, 2}, Bi = σ(Ei; Ci), where Ci is a Π-system contain-
ing a sequence {Ei,n : n ≥ 1} for which Ei =

⋃∞
n=1Ei,n and µi(Ei,n) < ∞,

n ≥ 1. Show that if ν is a measure on (E1×E2,B1×B2) with the property that
ν(Γ1 × Γ2) = µ1(Γ1)µ2(Γ2) for all Γi ∈ Ci, then ν = µ1 × µ2. Use this fact to
show that, for any M,N ∈ Z+, λRM+N = λRM ×λRN on BRM+N = BRM ×BRN .

Exercise 4.1.9. Let (E1,B1, µ1) and (E2,B2, µ2) be σ-finite measure spaces.
Given Γ ∈ B1 × B2, define

Γ(1)(x2) ≡
{
x1 ∈ E1 :

(
x1, x2

)
∈ Γ
}

for x2 ∈ E2

and

Γ(2)(x1) ≡
{
x2 ∈ E2 :

(
x1, x2

)
∈ Γ
}

for x1 ∈ E1.

If i 6= j, check both that Γ(i)(xj) ∈ Bi for each xj ∈ Ej and that xj ∈
Ej 7−→ µi

(
Γ(i)(xj)

)
∈ [0,∞] is measurable on (Ej ,Bj). Finally, show that

µ1 × µ2(Γ) = 0 if and only if µi
(
Γ(i)(xj)

)
= 0 for µj-almost every xj ∈ Ej ,

and conclude that µ1

(
Γ(1)(x2)

)
= 0 for µ2-almost every x2 ∈ E2 if and only

if µ2

(
Γ(2)(x1)

)
= 0 for µ1-almost every x1 ∈ E1. In other words, Γ ∈ B1 × B2

has µ1 × µ2-measure 0 if and only if µ1-almost every vertical slice (µ2-almost
every horizontal slice) has µ2-measure (µ1-measure) 0. In particular, µ2-
almost every horizontal slice has µ1-measure 0 if and only if µ1-almost every
vertical slice has µ2-measure 0.

Exercise 4.1.10. The condition that the measure spaces of which one is
taking a product be σ-finite is essential if one wants to carry out the program
in this section. To see this, let E1 = E2 = (0, 1) and B1 = B2 = B(0,1). Take
µ1 to be the counting measure (i.e., µ(Γ) = card(Γ)) and µ2 to be Lebesgue
measure λ(0,1) on (E(0,1),B(0,1)). Show that there is a set Γ ∈ B1 × B2 such
that ∫

E2

1Γ(x1, x2)µ2(dx2) = 0 for every x1 ∈ E1

but ∫
E1

1Γ(x1, x2)µ1(dx1) = 1 for every x2 ∈ E2.

Notice that what fails is not so much the existence statement as the uniqueness
in Lemma 4.1.3.
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§ 4.2 Steiner Symmetrization

In order to provide an example that displays the power of Fubini’s Theorem,
I will prove in this section an elementary but important inequality about
Lebesgue measure. I will then use that inequality to give another description
of Lebesgue measure.

§ 4.2.1. The Isodiametric inequality: In this subsection I will show that,
for any bounded Γ ∈ BRN ,

(4.2.1) λRN (Γ) ≤ ΩN rad(Γ)N ,

where ΩN denotes the volume (cf. (iii) in Exercise 5.1.13) of the unit ball
B(0, 1) in RN and

rad(Γ) ≡ sup
{
|y−x|

2 : x, y ∈ Γ
}

is the radius (i.e., half the diameter) of Γ. Notice (cf. Exercise 2.2.33) that
(4.2.1) says that, among all the measurable subsets of RN with a given di-
ameter, the ball of that diameter has the largest volume. It is for this reason
that (4.2.1) is called the isodiametric inequality.

At first glance one might be inclined to think that there is nothing to
(4.2.1). Indeed, one might carelessly suppose that every Γ is a subset of a
closed ball of radius rad(Γ) and therefore that (4.2.1) is trivial. This is true
when N = 1. However, after a moment’s thought, one realizes that, for
N > 1, although Γ is always contained in a closed ball whose radius is equal
to the diameter of Γ, it is not necessarily contained in one with the same
radius as Γ. (For example, consider an equilateral triangle in R2.) Thus, the

inequality λRN (Γ) ≤ ΩN
(
2rad(Γ)

)N
is trivial, but the inequality in (4.2.1) is

not! Nonetheless, there are many Γ’s for which (4.2.1) is easy. In particular,
if Γ is symmetric in the sense that Γ = −Γ ≡ {−x : x ∈ Γ}, then it is clear
that

x ∈ Γ =⇒ 2|x| = |x+ x| ≤ 2rad(Γ) and therefore Γ ⊆ B
(
0, rad(Γ)

)
.

Hence (4.2.1) is trivial when Γ is symmetric, and so all that we have to do is
devise a procedure for reducing the general case to the symmetric one.

The method with which we will perform this reduction is based on a fa-
mous construction known as the Steiner symmetrization procedure. To
describe Steiner’s procedure, it is necessary to introduce a little notation.
Given e from the unit (N − 1)-sphere SN−1 ≡ {x ∈ RN : |x| = 1}, let
L(e) denote the line {te : t ∈ R}, P(e) the (N − 1)-dimensional subspace
{ξ ∈ RN : ξ ⊥ e}, and define

S(Γ; e) ≡
{
ξ + te : ξ ∈ P(e) and |t| < 1

2`(Γ; e, ξ)
}
,

where
`(Γ; e, ξ) ≡ λR

(
{t ∈ R : ξ + te ∈ Γ}

)
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is the length of the intersection of the line ξ + L(e) with Γ. Notice that, in
the creation of S(Γ; e) from Γ, what I have done is take the intersection of
Γ with ξ + L(e), squashed it to remove all gaps, and then slid the resulting
interval along ξ + L(e) until its center point lay at ξ. In particular, S(Γ; e) is
the symmetrization of Γ with respect to the subspace P(e) in the sense that,
for each ξ ∈ P(e) and t ∈ R,

(4.2.2) ξ + te ∈ S(Γ; e) ⇐⇒ ξ − te ∈ S(Γ; e).

What is only slightly less obvious is that S(Γ; e) possesses the properties
proved in the next lemma.

Lemma 4.2.3. Let Γ be a bounded element of BRN . Then, for each e ∈
SN−1, S(Γ; e) is also a bounded element of BRN , rad

(
S(Γ; e)

)
≤ rad(Γ), and

λRN
(
S(Γ; e)

)
= λRN (Γ). Finally, if R : RN −→ RN is an orthogonal transfor-

mation (i.e., in the notation of Theorem 2.2.15, R = TO for some orthogonal
matrix O) for which L(e) and Γ are invariant (i.e., R

(
L(e)

)
= L(e) and

R(Γ) = Γ), then RS(Γ; e) = S(Γ; e).

Proof: There is nothing to do when N = 1, and, because none of the quan-
tities under consideration depends on the particular choice of coordinate axes,
we will assume both that N > 1 and that e = eN ≡ (0, . . . , 0, 1).

By Lemma 4.1.2,

ξ ∈ RN−1 7−→ f(ξ) ≡ 1

2

∫
R

1Γ

(
(ξ, t)

)
dt = 1

2`
(
Γ; e, (ξ, 0)

)
∈ [0,∞)

is BRN−1-measurable. In addition, by Exercise 4.1.7, because S(Γ; eN ) is equal
to{

(ξ, t) ∈ RN−1× [0,∞) : t < f(ξ)
}
∪
{

(ξ, t) ∈ RN−1× (−∞, 0] : −t < f(ξ)
}
,

we know both that S(Γ; eN ) is an element of BRN and that

λRN
(
S(Γ; eN )

)
= 2

∫
RN−1

f(ξ)λRN−1(dξ)

=

∫
RN−1

(∫
R

1Γ

(
(ξ, t)

)
λR(dt)

)
λRN−1(dξ) = λRN (Γ),

where, in the final step, Tonelli’s Theorem was applied.
We turn next to the proof that rad

(
S(Γ; eN )

)
≤ rad(Γ). Because rad(Γ) =

rad(Γ) and rad
(
S(Γ, eN )

)
≤ rad

(
S(Γ, eN )

)
, we may and will assume that Γ

is compact. Now suppose that x, y ∈ S(Γ; eN ) are given, and choose ξ, η ∈
RN−1 and s, t ∈ R for which x = (ξ, s) and y = (η, t). Next, set

M±(x) = ± sup{τ : (ξ,±τ) ∈ Γ} and M±(y) = ± sup{τ : (η,±τ) ∈ Γ},
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and note that, because Γ is compact, all four of the points X± ≡
(
ξ,M±(x)

)
and Y ± =

(
η,M±(y)

)
are elements of Γ. Moreover, 2|s| ≤ M+(x)−M−(x)

and 2|t| ≤M+(y)−M−(y), and therefore(
M+(y)−M−(x)

)
∨
(
M+(x)−M−(y)

)
≥ M+(y)−M−(x)

2
+
M+(x)−M−(y)

2

=
M+(y)−M−(y)

2
+
M+(x)−M−(x)

2
≥ |s|+ |t|.

In particular, this means that

|y − x|2 = |η − ξ|2 + |t− s|2 ≤ |η − ξ|2 +
(
|s|+ |t|

)2
≤ |η − ξ|2 +

((
M+(y)−M−(x)

)
∨
(
M+(x)−M−(y)

))2

=
(
|Y + −X−| ∨ |X+ − Y −|

)2 ≤ 4 rad(Γ)2.

Finally, let R be an orthogonal transformation. It is then an easy matter
to check that P(Re) = R

(
P(e)

)
and that `(RΓ; Re,Rξ) = `(Γ; e, ξ) for all

ξ ∈ P(e). Hence, S(RΓ,Re) = RS(Γ, e). In particular, if Γ = RΓ and
L(e) = R

(
L(e)

)
, then Re = ±e, and so the preceding (together with (4.2.2))

leads to RS(Γ, e) = S(Γ, e). �

Theorem 4.2.4. The inequality in (4.2.1) holds for every bounded Γ ∈ BRN .

Proof: Clearly it suffices to treat Γ’s which are compact. Thus, let a com-
pact Γ be given, choose an orthonormal basis {e1, . . . , eN} for RN , set Γ0 = Γ,
and define Γn = S(Γn−1; en) for 1 ≤ n ≤ N . By repeated application of
(4.2.2) and Lemma 4.2.3, we know that λRN (Γn) = λRN (Γ), rad(Γn) ≤ rad(Γ),
and that RmΓn = Γn, 1 ≤ m ≤ n ≤ N, where Rm is the orthogonal transfor-
mation given by Rmx = x − 2(x, em)RNem for each x ∈ RN . In particular,
this means that RmΓN = ΓN for all 1 ≤ m ≤ N and therefore that −ΓN = ΓN .
Hence, by the discussion preceding the introduction of Steiner’s procedure,

λRN (Γ) = λRN (ΓN ) ≤ ΩN rad(ΓN )N ≤ ΩN rad(Γ)N . �

§ 4.2.2. Hausdorff’s Description of Lebesgue’s Measure: I will now
use (4.2.1) to give a description, due to F. Hausdorff, of Lebesgue measure
on RN . As distinguished from the one given in § 2.2.2, this one is completely
coordinate free.

For C ⊆ P(RN ), set ‖C‖ = sup{diam(C) : C ∈ C}, and, given δ > 0, define

HN (Γ) = lim
δ↘0

HN,δ(Γ), where(4.2.5)

HN,δ(Γ) ≡ inf

{∑
C∈C

ΩN rad(C)N : C a countable cover of Γ with ‖C‖ ≤ δ

}
.
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I emphasize that I have placed no restriction on the sets C making up the
covers C. On the other hand, it should be clear (cf. Exercise 4.2.9) that
HN (Γ) would have been unchanged if I had restricted myself to covers either
by closed sets or by open sets. Also, it is obvious that HN,δ(Γ) is a non-
increasing function of δ > 0 and therefore that there is no question that the
indicated limit exists.

Directly from its definition, one sees that HN,δ is monotone and countably
subadditive in the sense that

HN,δ1(Γ1) ≤ HN,δ2(Γ2) whenever δ2 ≤ δ1 and Γ1 ⊆ Γ2

and

HN,δ

( ∞⋃
n=1

Γn

)
≤
∞∑
n=1

HN,δ(Γn) for all {Γn : n ≥ 1} ⊆ P
(
RN
)
.

Indeed, the first of these is completely trivial, and the second follows by
choosing, for a given ε > 0, {Cn : n ≥ 1} for which

‖Cn‖ ≤ δ, Γn ⊆
⋃
Cm, and

∑
C∈Cn

ΩN
(
rad(C)

)N ≤ HN,δ(Γn) + 2−nε

and noting that

HN,δ

( ∞⋃
n=1

Γn

)
≤
∞∑
n=1

∑
C∈Cn

ΩN (rad(C)
)N ≤ ∞∑

n=1

HN,δ
(
Γn
)

+ ε.

Moreover, because

λRN (Γ) ≤
∑
C∈C

λRN (C) for any countable cover C ⊆ BRN of Γ,

the inequality λRN (Γ) ≤ HN,δ(Γ) ≤ HN (Γ) is an essentially trivial conse-
quence of (4.2.1). In order to prove the opposite inequality, I will use the
following lemma.

Lemma 4.2.6. For any δ > 0 and open set G in RN with λRN (G) <∞, there
exists a sequence {Bn : n ≥ 1} of mutually disjoint closed balls contained in
G with the properties that rad(Bn) < δ

2 and

λRN

(
G \

∞⋃
n=1

Bn

)
= 0.

Proof: If G = ∅, there is nothing to do. Thus, assume that G 6= ∅, and
set G0 = G. Using Lemma 2.2.12, choose a countable, exact cover C0 of G0
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by non-overlapping squares Q with diameter strictly less than δ. Next, given
Q ∈ C0, choose a = (a1, . . . , aN ) ∈ RN and ρ ∈ [0, δ) for which

Q =

N∏
i=1

[
ai − ρ, ai + ρ

]
,

and set BQ = B
(
a, ρ2

)
. Clearly, the BQ’s are mutually disjoint closed balls.

At the same time, there is a dimensional constant αN ∈ (0, 1) for which
λRN (BQ) ≥ αNvol(Q). Therefore there exists a finite subset

{
B0,1, . . . , B0,n0

}
⊆
{
BQ : Q ∈ C0

}
for which

λRN

(
G0 \

n0⋃
m=1

B0,m

)
≤ βNλRN (G0), where βN ≡ 1− αN

2 ∈ (0, 1).

Now set G1 = G0 \
⋃n0

1 B0,m. Noting that G1 is again non-empty and open,
we can repeat the preceding argument to find a finite collection of mutually
disjoint closed balls B1,m ⊂ G1, 1 ≤ m ≤ n1, in such a way that

λRN

(
G1 \

n1⋃
m=1

B1,m

)
≤ βNλRN (G1).

More generally, we can use induction on ` ∈ Z+ to construct open sets G` ⊆
G`−1 and finite collections B`,1, . . . , B`,n` of mutually disjoint closed balls
B ⊂ G` so that

λRN
(
G`+1

)
≤ βNλRN

(
G`
)

where G`+1 = G` \
n⋃̀
m=1

B`,m.

Clearly the collection {
B`,m : ` ∈ N and 1 ≤ m ≤ n`

}
has the required properties. �

Theorem 4.2.7. For every Γ ∈ B and δ > 0, HN (Γ) = λRN (Γ) = HN,δ(Γ).

Proof: As has been already pointed out, the inequality λRN (Γ) ≤ HN,δ(Γ)
≤ HN (Γ) is an immediate consequence of the definition combined with (4.2.1).
To get the opposite inequality, it suffices to show that λRN (Γ) ≥ HN,δ(Γ) for
every δ > 0 and Γ ∈ BRN . To this end, first observe that HN,δ(Γ) = 0 if
λRN (Γ) = 0. Indeed, if λRN (Γ) = 0, then, for each ε > 0 we can first find an
open G ⊇ Γ with λRN (G) < ε and then, by Lemma 2.2.12, a countable, exact



§ 4.2 Steiner Symmetrization 111

cover C of G by non-overlapping squares Q of diameter less than δ, which
means that

HN,δ(Γ) ≤ HN,δ(G) ≤
∑
Q∈C

ΩN rad(Q)N

≤ N
N
2 ΩN
2N

∑
Q∈C

λRN (Q) <
N

N
2 ΩN
2N

ε.

Next, because HN,δ is countably subadditive and λRN is countably additive,
it suffices to check HN,δ(Γ) ≤ λRN (Γ) for bounded sets Γ ∈ BRN . Thus,
suppose that Γ ∈ BRN is bounded, and let G be any open superset of Γ with
λRN (G) < ∞. By Lemma 4.2.6, there exists a sequence {Bn : n ≥ 1} of
mutually disjoint closed balls contained in G for which diam(Bn) ≤ δ and

λRN (G \A) = 0 where A =

∞⋃
n=1

Bn.

Hence, because

HN,δ(Γ) ≤ HN,δ(G) ≤ HN,δ(A) + HN,δ(G \A) = HN,δ(A),

we see that

HN,δ(Γ) ≤
∞∑
n=1

ΩN rad(Bn)N =

∞∑
n=1

λRN (Bn) = λRN (A) = λRN (G)

for every open G ⊇ Γ, and, after taking the infimum over such G’s, we arrive
at the desired conclusion. �

Knowing Theorem 4.2.7, the reader may be wondering why I did not simply
define

HN (Γ) = inf

{∑
C∈C

ΩN rad(C)N : C a countable cover of Γ

}
.

Indeed, as the theorem shows, this definition is the same as the more com-
plicated one that I gave and would have obviated the need for introducing
HN,δ and taking the limit as δ ↘ 0. The reason for introducing the more
complicated definition will not become clear until § 8.3.3, where HN will be
seen as a member of a continuously parametrized family of measures on RN ,
and it is the only member for which the more complicated definition is not
needed.
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Exercises for § 4.2

Exercises 4.2.8. Assume that N ≥ 2. Using the definition of HN in (4.2.5),
give a direct (i.e., one that does not use Theorem 4.2.7) proof that HN (P ) = 0
for every hyperplane P (i.e., the translate of an (N−1)-dimensional subspace)
in RN .

Exercise 4.2.9. Show that, for each δ > 0, HN,δ(Γ) is unchanged when
one restricts to covers by closed sets, and from this conclude that HN (Γ)
is unchanged if one restricts to covers by open sets or by closed sets. Less
obvious than the preceding is the fact that, at least for Γ ∈ BRN , one can

restrict to covers by closed balls or by open balls. To be precise, let HN,δ
b (Γ)

be the quantity in (4.2.5) obtained by restricting to covers by closed balls.
Given Γ ∈ BRN , use Lemma 4.2.6 and argue as in the proof of Theorem 4.2.7

to show that, for each δ > 0, HN,δ
b (Γ) = HN,δ(Γ). Finally, conclude from this

that the same equality holds if one restricts to covers by open balls.



chapter 5

Changes of Variable

I have now developed the basic theory of Lebesgue integration, but I have
provided nearly no tools with which to compute the integrals that have been
shown to exist. The purpose of the present chapter is to introduce a technique
that often makes evaluation, or at least estimation, possible. The technique
is that of changing variables.

§ 5.1 Riemann vs. Lebesgue, Distributions, and Polar Coordinates

The content of this section is applications of the following general principle.
Let (E,B, µ) be a measure space, (E′,B′) a measurable space, Φ : E −→

E′ a measurable map, and recall (cf. part (iii) of Exercise 2.1.19) that the
pushforward of µ under Φ is the measure Φ∗µ on (E,B′) given by Φ∗µ(Γ′) =
µ
(
Φ−1(Γ′)

)
for Γ′ ∈ B′. The following lemma is an essentially immediate

consequence of this definition.

Lemma 5.1.1. Refer to the preceding. Then, for every non-negative mea-
surable function ϕ on (E′,B′),

(5.1.2)

∫
E′
ϕd
(
Φ∗µ

)
=

∫
E

ϕ ◦ Φ dµ.

Moreover, ϕ ∈ L1(Φ∗µ;R) if and only if ϕ ◦ Φ ∈ L1(µ;R), and (5.1.2) holds
for all ϕ ∈ L1(Φ∗µ;R).

Proof: Clearly it suffices to prove the first assertion. To this end, note
that, by definition, (5.1.2) holds when ϕ is the indicator of a set Γ′ ∈ B′.
Hence, it also holds when ϕ is a non-negative measurable simple function on
(E′,B′), and so, by the Monotone Convergence Theorem, it must hold for all
non-negative measurable functions on (E′,B′). �
§ 5.1.1. Riemann vs. Lebesgue: My first significant example of a change
of variables will relate integrals over an arbitrary measure space to integrals
over the real line. Namely, given a measurable R-valued function f on a
measure space (E,B, µ), define the distribution of f under µ to be the
measure µf ≡ f∗µ on (R,BR).1 We then have that, for any non-negative

1 In probability theory, distributions take on particular significance. In fact, from the point

of view of a probabilistic purist, it is the distribution of a function, as opposed to the
function itself, that is its distinguishing feature.

DOI 10.1007/978-1-4614-1135-2_5, © Springer Science+Business Media, LLC 2011
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measurable ϕ on (R,BR),

(5.1.3)

∫
E

ϕ ◦ f(x)µ(dx) =

∫
R
ϕ(t)µf (dt).

The reason why it is sometimes useful to make this change of variables is
that the integral on the right-hand side of (5.1.3) can often be evaluated as the
limit of Riemann integrals, to which all the powerful tools of calculus apply. In
order to see how the right-hand side of (5.1.3) leads to Riemann integrals, I will
prove a general fact about the relationship between Lebesgue and Riemann
integrals on the line. From a theoretical standpoint, the most interesting
feature of this result is that it shows that a complete description of the class of
Riemann integrable functions in terms of continuity properties defies a totally
Riemannian solution and requires the Lebesgue notion of almost everywhere.

Theorem 5.1.4. Let ν be a finite measure on
(
(a, b],B(a,b]

)
, where −∞ <

a < b < ∞, and set ψ(t) = ν((a, t]) for t ∈ [a, b] (ψ(a) = ν(∅) = 0). Then, ψ
is right-continuous on [a, b), non-decreasing on [a, b], and, for each t ∈ (a, b],
ψ(t) − ψ(t−) = ν({t}). Furthermore, if ϕ is a bounded function on [a, b],
then ϕ is Riemann integrable on [a, b] with respect to ψ if and only if ϕ is

continuous (a.e., ν) on (a, b], in which case, ϕ is measurable on
(
(a, b],B(a,b]

ν)
and

(5.1.5)

∫
(a,b]

ϕd ν = (R)

∫
[a,b]

ϕ(t) dψ(t).

Proof: It will be convenient to think of ν as being defined on
(
[a, b],B[a,b]

)
by ν(Γ) ≡ ν(Γ ∩ (a, b]) for Γ ∈ B[a,b]. Thus, we will do so.

Obviously ψ is right-continuous and non-increasing on [a, b], and therefore
(cf. Exercise 2.1.17) it is also B[a,b]-measurable there. Moreover, for each

t ∈ (a, b], ψ(t)− ψ(t−) = lims↗t ν
(
(s, t]

)
= ν({t}).

Now assume that ϕ is Riemann integrable on [a, b] with respect to ψ. To
see that ϕ is continuous (a.e., ν) on (a, b], choose (cf. Lemma 1.2.14), for each
n ≥ 1, a finite, non-overlapping, exact cover Cn of [a, b] by closed intervals I
such that ‖Cn‖ < 1

n and, for each I ∈ Cn, ψ is continuous at the left endpoint
I−. If ∆ =

⋃∞
n=1{I− : I ∈ Cn}, then ν(∆) = 0. Given m ≥ 1, let Cm,n be the

set of those I ∈ Cn for which supI ϕ − infI ϕ ≥ 1
m . It is then easy to check

that

{
t ∈ (a, b] \∆ : ϕ is not continuous at t

}
⊆
∞⋃
m=1

∞⋂
n=1

⋃
Cm,n.

But, by Exercises 2.1.22 and 1.2.19, for each m ≥ 1,

ν

( ∞⋂
n=1

⋃
Cm,n

)
≤ lim
n→∞

∑
I∈Cm,n

∆Iψ = 0,
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and therefore ν
(⋃∞

m=1

⋂∞
n=1

⋃
Cm,n

)
= 0. Hence, we have now shown that ϕ

is continuous (a.e., ν) on (a, b].
Conversely, suppose that ϕ is continuous (a.e., ν) on (a, b]. Given a sequence

{Cn : n ≥ 1} of finite, non-overlapping, exact covers of [a, b] by compact
intervals I with ‖Cn‖ −→ 0, for each n ≥ 1, define ϕn(t) = supI ϕ and
ϕ
n
(t) = infI ϕ for t ∈ I \ {I−} and I ∈ Cn. Clearly, both ϕn and ϕ

n
are

measurable on
(
(a, b],B(a,b]

)
. Moreover,

inf
(a,b]

ϕ ≤ ϕ
n
≤ ϕ ≤ ϕn ≤ sup

(a,b]

ϕ

for all n ≥ 1. Finally, since ϕ is continuous (a.e., ν),

ϕ = lim
n→∞

ϕ
n

= lim
n→∞

ϕn (a.e., ν);

and so, not only is ϕ equal to limn→∞ ϕ
n

(a.e., ν) and therefore measurable

on ((a, b],B(a,b]
ν
), but also

lim
n→∞

∫
(a,b]

ϕ
n
dν =

∫
(a,b]

ϕd ν = lim
n→∞

∫
(a,b]

ϕn dν.

In particular, we conclude that∑
I∈Cn

(
sup
I
ϕ− inf

I
ϕ
)

∆Iψ =

∫
(a,b]

(
ϕn − ϕn

)
dν −→ 0

as n → ∞. From this it is clear both that ϕ is Riemann integrable on [a, b]
with respect to ψ and that (5.1.3) holds. �

I am now ready to prove the main result to which this subsection is devoted.

Theorem 5.1.6. Let (E,B, µ) be a measure space and f : E −→ [0,∞]
a B-measurable function. Then t ∈ (0,∞) 7−→ µ(f > t) ∈ [0,∞] is a
right-continuous, non-increasing function. In particular, it is measurable on(
(0,∞),B(0,∞)

)
and has at most a countable number of discontinuities. Next,

assume that ϕ ∈ C
(
[0,∞);R

)
∩ C1

(
(0,∞);R

)
is a non-decreasing function

satisfying ϕ(0) = 0 < ϕ(t), t > 0, and set ϕ(∞) = limt→∞ ϕ(t). Then

(5.1.7)

∫
E

ϕ ◦ f(x)µ(dx) =

∫
(0,∞)

ϕ′(t)µ(f > t)λR(dt).

Hence, either µ(f > δ) = ∞ for some δ ∈ (0,∞), in which case both sides
of (5.1.7) are infinite, or, for each 0 < δ < r < ∞, the map t ∈ [δ, r] 7−→
ϕ′(t)µ(f > t) is Riemann integrable and∫

E

ϕ ◦ f(x)µ(dx) = lim
δ↘0
r↗∞

(R)

∫
[δ,r]

ϕ′(t)µ(f > t) dt.
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Proof: It is clear that t ∈ (0,∞) 7−→ µ(f > t) is right-continuous, non-
increasing, and therefore B(0,∞)-measurable.

We turn next to the proof of (5.1.7). Since, by Theorems 5.1.4 and 1.2.3,

lim
α↘0

∫
(α,δ]

ϕ′(t)λR(dt) = lim
α↘0

(R)

∫ δ

α

ϕ′(t) dt = ϕ(δ)

and therefore(∫
E

ϕ ◦ f dµ
)
∧

(∫
(0,∞)

ϕ′(t)µ(f > t)λR(dt)

)
≥ ϕ(δ)µ(f > δ),

it is obvious that both sides of (5.1.7) are infinite when µ(f > δ) = ∞ for
some δ > 0. Thus we will assume that µ(f > δ) < ∞ for every δ > 0. Then
the restriction of µf to B[δ,∞) is a finite measure for every δ > 0. Given δ > 0,
set ψδ(t) = µf ((δ, t]) for t ∈ [δ,∞) and apply Theorems 5.1.4 and 1.2.3 to see
that∫

{δ<f≤r}
ϕ ◦ f dµ =

∫
(δ,r]

ϕdµf = (R)

∫
[δ,r]

ϕ(t) dψδ(t)

= ϕ(r)ψδ(r)− (R)

∫
[δ,r]

ψδ(t)ϕ
′(t) dt

= ϕ(δ)ψδ(r) + (R)

∫
[δ,r]

(
ψδ(r)− ψδ(t)

)
ϕ′(t) dt

= ϕ(δ)µ(δ < f ≤ r) + (R)

∫
[δ,r]

µ(t < f ≤ r)ϕ′(t) dt

= ϕ(δ)µ(δ < f ≤ r) +

∫
(δ,r]

µ(t < f ≤ r)ϕ′(t)λR(dt)

for each r ∈ (δ,∞). Hence, after simple arithmetic manipulation and an
application of the Monotone Convergence Theorem, we get∫

{δ<f<∞}

(
ϕ ◦ f − ϕ(δ)

)
dµ =

∫
(δ,∞)

ϕ′(t)µ(t < f <∞)λR(dt)

when r ↗∞. At the same time, it is clear that∫
{f=∞}

(
ϕ ◦ f − ϕ(δ)

)
dµ =

[
ϕ(∞)− ϕ(δ)

]
µ(f =∞)

=

∫
(δ,∞)

µ(f =∞)ϕ′(t)λR(dt);
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and, after combining these, we arrive at∫
{f>δ}

(
ϕ ◦ f(x)− ϕ(δ)

)
µ(dx) =

∫
(δ,∞)

µ(f > t)ϕ′(t)λR(dt).

Thus, (5.1.7) will be proved once we show that

lim
δ↘0

∫
{f>δ}

(
ϕ ◦ f(x)− ϕ(δ)

)
µ(dx) =

∫
E

ϕ ◦ f(x)µ(dx).

But if 0 < δ1 < δ2 <∞, then

0 ≤
(
ϕ ◦ f − ϕ(δ2)

)
1{f>δ2} ≤

(
ϕ ◦ f − ϕ(δ1)

)
1{f>δ1},

and so the required convergence follows by the Monotone Convergence Theo-
rem.

Finally, to prove the last part of the theorem when µ(f > δ) <∞ for every
δ > 0, simply note that∫

(0,∞)

ϕ′(t)µ(f > t)λR(dt) = lim
δ↘0
r↗∞

∫
(δ,r]

ϕ′(t)µ(f > t)λR(dt),

and apply Theorem 5.1.4. �

§ 5.1.2. Polar Coordinates: In this subsection I will examine the change
of variables that is referred to casually as “switching to polar coordinates.”

Warning: From now on, at least whenever the meaning is clear from the con-
text, I will use the notation “dx” instead of the more cumbersome “λRN (dx)”
when doing Lebesgue integration with respect to Lebesgue measure on RN .

Let SN−1 denote the unit (N − 1)-sphere {x ∈ RN : |x| = 1} in RN , and
define Φ : RN \ {0} −→ SN−1 by Φ(x) = x

|x| . Clearly Φ is continuous. Next,

define the surface measure λSN−1 on SN−1 to be the image under Φ of
NλRN restricted to BBRN (0,1)\{0}. Because Φ(rx) = Φ(x) for all r > 0 and

x ∈ RN \ {0}, one can use Theorem 2.2.15 to check that∫
BRN (0,r)\{0}

f ◦ Φ(x) dx = rN
∫
BRN (0,1)\{0}

f ◦ Φ(x) dx

and therefore that

(∗)
∫
BRN (0,r)\{0}

f ◦ Φ(x) dx =
rN

N

∫
SN−1

f(ω)λSN−1(dω)

for every non-negative measurable f on (SN−1,BSN−1). In particular, if (cf.
(iii) in Exercise 5.1.13) ωN−1 ≡ λSN−1

(
SN−1

)
is the surface area of SN−1,
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we have that ΩN = ωN−1

N , where ΩN is the volume (i.e., Lebesgue measure)

of the unit ball in RN .
Next, define Ψ : (0,∞)× SN−1 −→ RN \ {0} by Ψ(r, ω) = rω. Note that Ψ

is a homeomorphism from (0,∞) × SN−1 onto RN \ {0} and that its inverse
is given by Ψ−1(x) = (|x|,Φ(x)). That is, the components of Ψ−1(x) are the
polar coordinates of the point x ∈ RN \ {0}. Finally, define the measure
RN on

(
(0,∞),B(0,∞)

)
by RN (Γ) =

∫
Γ
rN−1 dr.

The importance here of these considerations is contained in the following
result.

Theorem 5.1.8. Referring to the preceding, one has that

λRN = Ψ∗
(
RN × λSN−1

)
on BRN\{0}.

In particular, if f is a non-negative, measurable function on (RN ,BRN ), then

(5.1.9)

∫
RN

f(x) dx =

∫
(0,∞)

rN−1

(∫
SN−1

f(rω)λSN−1(dω)

)
dr

=

∫
SN−1

(∫
(0,∞)

f(rω)rN−1 dr

)
λSN−1(dω).

Proof: By Corollary 3.2.15 and Theorem 4.1.6, all that we have to do is
check that the first equality in (5.1.9) holds for every

f ∈ Cc

(
RN ;R

)
≡
{
f ∈ C

(
RN ;R

)
: f ≡ 0 off of some compact set

}
.

To this end, let f ∈ Cc(RN ;R) be given and set F (r) =
∫
BRN (0,r)

f(x) dx for

r > 0. Then, by (∗), for all r, h > 0, F (r + h)− F (r) equals∫
BRN (0,r+h)\BRN (0,r)

f(x) dx

=

∫
BRN (0,r+h)\BRN (0,r)

f ◦Ψ(r,Φ(x)) dx

+

∫
BRN (0,r+h)\BRN (0,r)

(
f(x)− f ◦Ψ(r,Φ(x))

)
dx

=
(r + h)N − rN

N

∫
SN−1

f ◦Ψ(r, ω)λSN−1(dω) + o(h),

where “o(h)” denotes a function that tends to 0 faster than h. Hence, F
is continuously differentiable on (0,∞) and its derivative at r ∈ (0,∞) is
given by rN−1

∫
SN−1 f ◦ Ψ(r, ω)λSN−1(dω). Since F (r) −→ 0 as r ↘ 0, the

desired result now follows from Theorem 5.1.4 and the Fundamental Theorem
of Calculus. �



Exercises for § 5.1 119

Exercises for § 5.1

Exercise 5.1.10. Suppose that F : R −→ R is a bounded, continuous, non-
decreasing function that tends to 0 at −∞, and let µF be the Borel measure
on R for which F is the distribution function. Show that for −∞ < a < b <∞

(R)

∫
[a,b]

ϕ ◦ F (s) dF (s) = (R)

∫
[F (a),F (b)]

ϕ(t) dt if ϕ ∈ C
(
[F (a), F (b)];R

)
,

which is the classical change of variables formula. Next, apply Theorem 5.1.4
to conclude from this that∫

R
ϕ ◦ F dµF =

∫
[0,F (∞)]

ϕ(t) dt

for all BR-measurable ϕ : R −→ [0,∞).

Exercise 5.1.11. A particularly important case of Theorem 5.1.6 is the one
in which ϕ(t) = tp for some p ∈ (0,∞), in which case (5.1.7) yields

(5.1.12)

∫
E

|f(x)|p µ(dx) = p

∫
(0,∞)

tp−1µ
(
|f | > t

)
dt.

Use (5.1.12) to show that |f |p is µ-integrable if and only if

∞∑
n=1

1

np+1
µ
(
|f | > 1

n

)
+

∞∑
n=1

np−1µ
(
|f | > n

)
<∞.

Compare this result to the one obtained in the last part of Exercise 3.2.19.

Exercise 5.1.13. Perform the calculations outlined in the following.

(i) Justify Gauss’s trick (cf. Exercise 5.2.18)(∫
R
e−
|x|2

2 dx

)2

=

∫
R2

e−
|x|2

2 dx = 2π

∫
(0,∞)

re−
r2

2 dr = 2π

and conclude that for any N ∈ Z+ and symmetric N × N matrix A that is
strictly positive definite (i.e., all the eigenvalues of A are strictly positive),∫

RN
exp

[
−1

2
(x,A−1x)RN

]
dx = (2π)

N
2

(
det(A)

) 1
2 .

(ii) Define Γ(γ) =
∫

(0,∞)
tγ−1e−t dt for γ ∈ (0,∞). Show that, for any

γ ∈ (0,∞), Γ(γ + 1) = γΓ(γ). Also, show that Γ
(

1
2

)
= π

1
2 . The function

Γ( · ) is called Euler’s gamma function. Notice that it provides an extension
of the factorial function in the sense that Γ(n+ 1) = n! for integers n ≥ 0.
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(iii) Show that

ωN−1 ≡ λSN−1(SN−1) =
2π

N
2

Γ
(
N
2

) ,
and conclude that the volume ΩN of the N -dimensional unit ball is given by

ΩN =
π
N
2

Γ
(
N
2 + 1

) .
Hint: Use polar coordinates to compute

(∫
R e
− x2

2 dx
)N

=
∫
RN e

− |x|
2

2 dx.

(iv) Given α, β ∈ (0,∞), show that∫
(0,∞)

t−
1
2 exp

[
−α2t− β2

t

]
dt =

π
1
2 e−2αβ

α
.

Finally, use the preceding to show that∫
(0,∞)

t−
3
2 exp

[
−α2t− β2

t

]
dt =

π
1
2 e−2αβ

β
.

Hint: Define F (s) for s ∈ R to be the unique t ∈ (0,∞) satisfying s =

αt
1
2 − βt− 1

2 , and use Exercise 5.1.10 to show that∫
(0,∞)

t−
1
2 exp

[
−α2t− β2

t

]
dt =

e−2αβ

α

∫
R
e−s

2

ds.

Exercise 5.1.14. This exercise deals with a few of the elementary properties
of λSN−1 .

(i) Show that if Γ is a non-empty, open subset of SN−1, then λSN−1(Γ) > 0.
Next, show that λSN−1 is orthogonally invariant. That is, show that if O
is an N × N orthogonal matrix and TO is the associated transformation on
RN (cf. the paragraph preceding Theorem 2.2.15), then

(
TO
)
∗λSN−1 = λSN−1 .

Finally, use this fact to show that∫
SN−1

(ξ, ω)RN λSN−1(dω) = 0

and ∫
SN−1

(
ξ, ω

)
RN
(
η, ω

)
RN λSN−1(dω) = ΩN (ξ, η)RN

for any ξ, η ∈ RN .

Hint: In proving these, for given ξ ∈ RN \ {0}, consider the orthogonal
transformation that sends ξ to −ξ but acts as the identity on the orthogonal
complement of ξ.
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(ii) Define Ψ : [0, 2π] −→ S1 by Ψ(θ) =
(

cos θ

sin θ

)
, and set µ = Φ∗λ[0,2π].

Given any rotation invariant finite measure ν on (S1,BS1), show that ν =
ν(S1)

2π µ. In particular, conclude that λS1 = µ. (Cf. Exercise 5.2.18 below.)

Hint: Define

Oθ =

(
cos θ sin θ
− sin θ cos θ

)
for θ ∈ [0, 2π],

and note that ∫
S1

f dν =
1

2π

∫
[0,2π]

(∫
S1

f ◦ TOθ (ω) ν(dω)

)
dθ.

§ 5.2 Jacobi’s Transformation and Surface Measure

I begin this section with a derivation of Jacobi’s famous generalization to
non-linear maps of the result in Theorem 2.2.15. I will then apply Jacobi’s
result to obtain surface measure by differentiating Lebesgue measure across a
smooth hypersurface. Throughout, I will be assuming that N ≥ 2.

§ 5.2.1. Jacobi’s Transformation Formula: Given an open set G ⊆ RN
and a continuously differentiable map

x ∈ G 7−→ Φ(x) =

 Φ1(x)
...

ΦN (x)

 ∈ RN ,

define the Jacobian matrix ∂Φ
∂x (x) of Φ at x to be the N ×N matrix whose

jth column is the vector

∂xjΦ(x) ≡


∂Φ1

∂xj

...
∂ΦN
∂xj

 .

In addition, call JΦ(x) ≡
∣∣det

(
∂Φ
∂x (x)

)∣∣ the Jacobian of Φ at x.

Lemma 5.2.1. If G is an open set in RN and Φ an element of C1(G;RN )
whose Jacobian never vanishes on G, then Φ maps open (or BG-measurable)
subsets of G into open (or BRN -measurable) sets in RN . In addition, if Γ ∈ BG
with λRN (Γ) = 0, then λRN

(
Φ(Γ)

)
= 0; and if Γ ∈ BΦ(G) with λRN (Γ) = 0,

then λRN
(
Φ−1(Γ)

)
= 0. In particular,

Γ ∈ BG
λRN if and only if Φ(Γ) ∈ BΦ(G)

λRN .

Proof: By the Inverse Function Theorem,1 for each x ∈ G there is an open
neighborhood U ⊆ G of x such that Φ � U is invertible and its inverse has

1 See, for example, W. Rudin’s Principles of Mathematical Analysis, McGraw Hill (1976).
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first derivatives that are bounded and continuous. Hence, G can be written
as the union of a countable number of open sets on each of which Φ admits an
inverse having bounded continuous first-order derivatives; and so, without loss
of generality, we may and will assume that Φ ∈ C1

b(G;RN ) and that it admits
an inverse Φ−1 ∈ C1

b

(
Φ(G);RN

)
. But, in that case, both Φ and Φ−1 take

open sets to open sets and therefore BRN -measurable sets to BRN -measurable
sets. Finally, to see that Φ takes sets of λRN -measure 0 to sets of λRN -measure
0, note that Φ is uniformly Lipschitz continuous and apply Exercise 2.2.30.
The argument for Φ−1 is precisely the same. �

A continuously differentiable map Φ on an open set U ⊆ RN into RN is
called a diffeomorphism if it is injective (i.e., one-to-one) and JΦ never
vanishes. If Φ is a diffeomorphism on the open set U and if W = Φ(U), then
I will say that Φ is diffeomorphic from U onto W .

In what follows, and elsewhere, for any given set Γ ⊆ RN and δ > 0, I will
use

Γ(δ) ≡
{
x ∈ RN : |x− Γ| < δ}

to denote the open δ-hull of Γ.

Theorem 5.2.2 (Jacobi’s Transformation Formula). Let G be an open
set in RN and Φ an element of C2(G;RN ).2 If the Jacobian JΦ of Φ never

vanishes, then, for every measurable function f on
(
Φ(G),BΦ(G)

λRN
)
, f ◦Φ is

measurable on
(
G,BG

λRN
)

and

(5.2.3)

∫
Φ(G)

f(y) dy ≤
∫
G

f ◦ Φ(x) JΦ(x) dx

whenever f is non-negative. Moreover, if Φ is a diffeomorphism on G, then
(5.2.3) can be replaced by

(5.2.4)

∫
Φ(G)

f(y) dy =

∫
G

f ◦ Φ(x) JΦ(x) dx.

Proof: First note that (5.2.4) is a consequence of (5.2.3) when Φ is one-to-
one. Indeed, if Φ is one-to-one, then the Inverse Function Theorem guarantees
that Φ−1 ∈ C2(Φ(G);RN ). In addition, by the chain rule,

∂Φ−1

∂y
(y) =

(
∂Φ

∂x

(
Φ−1(y)

))−1

for y ∈ Φ(G).

Hence one can apply (5.2.3) to Φ−1 and thereby obtain∫
G

f ◦Φ(x) JΦ(x) dx ≤
∫

Φ(G)

f(y) (JΦ) ◦Φ−1(y) JΦ−1(y) dy =

∫
Φ(G)

f(y) dy,

2 By being a little more careful, one can get the same conclusion for Φ ∈ C1(G,RN ).
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which, in conjunction with (5.2.3), yields (5.2.4).
Next observe that it suffices to prove (5.2.3) under the assumptions that G

is bounded, Φ on G has bounded first and second order derivatives, and JΦ is
uniformly positive on G. In fact, if this is not already the case, then one can
choose a non-decreasing sequence of bounded open sets Gn such that Φ � Gn
has these properties for each n ≥ 1 and Gn ↗ G. Clearly, the result for Φ on
G follows from the result for Φ � Gn on Gn for every n ≥ 1. Thus, from now
on, we will assume that G is bounded, the first and second derivatives of Φ
are bounded, and JΦ is uniformly positive on G.

Set Q = Q(c; r) =
∏N

1 [ci − r, ci + r] ⊆ G, the square of side length 2r
centered at c = (c1, . . . , cN ) ∈ RN . Then, by Taylor’s Theorem, there is an
L ∈ [0,∞) (depending only on the bound on the second derivatives of Φ) such
that3

Φ
(
Q(c; r)

)
⊆ TΦ(c)

(
T ∂Φ
∂x (c)

(
Q(0; r)

)(Lr2)
)
.

(Cf. § 2.2.2 for the notation here.) At the same time, there is an M < ∞
(depending only on L, the lower bound on JΦ, and the upper bounds on the
first derivatives of Φ) such that(

T ∂Φ
∂x (c)Q(0; r)

)(Lr2) ⊆ T ∂Φ
∂x (c)Q

(
0, r +Mr2

)
.

Hence, by Theorem 2.2.15,

λRN
(
Φ(Q)

)
≤ JΦ(c)λRN

(
Q(0, r +Mr2)

)
= (1 +Mr)NJΦ(c)λRN (Q).

Now define µ(Γ) =
∫

Γ
JΦ(x) dx for Γ ∈ BG

λRN , set ν = Φ∗µ, note that ν
is finite, and apply Theorem 2.1.15 to see that it is regular. Given an open
set H ⊆ Φ(G), use Lemma 2.2.12 to choose, for each m ∈ Z+, a countable,
non-overlapping, exact cover Cm of Φ−1(H) by squares Q with diam(Q) < 1

m .
Then, by the preceding paragraph,

λRN (H) ≤
∑
Q∈Cm

λRN
(
Φ(Q)

)
≤
(

1 +
M

m

)N ∑
Q∈Cm

JΦ(cQ)λRN (Q),

where cQ denotes the center of the square Q. After letting m → ∞ in the
preceding, we conclude that λRN (H) ≤ ν(H) for open H ⊆ Φ(G); and so,
because λRN and ν are regular, it follows that λRN (Γ) ≤ ν(Γ) for all Γ ∈
BΦ(G)

λRN .
Starting from the preceding, working first with simple functions, and then

passing to monotone limits, one concludes that (5.2.3) holds for all non-

negative, measurable functions f on
(
Φ(G),BΦ(G)

λRN
)
. �

As an essentially immediate consequence of Theorem 5.2.2, we have the
following.

3 It is at this point that the argument has to be modified when Φ is only once continuously

differentiable. Namely, the estimate that follows must be replaced by one involving the
modulus of continuity of Φ’s first derivatives.
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Corollary 5.2.5. Let G be an open set in RN and Φ ∈ C2
(
G;RN

)
a

diffeomorphism, and set

µΦ(Γ) =

∫
Γ

JΦ(x) dx for Γ ∈ BG
λRN .

Then Φ∗µΦ coincides with the restriction λΦ(G) of λRN to BΦ(G)
λRN . In par-

ticular,

f ∈ L1
(
λΦ(G);R

)
⇐⇒ f ◦ Φ ∈ L1

(
µΦ;R

)
,

in which case (5.2.4) holds.

As a mnemonic device, it is useful to represent the conclusion of Corollary
5.2.5 as the change of variables statement

f(y) dy = f ◦ Φ(x) JΦ(x) dx when y = Φ(x).

§ 5.2.2. Surface Measure: Aside from its power to facilitate the calculation
of various integrals, because it says how Lebesgue measure transforms under
changes of coordinates, Theorem 5.2.2 plays an essential role in applications
of measure theory to differential geometry. In particular, it allows one to
construct an intrinsic, Lebesgue-like measure on a Riemannian manifold, and
in this subsection I discuss a special case of this construction, the one for
hypersurfaces in RN . However, because it is not intrinsic, my construction
will not be one that would please a differential geometer. In fact, in order to
highlight the analytic meaning of what I am doing, I have chosen to take a
concertedly extrinsic approach. Specifically, I will construct surface measure
by differentiating Lebesgue measure.

To get started, say that M ⊂ RN is a hypersurface if, for each p ∈
M , there exist an r > 0 and a three times continuously differentiable4 F :
BRN (p, r) −→ R with the properties that

(5.2.6)
BRN (p, r) ∩M =

{
y ∈ BRN (p, r) : F (y) = 0

}
and |∇F (y)| 6= 0 for any y ∈ BRN (p, r),

where

∇F (y) ≡
(
∂y1

F (y), . . . , ∂yNF (y)
)
∈ RN

is the gradient of F at y. Given p ∈M , the tangent space Tp(M) to M at
p is the set of v ∈ RN for which there exist an ε > 0 and a twice continuously
differentiable curve γ : (−ε, ε) −→ M for which γ(0) = p and γ̇(0) = v. (If γ

is a differentiable curve, I use γ̇(t) to denote its velocity dγ
dt at t.)

4 Because we will be dealing here with balls in different dimensional Euclidean spaces, I will

use the notation BRN (a, r) to emphasize that the ball is in RN .



§ 5.2 Jacobi’s Transformation and Surface Measure 125

Canonical Example: The unit sphere SN−1 is a hypersurface in RN . In fact,
at every point p ∈ SN−1 one can use the function F (y) = |y|2 − 1 and can
identify Tp(SN−1) with the subspace of v ∈ RN for which v− p is orthogonal
to p.

Lemma 5.2.7. Every hypersurface M can be written as the countable union
of compact sets and is therefore BRN -measurable. In addition, for each p ∈M ,
Tp(M) is an (N − 1)-dimensional subspace of RN . In fact, if r > 0 and
F ∈ C3

(
BRN (p, r);R

)
satisfies (5.2.6), then, for every q ∈ BRN (p, r) ∩ M ,

Tq(M) coincides with the space of the vectors v ∈ RN that are orthogonal to
∇F (q). Finally, if, for Γ ⊆M and ρ > 0,

(5.2.8) Γ(ρ) ≡
{
y ∈ RN : ∃p ∈ Γ (y − p) ⊥ Tp(M) and |y − p| < ρ

}
,

then Γ(ρ) ∈ BRN
λRN whenever Γ ∈ BM .

Proof: To see that M is the countable union of compact sets, choose, for
each p ∈M , an r(p) > 0 and a function Fp for which (5.2.6) holds. Next, select
a countable subset {pn : n ≥ 1} from M so that M ⊆

⋃∞
1 BRN

(
pn,

rn
2

)
with

rn = r(pn). Clearly, for each n ∈ Z+, Kn ≡
{
y ∈ BRN

(
pn,

rn
2

)
: Fpn(y) = 0

}
is compact; and M =

⋃∞
1 Kn.

Now let p ∈M be given, choose associated r and F for which (5.2.6) holds,
and let q ∈ BRN (p, r) ∩M . To see that ∇F (q) ⊥ Tq(M), let v ∈ Tq(M) be
given and choose ε > 0 and γ accordingly. Then, because γ : (−ε, ε) −→M ,

(
∇F (q),v

)
RN =

d

dt
F ◦ γ(t)

∣∣
t=0

= 0.

Conversely, if v ∈ RN satisfying
(
v,∇F (q)

)
RN = 0 is given, set

V (x) = v −
(
v,∇F (x)

)
RN

|∇F (x)|2
∇F (x)

for x ∈ BRN (p, r). By the basic existence theory for ordinary differential
equations,5 we can then find an ε > 0 and a twice continuously differentiable
curve γ : (−ε, ε) −→ BRN (p, r) such that γ(0) = q and γ̇(t) = V

(
γ(t)

)
for all

t ∈ (−ε, ε). Clearly γ̇(0) = v, and it is an easy matter to check that

F ◦ γ(t)

dt
=
(
∇F

(
γ(t)

)
, γ̇(t)

)
RN

= 0 for t ∈ (−ε, ε).

Hence, γ : (−ε, ε) −→M and so v ∈ Tq(M).

5 See Chapter 1 of E. Coddington and N. Levinson’s Theory of Ordinary Differential Equa-
tions, McGraw Hill (1955).
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To prove the final assertion, note that a covering argument (just like the
one given at the beginning of this proof) allows us to reduce to the case in
which there exist a p ∈M , an r > 0, and an F ∈ C3

b

(
BRN (p, r);R

)
such that

M =
{
x ∈ BRN (p, r) : F (x) = 0

}
and |∇F | is uniformly positive. But in that

case,

Γ(ρ) =

{
x+ ξ

∇F (x)

|∇F (x)|
: x ∈ Γ and |ξ| < ρ

}
,

and so the desired measurability follows as an application of Exercise 2.2.30
to the Lipschitz function

(x, ξ) ∈ BRN (p, r)× R 7−→ x+ ξ
∇F
|∇F |

(x). �

I am at last in a position to say where I am going. Namely, I want to show
that there is a unique measure λM on

(
M,BRN [M ]

)
with the property that

(cf. (5.2.8))

(5.2.9) λM (Γ) = lim
ρ↘0

1

2ρ
λRN

(
Γ(ρ)

)
for bounded Γ ∈ BRN with Γ ⊆M.

There are several aspects of this definition that should be noticed. In the
first place, it is important to realize that the set Γ(ρ), which is sometimes
called the tubular neighborhood of Γ, can be very different from the ρ-
hull Γ(ρ). Obviously, Γ(ρ) ⊆ Γ(ρ). However, it can be much smaller. For
example, suppose M is the hypersurface {(x, 0) : x ∈ R} in R2 and let
Γ = {(n−1, 0) : n ∈ Z+}. If ρ < n−1, then Γ(ρ) contains the disjoint balls
BR2(m−1, ρ) for 1 ≤ m ≤ n and therefore

λR2

(
Γ(ρ)

)
2ρ

≥ Ω2n
2

2(n+ 1)2
if (n+ 1)−1 ≤ ρ ≤ n−1.

Hence, limρ↘0
λR2 (γ(ρ))

2ρ ≥ Ω2

2 . On the other hand, Γ(ρ) is the union over

n ∈ Z+ of the line segments {n−1} × (−ρ, ρ), and therefore
λR2 (Γ(ρ))

2ρ = 0 for

all ρ > 0. Secondly, aside from the obvious question about whether the limit
exists at all, there is a serious question about the additivity of the resulting
map Γ 7−→ λM (Γ). Indeed, just because Γ1 and Γ2 are disjoint subsets of M ,
in general it will not be true that Γ1(ρ) and Γ2(ρ) are disjoint. For example,
when M = SN−1 and ρ > 1, Γ1(ρ) and Γ2(ρ) will intersect as soon as both are
non-empty. On the other hand, at least in this example, everything will be
all right when ρ ≤ 1; and, in fact, we already know from § 5.1.2 that (5.2.9)
defines a measure when M = SN−1. To see this latter fact, observe that, when
ρ ∈ (0, 1) and M = SN−1,

Γ(ρ) =

{
y : 1− ρ < |y| < 1 + ρ and

y

|y|
∈ Γ

}
,
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and apply (5.1.9) to see that

λRN
(
Γ(ρ)

)
2ρ

= λSN−1(Γ)
(1 + ρ)N − (1− ρ)N

2Nρ
,

where the measure λSN−1 is the one described in § 5.1.2. Hence, after letting
ρ↘ 0, we see not only that the required limit exists but that it also gives the
measure λSN−1 . In other words, the program works in the case M = SN−1,
and, perhaps less important, the notation used here is consistent with the
notation used earlier.

In order to handle the problems raised in the preceding paragraph for gen-
eral hypersurfaces, I am going to reduce, at least locally, to the essentially
trivial case M = RN−1 × {0}. In this case, it is clear that we can identify M
with RN−1 and Γ(ρ) with Γ× (−ρ, ρ). Hence, even before passing to a limit,
we see that in this case

1

2ρ
λRN

(
Γ(ρ)

)
= λRN−1(Γ).

In the lemmas that follow, we will develop the requisite machinery with which
to make the reduction.

Lemma 5.2.10. For each p ∈ M there are an open neighborhood U of the
origin 0 in RN−1 and a three times continuously differentiable injection (i.e.,
one-to-one) Ψ : U −→ M with the properties that p = Ψ(0) and, for each
u ∈ U , the set

{
∂u1Ψ(u), . . . , ∂uN−1

Ψ(u)
}

forms a basis in TΨ(u)(M).

Proof: Choose r and F for which (5.2.6) holds. After renumbering the
coordinates if necessary, we may and will assume that ∂xNF (p) 6= 0. Now
consider the map

y ∈ BRN (p, r) 7−→ Φ(y) ≡


y1 − p1

...
yN−1 − pN−1

F (y)

 ∈ RN .

Clearly, Φ is three times continuously differentiable. In addition,

∂Φ

∂x
(p) =

(
IRN−1 0

v ∂xNF (p)

)
,

where v =
(
∂x1F (p), . . . , ∂xN−1

F (p)
)
. In particular, JΦ(p) 6= 0, and so the

Inverse Function Theorem guarantees the existence of a ρ ∈ (0, r] such that
Φ � BRN (p, ρ) is diffeomorphic and Φ−1 has three continuous derivatives on
the open set W ≡ Φ

(
BRN (p, ρ)

)
. Thus, if U ≡

{
u ∈ RN−1 : (u, 0) ∈ W

}
,

then U is an open neighborhood of the origin in RN−1, and

u ∈ U 7−→ Ψ(u) ≡ Φ−1(u, 0) ∈M
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is one-to-one and has three continuous derivatives. Finally, it is obvious that
Ψ(0) = p, and, because Ψ takes its values in M

∂ujΨ(u) =
d

dt
Ψ
(
u+ tej

)∣∣
t=0
∈ TΨ(u)(M) for each 1 ≤ j ≤ N − 1.

At the same time, as the first (N−1) columns in the non-degenerate Jacobian
matrix of Φ−1 at (u, 0), the vectors ∂ujΨ(u) must be linearly independent and
therefore form a basis in TΨ(u)(M). �

Given a non-empty, open set U in RN−1 and a three times continuously
differentiable injection Ψ : U −→M with the property that{

∂u1Ψ(u), . . . , ∂uN−1
Ψ(u)

}
forms a basis in TΨ(u)(M)

for every u ∈ U , the pair (Ψ, U) is said to be a coordinate chart for M .

Lemma 5.2.11. Suppose that (Ψ, U) is a coordinate chart for M , and define

(5.2.12) JΨ =

[
det
(( (

∂uiΨ, ∂ujΨ
)
RN

))
1≤i,j≤N−1

] 1
2

.

Then JΨ never vanishes, and there exists a unique twice continuously differ-
entiable n : U −→ SN−1 with the properties that n(u) ⊥ TΨ(u)(M) and6

det
(
∂u1

Ψ(u), . . . , ∂uN−1
Ψ(u),n(u)>

)
= JΨ(u)

for every u ∈ U . Finally, define

Ψ̃(u, ξ) = Ψ(u) + ξn(u)> for u ∈ U.

Then

(5.2.13) JΨ̃(u, 0) = JΨ(u) for u ∈ U,

and there exists an open set Ũ in RN such that U =
{
u ∈ RN−1 : (u, 0) ∈ Ũ

}
,

Ψ(U) = Ψ̃(Ũ)∩M , and Ψ̃ � Ũ is a diffeomorphism. In particular, if x and y are

distinct elements of Ψ(U), then {x}(ρ)∩ Ψ̃(Ũ) is disjoint from {y}(ρ)∩ Ψ̃(Ũ)
for all ρ > 0.

Proof: Given a u ∈ U and an n ∈ SN−1 that is orthogonal to TΨ(u)(M),{
∂u1

Ψ(u), . . . , ∂uN−1
Ψ(u),n>

}
is a basis for RN , and therefore

det
(
∂u1

Ψ(u), . . . , ∂uN−1
Ψ(u),n>

)
6= 0.

6 Thinking of a vector v as a rectangular matrix, I use v> to denote the column (row)
vector corresponding to a row (column) vector v.
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Hence, for each u ∈ U there is precisely one n(u) ∈ SN−1 ∩TΨ(u)(M)⊥ with
the property that

det
(
∂u1Ψ(u), . . . , ∂uN−1

Ψ(u),n(u)>
)
> 0.

To see that u ∈ U 7−→ n(u) ∈ SN−1 is twice continuously differentiable,
set p = Ψ(u) and choose r and F for p for which (5.2.6) holds. Then n(u) =

± ∇F (p)
|∇F (p)| , and so, by continuity, we know that, with the same sign throughout,

n(w) = ± ∇F (Ψ(w))∣∣∇F (Ψ(w))
∣∣

for every w in a neighborhood of u.
Turning to the function Ψ̃, note that

JΨ̃(u, 0)2 =
(

det
(
∂u1

Ψ(u), . . . , ∂uN−1
Ψ(u),n(u)>

))2

= det


∂u1

Ψ(u)>

...
∂uN−1

Ψ(u)>

n(u)

(∂u1Ψ(u), . . . , ∂uN−1
Ψ(u),n(u)>

)

= det

((( (
∂uiΨ(u), ∂ujΨ(u)

)
RN

))
0

0 1

)
= JΨ(u)2.

Hence, (5.2.13) is proved. In particular, by the Inverse Function Theorem,
this means that, for each u ∈ U , there is a neighborhood of (u, 0) in RN on

which Ψ̃ is a diffeomorphism. In fact, given u ∈ U , choose r and F as in
(5.2.6) for p = Ψ(u), and take ρ > 0 such that

BRN−1(u, 2ρ) ⊆ U and Ψ
(
BRN−1(u, 2ρ)

)
⊆ BRN

(
p, r2

)
.

Then, because n(w) = ± ∇F (Ψ(w))∣∣∇F (Ψ(w))
∣∣ with the same sign for all w ∈ BRN−1(u, ρ),

F
(
Ψ̃(w, ξ)

)
=± ξ

∣∣∇F (Ψ(w)
)∣∣+ E(w, ξ)

for (w, ξ) ∈ BRN−1(u, ρ)×
(
− r2 ,

r
2

)
,

where |E(w, t)| ≤ Cξ2 for some C ∈ (0,∞). Hence, by readjusting the choice

of ρ > 0, we can guarantee that Ψ̃ � BRN−1(u, ρ) × (−ρ, ρ) is diffeomorphic
and also satisfies

Ψ̃
(
BRN−1(u, ρ)× (−ρ, ρ)

)
∩M = Ψ

(
BRN−1(u, ρ)

)
.
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In order to prove the final assertion, we must find an open Ũ in RN for
which Ψ(U) = Ψ̃(Ũ)∩M and Ψ̃ � Ũ is a diffeomorphism. To this end, for each
u ∈ U , use the preceding to choose ρ(u) > 0 such that: BRN−1

(
u, ρ(u)

)
⊆ U

and Ψ̃ � BRN−1

(
u, ρ(u)

)
×
(
−ρ(u), ρ(u)

)
is both a diffeomorphism and satisfies

Ψ̃
(
BRN−1

(
u, ρ(u)

)
×
(
−ρ(u), ρ(u)

))
∩M = Ψ

(
BRN−1

(
u, ρ(u)

))
.

Next, choose a countable set {un : n ≥ 1} ⊆ U so that

U =

∞⋃
1

BRN−1

(
un,

ρn
3

)
, where ρn = ρ

(
un
)
;

and set

Un =

n⋃
1

BRN−1

(
um,

ρm
3

)
and Rn = ρ1 ∧ · · · ∧ ρn.

To construct the open set Ũ , proceed by induction as follows. Set ε1 = ρ1

3

and K̃1 = U1 × [−ε1, ε1]. Next given K̃n and εn, define εn+1 by

2εn+1 = Rn+1 ∧ εn ∧
(

inf
{∣∣Ψ(u)− Ψ̃(w, t)

∣∣ : u ∈ Un+1 \ Un, (w, t) ∈ K̃n,

and |u− w| ≥ Rn+1

3

})
,

and take

K̃n+1 = K̃n ∪
[(
Un+1 \ Un

)
×
[
−εn+1, εn+1

]]
.

Clearly, for each n ∈ Z+, K̃n is compact, K̃n ⊆ K̃n+1, Un × (−εn, εn) ⊆ K̃n,

and JΨ̃ never vanishes on K̃n. Thus, if we can show that εn > 0 and that Ψ̃ �
K̃n is one-to-one for each n ∈ Z+, then we can take Ũ =

⋃∞
n=1 Un× (−εn, εn).

With this in mind, first observe that there is nothing to do when n = 1.
Furthermore, if εn > 0 and Ψ̃ � K̃n is one-to-one, then εn+1 = 0 is possible
only if there exist a u ∈ BRN−1(un+1, ρn+1) and a (w, ξ) ∈ BRN−1(um, ρm)×
(−ρm, ρm) for some 1 ≤ m ≤ n for which Ψ(u) = Ψ̃(w, ξ) and |u−w| ≥ Rn+1

3 .
But, because

(w, ξ) ∈ BRN−1(um, ρm)× (−ρm, ρm) and Ψ̃(w, ξ) = Ψ(u) ∈M =⇒ ξ = 0,

this would mean that Ψ(w) = Ψ(u) and therefore, since Ψ is one-to-one, it

would lead to the contradiction that 0 = |w − u| ≥ Rn+1

3 . Hence, εn+1 > 0.

Finally, to see that Ψ̃ � K̃n+1 is one-to-one, we need only check that

(u, ξ) ∈ (Un+1 \Un)× [−εn+1, εn+1] and (w, η) ∈ K̃n =⇒ Ψ̃(u, ξ) 6= Ψ̃(w, η).

But, if |u−w| < Rn+1

3 , then both (u, ξ) and (w, η) are in BRN−1(un+1, ρn+1)×
(−ρn+1, ρn+1) and Ψ̃ is one to one there. On the other hand, if |u−w| ≥ Rn+1

3 ,
then∣∣Ψ̃(u, ξ)− Ψ̃(w, η)

∣∣ ≥ ∣∣Ψ(u)− Ψ̃(w, η)
∣∣− |ξ| ≥ 2εn+1 − εn+1 = εn+1 > 0. �
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Lemma 5.2.14. If (Ψ, U) is a coordinate chart for M and Γ a bounded
element of BRN with Γ ⊆ Ψ(U), then (cf. (5.2.12))

(5.2.15) lim
ρ↘0

1

2ρ
λRN

(
Γ(ρ)

)
=

∫
Ψ−1(Γ)

JΨ(u)λRN−1(du).

Proof: Choose Ũ and Ψ̃ as in Lemma 5.2.11. Since Γ is a compact subset
of the open set G = Ψ̃(Ũ), ε = dist

(
Γ, G{

)
> 0. Hence, for ρ ∈ (0, ε),

Γ(ρ) = Ψ̃
(

Ψ−1(Γ)× (−ρ, ρ)
)
∈ BRN ,

which, by (5.2.4), (5.2.13), and Tonelli’s Theorem, means that
λRN

(
Γ(ρ)
)

2ρ

equals∫
Ψ−1(Γ)

(
1

2ρ

∫
(−ρ,ρ)

JΨ̃(u, ξ) dξ

)
λRN−1(du) −→

∫
Ψ−1(Γ)

JΨ(u)λRN−1(du),

as ρ→ 0. �

Theorem 5.2.16. Let M be a hypersurface in RN . Then there exists a
unique measure λM on

(
M,BM

)
for which (5.2.9) holds. In fact, λM (K) <∞

for every compact subset of M , and so λM is σ-finite. Finally, if (Ψ, U) is
a coordinate chart for M and f is a non-negative, BM -measurable function,
then (cf. (5.2.12))

(5.2.17)

∫
Ψ(U)

f(x)λM (dx) =

∫
U

f ◦Ψ(u)JΨ(u)λRN−1(du).

Proof: For each p ∈ M , use Lemma 5.2.10 to produce an r(p) > 0 and a
coordinate chart

(
Ψp, Up

)
for M for which BRN

(
p, 3r(p)

)
is contained in (cf.

Lemma 5.2.11) Ψ̃(Ũp). Next, select a countable set {pn : n ≥ 1} ⊆ M such
that

M ⊆
∞⋃
n=1

BRN (pn, rn), where rn ≡ r(pn),

set M1 = BRN (p1, r1) ∩M , and

Mn =
(
BRN (pn, rn) ∩M

)
\
n−1⋃
m=1

Mm for n ≥ 2.

Finally, for each n ∈ Z+, define the finite measure µn on
(
M,BM

)
by

µn(Γ) =

∫
Ψ−1
n (Γ∩Mn)

JΨn(u)λRN−1(du), where Ψn ≡ Ψpn ,
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and set

(∗) λM =

∞∑
1

µn.

Given a compactK ⊆M , choose an n ∈ Z+ for whichK ⊆
⋃n

1 BRN (pm, rm),
and set r = r1∧· · ·∧rn and ε = r

3 . It is then an easy matter to check that, for
any pair of distinct elements x and y from K, either |x−y| ≥ r, in which case
it is obvious that {x}(ε)∩{y}(ε) = ∅, or |x−y| < r, in which case both {x}(ε)
and {y}(ε) lie in Ψ̃m(Ũpm) for some 1 ≤ m ≤ n and, therefore, the last part of
Lemma 5.2.11 applies and says that {x}(ε)∩{y}(ε) = ∅. Thus, if Γ ∈ BM is a
subset of K and Γm = Γ∩Mm, then, for each ρ ∈ (0, ε),

{
Γ1(ρ), . . . ,Γn(ρ)

}
is

an exact cover of Γ(ρ) by mutually disjoint measurable sets, and so, for each
0 < ρ < ε,

λRN
(
Γ(ρ)

)
=

n∑
1

λRN
(
Γm(ρ)

)
.

At the same time, by Lemma 5.2.14,

1

2ρ
λRN

(
Γm(ρ)

)
−→ µm

(
Γm
)

for each 1 ≤ m ≤ n.

In particular, we have now proved that the measure λM defined in (∗) satisfies
(5.2.9) and that it is finite on compacts. Moreover, since (cf. Lemma 5.2.7)
M is a countable union of compacts, it is clear that there can be only one
measure satisfying (5.2.9).

Finally, if (Ψ, U) is a coordinate chart for M and Γ ∈ BM with Γ ⊂⊂
Ψ(U), then (5.2.17) with f = 1Γ is an immediate consequence of (5.2.15).
Hence, (5.2.17) follows in general by taking linear combinations and monotone
limits. �

The measure λM produced in Theorem 5.2.16 is called the surface mea-
sure on M .

Exercises for § 5.2

Exercise 5.2.18. In part (ii) in Exercise 5.1.14, I tacitly accepted the equal-
ity of π, the volume Ω2 of the unit ball BR2(0, 1) in R2, with π, the half-period
of the sine and cosine functions. We are now in a position to justify this iden-
tification. To this end, define Φ : G ≡ (0, 1) × (0, 2π) −→ R2 (the π here
is the half-period of sin and cos) by Φ(r, θ) = (r cos θ, r sin θ)>. Note that
Φ(G) ⊆ BR2(0, 1) and BR2(0, 1) \ G ⊆

{
(x1, x2) : x2 = 0

}
and therefore

that λR2

(
Φ(G)

)
= Ω2. Now use Jacobi’s Transformation Formula to compute

λR2

(
Φ(G)

)
.
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Exercise 5.2.19. Let M be a hypersurface in RN . Show that, for each
p ∈M, the tangent space Tp(M) coincides with the set of v ∈ RN such that

lim
ξ→0

dist(p+ ξv,M)

ξ2
<∞.

Hint: Given v ∈ Tp(M), choose a twice continuously differentiable associated
curve γ, and consider ξ  

∣∣p+ ξv − γ(ξ)
∣∣.

Exercise 5.2.20. In this exercise I introduce a function that is intimately
related to Euler’s gamma function Γ introduced in part (ii) of Exercise 5.1.13.

(i) For (α, β) ∈ (0,∞)2, define

B(α, β) =

∫
(0,1)

uα−1(1− u)β−1 du.

Show that

B(α, β) =
Γ(α)Γ(β)

Γ(α+ β)
.

(See part (iv) of Exercise 6.3.18 for another derivation.) The function B is
called the beta function. Clearly it provides an extension of the binomial
coefficients in the sense that

1

(m+ n+ 1)B(m+ 1, n+ 1)
=

(
m+ n

m

)
for all non-negative integers m and n.

Hint: Think of Γ(α) Γ(β) as an integral in (s, t) over (0,∞)2, and consider
the map

(u, v) ∈ (0,∞)× (0, 1) 7−→
(

uv
u(1− v)

)
∈ (0,∞)2.

(ii) For λ > N
2 show that

∫
RN

1

(1 + |x|2)λ
dx =

ωN−1

2
B

(
N

2
, λ− N

2

)
=
π
N
2 Γ(λ− N

2 )

Γ(λ)
,

where (cf. part (ii) of Exercise 5.1.13) ωN−1 is the surface area of SN−1. In
particular, conclude that∫

RN

1

(1 + |x|2)
N+1

2

dx =
ωN
2
.

Hint: Use polar coordinates and then try the change of variable Φ(r) = r2

1+r2 .
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(iii) For λ ∈ (0,∞), show that∫
(−1,1)

(
1− ξ2

)λ−1
dξ =

π
1
2 Γ(λ)

Γ
(
λ+ 1

2

) ;

and conclude that, for any N ∈ Z+,∫
(−1,1)

(
1− ξ2

)N
2 −1

dξ =
ωN
ωN−1

.

Exercise 5.2.21. For N ∈ Z+, define Ξ : (−1, 1)× SN−1 −→ SN by

Ξ(ρ, ω) =

((
1− ρ2

) 1
2ω

ρ

)
,

and set

µN (Γ) =

∫
Γ

(
1− ρ2

)N
2 −1

(λ(0,1) × λSN−1)(dρ× dω)

for Γ ∈ B(−1,1)×BSN−1 . The goal of this exercise is to show that λSN = Ξ∗µN .

(i) Show that for F ∈ Cc(RN+1;R),

∫
(0,∞)

rN

 ∫∫
(−1,1)×SN−1

F
(
rΞ(ρ, ω)

)
µN (dρ× dω)

 dr

=

∫
(−1,1)×RN

|x|(1− y2)
N
2 −1F

(
(1− y2)

1
2x, |x|y

)
λRN+1(dx× dy),

where elements of RN+1 are written as (x, y) ∈ RN × R.

(ii) Define Φ : RN × (−1, 1) −→ RN+1 \ {(0, 0)} by

Φ(x, y) =

(
(1− y2)

1
2x

|x|y

)
,

and show that Φ is a diffeomorphism and that JΦ(x, y) = |x|(1−y2)
N
2 −1. By

combining this with (i), conclude that

∫
(0,∞)

rN

 ∫∫
(−1,1)×SN−1

F
(
rΞ(ρ, ω)

)
µN (dρ× dω)

 dr =

∫
RN+1\{0}

F dλRN+1 .

(iii) By applying (ii) to functions F of the form F (z) = ϕ(|z|)ψ
(
z
|z|
)
, where

ϕ ∈ Cc

(
(0,∞);R

)
and ψ ∈ C(SN ;R), complete the proof that λSN = Ξ∗µN .
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(iv) Let f ∈ Cb

(
(−1, 1);R

)
and θ ∈ SN , and show that∫

SN
f
(
(θ, ω)RN+1

)
λSN (dω) = ωN−1

∫
(−1,1)

(1− ρ2)
N
2 −1f(ρ) dρ.

Hint: Reduce to the case in which θ is the (N + 1)st unit coordinate vector.

Exercise 5.2.22. Show that if M is a hypersurface, then λM ({x}) = 0 for
all x ∈M and that λM (Γ) > 0 for all non-empty, open Γ in M .

Exercise 5.2.23. Given r > 0, set SN−1(r) =
{
x ∈ RN : |x| = r

}
, and

observe that SN−1(r) is a hypersurface. Next, define Φr : SN−1 −→ SN−1(r)
by Φr(ω) = rω; and show that λSN−1(r) = rN−1(Φr)∗λSN−1 .

Exercise 5.2.24. The purpose of this exercise is to examine some properties
of the measure λSN−1 for large N .

(i) To begin, use Exercise 5.2.21 to see that, for N ≥ 2 and bounded,
BR-measurable f : R −→ R,

−
∫

SN−1(
√
N)

f(ω1)λSN−1(
√
N)(dω) =

ωN−2

ωN−1

√
N

∫
(−
√
N,
√
N)

f(ρ)
(
1− ρ2

N

)N−3
2 dρ,

where
∫
− is used to denote averaging.

(ii) Starting from (i) and using the computation in (i) of Exercise 5.1.13,
show that

lim
N→∞

√
NωN−1

ωN−2
=
√

2π.

(iii) By combining (i) and (ii), show that

lim
N→∞

−
∫

SN−1(
√
N)

f(ω1)λSN−1(
√
N)(dω) =

1√
2π

∫
R
f(x)e−

x2

2 dx

for all bounded, BR-measurable f ’s.

Exercise 5.2.25. Let a non-empty, open subset U of RN−1 and f ∈
C3(U ;R) be given, and take

M =
{(
u, f(u)

)
: u ∈ U

}
and Ψ(u) =

(
u

f(u)

)
, u ∈ U.

That is, M is the graph of f .

(i) Check that M is a hypersurface and that (Ψ, U) is a coordinate chart
for M that is global in the sense that M = Ψ(U).
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(ii) Show that(((
∂uiΨ, ∂ujΨ

)
RN

))
1≤i,j≤N−1

= IRN−1 + (∇f)>∇f,

and conclude that JΨ =
√

1 + |∇f |2.

Hint: Given a non-zero row vector v, set A = I+v>v and e = v>

|v| . Note that

Ae =
(
1 + |v|2

)
e and that Aw = w for w ⊥ e. Thus, A has one eigenvalue

equal to 1 + |v|2 and all its other eigenvalues equal 1.

(iii) From the preceding, arrive at∫
M

ϕdλM =

∫
U

ϕ
(
u, f(u)

)√
1 + |∇f(u)|2 du, ϕ ∈ Cc(M ;R),

a formula that should be familiar from elementary calculus.

Exercise 5.2.26. Let G be a non-empty, open set in RN , F ∈ C3
(
G;R

)
,

and assume that M ≡ {x ∈ G : F (x) = 0} is a non-empty, connected set on
which ∂xNF never vanishes.

(i) Show that there is a connected, open neighborhood H ⊆ G of M on
which ∂xNF never vanishes. Next, define Φ : H −→ RN by

Φ(x) =


x1
...

xN−1

F (x)

 .

Show that Φ is a diffeomorphism, set f(u) = Φ−1(u, 0)N for

u ∈ U ≡ {u ∈ RN−1 : (u, ξ) ∈M for some ξ ∈ R},

and conclude that f ∈ C3(U ;R) and that F
(
u, f(u)

)
= 0. In particular, M

is the graph of f .

(ii) Conclude that, for any non-negative, BM -measurable ϕ,∫
M

ϕdλM =

∫
U

ϕ|∇F |
|∂xNF |

(
u, f(u)

)
du.

Exercise 5.2.27. Again let G be a non-empty, open set in RN and F ∈
C3(G;R), but this time assume that ∂xNF vanishes nowhere on G, not just
on {F = 0}. Set Ξ = Range(F ) and, for ξ ∈ Ξ, Mξ = {x ∈ G : F (x) = ξ}
and Uξ = {u ∈ RN−1 : (u, ξ) ∈Mξ}.
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(i) Define Φ on G as in part (i) of Exercise 5.2.26, and show that Φ is
a diffeomorphism. As an application of Exercise 5.2.26, show that, for each
ξ ∈ Ξ, Mξ is a hypersurface and that, for each ϕ ∈ Cc(G;R),∫

Mξ

ϕdλMξ
=

∫
RN−1

1Φ(G)(u, ξ)
ϕ|∇F |
|∂xNF |

◦ Φ−1(u, ξ) du for ξ ∈ Ξ.

In particular, conclude that

ξ ∈ Ξ 7−→
∫
Mξ

ϕdλMξ
∈ R

is bounded and BR-measurable.

(ii) Using Theorems 4.1.6 and 5.2.2, show that, for ϕ ∈ Cc(G;R),∫
G

ϕ(x) dx =

∫
Φ(G)

ϕ

|∂xNF |
◦ Φ−1(y) dy

=

∫
Ξ

(∫
RN−1

1Φ(G)(u, ξ)
ϕ

|∂xNF |
◦ Φ−1(u, ξ) du

)
dξ.

After combining this with part (i), arrive at the following (somewhat primi-
tive) version of the co-area formula:

(5.2.28)

∫
G

ϕ(x) dx =

∫
Ξ

(∫
Mξ

ϕ

|∇F |
dλMξ

)
dξ, ϕ ∈ Cc(G;R).

(iii) Take G = {x ∈ RN : xN 6= 0}, F = |x| for x ∈ G, and show that
(5.1.9) can be easily derived from (5.2.28).

§ 5.3 The Divergence Theorem

Again let N ≥ 2. Perhaps the single most striking application of the con-
struction made in the second part of § 5.2.2 is to multidimensional integration
by parts formulas, and this section is devoted to the derivation of one of the
most useful of these, the one known as the divergence theorem.

§ 5.3.1. Flows Generated by Vector Fields: Let V : RN −→ RN , and
think of V as a vector field that at each point prescribes the velocity of a par-
ticle passing through that point. To describe mathematically the trajectory
of such a particle, consider the ordinary differential equation

(5.3.1) Φ̇(t, x) = V
(
Φ(t, x)

)
with Φ(0, x) = x.

Assuming that V is uniformly Lipschitz continuous, one knows that, for each
x ∈ RN , there is precisely one solution to (5.3.1) and that that solution exists
for all time, both in the future, t ∈ [0,∞), and the past, t ∈ (−∞, 0].
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As a consequence of uniqueness, one also knows that Φ satisfies the flow
property

(5.3.2) Φ(s+ t, x) = Φ
(
t,Φ(s, x)

)
for (s, t, x) ∈ R× R× RN .

In particular, Φ
(
t,Φ(−t, x)

)
= x = Φ

(
−t,Φ(t, x)

)
, and so Φ(t, · ) is one-to-one

and onto. Furthermore, if, in addition, V is twice continuously differentiable,
then so is Φ(t, · ), and, by the chain rule,

∂Φ(−t, · )
∂x

◦ Φ(t, x)
∂Φ(t, x)

∂x
= I.

Hence Φ(t, · ) is a diffeomorphism,

1

JΦ(t, x)
= JΦ

(
−t,Φ(t, x)

)
,

and so, by Theorem 5.2.2,∫
f ◦ Φ(t, x) dx =

∫
f(y)JΦ(−t, y) dy

for any non-negative, BRN -measurable f . Finally, starting from (5.3.1), one
has

(5.3.3)
d

dt

∂Φ(t, x)

∂x
=
∂V

∂y

(
Φ(t, x)

)∂Φ(t, x)

∂x
,

and from this one can derive

(5.3.4) JΦ(t, x) = exp

(∫ t

0

divV
(
Φ(τ, x)

)
dτ

)
,

where div(V ) ≡
∑N
i=1 ∂yiVi is the divergence of V . To see how to pass from

(5.3.3) to (5.3.4), one can use Cramer’s rule to verify that, for any N × N
matrix A =

((
aij
))

, ∂aijdet(A) = A(ij), where A(ij) is the (i, j)th cofactor of

A. Hence, from (5.3.3) and the fact that
∑N
j=1 akjA

(ij) = δk,idet(A),

d

dt
det

(
Φ(t, x)

∂x

)
=

N∑
i,j,k=1

(
∂V

∂y

(
Φ(t, x)

))
ik

(
∂Φ(t, x)

∂x

)
kj

(
∂Φ(t, x)

∂x

)(ij)

= div(V )
(
Φ(t, x)

)
det

(
Φ(t, x)

∂x

)
,

from which (5.3.4) is obvious.
After combining (5.3.4) with the preceding, we now know that

(5.3.5)

∫
f ◦ Φ(t, x) dx =

∫
f(x) exp

(
−
∫ t

0

div(V )
(
Φ(−τ, x) dτ

))
dx

for all non-negative, BRN -measurable f on RN .
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§ 5.3.2. Mass Transport: I now want to apply (5.3.5) to measure the rate
at which the flow generated by V moves mass in and out of an open set G.
To be precise, if one interprets

∫
1G(x) dx −

∫
1G ◦ Φ(t, x) dx as the net loss

or gain due to the flow at time t, then (5.3.5) says that
∫
G

div
(
V (x)

)
dx is the

rate of loss or gain at time t = 0. On the other hand, there is another way in
which to think about this computation. Namely,

(∗)

∫
1G(x) dx−

∫
1G ◦ Φ(t, x) dx

=

∫
G

1G{

(
Φ(t, x)

)
dx−

∫
G{

1G
(
Φ(t, x)

)
dx,

which indicates that one should be able to do the same calculation by ob-
serving how much mass has moved in each direction across the boundary of
G during the time interval [0, t]. To carry out this approach, I will assume
that G is a non-empty, bounded open set that is a smooth region in the
sense that for each p ∈ ∂G there exist an open neighborhood W 3 p and an
F ∈ C3(W ;R) such that |∇F | > 0 and G ∩W = {x ∈ W : F (x) < 0}. In
particular, ∂G is a compact hypersurface and, for x ∈W ∩∂G, ∇F|∇F | (x) is the

outward pointing unit normal to ∂G at x.
A key role will be played by the following application of the ideas in § 5.2.2.

Lemma 5.3.6. Assume that G is a bounded, smooth region in RN . Then
there exist a ρ > 0 and twice continuously differentiable maps n : (∂G)(ρ) −→
SN−1, p : (∂G)(ρ) −→ ∂G, and ξ : (∂G)(ρ) −→ (−ρ, ρ) such that, for each
x ∈ G(ρ), p(x) is the one and only p ∈ ∂G satisfying |x−p| = |x−∂G|, n(x) =
n
(
p(x)

)
⊥ Tp(x)∂G, ξ(x) < 0 ⇐⇒ x ∈ G∩(∂G)(ρ), and x = p(x)+ξ(x)n(x).

Proof: Given q ∈ ∂G, choose an open W 3 q and a Fq ∈ C3(W ;R) such
that |∇Fq| > 0 and G ∩W = {Fq < 0}. By Lemma 5.2.11, there exists an

rq > 0 with BRN (q, 3rq) ⊂⊂ W and twice continuously differentiable maps
(cf. (5.2.8))

pq :
(
∂G ∩BRN (q, 3rq)

)
(3rq) −→ ∂G ∩BRN (q, 3rq)

and ξq :
(
∂G ∩BRN (q, 3rq)

)
(3rq) −→ (−3rq, 3rq)

such that, for each x ∈
(
∂G ∩ BRN (q, 3rq)

)
(3rq), pq(x) + ξq(x)

∇Fq
|∇Fq|

(
pq(x)

)
is the one and only way to write x in the form p + ξ ∇F|∇F | (p) with p ∈ ∂G ∩
BRN (q, 3rq) and |ξ| < 3rq. Now choose q1, . . . , qM ∈ ∂G such that ∂G ⊆⋃M
m=1BRN (qm, rm), where rm ≡ rqm , and set ρ = r1 ∧ · · · ∧ rM . If x ∈(
∂G ∩BRN (qm, rm)

)
(ρ), then, for any p ∈ ∂G satisfying |x− p| < ρ,

|p− qm| ≤ |p− x|+ |x− qm| < 3ρ ≤ 3rm.

Hence pqm(x) is the one and only p ∈ ∂G for which |p − x| < ρ and x − p ⊥
Tp(∂G), and so we can define x p(x), x ξ(x), and x n(x) on ∂G(ρ) by
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taking p(x) = pqm(x), ξ(x) = ξqm(x), and n(x) =
∇Fqm
|∇Fqm |

(
pqm(x)

)
when x ∈

(∂G∩BRN (qm, rm)
)
(ρ). Finally, to check that |x− p(x)| = |x− ∂G|, suppose

that p ∈ ∂G and that |p − x| = |x − ∂G|. Then, for any γ : (−ε, ε) −→ ∂G
with γ(0) = p,

2
(
x− p, γ̇(0)

)
RN =

d

dt
|x− γ(t)|2

∣∣
t=0

= 0,

and so x− p ⊥ Tp(∂G), which is possible only if p = p(x). �

Returning to the problem posed earlier, begin with the observation that,
because |Φ(t, x)−x| ≤ ‖V ‖ut, x ∈ G and Φ(t, x) /∈ G only if |x−∂G| ≤ ‖V ‖ut.
Thus if ρ is taken as in Lemma 5.3.6 and T > 0 is chosen such that ‖V ‖uT < ρ,
then, in the notation of that lemma, we know that, for each t ∈ [0, T ], x ∈ G
and Φ(t, x) /∈ G if and only if

x ∈ G ∩ (∂G)(‖V ‖ut) and
(
n
(
Φ(t, x)

)
,Φ(t, x)− p

(
Φ(t, x)

))
RN
≥ 0.

Next, write(
n
(
Φ(t, x)

)
,Φ(t, x)− p

(
Φ(t, x)

))
RN

=
(
n
(
Φ(t, x)

)
,Φ(t, x)− x

)
RN

+
(
n
(
Φ(t, x)

)
, x− p(x)

)
RN

+
(
n
(
Φ(t, x)

)
, p(x)− p

(
Φ(t, x)

))
RN
.

Because |x− p(x)| ∨ |Φ(t, x)− x| ≤ ‖V ‖ut, we have that(
n
(
Φ(t, x)

)
,Φ(t, x)− x

)
RN

= t
(
n
(
Φ(t, x)

)
, V (x)

)
RN

+O(t2) = t
(
n
(
p(x)

)
, V
(
p(x)

))
RN

+O(t2)

and (
n
(
Φ(t, x)

)
, x− p(x)

)
RN

=
(
n
(
p(x)

)
, x− p(x)

)
RN

+O(t2).

At the same time, because p
(
Φ(t, x)

)
∈ ∂G for all t ∈ [0, T ] and therefore

d
dtp
(
Φ(t, x)

)∣∣
t=0
∈ Tp(x)(∂G),(

n
(
Φ(t, x)

)
, p(x)− p

(
Φ(t, x)

))
RN

= O(t2).

Thus, we now know that, for t ∈ [0, T ], x ∈ G and Φ(t, x) /∈ G if and only if

0 <
(
n
(
p(x)

)
, x− p(x)

)
RN

+ t
(
n
(
p(x)

)
, V
(
p(x)

))
RN

+ E(t, x),

where |E(t, x)| ≤ Ct2 for some C <∞.
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Now let (U,Ψ) be a coordinate chart for ∂G, and define the associated

diffeomorphism Ψ̃ on the open set Ũ ⊆ RN as in Lemma 5.2.11. Given
(u, t) ∈ U × [0, T ], set

I(t, u) =
{
ξ : −t

(
n
(
Ψ(u)

)
, V
(
Ψ(u)

))
RN
− E

(
t, Ψ̃(u, ξ)

)
< ξ < 0

}
.

Then for sufficiently small t > 0, the preceding says that Ψ̃(u, ξ) ∈ G ∩ Ψ̃(Ũ)

and Φ
(
t, Ψ̃(u, ξ)

)
/∈ G if and only if u ∈ U and ξ ∈ I(t, u). Hence, if Γ ∈ B∂G

with Γ ⊆ Ψ(U) and Γ̃ = {x ∈ (∂G)(ρ) : p(x) ∈ Γ}, then, by Theorems 5.2.2
and 4.1.6 and (5.2.13),

∫
G∩Γ̃

1G{

(
Φ(t, x)

)
dx =

∫
Ψ−1(Γ)

(∫
I(u,t)

JΨ̃(u, ξ) dξ

)
du

= t

∫
Ψ−1(Γ)

(
n
(
Ψ(u)

)
, V
(
Ψ(u)

))+

RN
JΨ(u) du+O(t2)

for sufficiently small t ∈ (0, T ]. After an obvious covering argument, this leads
(cf. (5.2.17)) to the conclusion that

lim
t↘0

1

t

∫
G

1G{

(
Φ(t, x)

)
dx =

∫
∂G

(
n(x), V (x)

)+
RN λ∂G(dx).

By essentially the same argument, we also have that

lim
t↘0

1

t

∫
G{

1G
(
Φ(t, x)

)
dx =

∫
∂G

(
n(x), V (x)

)−
RN λ∂G(dx)

and therefore, by (∗), that

lim
t↘0

1

t

(∫
1G(x) dx−

∫
1G
(
Φ(t, x)

)
dx

)
=

∫
∂G

(
n(x), V (x)

)
RN λ∂G(dx).

By combining the preceding calculation with the earlier one, the one that
was based on (5.3.5), we arrive at the following statement.

Theorem 5.3.7 (Divergence Theorem). Let G be a bounded, smooth
region in RN and V : RN −→ RN a twice continuously differentiable vector
field with uniformly bounded first derivative. Then∫

G

div(V )(x) dx =

∫
∂G

(
n(x), V (x)

)
RN λ∂G(dx),

where n(x) is the outward pointing unit normal to ∂G at x ∈ ∂G.
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There are so many applications of Theorem 5.3.7 that it is hard to choose
among them. However, here is one that is particularly useful. In its statement,

LV is the directional derivative operator
∑N
i=1 Vi∂xi determined by V , and

L>V is the corresponding formal adjoint operator given by

L>V f = −
N∑
i=1

∂xi(fVi) = −LV f − fdiv(V ).

Corollary 5.3.8. Referring to the preceding, one has∫
G

fLV g dλRN =

∫
G

gL>V f dλRN +

∫
∂G

fg
(
n, V

)
RN dλ∂G

for all f, g ∈ C2
b(RN ;R).

Proof: Simply observe that div(fgV ) = gLV f − fL>V g, and apply Theorem
5.3.7 to the vector field fgV .

Exercises for § 5.3

Exercise 5.3.9. Let G and V be as in Theorem 5.3.7. Choose ρ > 0, p :
(∂G)(ρ) −→ ∂G, n : (∂G)(ρ) −→ SN−1, and ξ : (∂G)(ρ) −→ (−ρ, ρ) as in
Lemma 5.3.6; and assume that

(
V (p),n(p)

)
RN = 0 for all p ∈ ∂G.

(i) Show that ∇ξ = n on (∂G)(ρ).

Hint: From x = p(x) + ξ(x)n(x), show that ei = ∂xip + (∂xiξ)n + ξ∂xin,
where (ei)j = δi,j . Show that ∂xip(x) ∈ Tp(x)(M) and that

(
∂xin,n

)
RN =

1
2∂xi |n(x)|2 = 0, and conclude that n(x)i = ∂xiξ.

(ii) Show that there is a C < ∞ such that
∣∣(V (x),n(p(x))

)
RN
∣∣ ≤ C|ξ(x)|

for all x ∈ (∂G)(ρ).

(iii) Show that there is a T > 0 such that Φ(t, p) ∈ ∂G(ρ) for all p ∈ ∂G
and |t| ≤ T . Next, set u(t, p) = ξ ◦ Φ(t, p) for |t| ≤ T , and show that there
exists a C <∞ such that |u̇(t, p)| ≤ C|u(t, p)| and therefore that Φ(t, p) ∈ ∂G
for all p ∈ ∂G and |t| ≤ T .

Hint: Use induction on n ≥ 0 to show that |u(t, p)| ≤ ρ(Ct)n

n! for |t| ≤ T .

(iv) Show that Φ(t, x) ∈ ∂G for all t ∈ R if Φ(s, x) ∈ ∂G for some s ∈ R, and
use this to conclude that, depending on whether x ∈ G or x /∈ Ḡ, Φ(t, x) ∈ G
or Φ(t, x) /∈ Ḡ for all t ≥ 0.

Hint: Use (iii) and the flow property Φ(s+ t, p) = Φ
(
t,Φ(s, p)

)
.

(v) Under the additional assumption that div(V ) = 0 on G, show that
(Φ(t, · ) � G)∗λG = λG for all t ∈ R, where λG = λRN � BG.
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Exercise 5.3.10. Use ∆ =
∑N
i=1 ∂

2
xi to denote the Euclidean Laplacian on

RN . Given a pair of functions u, v ∈ C2
b(RN ;RN ) and a bounded smooth

region G in RN , prove Green’s formula:∫
G

(
u∆v − v∆u

)
dλRN =

∫
∂G

(
u
(
n,∇v

)
RN − v

(
n,∇u

)
RN

)
dλ∂G,

where n denotes the outward pointing unit normal. In particular,∫
G

∆u dλRN =

∫
∂G

(
n,∇u

)
RN dλ∂G.

Hint: Note that u∆v − v∆u = div
(
u∇v − v∇u

)
.

Exercise 5.3.11. Take N = 2, and assume that ∂G is a closed, simple curve
in the sense that there is a γ ∈ C2

(
[0, 1];R2

)
with the properties that

t ∈ [0, 1) 7−→ γ(t) ∈ ∂G is an injective surjection,

γ(0) = γ(1), γ̇(0) = γ̇(1), γ̈(0) = γ̈(1), and |γ̇(t)| > 0 for t ∈ [0, 1].

(i) Show that ∫
∂G

ϕλ∂G =

∫
[0,1]

ϕ ◦ γ(t) |γ̇(t)| dt

for all bounded measurable ϕ on ∂G.

(ii) Let n(t) denote the outer unit normal to G at γ(t), check that

n(t) = ±|γ̇(t)|−1
(
γ̇2(t),−γ̇1(t)

)
,

with the same sign for all t ∈ [0, 1), and assume that γ has been parametrized
so that the plus sign is the correct one. Next, suppose that u, v ∈ C2

b

(
R2;R

)
,

and set f = u+ iv. If ∂z̄ ≡ 1
2 (∂x + i∂y), show that

2i

∫
G

∂z̄f dλR2 =

∫ 1

0

f
(
γ(t)

)
dz(t),

where z(t) ≡ γ1(t) + iγ2(t) and dz(t) = ż(t)dt. When f is analytic in G,
the Cauchy–Riemann equations imply that ∂z̄f = 0 there, and the preceding
becomes the renowned Cauchy Integral Theorem. See Exercise 5.3.14 for
a continuation of this exercise.

Hint: Check that 2∂z̄f = div(V ) + idiv(W ), where

V =

(
u
−v

)
and W =

(
v
u

)
.

Now apply the Divergence Theorem, and check that (V,n)R2 + i(W,n)R2 =
−if ż.
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Exercise 5.3.12. Suppose that u ∈ C2
b

(
RN ;R) and that ∆u = 0 onBRN (x,R).

The goal of this exercise is to prove the mean-value property

(5.3.13) u(x) =
1

ωN−1

∫
SN−1

u(x+Rω)λSN−1(dω),

and the first step is to show that it suffices to handle the case in which x is
the origin. Second, observe that there is hardly anything to do when N = 1,
since in that case there exist a, b ∈ R for which u(x) = ax + b for |x| ≤ R,

and so u(0) = u(−R)+u(R)
2 . Thus, assume that N ≥ 2, and define

gN (r) =

{
log 1

r if N = 2

(N − 2)−1r2−N if N ≥ 3
for r > 0,

and, for ε > 0, set

vε(x) = gN
(√

ε2 + |x|2
)
− gN

(√
ε2 +R2

)
.

(i) Given 0 < r < R, set Gr = BRN (0, R) \BRN (0, r), and show that∫
∂Gr

((
n,∇vε

)
RNu−

(
n,∇u

)
RN vε

)
dλ∂Gr

=

(
r√

ε2 + r2

)N ∫
SN−1

u(rω)λSN−1(dω)

−
(

R√
ε2 +R2

)N ∫
SN−1

u(Rω)λSN−1(dω)

+ rN−1Aε(r,R)

∫
SN−1

(
ω,∇u(rω)

)
RN λSN−1(dω),

where Aε(r,R) ≡ gN
(√
ε2 +R2

)
− gN

(√
ε2 + r2

)
.

(ii) Using the fact that ∆w(x) = ϕ′′(|x|) + (N − 1)ϕ
′(|x|)
|x| if w(x) = ϕ(|x|),

show that

∆vε(x) = − Nε2

(ε2 + |x|2)1+N
2

,

and combine this with (cf. Exercise 5.3.10) Green’s formula and (i) to conclude
that

Nε2
∫
Gr

u(x)

(ε2 + |x|2)1+N
2

λRN (dx)

=

(
r√

ε2 + r2

)N ∫
SN−1

u(rω)λSN−1(dω)

−
(

R√
ε2 +R2

)N ∫
SN−1

u(Rω)λSN−1(dω)

+ rN−1Aε(r,R)

∫
SN−1

(
ω,∇u(rω)

)
RN λSN−1(dω).

Now let ε↘ 0 and then r ↘ 0 to arrive at (5.3.13).
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Exercise 5.3.14. Refer to the setting in Exercise 5.3.11, especially part (ii),
and use f(z) to denote f(x, y) when z = x + iy. The goal of this exercise is
to show that

2i

∫
G

∂z̄f(z)

z − ζ
dλR2 =

∫ 1

0

f
(
z(t)

)
z(t)

dz(t)− 2πif(ζ) for ζ ∈ G.

In particular, when f is analytic in G, this proves the Cauchy Integral
Formula.

(i) First reduce to the case 0 ∈ G and ζ = 0. Second, show that ∂z̄
f(z)
z =

∂z̄f(z)
z for z 6= 0.

(ii) Define

η(z) =


1
z if |z| > 1

1
z

(
1− 16(1− |z|)4

)4
if 1

2 < |z| ≤ 1

0 if |z| ≤ 1
2 ,

and check that η ∈ C2
b

(
R2; [0, 1]

)
.

(iii) Given r > 0 with B(0, r) ⊂⊂ G, set fr(z) = η(r−1z)f(z), and apply
parts (i) here and (ii) of Exercise 5.3.11 to fr to see that

2i

∫
G\B(0,r)

∂z̄f(z)

z
dλR2 =

∫
∂G

f
(
z(t)

)
z(t)

dz(t)− 2πi

∫ 1

0

f
(
rei2πt

)
dt.

Finally, let r ↘ 0.



chapter 6

Basic Inequalities and Lebesgue Spaces

I have already introduced (cf. §§ 3.1.2 and 3.2.3) the vector space L1(µ;R)
with the norm1 ‖ · ‖L1(µ;R) and shown it to be a Banach space: that is, a
normed vector space that is complete with respect to the metric determined
by its norm. Although, from the measure-theoretic point of view, L1(µ;R)
is an obvious space with which to deal, from a geometric standpoint, it is
flawed. To understand its flaw, consider the two point space E = {1, 2} and
the measure µ that assigns measure 1 to both points. Then L1(µ;R) is easily
identified with R2, and the length that ‖ · ‖L1(µ;R) assigns x = (x1, x2) ∈ R2

is |x1| + |x2|. Hence, the unit ball in this space is the equilateral diamond
whose center is the origin and whose vertices lie on the coordinate axes, and,
as such, its boundary has nasty corners. For this reason, it is reasonable to
ask whether there are measure-theoretically natural Banach spaces that have
better geometric properties.

In the first part of this chapter I will develop a few inequalities that will
allow me in the second part to introduce the sort of Banach spaces alluded to in
the preceding. Once I have done so, I will conclude with a cursory presentation
of results about the boundedness properties of linear maps between these
spaces.

§ 6.1 Jensen, Minkowski, and Hölder

In this section I will derive some inequalities that generalize the inequalities,
like the triangle inequality, which are familiar in the Euclidean context.

Since all the inequalities here are consequences of convexity considerations,
I will begin by reviewing a few elementary facts about convex sets and concave
functions on them. Let V be a real or complex vector space. A subset C ⊆ V
is said to be convex if (1 − α)x + αy ∈ C whenever x, y ∈ C and α ∈ [0, 1].
Given a convex set C ⊆ V , g : C −→ R is said to be a concave function on
C if

g
(
(1− α)x+ αy

)
≥ (1− α)g(x) + αg(y) for all x, y ∈ C and α ∈ [0, 1].

1 Given a vector space V , a norm ‖ · ‖ on V is a non-negative map with the properties that

‖v‖ = 0 if and only if v = 0, ‖αv‖ = |α|‖v‖ for all α ∈ R and v ∈ V , and ‖v+w‖ ≤ ‖v‖+‖w‖
for all v, w ∈ V . The metric on V determined by the norm ‖ · ‖ is the one for which ‖w−v‖
gives the distance between v and w.
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Note that g is concave on C if and only if
{

(x, t) ∈ C × R : t ≤ g(x)
}

is a
convex subset of V ⊕ R. In addition, one can use induction on n ≥ 2 to see
that

n∑
1

αkyk ∈ C and g

(
n∑
1

αkyk

)
≥

n∑
1

αkg(yk)

for all n ≥ 2, {y1, . . . , yn} ⊆ C and {α1, . . . , αn} ⊆ [0, 1] with
∑n

1 αk = 1.
Namely, if n = 2 or αn ∈ {0, 1}, then there is nothing to do. On the other

hand, if n ≥ 3 and αn ∈ (0, 1), set x = (1−αn)−1
∑n−1
k=1 αkyk, and, assuming

the result for n− 1, conclude that

g

(
n∑
1

αkyk

)
= g
(
(1− αn)x+ αnyn

)
≥ (1− αn)g

(
n−1∑
k=1

αk(1− αn)−1yk

)
+ αng(yn) ≥

n∑
k=1

αkg(yk).

The essence of the relationship between these notions and measure theory
is contained in the following.

Theorem 6.1.1 (Jensen’s inequality). Let C be a closed, convex subset
of RN , and suppose that g is a continuous, concave, non-negative function on
C. If (E,B, µ) is a probability space and F : E −→ C a measurable function
on (E,B) with the property that |F| ∈ L1(µ;R), then

∫
E

F dµ ≡


∫
E
F1 dµ
...∫

E
FN dµ

 ∈ C
and ∫

E

g ◦ F dµ ≤ g
(∫

E

F dµ

)
.

(See Exercise 6.1.9 for another derivation.)

Proof: First assume that F is simple. Then F =
∑n
k=0 yk1Γk for some n ∈

Z+, y0, . . . , yn ∈ C, and cover {Γ0, . . . ,Γn} of E by mutually disjoint elements
of B. Thus, since

∑n
0 µ(Γk) = 1 and C is convex,

∫
E

F dµ =
∑n

0 ykµ(Γk) ∈ C
and, because g is concave and

∑n
k=0 µ(Γk) = 1,

g

(∫
E

F dµ

)
= g

( n∑
k=0

ykµ(Γk)

)
≥

n∑
k=0

g(yk)µ(Γk) =

∫
E

g ◦ F dµ.

Now let F be general. The idea is to approximate F by C-valued simple
functions. For this purpose, choose and fix some element y0 of C, and let
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{yk : k ≥ 1} be a dense sequence in C. Given m ∈ Z+, choose Rm > 0 and
nm ∈ Z+ for which∫

{|F|≥Rm}

(
|F|+ |y0|

)
dµ ≤ 1

m
and C ∩B(0, Rm) ⊆

nm⋃
k=1

B
(
yk,

1
m

)
.

Next, set Γm,0 =
{
ξ ∈ E : |F(ξ)| ≥ Rm

}
, and use induction to define

Γm,` =

{
ξ ∈ E \

`−1⋃
k=0

Γm,k : F(ξ) ∈ B
(
y`,

1
m

)}

for 1 ≤ ` ≤ nm. Finally, set Fm =
∑nm
k=0 yk1Γm,k .

By construction, the Fm’s are simple and C-valued. Hence, by the preced-
ing, ∫

E

Fm dµ ∈ C and g

(∫
E

Fm dµ

)
≥
∫
E

g ◦ Fm dµ

for each m ∈ Z+. Moreover, since |F− Fm| ≤ 1
m on

⋃nm
1 Γm,` = E \ Γm,0,∫

E

∣∣F− Fm
∣∣ dµ =

nm∑
`=0

∫
Γm,`

∣∣F− Fm
∣∣ dµ ≤ 1

m
+

∫
Γm,0

(
|F|+ |y0|

)
dµ ≤ 2

m
.

Thus,
∥∥ |Fm − F|

∥∥
L1(µ;R)

−→ 0 as m → ∞; and so, because C is closed, we

now see that
∫
E

F dµ ∈ C. At the same time, because (cf. Exercise 3.2.17)
g is continuous, g ◦ Fm −→ g ◦ F in µ-measure as m → ∞. Hence, by the
version of Fatou’s Lemma in Theorem 3.2.12,∫
E

g ◦ F dµ ≤ lim
m→∞

∫
E

g ◦ Fm dµ ≤ lim
m→∞

g

(∫
E

Fm dµ

)
= g

(∫
E

F dµ

)
. �

In order to apply Jensen’s inequality, we need to develop a criterion for
recognizing when a function is concave. Such a criterion is contained in the
next theorem. Recall that the Hessian matrix Hg(x) of a function g that is
twice continuously differentiable at x is the symmetric matrix given by

Hg(x) ≡
((

∂2g

∂xi∂xj
(x)

))
1≤i,j≤N

.

Also, a symmetric, real N ×N matrix A is said to be non-positive definite if
all of its eigenvalues are non-positive, or, equivalently, if

(
ξ, Aξ

)
RN ≤ 0 for all

ξ ∈ RN .

Lemma 6.1.2. Suppose that U is an open, convex subset of RN , and set
C = U . Then C is also convex. Moreover, if g : C −→ R is continuous and
g � U is concave, then g is concave on all of C. Finally, if g : C −→ R is
continuous and g � U is twice continuously differentiable, then g is concave
on C if and only if its Hessian matrix is non-positive definite for each x ∈ U .
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Proof: The convexity of C is obvious. In addition, if g � U is concave, the
concavity of g on C follows trivially by continuity. Thus, what remains to
show is that if g : U −→ R is twice continuously differentiable, then g is
concave on U if and only if its Hessian is non-positive definite at each x ∈ U .

In order to prove that g is concave on U if Hg(x) is non-positive definite at
every x ∈ U , we will use the following simple result about functions on the
interval [0,1]. Namely, suppose that u ∈ C2

(
[0, 1];R

)
, u(0) = 0 = u(1), and

u′′ ≤ 0. Then u ≥ 0. To see this (cf. Exercise 6.1.10 for another approach), let
ε > 0 be given, and consider the function uε ≡ u+εt(1−t). Clearly it is enough
to show that uε ≥ 0 on [0, 1] for every ε > 0. Note that uε(0) = uε(1) = 0
and u′′ε (t) < 0 for every t ∈ [0, 1]. On the other hand, if uε(t) < 0 for some
t ∈ [0, 1], then there is an s ∈ (0, 1) at which uε achieves its absolute minimum.
But this is impossible, since then, by the second derivative test, we would have
that u′′ε (s) ≥ 0.

Now assume that Hg(x) is non-positive definite for every x ∈ U . Given
x, y ∈ U , define u(t) = g((1− t)x+ ty)− (1− t)g(x)− tg(y) for t ∈ [0, 1]. Then
u(0) = u(1) = 0 and

u′′(t) =
(
y − x,Hg((1− t)x+ ty)(y − x)

)
RN
≤ 0

for every t ∈ [0, 1]. Hence, by the preceding paragraph, u ≥ 0 on [0, 1]; and
so g((1− t)x+ ty) ≥ (1− t)g(x) + tg(y) for all t ∈ [0, 1]. In other words, g is
concave on U and therefore on C.

To complete the proof, suppose that Hg(x) has a positive eigenvalue for
some x ∈ U . We can then find an e ∈ SN−1 and an ε > 0 such that(
e, Hg(x)e

)
RN > 0 and x+ te ∈ U for all t ∈ (−ε, ε). Set u(t) = g(x+ te) for

t ∈ (−ε, ε). Then u′′(0) =
(
e, Hg(x)e

)
RN > 0. On the other hand,

u′′(0) = lim
t→0

u(t) + u(−t)− 2u(0)

t2
,

and, if g were concave,

2u(0) = 2u

(
t− t

2

)
= 2g

(
1
2 (x+ te) + 1

2 (x− te)

)
≥ g(x+ te) + g(x− te) = u(t) + u(−t),

from which we would get the contradiction 0 < u′′(0) ≤ 0. �

When N = 2, the following lemma provides a useful test for non-positive
definiteness.

Lemma 6.1.3. Let A =
(
a b

b c

)
be a real symmetric matrix. Then A is non-

positive definite if and only if both a + c ≤ 0 and ac ≥ b2. In particular,
for each α ∈ (0, 1), the functions (x, y) ∈ [0,∞)2 7−→ xαy1−α and (x, y) ∈
[0,∞)2 7−→

(
xα + yα

) 1
α are continuous and concave.
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Proof: In view of Lemma 6.1.2, it suffices to check the first assertion. To
this end, let T = a + c be the trace and D = ac − b2 the determinant of A.
Also, let λ and µ denote the eigenvalues of A. Then, T = λ+ µ and D = λµ.

If A is non-positive definite and therefore λ∨ µ ≤ 0, then it is obvious that
T ≤ 0 and that D ≥ 0. Conversely, If D > 0, then either both λ and µ are
positive or both are negative. Hence if, in addition, T ≤ 0, then λ and µ are
negative. Finally, if D = 0 and T ≤ 0, then either λ = 0 and µ = T ≤ 0 or
µ = 0 and λ = T ≤ 0. �

My first application of these considerations provides a generalization, known
as Minkowski’s inequality, of the triangle inequality.

Theorem 6.1.4 (Minkowski’s inequality). Let f1 and f2 be non-nega-
tive, measurable functions on the measure space (E,B, µ). Then, for every
p ∈ [1,∞),

(∫
E

(
f1 + f2

)p
dµ

) 1
p

≤
(∫

E

fp1 dµ

) 1
p

+

(∫
E

fp2 dµ

) 1
p

.

Proof: The case p = 1 follows from (3.1.10), and so we will assume that
p ∈ (1,∞). Also, without loss of generality, we will assume that fp1 and fp2
are µ-integrable and that f1 and f2 are [0,∞)-valued.

Let p ∈ (1,∞) be given. If we assume that µ(E) = 1 and take α = 1
p , then,

by Lemma 6.1.3 and Jensen’s inequality,∫
E

(
f1 + f2

)p
dµ =

∫
E

[(
fp1
)α

+
(
fp2
)α] 1

α

dµ

≤
[(∫

E

fp1 dµ

)α
+

(∫
E

fp2 dµ

)α] 1
α

=

[(∫
E

fp1 dµ

) 1
p

+

(∫
E

fp2 dµ

) 1
p

]p
.

More generally, if µ(E) = 0 there is nothing to do, and if 0 < µ(E) < ∞ we
can replace µ by µ

µ(E) and apply the preceding. Hence, all that remains is

the case µ(E) = ∞. But if µ(E) = ∞, take En =
{
f1 ∨ f2 ≥ 1

n

}
, note that

µ(En) ≤ np
∫
fp1 dµ + np

∫
fp2 dµ < ∞, apply the preceding to f1, f2, and µ

all restricted to En, and let n→∞. �

The next application, which is known as Hölder’s inequality, gives a
generalization of the inner product inequality |(ξ, η)RN | ≤ |ξ||η| for ξ, η ∈ RN .
In the Euclidean context, this inequality can be seen as an application of the
law of the cosine, which says that the inner product of vectors is the product
of their lengths and the cosine of the angle between them.
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Theorem 6.1.5 (Hölder’s inequality). Given p ∈ (1,∞), define the Höl-
der conjugate p′ of p ∈ (1,∞) by the equation 1

p + 1
p′ = 1 (i.e., p′ = p

p−1 ).

Then, for every pair of non-negative, measurable functions f1 and f2 on the
measure space (E,B, µ),∫

E

f1f2 dµ ≤
(∫

E

fp1 dµ

) 1
p
(∫

E

fp
′

2 dµ

) 1
p′

for every p ∈ (1,∞).

Proof: First note that if either factor on the right-hand side of the above
inequality is 0, then f1f2 = 0 (a.e.,µ), and so the left-hand side is also 0.
Thus we will assume that both factors on the right are strictly positive, in

which case, we may and will assume in addition that both fp1 and fp
′

2 are µ-
integrable and that f1 and f2 are both [0,∞)-valued. Also, just as in the proof
of Minkowski’s inequality, we can reduce everything to the case µ(E) = 1. But
then we can apply Jensen’s inequality and Lemma 6.1.3 with α = 1

p to see

that ∫
E

f1f2 dµ =

∫
E

(
fp1
)α (

fp
′

2

)1−α
dµ ≤

(∫
E

fp1 dµ

)α(∫
E

fp
′

2 dµ

)1−α

=

(∫
E

fp1 dµ

) 1
p
(∫

E

fp
′

2 dµ

) 1
p′

. �

Exercises for § 6.1

Exercise 6.1.6. Here are a couple of easy applications of the preceding
ideas.

(i) Show that log is continuous and concave on every interval [ε,∞) with
ε > 0. Use this together with Jensen’s inequality to show that for every
n ∈ Z+, µ1, . . . , µn ∈ (0, 1) satisfying

∑n
m=1 µm = 1, and a1, . . . , an ∈ [0,∞),

n∏
m=1

aµmm ≤
n∑

m=1

µmam.

In particular, when µm = 1
n for every 1 ≤ m ≤ n, this yields

(
a1 · · · an

) 1
n

≤ 1
n

∑n
m=1 am, which is the statement that the arithmetic mean dominates

the geometric mean.

(ii) Let n ∈ Z+, and suppose that f1, . . . , fn are non-negative, measurable
functions on the measure space (E,B, µ). Given p1, . . . , pn ∈ (1,∞) satisfying∑n
m=1

1
pm

= 1, show that

∫
E

f1 · · · fn dµ ≤
n∏

m=1

(∫
E

fpmm dµ

) 1
pm

.
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Exercise 6.1.7. When p = 2, Minkowski’s and Hölder’s inequalities are
intimately related and are both very simple to prove. Indeed, let f1 and f2 be
bounded, measurable functions on the finite measure space (E,B, µ). Given
any α 6= 0, observe that

0 ≤
∫
E

(
αf1 ±

1

α
f2

)2

dµ = α2

∫
E

f2
1 dµ± 2

∫
E

f1f2 dµ+
1

α2

∫
E

f2
2 dµ,

from which it follows that

2

∣∣∣∣∫
E

f1f2 dµ

∣∣∣∣ ≤ t∫
E

f2
1 dµ+

1

t

∫
E

f2
2 dµ

for every t > 0. If either integral on the right vanishes, show from the pre-
ceding that

∫
E
f1f2 dµ = 0. On the other hand, if neither integral vanishes,

choose t > 0 so that the preceding yields

(6.1.8)

∣∣∣∣∫
E

f1f2 dµ

∣∣∣∣ ≤ (∫
E

f2
1 dµ

) 1
2
(∫

E

f2
2 dµ

) 1
2

.

Hence, in any case, (6.1.8) holds. Finally, argue that one can remove the
restriction that f1 and f2 be bounded, and then remove the condition that
µ(E) < ∞. In particular, even if they are not bounded, so long as f2

1 and
f2

2 are µ-integrable, conclude that f1f2 must be µ-integrable and that (6.1.8)
continues to hold.

Clearly (6.1.8) is the special case of Hölder’s inequality when p = 2. Because
it is a particularly significant case, it is often referred to by a different name
and is called Schwarz’s inequality. Assuming that both f2

1 and f2
2 are µ-

integrable, show that the inequality in Schwarz’s inequality is an equality if
and only if there exist (α, β) ∈ R2 \ {0} such that αf1 + βf2 = 0 (a.e.,µ).

Finally, use Schwarz’s inequality to obtain Minkowski’s inequality for the
case p = 2. Notice the similarity between the development here and that of
the classical triangle inequality for the Euclidean metric on RN .

Exercise 6.1.9. A geometric proof of Jensen’s inequality can be based on the
following. Given a closed, convex subset C of RN , show that q /∈ C if and only
if there is a eq ∈ SN−1 such that

(
eq, q−x

)
RN > 0 for all x ∈ C. Next, given a

probability space (E,B, µ) and a µ-integrable F : E −→ C, use the preceding
to show that p ≡

∫
F dµ ∈ C. Finally, let g : C −→ [0,∞) be a continuous,

concave function, and use the first part to prove Jensen’s inequality. Here are
some steps that you might want follow in proving Jensen’s inequality.

(i) Show that if g1 and g2 are continuous, concave functions on C, then so
is g1 ∧ g2. In particular, if g is a non-negative, continuous, concave function,
then g ∧ n is also, and use this to reduce the proof of Jensen’s inequality to
the case in which g is bounded.
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(ii) Assume that g : C −→ [0,∞) is a bounded, continuous, concave func-

tion, and set Ĉ = {(x, t) ∈ RN × R : x ∈ C and t ≤ g(x)}. Show that Ĉ is

a closed, convex subset of RN+1. Next, define F̂ : E −→ Ĉ by F̂ =
(

F

g◦F

)
,

note that F̂ is µ-integrable, and apply the first part to see that its µ-integral
is an element of Ĉ. Finally, notice that∫

F̂ dµ ∈ Ĉ =⇒
∫
g ◦ F dµ ≤ g

(∫
F dµ

)
.

Exercise 6.1.10. Suppose that u ∈ C2
(
[0, 1];R

)
satisfies u(0) = 0 = u(1).

The goal of this exercise is to show that

(∗) u(t) = −
∫

[0,1]

(s ∧ t− st)u′′(s) ds for t ∈ [0, 1].

In particular, if u′′ ≤ 0, then u ≥ 0.

(i) Use integration by parts to show that

u(t) = tu′(0) +

∫
[0,t]

(t− s)u′′(s) ds for t ∈ [0, 1].

(ii) Using (i), show that u′(0) = −
∫

[0,1]
(1 − s)u′′(s) ds and therefore that

(∗) holds.

§ 6.2 The Lebesgue Spaces

In the first part of this section I will introduce and briefly discuss the standard
Lebesgue spaces Lp(µ;R). In the second part, I will look at mixed Lebesgue
spaces, one of the many useful variations on the standard ones.

§ 6.2.1. The Lp-Spaces: Given a measure space (E,B, µ) and a p ∈ [1,∞),
define

‖f‖Lp(µ;R) =

(∫
E

|f |p dµ
) 1
p

for measurable functions f on (E,B). Also, if f is a measurable function on
(E,B) define

‖f‖L∞(µ;R) = inf
{
M ∈ [0,∞] : |f | ≤M (a.e.,µ)

}
.

Although information about f can be gleaned from a study of ‖f‖Lp(µ;R)

as p changes (for example, spikes in f will be emphasized by taking p to be
large), all these quantities share the same flaw as ‖f‖L1(µ;R): they cannot
detect properties of f that occur on sets having µ-measure 0. Thus, before we
can hope to use any of them to put a metric on measurable functions, we must
invoke the same subterfuge that I introduced in § 3.1.2 in connection with the
space L1(µ;R). That is, for p ∈ [1,∞], denote by Lp(µ;R) = Lp(E,B, µ;R)
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the collection of equivalence classes [f ]
µ∼ of R-valued, measurable functions f

satisfying ‖f‖Lp(µ;R) < ∞. Once again, I will consistently abuse notation by

using f to denote its own equivalence class [f ]
µ∼.

Obviously ‖αf‖Lp(µ;R) = |α|‖f‖Lp(µ;R) for all p ∈ [1,∞), α ∈ R, and B-
measurable f ’s. Also, by (3.1.10) and Minkowski’s inequality, we have the
triangle inequality

‖f1 + f2‖Lp(µ;R) ≤ ‖f1‖Lp(µ;R) + ‖f2‖Lp(µ;R)

for all p ∈ [1,∞) and f1, f2 ∈ Lp(µ;R). Moreover, it is a simple matter to
check that these relations hold equally well when p = ∞. Thus, each of the
spaces Lp(µ;R) is a vector space. In addition, because of our convention and
Markov’s inequality (Theorem 3.1.6), ‖f‖Lp(µ;R) = 0 if and only if f = 0 as an
element of Lp(µ;R). Hence, ‖f2−f1‖Lp(µ;R) determines a metric on Lp(µ;R),
and I will write fn −→ f in Lp(µ;R) when {fn : n ≥ 1} ∪ {f} ⊆ Lp(µ;R)
and ‖fn − f‖Lp(µ;R) −→ 0.

The following theorem simply summarizes obvious applications of the re-
sults in §§ 3.1 and 3.2 to the present context. The reader should verify that
each of the assertions here follows from the relevant result there.

Theorem 6.2.1. Let (E,B, µ) be a measure space. Then, for any p ∈ [1,∞]
and f, g ∈ Lp(µ;R),∣∣ ‖g‖Lp(µ;R) − ‖f‖Lp(µ;R)

∣∣ ≤ ‖g − f‖Lp(µ;R).

Next suppose that {fn : n ≥ 1} ⊆ Lp(µ;R) for some p ∈ [1,∞] and that f is
an R-valued measurable function on (E,B).

(i) If p ∈ [1,∞) and fn −→ f in Lp(µ;R), then fn −→ f in µ-measure. If
fn −→ f in L∞(µ;R), then fn −→ f uniformly off of a set of µ-measure 0.

(ii) If p ∈ [1,∞] and fn −→ f in µ-measure or (a.e.,µ), then ‖f‖Lp(µ;R) ≤
limn→∞ ‖fn‖Lp(µ;R). Moreover, if p ∈ [1,∞) and, in addition, there is a

g ∈ Lp(µ;R) such that |fn| ≤ g (a.e.,µ) for each n ∈ Z+, then fn −→ f in
Lp(µ;R).

(iii) If p ∈ [1,∞] and limm→∞ supn≥m ‖fn − fm‖Lp(µ;R) = 0, then there is
an f ∈ Lp(µ;R) such that fn −→ f in Lp(µ;R). In other words, the space
Lp(µ;R) is complete with respect to the metric determined by ‖ · ‖Lp(µ;R).

Finally, we have the following variants of Theorem 3.2.14 and Corollary
3.2.15.

(iv) Assume that µ(E) < ∞ and that p, q ∈ [1,∞). Referring to Theorem
3.2.14, define S as in that theorem. Then, for each f ∈ Lp(µ;R) ∩ Lq(µ;R),
there is a sequence {ϕn : n ≥ 1} ⊆ S such that ϕn −→ f both in Lp(µ;R) and
in Lq(µ;R). In particular, if µ is σ-finite and B is generated by a countable
collection C, then each of the spaces Lp(µ;R), p ∈ [1,∞), is separable.
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(v) Let (E, ρ) be a metric space, and suppose that µ is a measure on
(E,BE) for which there exists a non-decreasing sequence of open sets En ↗ E
satisfying µ(En) < ∞ for each n ≥ 1. Then, for each pair p, q ∈ [1,∞) and
f ∈ Lp(µ;R) ∩ Lq(µ;R), there is a sequence {ϕn : n ≥ 1} of bounded, ρ-
uniformly continuous functions such that ϕn ≡ 0 off of En and ϕn −→ f both
in Lp(µ;R) and in Lq(µ;R).

The version of Lieb’s variation on Fatou’s Lemma for Lp-spaces with p 6= 1
is not so easy as the assertions in Theorem 6.2.1. To prove it we will need the
following lemma.

Lemma 6.2.2. Let p ∈ (1,∞), and suppose that {fn : n ≥ 1} ⊆ Lp(µ;R)
satisfies supn≥1 ‖fn‖Lp(µ;R) < ∞ and that fn −→ 0 either in µ-measure or
(a.e.,µ). Then, for every g ∈ Lp(µ;R),

lim
n→∞

∫
|fn|p−1|g| dµ = 0 = lim

n→∞

∫
|fn| |g|p−1 dµ.

Proof: Without loss of generality, we will assume that all of the fn ’s as well
as g are non-negative. Given δ > 0, we have that∫

fp−1
n g dµ =

∫
{fn≤δg}

fp−1
n g dµ+

∫
{fn>δg}

fp−1
n g dµ

≤ δp−1‖g‖pLp(µ;R) +

∫
{fn≥δ2}

fp−1
n g dµ+

∫
{g≤δ}

fp−1
n g dµ.

Applying Hölder’s inequality to each of the last two terms, we obtain∫
fp−1
n g dµ ≤δp−1‖g‖pLp(µ;R)

+ ‖fn‖p−1
Lp(µ;R)

(∫
{fn≥δ2}

gp dµ

) 1
p

+

(∫
{g≤δ}

gp dµ

) 1
p

 .
Since, by Lebesgue’s Dominated Convergence Theorem, the first term in the
final brackets tends to 0 as n→ 0, we conclude that

lim
n→∞

∫
fp−1
n g dµ ≤ δp−1‖g‖pLp(µ;R) + sup

n≥1
‖fn‖p−1

Lp(µ;R) ‖1{g≤δ}g‖Lp(µ;R)

for every δ > 0. Thus, after another application of Lebesgue’s Dominated
Convergence Theorem, we get the first equality upon letting δ ↘ 0.

To derive the other equality, apply the preceding with fp−1
n and gp−1 re-

placing, respectively, fn and g and with p′ = p
p−1 in place of p. �
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Theorem 6.2.3 (Lieb). Let (E,B, µ) be a measure space, p ∈ [1,∞), and
{fn : n ≥ 1} ∪ {f} ⊆ Lp(µ;R). If supn≥1 ‖fn‖Lp(µ;R) < ∞ and fn −→ f in
µ-measure or (a.e., µ), then

lim
n→∞

∫ ∣∣ |fn|p − |f |p − |fn − f |p ∣∣ dµ = 0;

and therefore ‖fn − f‖Lp(µ;R) −→ 0 if ‖fn‖Lp(µ;R) −→ ‖f‖Lp(µ;R).

Proof: The case p = 1 is covered by Theorems 3.2.3 and 3.2.5, and so we
will assume that p ∈ (1,∞). Given such a p, we will first check that there is
a Kp <∞ such that

(∗)
∣∣ |b|p − |a|p − |b− a|p ∣∣ ≤ Kp

(
|b− a|p−1|a|+ |a|p−1|b− a|

)
, a, b ∈ R.

Since it is clear that (∗) holds for all a, b ∈ R if it does for all a ∈ R \ {0}
and b ∈ R, we can assume that a 6= 0 and divide both sides by |a|p, thereby
showing that (∗) is equivalent to∣∣ |c|p − 1− |c− 1|p

∣∣ ≤ Kp

(
|c− 1|p−1 + |c− 1|

)
, c ∈ R.

Finally, the existence of a Kp < ∞ for which this inequality holds can be
easily verified with elementary consideration of what happens when c is near
1 and when |c| is near infinity.

Applying (∗) with a = fn(x) and b = f(x), we see that∣∣ |fn|p − |f |p − |fn − f |p ∣∣ ≤ Kp

(
|fn − f |p−1|f |+ |fn − f ||f |p−1

)
pointwise. Thus, by Lemma 6.2.2 with fn and g there replaced by, respectively,
fn − f and f here, our result follows. �

Before applying Hölder’s inequality to the Lp-spaces, it makes sense to
complete the definition of the Hölder conjugate p′ that was given in Theorem
6.1.5 only for p ∈ (1,∞). Namely, I will take the Hölder conjugate of 1 to be
∞ and that of ∞ to be 1. Notice that this is completely consistent with the
equation 1

p + 1
p′ = 1 used before.

Theorem 6.2.4. Let (E,B, µ) be a measure space.

(i) If f and g are measurable functions on (E,B), then for every p ∈ [1,∞],

‖fg‖L1(µ;R) ≤ ‖f‖Lp(µ;R) ‖g‖Lp′ (µ;R).

In particular, if f ∈ Lp(µ;R) and g ∈ Lp′(µ;R), then fg ∈ L1(µ;R).

(ii) If p ∈ [1,∞) and f ∈ Lp(µ;R), then

‖f‖Lp(µ;R) = sup
{
‖fg‖L1(µ;R) : g ∈ Lp

′
(µ;R) and ‖g‖Lp′ (µ;R) ≤ 1

}
.
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In fact, if ‖f‖Lp(µ;R) > 0, then the supremum on the right is achieved by the
function

g =
|f |p−1

‖f‖p−1
Lp(µ;R)

.

(iii) More generally, for any f that is measurable on (E,B),

‖f‖Lp(µ;R) ≥ sup
{
‖fg‖L1(µ;R) : g ∈ Lp

′
(µ;R) and ‖g‖Lp′ (µ;R) ≤ 1

}
,

and equality holds if p = 1 or p ∈ (1,∞) and either µ(|f | ≥ δ) <∞ for every
δ > 0 or µ is σ-finite.

(iv) If f : E −→ R is measurable and µ(|f | ≥ R) ∈ (0,∞) for some R ≥ 0,
then

‖f‖L∞(µ;R) = sup
{
‖fg‖L1(µ;R) : g ∈ L1(µ;R) and ‖g‖L1(µ;R) ≤ 1

}
.

Proof: Part (i) is an immediate consequence of Hölder’s inequality when
p ∈ (1,∞). At the same time, when p ∈ {1,∞}, the conclusion is clear
without any further comment. Given (i), (ii) as well as the inequality in (iii)
are obvious.

When p = 1, equality in (iii) is trivial, since one can take g = 1. Moreover,
in view of (ii), the proof of equality in (iii) for p ∈ (1,∞) reduces to showing
that, under either one of the stated conditions, ‖f‖Lp(µ;R) = ∞ implies that
the supremum on right-hand side is infinite. To this end, first suppose that
µ(|f | ≥ δ) <∞ for every δ > 0. Then, for each n ≥ 1, the function given by

ψn ≡ |f |p−1
(
1[ 1

n ,n] ◦ |f |
)

+ n1{∞} ◦ f

is an element of Lp
′
(µ;R). Moreover, if ‖f‖Lp(µ;R) = ∞, then, by the Mono-

tone Convergence Theorem, ‖ψn‖Lp′ (µ;R) −→∞. Thus, since ‖fψn‖L1(µ;R) ≥
‖ψn‖p

′

Lp′ (µ;R)
, we see that

‖fgn‖L1(µ;R) −→∞ if ‖f‖Lp(µ;R) =∞ and gn ≡
ψn

1 + ‖ψn‖Lp′ (µ;R)

.

To handle the case µ is σ-finite and µ(|f | ≥ δ) = ∞ for some δ > 0, choose
{En : n ≥ 1} ⊆ B such that En ↗ E and µ(En) <∞ for every n ≥ 1. Then
it is easy to see that limn→∞ ‖fgn‖L1(µ;R) =∞ when

gn ≡
1Γn(

1 + µ(Γn)
)1− 1

p

with Γn = En ∩ {|f | ≥ δ}.

Since ‖gn‖Lp′ (µ;R) ≤ 1, this completes the proof of (iii).
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Finally, to check (iv), first note that the right side dominates the left. To

get the opposite inequality, define gM =
1[M,∞]◦f
µ(|f |≥M) for M ∈ [0,∞) satisfying

µ(|f | ≥ M) ∈ (0,∞). Obviously, ‖gM‖L1(µ;R) = 1 and ‖fgM‖L1(µ;R) ≥ M .
If R = ‖f‖L∞(µ;R), take M = R to get ‖fgR‖L1(µ;R) ≥ ‖f‖L∞(µ;R). If R <

‖f‖L∞(µ;R), get the same conclusion by considering M ∈
[
R, ‖f‖L∞(µ;R)

)
.

Thus, the left side dominates the right. �

§ 6.2.2. Mixed Lebesgue Spaces: For reasons that will become clearer
in the next section, it is sometimes useful to consider the following slight
variation on the basic Lp-spaces. Namely, let (E1,B1, µ1) and (E2,B2, µ2) be
a pair of σ-finite measure spaces and let p1, p2 ∈ [1,∞). Given a measurable
function f on (E1 × E2,B1 × B2), define

‖f‖L(p1,p2)((µ1,µ2);R) ≡

[∫
E2

(∫
E1

|f(x1, x2)|p1 µ1(dx1)

) p2
p1

µ2(dx2)

] 1
p2

,

and let L(p1,p2)
(
(µ1, µ2);R

)
denote the mixed Lebesgue space of R-valued,

B1 ×B2-measurable f ’s for which ‖f‖L(p1,p2)((µ1,µ2);R) <∞. Obviously, when

p1 = p = p2, ‖f‖L(p1,p2)((µ1,µ2);R) = ‖f‖Lp(µ1×µ2;R) and L(p1,p2)
(
(µ1, µ2);R

)
=

Lp(µ1 × µ2;R).
The goal of this subsection is to show that when p1 ≤ p2 the L(p1,p2)-norm

of a function is dominated by its L(p2,p1)-norm, and the following lemma will
play a crucial role in the proof.

Lemma 6.2.5. For all f and g that are measurable on (E1 × E2,B1 × B2),

(6.2.6)
‖f + g‖L(p1,p2)((µ1,µ2);R) ≤ ‖f‖L(p1,p2)((µ1,µ2);R) + ‖g‖L(p1,p2)((µ1,µ2);R),

‖fg‖L1((µ1×µ2);R) ≤ ‖f‖L(p1,p2)((µ1,µ2);R) ‖g‖L(p′
1
,p′

2
)
((µ1,µ2);R)

.

Moreover, if {fn : n ≥ 1}∪{f} ⊆ L(p1,p2)
(
(µ1, µ2);R

)
, fn −→ f (a.e.,µ1×µ2),

and |fn| ≤ g (a.e.,µ1 × µ2) for each n ≥ 1 and some g ∈ L(p1,p2)
(
(µ1, µ2);R

)
,

then ‖fn − f‖L(p1,p2)((µ1,µ2);R) −→ 0. Finally, if µ1 and µ2 are finite and G
denotes the class of all ψ’s on E1×E2 having the form

∑n
m=1 1Γ1,m

( · 1)ϕm( · 2)
for some n ≥ 1, {ϕm : 1 ≤ m ≤ n} ⊆ L∞(µ2;R), and mutually disjoint
Γ1,1, . . . ,Γ1,n ∈ B1, then, for each f ∈ L(p1,p2)

(
(µ1, µ2);R

)
and ε > 0, there is

a ψ ∈ G for which ‖f − ψ‖L(p1,p2)((µ1,µ2);R) < ε.

Proof: Note that

(∗) ‖f‖L(p1,p2)((µ1,µ2);R) =
∥∥ ‖f( · 1, · 2)‖Lp1 (µ1;R)

∥∥
Lp2 (µ2;R)

.

Hence the assertions in (6.2.6) are consequences of repeated application of
Minkowski’s and Hölder’s inequalities, respectively. Moreover, to prove the
second statement, observe (cf. Exercise 4.1.9) that, for µ2-almost every x2 ∈
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E2, fn( · , x2) −→ f( · , x2) (a.e.,µ1), |fn( · , x2)| ≤ g( · , x2) (a.e.,µ1), and
g( · , x2) ∈ Lp1(µ1;R). Thus, by part (ii) of Theorem 6.2.1, for µ2-almost
every x2 ∈ E2, ‖fn( · , x2)− f( · , x2)‖Lp1 (µ1;R) −→ 0. In addition,

‖fn( · , x2)− f( · , x2)‖Lp1 (µ1;R) ≤ 2‖g( · , x2)‖Lp1 (µ1;R)

for µ2-almost every x2 ∈ E2 and, by (∗) with g replacing f ,∥∥ ‖g( · 1, · 2)‖Lp1 (µ1;R)

∥∥
Lp2 (µ2;R)

<∞.

Hence the required result follows after a second application of (ii) in Theorem
6.2.1.

We turn now to the final part of the lemma, in which both the measures
µ1 and µ2 are assumed to be finite. In fact, without loss of generality, we will
assume that they are probability measures. In addition, by the preceding, it
is clear that, for each f ∈ L(p1,p2)

(
(µ1, µ2);R

)
,

‖f − fn‖L(p1,p2)((µ1,µ2);R) −→ 0 where fn ≡ f1[−n,n] ◦ f.

Thus, we need only consider f ’s that are bounded. Finally, because µ1 × µ2

is also a probability measure, Jensen’s inequality and (∗) imply that

‖f − ψ‖L(p1,p2)(µ1,µ2) ≤ ‖f − ψ‖Lq(µ1×µ2) where q = p1 ∨ p2.

Hence, all that remains is to show that, for every bounded, B1×B2-measurable
f : E1×E2 −→ R and ε > 0, there is a ψ ∈ G for which ‖f −ψ‖Lq(µ1×µ2) < ε.
But, by part (iv) of Theorem 6.2.1, the class of simple functions having the
form

ψ =

n∑
m=1

am1Γ1,m×Γ2,m

with Γi,m ∈ Bi is dense in Lq(µ1 × µ2;R). Thus, we will be done once we

check that such a ψ is an element of G. To this end, set I =
(
{0, 1}

)n
and,

for η ∈ I, define Γ1,η =
⋂n
m=1 Γ

(ηm)
1,m where Γ(0) ≡ Γ{ and Γ(1) ≡ Γ. Then

ψ(x1, x2) =

n∑
m=1

am

∑
η∈I

ηm1Γ1,η (x1)

 1Γ2,m
(x2) =

∑
η∈I

1Γ1,η (x1)ϕη(x2),

where

ϕη =

n∑
m=1

ηmam1Γ2,m
.

Since the Γ1,η ’s are mutually disjoint, this completes the proof. �

We can now prove the following continuous version of Minkowski’s
inequality.
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Theorem 6.2.7. Let (Ei,Bi, µi), i ∈ {1, 2}, be σ-finite measure spaces.
Then, for any measurable function f on (E1 × E2,B1 × B2),

‖f‖L(p1,p2)((µ1,µ2);R) ≤ ‖f‖L(p2,p1)((µ2,µ1);R) if 1 ≤ p1 ≤ p2 <∞.
Proof: Since it is easy to reduce the general case to the one in which both
µ1 and µ2 are finite, we will take them to be probability measures from the
outset.

Let G be the class described in the last part of Lemma 6.2.5. Given ψ =∑n
1 1Γ1,m( · 1)ϕm( · 2) from G, note that, since the Γ1,m ’s are mutually dis-

joint, |
∑n

1 am1Γ1,m
|r =

∑n
1 |am|r1Γ1,m

for any r ∈ [0,∞) and a1, . . . , an ∈ R.
Hence, by Minkowski’s inequality with p = p2

p1
,

‖ψ‖L(p1,p2)((µ1,µ2);R) =

[∫
E2

( n∑
m=1

µ1(Γ1,m)|ϕm(x2)|p1

) p2
p1

µ2(dx2)

] 1
p2

=

∥∥∥∥ n∑
m=1

µ1(Γ1,m)|ϕm( · 2)|p1

∥∥∥∥ 1
p1

L
p2
p1 (µ2;R)

≤

[
n∑

m=1

µ1(Γ1,m)
∥∥ |ϕm|p1

∥∥
L
p2
p1 (µ2;R)

] 1
p1

=

[
n∑
1

µ1(Γ1,m)‖ϕm‖p1

Lp2 (µ2;R)

] 1
p1

=

∫
E1

n∑
m=1

1Γ1,m
(x1)‖ϕm‖p1

Lp2 (µ2;R) µ1(dx1)

 1
p1

=

∫
E1

(
n∑

m=1

1Γ1,m
(x1)‖ϕm‖p2

Lp2 (µ2;R)

) p1
p2

µ1(dx1)


1
p1

=

∫
E1

(∫
E2

∣∣∣∣ n∑
1

1Γ1,m
(x1)ϕm(x2)

∣∣∣∣p2

µ2(dx2)

) p1
p2

µ1(dx1)

 1
p1

= ‖ψ‖L(p2,p1)((µ2,µ1);R).

Therefore we are done when the function f is an element of G.
To complete the proof, let f be a measurable function on (E1×E2,B1×B2).

Clearly we may assume that ‖f‖L(p2,p1)((µ2,µ1);R) <∞. Using the last part of

Lemma 6.2.5, choose {ψn : n ≥ 1} ⊆ G such that ‖ψn−f‖L(p2,p1)((µ2,µ1);R) −→
0. Then, by Jensen’s inequality, one has that ‖ψn−f‖L1((µ1×µ2);R) −→ 0, and
therefore that ψn −→ f in µ1×µ2-measure. Hence, without loss of generality,
assume that ψn −→ f (a.e.,µ1 × µ2). In particular, by Fatou’s Lemma and
Exercise 4.1.9, this means that∫

E1

|f(x1, x2)|p1 µ1(dx1) ≤ lim
n→∞

∫
E1

|ψn(x1, x2)|p1 µ1(dx1)
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for µ2-almost every x2 ∈ E2; and so, by the result for elements of G and
another application of Fatou’s Lemma, the required result follows for f . �

Exercises for § 6.2

Exercise 6.2.8. Let (E,B, µ) be a measure space and f : E −→ R a B-
measurable function.

(i) If µ is finite, show that ‖f‖Lp(µ;R) ≤ µ(E)
1
p−

1
q ‖f‖Lq(µ;R) for 1 ≤ p < q ≤

∞. In particular, when µ is a probability measure, this means that ‖f‖Lp(µ;R)

is non-decreasing as a function of p.

(ii) When E is countable, B = P(E), and µ is the counting measure on
E (i.e., µ({x}) = 1 for each x ∈ E), show that ‖f‖Lp(µ;R) is a non-increasing
function of p ∈ [1,∞].

Hint: First reduce to the case when E = {1, . . . , n} for some n ∈ Z+. Second,
show that it suffices to prove that

∑n
m=1 a

p
m ≤ 1 for every p ∈ [1,∞) and

{am : 1 ≤ m ≤ n} ⊆ [0, 1] with
∑
m=1 am = 1, and apply elementary calculus

to check this.

(iii) If µ is finite or f is µ-integrable, show that, as p→∞, ‖f‖Lp(µ;R) −→
‖f‖L∞(µ;R) for any B-measurable f : E −→ R.

(iv) Let (E1,B1) and (E2,B2) be a pair of measurable spaces, and let µ2 be
a σ-finite measure on (E2,B2). If f : E1×E2 −→ R is B1×B2-measurable, use
(iii) to show that x1 ∈ E1 7−→ ‖f(x1, · )‖L∞(µ2;R) ∈ [0,∞] is B1-measurable.

Hence, we could have defined L(p1,p2)
(
(µ1, µ2);R

)
for all p1, p2 ∈ [1,∞].

Exercise 6.2.9. Let a measure space (E,B, µ) and 1 ≤ q0 ≤ q1 ≤ ∞ be
given. If f ∈ Lq0(µ;R) ∩ Lq1(µ;R), show that for every t ∈ (0, 1)

‖f‖Lqt (µ;R) ≤ ‖f‖tLq0 (µ;R) ‖f‖
1−t
Lq1 (µ;R) where

1

qt
=

t

q0
+

1− t
q1

.

Note that this can be summarized by saying that p  − log ‖f‖Lp(µ;R) is a

concave function of 1
p .

Exercise 6.2.10. If (E1,B1, µ1) and (E2,B2, µ2) are a pair of σ-finite mea-
sure spaces and p ∈ [1,∞), show that the set of functions that can be written
in the form

∑n
m=1 f1,m(x1)f2,m(x2), where n ≥ 1, {f1,m : 1 ≤ m ≤ n} ⊆

Lp(µ1;R), and {f2,m : 1 ≤ m ≤ n} ⊆ Lp(µ2;R), is dense in Lp(µ1 × µ2;R).

Hint: First reduce to the case in which µ1 and µ2 are finite, and then apply
part (iv) of Theorem 6.2.1 to handle this case.

Exercise 6.2.11. Let (E,B, µ) be a measure space, g a non-negative element
of Lp(µ;R) for some p ∈ (1,∞), and f a non-negative, B-measurable function
for which there exists a C ∈ (0,∞) such that

(∗) µ(f ≥ t) ≤ C

t

∫
{f≥t}

g dµ, t ∈ (0,∞).
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The purpose of this exercise is to show that (∗) allows one to estimate the Lp-
norm of f in terms of that of g when p > 1. The result here is a very special
case of a general result known as Marcinkiewicz’s Interpolation Theorem.

(i) Set ν(Γ) =
∫

Γ
g dµ for Γ ∈ B, note that (∗) is equivalent to

µ(f > t) ≤ C

t
ν(f > t), t ∈ (0,∞),

and use (5.1.7) or Exercise 5.1.11 to justify

‖f‖pLp(µ;R) = p

∫
(0,∞)

tp−1µ(f > t) dt

≤ Cp
∫

(0,∞)

tp−2ν(f > t) dt =
Cp

p− 1

∫
fp−1 dν.

Finally, note that
∫
fp−1 dν =

∫
fp−1g dµ, and apply Hölder’s inequality to

conclude that

(∗∗) ‖f‖pLp(µ;R) ≤
Cp

p− 1
‖f‖p−1

Lp(µ;R)‖g‖Lp(µ;R).

(ii) Under the condition that ‖f‖Lp(µ;R) <∞, it is clear that (∗∗) implies

(6.2.12) ‖f‖Lp(µ;R) ≤
Cp

p− 1
‖g‖Lp(µ;R).

Now suppose that µ(E) < ∞. After checking that (∗) for f implies (∗) for
fR ≡ f ∧ R, conclude that (6.2.12) holds first with fR replacing f and then,
after R↗∞, for f itself. In other words, when µ is finite, (∗) always implies
(6.2.12).

(iii) Even if µ is not finite, show that (∗) implies (6.2.12) if, for every ε > 0,
µ(f > ε) <∞.

Hint: Given ε > 0, consider µε = µ � B
[
{f > ε}

]
, note that (∗) with µ implies

itself with µε, and use (ii) to conclude that (6.2.12) holds with µε in place of
µ. Finally, let ε↘ 0.

Exercise 6.2.13. In § 3.3.2 I derived the Hardy–Littlewood inequality
(3.3.7) and pointed out the one cannot pass from such an estimate to an
estimate on the L1-norm. Nonetheless, use (3.3.7) together with Exercise
6.2.11 to show that

‖Mf‖Lp(λR;R) ≤
2p

p− 1
‖f‖Lp(λR;R) for all p ∈ (1,∞).
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§ 6.3 Some Elementary Transformations on Lebesgue Spaces

The most natural transformations on a vector are linear, and in this section I
will discuss some linear transformations on the Lebesgue spaces.

Linear transformations on finite-dimensional vector spaces are represented
in terms of matrices. To think about Rn in measure-theoretic terms, one
first identifies it with the space of R-valued functions on {1, . . . , n} and then
gives it any one of the topologies that comes from putting a measure µ on
E = {1, . . . , n} and introducing the norm ‖ · ‖Lp(µ;R) for some p ∈ [1,∞]. (Of
course, in order for the resulting topology to be Hausdorff, one has to choose
a µ that assigns positive measure to each element of E.) Next suppose that
K is a linear transformation on Rn. Then the measure-theoretic analogue of
the matrix representation of K takes the form Kf(x) =

∫
E
K(x, y)f(y)µ(dy).

That is, summation is replaced by integration with respect to µ, and the
matrix is replaced by a function, called a kernel, on E × E.

As long as one is working in a finite-dimensional context, the choice of
norm is not crucial. Indeed, every norm on a finite-dimensional vector space is
commensurate with every other norm on that space, and every linear operator
is continuous no matter what norm is used. However, in infinite dimensions,
the choice of norm is critical. In fact, for a given kernel, in general the
linear operator that it represents will be well-defined only when the norm is
judiciously chosen. In the following subsection, I will derive a useful criterion
for deciding when a kernel determines a continuous map between Lebesgue
spaces, and in the subsequent subsection I will apply that criterion.

§ 6.3.1. A General Estimate for Linear Transformations: In the fol-
lowing, (E1,B1, µ1) and (E2,B2, µ2) are a pair of σ-finite measure spaces and
K is a measurable function on (E1 × E2,B1 × B2).

Lemma 6.3.1. Assume that

M1 ≡ sup
x2∈E2

‖K( · , x2)‖Lq(µ1;R) <∞ and M2 ≡ sup
x1∈E1

‖K(x1, · )‖Lq(µ2;R) <∞

for some q ∈ [1,∞), and define

Kf(x1) =

∫
E2

K(x1, x2)f(x2)µ2(dx2) for x1 ∈ E1 and f ∈ Lq
′
(µ2;R).

Then for each p ∈ [1,∞] satisfying 1
r ≡

1
p + 1

q − 1 ≥ 0,

‖Kf‖Lr(µ1;R) ≤M
q
r

1 M
1− qr
2 ‖f‖Lp(µ2;R), f ∈ Lq

′
(µ2;R).

Proof: First suppose that r = ∞ and therefore that p = q′. Then, by part
(i) of Theorem 6.2.4,∣∣Kf(x1)

∣∣ ≤ ∥∥K(x1, · )
∥∥
Lq(µ2;R)

‖f‖Lp(µ2;R) for all x1 ∈ E1;
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and so there is nothing more to do in this case.
Next, suppose that p = 1 and therefore that q = r. Noting that ‖Kf‖Lr(µ1;R)

≤ ‖Kf‖L(1,r)((µ2,µ1);R), we can apply Theorem 6.2.7 to obtain

‖Kf‖Lr(µ1;R) ≤ ‖Kf‖L(1,r)((µ2,µ1);R) ≤ ‖Kf‖L(r,1)((µ1,µ2);R)

=

∫
E2

(∫
E1

|K(x1, x2)f(x2)|r µ1(dx1)

) 1
r

µ2(dx)

=

∫
E2

‖K( · , x2)‖Lr(µ1;R)|f(x2)|µ2(dx2) ≤M1‖f‖L1(µ2;R).

Finally, the only case remaining is that in which r ∈ [1,∞) and p ∈ (1,∞).
Noting that r ∈ (q,∞), set α = q

r . Then, α ∈ (0, 1) and (1− α)p′ = q. Given

g ∈ Lr′(µ1;R), we have, by the second inequality in (6.2.6), that

‖gKf‖L1(µ1;R) ≤ ‖g Kf‖L1(µ1×µ2;R)

≤
∥∥ |K|αf∥∥

L(r,p)((µ1,µ2);R)

∥∥g |K|1−α∥∥
L(r′,p′)((µ1,µ2);R)

.

Next, observe that∥∥ |K|α f∥∥
L(r,p)((µ1,µ2);R)

=

[∫
E2

(∫
E1

|K(x1, x2)|αr|f(x2)|r µ1(dx1)

) p
r

µ2(dx2)

] 1
p

≤Mα
1 ‖f‖Lp(µ2;R).

At the same time, since p ≤ r and therefore r′ ≤ p′, one can apply Theorem
6.2.7 to see that ‖g |K|1−α‖L(r′,p′)((µ1,µ2);R) ≤ ‖g |K|1−α‖L(p′,r′)((µ2,µ1);R). By

the same reasoning as we just applied to ‖|K|αf‖L(r,p)((µ1,µ2);R), we find that

‖g |K|1−α‖L(r′,p′)((µ1,µ2);R) ≤ M1−α
2 ‖g‖Lr′ (µ2;R). Combining these two, we

arrive at ‖gKf‖L1(µ1;R) ≤ Mα
1 M

1−α
2 ‖f‖Lp(µ1;R) for all g ∈ Lr

′
(µ1;R) with

‖g‖Lr′ (µ1;R) ≤ 1; and so the asserted estimate now follows from part (iii) of

Theorem 6.2.4 . �

In Lemma 6.3.1, Kf was defined only when f ∈ Lq′(µ2;R). However, the
estimate in that lemma says that, so long as 1

p + 1
q ≥ 1, the definition can be

extended as a map from Lp(µ2;R) into Lr(µ1;R), where 1
r = 1

p + 1
q − 1. A

precise description of this extension is the content of the following.

Theorem 6.3.2. Let everything be as in Lemma 6.3.1. For measurable
f : E2 −→ R, define

ΛK(f) =

{
x1 ∈ E1 :

∫
E2

∣∣K(x1, x2)
∣∣ ∣∣f(x2)

∣∣µ2(dx2) <∞
}

and

Kf(x1) =

{ ∫
E2
K(x1, x2) f(x2)µ2(dx2) if x1 ∈ ΛK(f)

0 otherwise.
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Next, let p ∈ [1,∞] satisfying 1
p + 1

q ≥ 1 be given, and define r ∈ [1,∞] by
1
r = 1

p + 1
q − 1. Then

(6.3.3) µ1

(
ΛK(f){

)
= 0 and

∥∥Kf∥∥
Lr(µ1;R)

≤M
q
r

1 M
1− qr
2 ‖f‖Lp(µ2;R)

for f ∈ Lp(µ2;R). In particular, as a map from Lp(µ2;R) into Lr(µ1;R), K
is linear. In fact, f ∈ Lp(µ2;R) 7−→ Kf ∈ Lr(µ1;R) is the unique continuous
mapping from Lp(µ2;R) into Lr(µ1;R) that coincides with K on Lp(µ2;R) ∩
Lq
′
(µ2;R).

Proof: If r =∞, and therefore p = q′, there is nothing to do. Thus, we will
assume that r and therefore p are finite.

Let f ∈ Lp(µ2;R) be given, and set fn = f1[−n,n] ◦ f for n ∈ Z+. Because

p < q′ and fn ∈ Lp(µ2;R) ∩ L∞(µ2;R), fn ∈ Lp(µ2;R) ∩ Lq′(µ2;R). Hence,
by the estimate in Lemma 6.3.1 applied to |K| and |fn|,∫

E1

 ∫
{x2:|f(x2)|≤n}

∣∣K(x1, x2)
∣∣ ∣∣fn(x2)

∣∣µ2(dx2)


r

µ1(dx1)

≤Mq
1 M

r−q
2 ‖fn‖rLp(µ2;R) ≤M

q
1 M

r−q
2 ‖f‖rLp(µ2;R).

In particular, by the Monotone Convergence Theorem, this proves both parts
of (6.3.3). Furthermore, if f, g ∈ Lp(µ2;R) and α, β ∈ R, then

K(αf + βg) = αKf + βKg on ΛK(f) ∩ ΛK(g).

Thus, since both ΛK(f){ and ΛK(g){ have µ1-measure 0, we now see that,
as a mapping from Lp(µ;R) into Lr(µ1;R), K is linear. Finally, it is obvious

that Kf = Kf for f ∈ Lp(µ2;R) ∩ Lq′(µ2;R). Hence, if K′ is any extension

of K � Lp(µ2;R) ∩ Lq′(µ2;R) as a continuous, linear mapping from Lp(µ2;R)
to Lr(µ1;R), then (with the same choice of {fn : n ≥ 1} as above)∥∥Kf −K′f∥∥

Lr(µ1;R)
≤ lim
n→∞

∥∥Kf −Kfn∥∥Lr(µ1;R)

= lim
n→∞

∥∥K(f − fn)∥∥Lr(µ1;R)
≤M

q
r

1 M
1− qr
2 lim

n→∞
‖f − fn‖Lp(µ1;R) = 0. �

§ 6.3.2. Convolutions and Young’s inequality: One of the many applica-
tions of Theorem 6.3.2 is to the multiplication operation known as convolution.
To be precise, given p ∈ [1,∞], define the convolution f ∗ g of a function

f ∈ Lp(λRN ;R) with a function g ∈ Lp′(λRN ;R) by

(6.3.4) f ∗ g(x) =

∫
RN

f(x− y)g(y) dy.

Clearly f ∗ g is well-defined and measurable for f and g from Hölder comple-
mentary Lebesgue spaces. In addition, for such functions, it is obvious that
f ∗ g is bounded and that ‖f ∗ g‖u ≤ ‖f‖Lp(λRN ;R)‖g‖Lp′ (λRN ;R). However, it

is less obvious whether convolution can be extended to functions that are not
in complementary Hölder spaces or, if it can, in what space the resulting f ∗ g
will land. For this reason, the following is interesting.
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Theorem 6.3.5 (Young’s inequality). Let p and q from [1,∞] satisfying
1
p + 1

q ≥ 1 be given, and define r ∈ [1,∞] by 1
r = 1

p + 1
q − 1. Then, for each

f ∈ Lp(λRN ;R) and g ∈ Lq(λRN ;R), the complement of the set

Λ(f, g) ≡
{
x ∈ RN :

∫
RN
|f(x− y)| |g(y)| dy <∞

}
has Lebesgue measure 0. Furthermore, if

f ∗ g(x) ≡

{ ∫
RN f(x− y) g(y) dy when x ∈ Λ(f, g)

0 otherwise,

then f ∗ g = g ∗ f and

(6.3.6) ‖f ∗ g‖Lr(λRN ;R) ≤ ‖f‖Lp(λRN ;R)‖g‖Lq(λRN ;R).

Finally, the mapping (f, g) ∈ Lp(λRN ;R)×Lq(λRN ;R) 7−→ f ∗g ∈ Lr(λRN ;R)
is bilinear.

Proof: As was observed above, there is nothing to do when r = ∞ and
therefore q = p′. Thus, we will assume throughout that r and therefore also
p and q are all finite. Next, using the translation invariance of Lebesgue
measure, first note that Λ(f, g) = Λ(g, f) and then conclude that f ∗g = g ∗f .
Finally, given q ∈ [1,∞) and g ∈ Lq(RN ;R), set K(x, y) = g(x − y) for
x, y ∈ RN . Obviously,

sup
y∈RN

‖K( · , y)‖Lq(λRN ;R) = sup
x∈RN

‖K(x, · )‖Lq(λRN ;R) = ‖g‖Lq(λRN ;R) <∞;

and, in the notation of Theorem 6.3.2, Λ(f, g) = ΛK(f) and f ∗ g = Kf . In

particular, for each f ∈ Lp(λRN ;R), Λ(f, g){ has Lebesgue measure 0 and
(6.3.6) holds. In addition, f ∈ Lp(λRN ;R) 7−→ f ∗ g ∈ Lr(λRN ;R) is linear for
each g ∈ Lq(λRN ;R); and therefore the bilinearity assertion follows after one
reverses the roles of f and g. �

The most frequent applications of these results are to situations in which
f ∈ Lp(λRN ;R) and g ∈ Lq(λRN ;R) where either p = q′ (and therefore r =∞)
or p = 1 (and therefore r = q). To get more information about the case p = q′,
we will need the following.

Lemma 6.3.7. Given h ∈ RN , define τhf for functions f on RN by τhf =
f ◦Th = f( · +h). Then τh maps Lp(λRN ;R) isometrically onto itself for every
h ∈ RN and p ∈ [1,∞]. Moreover, if p ∈ [1,∞) and f ∈ Lp(λRN ;R), then

(6.3.8) lim
h→0
‖τhf − f‖Lp(λRN ;R) = 0.

Proof: The first assertion is an immediate consequence of the translation
invariance of Lebesgue measure.
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Next, let p ∈ [1,∞) be given. If G denotes the class of f ∈ Lp(λRN ;R) for
which (6.3.8) holds, it is clear that Cc(RN ;R) ⊆ G. Hence, by (v) in Theorem
6.2.1, we will know that G = Lp(λRN ;R) as soon as we show that G is closed
in Lp(λRN ;R). To this end, let {fn : n ≥ 1} ⊆ G and suppose that fn −→ f
in Lp(λRN ;R). Then

lim
h→0
‖τhf − f‖Lp(λRN ;R)

≤ lim
h→0
‖τh(f − fn)‖Lp(λRN ;R) + lim

h→0
‖τhfn − fn‖Lp(λRN ;R) + ‖fn − f‖Lp(λRN ;R)

= 2‖fn − f‖Lp(λRN ;R) −→ 0 as n→∞. �

Theorem 6.3.9. Let p ∈ [1,∞], f ∈ Lp(λRN ;R), and g ∈ Lp
′
(λRN ;R).

Then
τh(f ∗ g) = (τhf) ∗ g = f ∗ (τhg) for all h ∈ RN .

Moreover, f ∗ g is uniformly continuous on RN and

‖f ∗ g‖u ≤ ‖f‖Lp(λRN ;R) ‖g‖Lp′ (λRN ;R).

Finally, if p ∈ (1,∞), then lim|x|→∞ f ∗ g(x) = 0.

Proof: The first assertion is again just an expression of translation invari-
ance for λRN , and the estimate on ‖f ∗ g‖u is a simple application of either
Hölder’s inequality or Theorem 6.3.5. To see that f ∗ g is uniformly continu-
ous, first suppose that p ∈ [1,∞). Then, by the preceding estimate, Hölder’s
inequality, and (6.3.8),

‖τh(f ∗ g)− f ∗ g‖u = ‖(τhf − f) ∗ g‖u ≤ ‖τhf − f‖Lp(λRN ;R)‖g‖Lp′ (RN ) −→ 0

as |h| → 0. When p =∞, reverse the roles of f and g in this argument.
To prove the final assertion, first let f ∈ Cc(RN ;R) be given, and define Gf

to be the class of g ∈ Lp′(λRN ;R) for which the assertion holds. Then it is
easy to check that Cc(RN ;R) ⊆ Gf . Moreover, from our estimate on ‖f ∗ g‖u
one sees that Gf is closed in Lp

′
(λRN ;R). Hence, just as in the final step of

the proof of Lemma 6.3.7, we conclude that Gf = Lp
′
(λRN ;R). To complete

the proof, let g ∈ Lp
′
(λRN ;R) be given, and define Hg to be the class of

f ∈ Lp(λRN ;R) for which the assertion holds. By the preceding, we know
that Cc(λRN ;R) ⊆ Hg. Moreover, just as before, Hg is closed in Lp(λRN ;R),
and therefore Hg = Lp(λRN ;R). �

Both Theorems 6.3.5 and 6.3.9 tell us that the convolution product of two
functions is often more regular than one or both of its factors. An applica-
tion of this fact is given in Exercise 6.3.17 below, where it used to give an
elegant derivation of Lemma 2.2.16. What follows can be seen as a further
development of the same basic fact.
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Lemma 6.3.10. Let p ∈ [1,∞] and g ∈ C1(λRN ;R) be given. If g as

well as ∂xig for each 1 ≤ i ≤ N are elements of Lp
′
(λR;R), then, for every

f ∈ Lp(λRN ;R), f ∗ g ∈ C1(RN ;R) and ∂xi(f ∗ g) = f ∗ (∂xig).

Proof: Let e ∈ SN−1 be given. By Theorem 6.3.9, τte(f ∗ g) − f ∗ g =
f ∗
(
τteg − g

)
for every t ∈ R. Since

τteg(y)− g(y)

t
=

∫
[0,1]

(
e,∇g(y + ste)

)
RN ds,

and, when p′ ∈ [1,∞), Theorem 6.2.7 together with Lemma 6.3.7 implies that∥∥∥∥∫
[0,1]

(
e,∇g( · + ste)−∇g( · )

)
RN ds

∥∥∥∥
Lp′ (λRN ;R)

≤
∫

[0,1]

∥∥∥τstω(e,∇g)RN − (e,∇g)RN∥∥∥Lp′ (λRN ;R)
ds −→ 0

as t → 0, the required result follows from (6.3.6). On the other hand, if
p′ =∞, then, for λRN -almost every y,

τteg(y)− g(y)

t
=

∫
[0,1]

(
e,∇g(y + ste)

)
RN ds −→

(
e,∇g(y)

)
RN

boundedly and pointwise, and therefore the result follows in this case from
Lebesgue’s Dominated Convergence Theorem. �

§ 6.3.3. Friedrichs Mollifiers: The results in the preceding subsection lead
immediately to the conclusion that the smoother g is, the smoother f ∗ g
is. Therefore convolution provides a flexible procedure for transforming in-
tegrable functions into smooth ones. The systematic development of this
procedure seems to been made first by K.O. Friedrichs.

For a given a multi-index α = (α1, . . . , αN ) ∈ NN , set ‖α‖ =
∑N

1 αi and

∂α = ∂α1
x1
· · · ∂αNxN .

One of the two key ingredients in Friedrichs’s procedure is the following
immediate corollary of Lemma 6.3.10. Namely, if g ∈ C∞(λRN ;R) and

∂αg ∈ Lp′(λRN ;R) for some p ∈ [1,∞] and all α ’s, then

(6.3.11) f ∗ g ∈ C∞(RN ;R) and ∂α(f ∗ g) = f ∗ (∂αg)

for every f ∈ Lp(λRN ;R).
The second key ingredient is the following general method for constructing

what are called approximate identities.
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Theorem 6.3.12. Given g ∈ L1(λRN ;R), define gt( · ) = t−Ng
(
t−1 · ) for

t > 0. Then gt ∈ L1(λRN ;R) and
∫
gt dx =

∫
g dx. In addition, if

∫
g dx = 1,

then for every p ∈ [1,∞) and f ∈ Lp(λRN ;R),

lim
t↘0

∥∥f ∗ gt − f∥∥Lp(λRN ;R)
= 0.

Proof: We need only deal with the last statement.
Assume that

∫
g dx = 1. Given f ∈ Lp(λRN ;R), note that, for λRN -almost

every x ∈ RN ,

f ∗gt(x)−f(x) =

∫
RN

(
f(x−y)−f(x)

)
gt(y) dy =

∫
RN

(
f(x−ty)−f(x)

)
g(y) dy.

Hence, if Ψt(x, y) =
(
f(x− ty)− f(x)

)
g(y), then, by Theorem 6.2.7,

‖f ∗ gt − f‖Lp(λRN ;R) ≤ ‖Ψt‖L(1,p)((λRN ,λRN );R)

≤ ‖Ψt‖L(p,1)((λRN ,λRN );R) =

∫
RN

∥∥τ−tyf − f∥∥Lp(λRN ;R)
|g(y)| dy.

Since ‖τ−tyf −f‖Lp(λRN ;R) ≤ 2‖f‖Lp(λRN ;R), the result follows from the above

combined with Lebesgue’s Dominated Convergence Theorem and (6.3.8). �

Theorem 6.3.12 should make it clear why, when g ∈ L1(λNR ;R) and
∫
g dx =

1, the corresponding family {gt : t > 0} is called an approximate identity.
To understand how an approximate identity actually produces an approxima-
tion of the identity, consider a g which is non-negative and vanishes off of
B(0, 1). Then the volume under the graph of gt continues to be 1 as t ↘ 0,
whereas the base of the graph is restricted to B(0, t). Hence, all the mass is
getting concentrated over the origin.

Combining Theorem 6.3.9 and (6.3.11), we arrive at Friedrichs’s main result.

Corollary 6.3.13. Let g ∈ C∞(RN ;R)∩L1(λRN ;R) with
∫
RN g(x) dx = 1

be given. In addition, let p ∈ [1,∞), and assume that ∂αg ∈ Lp′(λRN ;R) for
all α ∈ NN . Then, for each f ∈ Lp(λRN ;R), f ∗ gt −→ f in Lp(λRN ;R) as
t ↘ 0. Finally, for each t > 0, f ∗ gt has bounded, continuous derivatives of
all orders and ∂α

(
f ∗ gt

)
= f ∗

(
∂αgt

)
, α ∈ NN .

Because it is usually employed to transform rough functions into smooth
ones, the procedure described in Corollary 6.3.13 is called a mollification
procedure, and, when it is non-negative, smooth, and has compact support
(i.e., vanishes off of a compact), the function g is called a Friedrichs mol-
lifier. It takes a second to figure out how one might go about constructing
a Friedrichs mollifier: it must be smooth, but it cannot be analytic. The
standard construction is the following. Begin by considering the function

ψ : [0,∞) −→ [0,∞) that vanishes at 0 and is equal to e−
1
ξ for ξ > 0. Be-

cause derivatives of ψ away from 0 are all polynomials in ξ−1 times ψ, it is
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easy to convince oneself that ψ ∈ C∞
(
[0,∞); [0,∞)

)
. Hence, the function

x ∈ RN 7−→ ψ
(
(1− |x|2)+

)
∈ [0,∞) is a smooth function that vanishes off of

B(0, 1). Now set

(6.3.14) ρ(x) = kN

{
exp
(
−(1− |x|2)−1

)
if x ∈ B(0, 1)

0 if x /∈ B(0, 1),

where kN is chosen to make ρ have total integral 1. Then ρ is a non-negative
Friedrichs mollifier that is supported on B(0, 1).

An important application of Friedrichs mollifiers is to the construction of
smoothed replacements, known as bump functions, for indicator functions.
That is, given a Γ ∈ BRN and an ε > 0, then an associated bump function
is a smooth function that is bounded below by 1Γ and above by 1Γ(ε) . Ob-
viously, if ρ is a Friedrichs mollifier supported on B(0, 1), then ρ ε

2
∗ 1

Γ( ε
2

) is
an associated bump function. To appreciate how useful bump functions can
be, recall the statement that I gave of the Divergence Theorem. Even though
I assumed that the vector field V was globally defined and had uniformly
bounded first derivatives, one should have suspected that only properties of
V in a neighborhood of the closure of G ought to matter, and we can now
show that to be the case. Namely, suppose that V is a twice continuously
differentiable vector field defined on an open neighborhood of the bounded

smooth region G, and choose an ε > 0 for which G(ε) is a compact subset of
that neighborhood. Next, take ηε = ρ ε

2
∗ 1

G( ε
2

) , and define Vε to be equal to

ηεV on G(ε) and 0 off of G(ε). Since the Divergence Theorem applies to Vε
and gives a conclusion that depends only on V � Ḡ, we now know that the
global hypotheses in Theorem 5.3.7 can be replaced by local ones. Similarly,
the hypotheses in Corollary 5.3.8 as well as those in Exercises 5.3.10–5.3.12
admit localization.

Finally, the following application of Friedrichs mollifiers shows that the
smooth, compactly supported functions are dense in the Lebesgue spaces.

Theorem 6.3.15. For each p ∈ [1,∞), the space C∞c (RN ;R) of compactly
supported, infinitely differentiable functions is dense in Lp(λRN ;R). In fact,
if p, q ∈ [1,∞) and f ∈ Lp(λRN ;R)∩Lq(λRN ;R), then there exists a sequence
{ϕn : n ≥ 1} ⊆ C∞c (RN ;R) for which ϕn −→ f in both Lp(λRN ;R) and
Lq(λRN ;R).

Proof: Given f ∈ Lp(λRN ;R)∩Lq(λRN ;R), Lebesgue’s Dominated Conver-
gence implies that

lim
R→∞

∫
|x|>R

(
|f(x)|p + |f(x)|q

)
dx = 0.

Hence, it suffices to treat f ’s that have compact support. Furthermore, if f ∈
Lp(λRN ;R) ∩Lq(λRN ;R) has compact support and ρ is a Friedrichs mollifier,
then ρt ∗ f ∈ C∞c (RN ;R) for each t > 0 and, as t ↘ 0, ρt ∗ f −→ f in both
Lp(λRN ;R) and Lq(λRN ;R). �
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Exercises for § 6.3

Exercise 6.3.16. Given f, g ∈ L1(λRN ;R), show that∫
f ∗ g(x) dx =

∫
f(x) dx

∫
g(x) dx.

Exercise 6.3.17. Here is the promised alternative derivation of Lemma

2.2.16. Let Γ ∈ BλRN
RN have finite, positive Lebesgue measure, and set u =

1−Γ ∗1Γ. Show that u(x) ≤ λRN (Γ)1∆, where ∆ = Γ−Γ ≡ {y−x : x, y ∈ Γ},
and that u(0) = λRN (Γ) > 0. Use these observations, together with Theorem
6.3.9, to prove that ∆ contains a ball B(0, δ) for some δ > 0. Thus, the
RN -analogue of Lemma 2.2.16 holds.

Exercise 6.3.18. Given a family {fα : α ∈ (0,∞)} ⊆ L1(λRN ;R), one
says that the family is a convolution semigroup if fα+β = fα ∗ fβ for all
σ, β ∈ (0,∞). Here are four famous examples of convolution semigroups,
three of which are also approximate identities.

(i) Define the Gauss kernel γ(x) = (2π)−
N
2 exp

(
− |x|

2

2

)
for x ∈ RN . Using

the result in part (i) Exercise 5.1.13, show that
∫
RN γ(x) dx = 1 and that (cf.

the notation in Theorem 6.3.12)

γ√s ∗ γ√t = γ√s+t for s, t ∈ (0,∞).

Clearly this says that the approximate identity {γ√t : t ∈ (0,∞)} is a convolu-
tion semigroup of functions. It is known as either the heat flow semigroup
or the Weierstrass semigroup.

(ii) Define ν on R by

ν(ξ) =
1(0,∞)(ξ) e

− 1
ξ

π
1
2 ξ

3
2

.

Show that
∫
R ν(ξ) dξ = 1 and that

νs2 ∗ νt2 = ν(s+t)2 for s, t ∈ (0,∞).

Hence, here again, we have an approximate identity that is a convolution
semigroup. The family {νt2 : t > 0}, or, more precisely, the probability
measures A  

∫
A
νt2(ξ) dξ, play a role in probability theory, where they are

called the one-sided stable laws of order 1
2 .

Hint: Note that for η ∈ (0,∞),

νs2 ∗ νt2(η) =
st

π

∫
(0,η)

1(
ξ(η − ξ)

) 3
2

exp

[
−s

2

ξ
− t2

η − ξ

]
dξ,

try the change of variable Φ(ξ) = ξ
η−ξ , and use part (iv) of Exercise 5.1.13.
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(iii) Using part (ii) of Exercise 5.2.20, check that the function P on RN
given by

P (x) =
2

ωN

(
1 + |x|2

)−N+1
2 , x ∈ RN ,

has Lebesgue integral 1. Next prove the representation

Pt(x) =

∫
(0,∞)

γ√ ξ
2

(x)νt2(ξ) dξ.

Finally, using this together with the preceding parts of this exercise, show
that

Ps ∗ Pt = Ps+t, s, t ∈ (0,∞),

and therefore that {Pt : t > 0} is a convolution semigroup. This semigroup
is known as the Poisson semigroup among harmonic analysts and as the
Cauchy semigroup in probability theory. The representation of P (x) in
terms of the Gauss kernel is an example of how to obtain one semigroup from
another via the method of subordination.

(iv) For each α > 0, define gα : R −→ [0,∞) so that gα(x) = 0 if x ≤ 0

and (cf. (ii) in Exercise 5.1.13) gα(x) =
(
Γ(α)

)−1
xα−1e−x for x > 0. Clearly,∫

R gα(x) dx = 1. Next, check that

gα ∗ gβ(x) =

(
Γ(α+ β)

Γ(α)Γ(β)

∫
(0,1)

tα−1(1− t)β−1 dt

)
gα+β(x),

and use this, together with Exercise 6.3.16, to give another derivation of the
formula, in (i) of Exercise 5.2.20, for the beta function. Clearly, it also shows
that {gα : α > 0} is yet another convolution semigroup, although this one is
not obtained by rescaling.

Exercise 6.3.19. Show that if µ is a finite measure on RN and p ∈ [1,∞],
then for all f ∈ Cc(RN ;R) the function f ∗ µ given by

f ∗ µ(x) =

∫
RN

f(x− y)µ(dy), x ∈ RN ,

is continuous and satisfies

(∗) ‖f ∗ µ‖Lp(λRN ;R) ≤ µ
(
RN
)
‖f‖Lp(λRN ;R).

Next, use (∗) to show that for each p ∈ [1,∞) there is a unique continuous map
Kµ : Lp(λRN ;R) −→ Lp(λRN ;R) such that Kµf = f ∗ µ for f ∈ Cc(RN ;R).

Finally, note that (∗) continues to hold when f ∗ µ is replaced by Kµf .
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Exercise 6.3.20. Define the σ-finite measure µ on
(
(0,∞),B(0,∞)

)
by

µ(Γ) =

∫
Γ

1

x
dx for Γ ∈ B(0,∞),

and show that µ is invariant under the multiplicative group in the sense
that ∫

(0,∞)

f(αx)µ(dx) =

∫
(0,∞)

f(x)µ(dx), α ∈ (0,∞),

and ∫
(0,∞)

f

(
1

x

)
µ(dx) =

∫
(0,∞)

f(x)µ(dx)

for every B(0,∞)-measurable f : (0,∞) −→ [0,∞]. Next, for B(0,∞)-measura-
ble, R-valued functions f and g, set

Λµ(f, g) =

{
x ∈ (0,∞) :

∫
(0,∞)

∣∣∣∣f (xy
)∣∣∣∣ ∣∣g(y)

∣∣µ(dy) <∞

}
,

f • g(x) =

{ ∫
(0,∞)

f
(
x
y

)
g(y)µ(dy) when x ∈ Λµ(f, g)

0 otherwise,

and show that f • g = g • f . In addition, show that if p, q ∈ [1,∞] satisfy
1
r ≡

1
p + 1

q − 1 ≥ 0, then

µ
(

Λµ(f, g){
)

= 0 and ‖f • g‖Lr(µ;R) ≤ ‖f‖Lp(µ;R) ‖g‖Lq(µ;R)

for all f ∈ Lp(µ;R) and g ∈ Lq(µ;R). Finally, use these considerations to
prove the following one of G.H. Hardy’s many inequalities:[∫

(0,∞)

1

x1+α

(∫
(0,x)

ϕ(y) dy

)p
dx

] 1
p

≤ p

α

(∫
(0,∞)

(
yϕ(y)

)p
y1+α

dy

) 1
p

for all α ∈ (0,∞), p ∈ [1,∞), and non-negative, B(0,∞)-measurable ϕ’s.

Hint: To prove everything except Hardy’s inequality, one can simply repeat
the arguments used in the proof of Young’s inequality. Alternatively, one can
map the present situation into the one for convolution of functions on R by
making a logarithmic change of variables. To prove Hardy’s result, take

f(x) =

(
1

x

)α
p

1[1,∞)(x) and g(x) = x1−αp ϕ(x),

and use ‖f • g‖Lp(µ;R) ≤ ‖f‖L1(µ;R) ‖g‖Lp(µ;R).



chapter 7

Hilbert Space and Elements of Fourier Analysis

The basic tools of analysis rely on the translation invariance properties of
functions and operations on Euclidean space, and, at least for applications
involving integration, Fourier analysis is one of the most powerful techniques
for exploiting translation invariance.

This chapter provides an introduction to Fourier analysis, but the treatment
here barely scratches the surface. For more complete accounts, the reader
should consult any one of the many excellent books devoted to the subject.
For example, if a copy can be located, the book H. Dym and H.P. McKean’s
Fourier Series and Integrals, published by Academic Press is among the best
places to gain an appreciation for the myriad ways in which Fourier analysis
has been applied. More readily available is the loving, if somewhat whimsical,
treatment given by T.W. Körner in Fourier Analysis, published by Cambridge
University Press. At a more technically sophisticated level, E.M. Stein and G.
Weiss’s book Introduction to Fourier Analysis on Euclidean Spaces, published
by Princeton University Press, is a good place to start, and for those who want
to delve into the origins of the subject, A. Zygmund’s classic Trigonometric
Series is available, now in paperback, from Cambridge University Press.

Before getting to Fourier analysis itself, I will begin by presenting a few
facts about Hilbert space, facts that will subsequently play a crucial role in
my development of Fourier analysis.

§ 7.1 Hilbert Space

In Exercise 6.1.7 it was shown that, among the Lp-spaces, the space L2 is the
most closely related to familiar Euclidean geometry. In the present section, I
will expand on this observation and give some applications of it.

§ 7.1.1. Elementary Theory of Hilbert Spaces: By part (iii) of Theorem
6.2.1, if (E,B, µ) is a measure space, then L2(µ;R) is a vector space that
becomes a complete metric space when one uses ‖g−f‖L2(µ;R) to measure the
distance between functions g and f . Moreover, if B is countably generated
and µ is σ-finite, then (cf. (iv) in Theorem 6.2.1) L2(µ;R) is separable.

Next, if one defines

(f, g) ∈
(
L2(µ;R)

)2 7−→ (
f, g
)
L2(µ;R)

≡
∫
E

fg dµ ∈ R,
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then
(
f, g
)
L2(µ;R)

is bilinear (i.e., it is linear as a function of each of its entries),

and (cf. part (ii) of Theorem 6.2.4), for f ∈ L2(µ;R),

‖f‖L2(µ;R) =
√

(f, f)L2(µ;R)

= sup
{(
f, g
)
L2(µ;R)

: g ∈ L2(µ;R) with ‖g‖L2(µ;R) ≤ 1
}
.

Thus,
(
f, g
)
L2(µ;R)

plays the same role for L2(µ;R) that the Euclidean inner

product plays in RN . That is, by Schwarz’s inequality (cf. Exercise 6.1.7),∣∣(f, g)L2(µ;R)

∣∣ ≤ ‖f‖L2(µ;R)‖g‖L2(µ;R),

and

arccos

(
(f, g)L2(µ;R)

‖f‖L2(µ;R)‖g‖L2(µ;R)

)
can be thought of as the angle between f and g in the plane that they span.
For this reason, I will say that f ∈ L2(µ;R) is orthogonal or perpendicular
to S ⊆ L2(µ;R) and write f ⊥ S if

(
f, g
)
L2(µ;R)

= 0 for every g ∈ S.

For ease of presentation, as well as conceptual clarity, it is helpful to abstract
these properties and to call a vector space that has them a real Hilbert
space. More precisely, I will say that H is a Hilbert space over the field
R if it is a vector space over R that possesses a symmetric bilinear map, known
as the inner product, (x, y) ∈ H2 7−→ (x, y)H ∈ R with the properties that:

(a) (x, x)H ≥ 0 for all x ∈ H and ‖x‖H ≡
√

(x, x)H = 0 if and only if
x = 0 in H.

(b) H is complete as a metric space when the metric assigns ‖y − x‖H as
the distance between y and x.

A look at the reasoning suggested in Exercise 6.1.7 should be enough to con-
vince one that bilinearity and symmetry combined with (a) implies the ab-
stract Schwarz’s inequality

∣∣(x, y)H
∣∣ ≤ ‖x‖H‖y‖H . Thus, once again, it is

natural to interpret

arccos

(
(x, y)H
‖x‖H‖y‖H

)
as the angle between x and y. In particular, if S ⊆ H and x ∈ H, I will
say that x is orthogonal to S and will write x ⊥ S if (x, y)H = 0 for all
y ∈ S and x ⊥ y when S = {y}. Finally, once one knows that the Schwarz
inequality holds, the reasoning in Exercise 6.1.7 shows that ‖ · ‖H satisfies the
triangle inequality ‖x+y‖H ≤ ‖x‖H +‖y‖H , which, together with (a), means
that (x, y) ∈ H2 −→ ‖x − y‖H ∈ [0,∞) is a metric. In addition, because
|(x, z)H − (y, z)H | = |(x − y, z)H | ≤ ‖x − y‖H‖z‖H , it should be clear that
(x, y) ∈ H2 7−→ (x, y)H ∈ R is continuous.

A further abstraction, and one that will prove important when I discuss
Fourier analysis, entails replacing the field R of real numbers by the field C of
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complex numbers and considering a complex Hilbert space. That is, H is a
Hilbert space over C if it is a vector space over C that possesses a Hermitian
inner product (property (a) below) (z, ζ) ∈ H2 7−→ (z, ζ)H ∈ C with the
properties that

(a) (z, ζ)H = (ζ, z)H for all z, ζ ∈ H,
(b) for each ζ ∈ H, z ∈ H 7−→ (z, ζ)H ∈ C is (complex) linear,

(c) (z, z)H ≥ 0 and ‖z‖H ≡
√

(z, z)H = 0 if and only if z = 0 in H,
(d) H is complete as a metric space when the metric assigns ‖z − ζ‖H as

the distance between z and ζ.

Once again, the reasoning in Exercise 6.1.7 allows one to pass from (a), (b),
and (c) to Schwarz’s inequality |(z, ζ)H | ≤ ‖z‖H‖ζ‖H and thence to the tri-
angle inequality and the conclusion that (z, ζ) ∈ H2 −→ ‖z − ζ‖H ∈ [0,∞)
is a metric. Perhaps the easiest way to see that the argument survives the
introduction of complex numbers is to begin with the observation that it suf-
fices to handle the case in which (z, ζ)H ≥ 0. Indeed, if this is not already
the case, one can achieve it by multiplying z by a θ ∈ C of modulus (i.e.,
absolute value) 1. Clearly, none of the quantities entering the inequality is
altered by this multiplication, and when (x, ζ)H ≥ 0 the reasoning given in
Exercise 6.1.7 applies without change. Having verified Schwarz’s inequality,
there is good reason to continue thinking of

arccos

(
|(z, ζ)H |
‖z‖H‖ζ‖H

)
as measuring the size of the angle between z and ζ. In particular, I will
continue to say that z is orthogonal to S and write z ⊥ S (z ⊥ ζ) if (z, ζ)H = 0
for all ζ ∈ S (when S = {ζ}), and, just as before, (x, y) ∈ H2 7−→ (x, y)H ∈ C
is continuous.

Notice that any Hilbert space H over R can be complexified. For example,
the complexifiction of L2(µ;R) is L2(µ;C), the space of measurable, C-valued
functions whose absolute values are µ-square integrable, and with inner prod-
uct given by (

f, g
)
L2(µ;C)

=

∫
f(x)g(x) dx.

More generally, if H is a Hilbert space over R, its complexification Hc is the
complex vector space whose elements are of the form x+ iy, where x, y ∈ H.
The associated inner product is given by

(
x+ iy, ξ + iη

)
Hc

=
(
x, ξ
)
H

+
(
y, η
)
H

+ i
((
y, ξ
)
H
−
(
x, η
)
H

)
,

and so ‖x + iy‖2Hc
= ‖x‖2H + ‖y‖2H . Thus, for example, the complexification

of R is C with the inner product of z, ζ ∈ C given by multiplying z by the
complex conjugate ζ̄ of ζ.
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It is interesting to observe that, as distinguished from the preceding con-
struction of a complex from a real Hilbert space, the passage from a complex
Hilbert space to a real one of which it is the complexification is not canonical.
See Exercise 7.1.10 for more details.

§ 7.1.2. Orthogonal Projection and Bases: Given a closed linear sub-
space L of a real or complex Hilbert space, I want to show that for each x ∈ H
there is a unique ΠLx with the properties that

(7.1.1) ΠLx ∈ L and ‖x−ΠLx‖H = min{‖x− y‖H : y ∈ L}.

An alternative characterization of ΠLx is as the unique element of y ∈ L for
which x− y ⊥ L. That is, ΠLx is uniquely determined by the properties that

(7.1.2) ΠLx ∈ L and x−ΠLx ⊥ L.

To see that (7.1.1) is equivalent to (7.1.2), first suppose that y0 is an element
of L for which ‖x− y‖H ≥ ‖x− y0‖H whenever y ∈ L. Then, for any y ∈ L,
the quadratic function

t ∈ R 7−→ ‖x− y0 + ty‖2H = ‖x− y0‖2H + 2tRe
(
(x− y0, y)H

)
+ t2‖y‖2H

achieves its minimum at t = 0. Hence, by the first derivative test, the real
part of (x − y0, y)H vanishes. When H is a real Hilbert space, this proves
that x − y0 ⊥ L. When H is complex, choose θ ∈ C of modulus 1 to make
(x−y0, θy)H = θ̄(x−y0, y)H ≥ 0, and apply the preceding with θy to conclude
that |(x− y0, y)H | = (x− y0, θy)H = 0. Conversely, if y0 ∈ L and x− y0 ⊥ L,
then, for every y ∈ L,

‖x−y‖2H = ‖x−y0‖2H+2Re
(
(x−y0, y0−y)H

)
+‖y0−y‖2H = ‖x−y0‖2H+‖y0−y‖2H ,

from which is clear that ‖x − y0‖H is the minimum value of ‖x − y‖H as y
runs over L. Hence, (7.1.1) and (7.1.2) are indeed equivalent descriptions of
ΠLx. Moreover, ΠLx is uniquely determined by (7.1.2), since if y1, y2 ∈ L
and both x−y1 and x−y2 are orthogonal to L, then y2−y1 is also orthogonal
to L and therefore to itself.

What remains unanswered in the preceding discussion is the question of
existence. That is, we know that there is at most one choice of ΠLx that
satisfies either (7.1.1) or (7.1.2), but I have yet to show that such a ΠLx
exists. If H is finite-dimensional, then existence is easy. Namely, one chooses
a minimizing sequence {yn : n ≥ 1} ⊆ L, one for which

‖x− yn‖H −→ δ ≡ min{‖x− y‖H : y ∈ L}.

Since {‖yn‖H : n ≥ 1} is bounded and bounded subsets of a finite dimensional
vector space are relatively compact, it follows that there exists a subsequence
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of {yn : n ≥ 1} has a limit y0, and it is obvious that any such limit y0 will
satisfy ‖x− y0‖H = δ.

However, when H is infinite-dimensional, one has to find another argument.
It simply is not true that every bounded subset of an infinite-dimensional
space is relatively compact. For example, take `2(N;R) to be L2(µ;R) where
µ is the counting measure on N (i.e., µ({n}) = 1 for each n ∈ N), and let
xn = 1{n} be the element of `2(N;R) that is 1 at n and 0 elsewhere. Clearly,
‖xn‖`2(N;R) = 1 for all n ∈ N, and therefore {xn : n ∈ N} is bounded. On the

other hand, ‖xn− xm‖`2(N;R) =
√

2 for all n 6= m, and therefore {xn : n ∈ N}
can have no limit point in `2(N;R).

As the preceding makes clear, in infinite dimensions one has to base the
proof of existence of ΠLx on something other than compactness, and so it
is fortunate that completeness comes to the rescue. Namely, I will show
that every minimizing sequence {yn : n ≥ 1} is Cauchy convergent. The
key to doing so is the parallelogram equality, which says that the sum of the
squares of the lengths of the diagonals in a parallelogram is equal to the
sum to the squares of the lengths of its sides. That is, for any a, b ∈ H,
‖a+ b‖2H + ‖a− b‖2H = 2‖a‖2H + 2‖b‖2H , an equation that is easy to check by
expanding the terms on the left-hand side. Applying this when a = x − yn
and b = x− ym, one gets

4

∥∥∥∥x− yn + ym
2

∥∥∥∥2

H

+ ‖yn − ym‖2H = 2‖x− yn‖2H + 2‖x− ym‖2H ,

and therefore, since yn+ym
2 ∈ L, that

‖yn − ym‖2H ≤ 2‖x− yn‖2H + 2‖x− ym‖2H − 4δ2.

Thus, the Cauchy convergence of {yn : n ≥ 1} follows from the convergence
of {‖x− yn‖H : n ≥ 1} to δ.

Before moving on, I will summarize our progress thus far in the following
theorem, and for this purpose it is helpful to introduce a little additional
terminology. A map Φ taking H into itself is said to be idempotent if
Φ ◦ Φ = Φ, it is called a contraction if ‖Φ(x)‖H ≤ ‖x‖H for all x ∈ H, and
it is said to be symmetric (or sometimes, in the complex case, Hermitian)
if
(
Φ(x), y

)
H

=
(
x,Φ(y)

)
H

for all x, y ∈ H.

Theorem 7.1.3. Let L be a closed, linear subspace of the real or complex
Hilbert space H. Then, for each x ∈ H there is a unique ΠLx ∈ L for
which (7.1.1) holds. Moreover, ΠLx is the unique element of L for which
(7.1.2) holds. Finally, the map x  ΠLx is a linear, idempotent, symmetric
contraction.

Proof: Only the final assertions need comment. However, linearity follows
from the obvious fact that if, depending on whether H is real or complex, α1

and α2 are elements of R or C, then for any x1, x2 ∈ H, α1ΠLx1+α2ΠLx2 ∈ L
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and α1x1 + α2x2 − α1ΠLx1 − α2ΠLx2 ⊥ L. As for idempotency, use (7.1.1)
to check that ΠLx = x if x ∈ L. To see that ΠL is symmetric, observe that,
because x−ΠLx ⊥ L and y −ΠLy ⊥ L,(

x,ΠLy
)
H

=
(
ΠLx,ΠLy

)
H

=
(
ΠLx, y

)
H

for all x, y ∈ H. Finally, because x−ΠLx ⊥ L, ‖x‖2H = ‖ΠLx‖2H+‖x−ΠLx‖2H ,
and so ‖ΠLx‖H ≤ ‖x‖H . �

In view of its properties, especially (7.1.2), it should be clear why the map
ΠL is called the orthogonal projection operator from H onto L.

An immediate corollary of Theorem 7.1.3 is the following useful criterion.
In its statement, and elsewhere, S⊥ denotes the orthogonal complement
a subset of S of H. That is, x ∈ S⊥ if and only if x ⊥ S. Clearly, for any
S ⊆ H, S⊥ is a closed linear subspace. Also, the span, denoted by span(S),
of S is the smallest linear subspace containing S. Thus, span(S) is the set of
vectors

∑n
m=1 αmxm, where n ∈ Z+, {xm : 1 ≤ m ≤ n} ⊆ S, and, depending

on whether H is real or complex, {αm : 1 ≤ m ≤ n} is a subset of R or C.

Corollary 7.1.4. If S is a subset of a real or complex Hilbert space H,
then S spans a dense subset of H if and only if S⊥ = {0}.

Proof: Let L denote the closure of the subspace of H spanned by S, and
note that S⊥ = L⊥. Hence, without loss in generality, we will assume that
S = L and must show that L = H if and only if L⊥ = {0}. But if L = H and
x ⊥ L, then x ⊥ x and therefore ‖x‖2H = 0. Conversely, if L 6= H, then there
exists an x /∈ L, and so x−ΠLx is a non-zero element of L⊥. �

Elements of a subset S are said to be linearly independent if, for each
finite collection F of distinct elements from S, the only linear combination∑
x∈F αxx that is 0 is the one for which αx = 0 for each x ∈ F . A basis in H

is a subset S of H whose elements are linearly independent and whose span is
dense in H. A Hilbert space H is infinite-dimensional if it admits no finite
basis.

Lemma 7.1.5. Assume that H is an infinite-dimensional, separable Hilbert
space. Then there exists a countable basis in H. Moreover, if {xn : n ≥ 0}
is linearly independent in H, then there exists a sequence {en : n ≥ 0} such
that (em, en)H = δm,n for all m, n ∈ N and

span
(
{x0, . . . , xn}

)
= span

(
{e0, . . . , en}

)
for each n ∈ N.

In particular, if {xn : n ≥ 0} is a basis for H, then {en : n ≥ 0} is also.

Proof: To produce a countable basis, start with a sequence {yn : n ≥ 0}
⊆ H \ {0} that is dense in H, and filter out its linearly dependent elements.
That is, take n0 = 0, and, proceeding by induction, take nm+1 to be the
smallest n for which yn /∈ span

(
{y0, . . . , yn−1}

)
. If xm = ynm , then it is clear
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that the xm’s are linearly independent and that they span the same subspace
as the yn’s do. Hence, {xm : m ≥ 0} is a countable basis for H.

Now suppose that {xn : n ≥ 0} is linearly independent, and set Ln =
span

(
{x0, . . . , xn}

)
. Then Ln is finite-dimensional and therefore (cf. part (ii)

in Exercise 7.1.9) closed. Because xn+1−ΠLnxn+1 6= 0 for any n ≥ 0, we can
take

e0 =
x0

‖x0‖H
and en+1 =

xn+1 −ΠLnxn+1

‖xn+1 −ΠLnxn+1‖H
.

If we do so, then it is obvious that span
(
{e0, . . . , en}

)
is contained in Ln

for each n ≥ 0. To see that it is equal to Ln, one can work by induction.
Obviously, there is nothing to do when n = 0, and if Ln = span

(
{e0, . . . , en}

)
,

then, because xn+1−‖xn+1−ΠLnxn+1‖Hen+1 ∈ Ln, the same is true for n+1.
Finally, because, by construction, ‖en‖H = 1 and en+1 ⊥ Ln for all n ∈ N,
(em, en)H = δm,n. �

A sequence {en : n ≥ 0} ⊆ H is said to be orthonormal if (em, en)H =
δm,n, and the preceding construction of an orthonormal sequence from a lin-
early independent one is called the Gram–Schmidt orthonormalization
procedure.

Lemma 7.1.6. Suppose that {en : n ≥ 0} is an orthonormal sequence in H.
Then, depending on whether H is real or complex, for each {αm : m ≥ 0} ∈
`2(N;R) or {αm : m ≥ 0} ∈ `2(N;C), the series

∑∞
n=0 αnen converges in H.

That is, the limit

∞∑
n=0

αnen ≡ lim
N→∞

N∑
n=0

αnen exists in H.

Moreover,

αm =

( ∞∑
n=0

αnen, em

)
H

for all m ∈ N and

∥∥∥∥∥
∞∑
n=0

αnen

∥∥∥∥∥
2

H

=

∞∑
n=0

|αn|2.

Finally, the closed linear span1 L of {en : n ≥ 0} in H coincides with the set
of sums

∑∞
n=1 αnen as {αn : n ≥ 1} runs over `2(N;R) or `2(N;C). In fact, if

x ∈ H, then, depending or whether H is real or complex, {(x, en)H : n ≥ 0}
is an element of `2(N;R) or `2(N;C), and

ΠLx =

∞∑
n=0

(
x, en

)
H
en.

1 The closed linear span of a set is the closure of the subspace spanned by that set. It is easy

to check that an equivalent description is as the smallest closed linear subspace containing
the set.
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In particular,

∞∑
n=0

∣∣(x, en)H ∣∣2 = ‖ΠLx‖2H ≤ ‖x‖2H for all x ∈ H,

and (
ΠLx, y

)
H

=

∞∑
n=0

(x, en)H(y, en)H for all x, y ∈ H,

where the series on the right is absolutely convergent.

Proof: To prove that
∑∞
n=0 αnen converges, note that, because (em, en)H =

δm,n, ∥∥∥∥∥
N∑
n=0

αnen −
M∑
n=0

αnen

∥∥∥∥∥
2

H

=

∥∥∥∥∥
N∑

n=M+1

αnen

∥∥∥∥∥
2

H

=

N∑
n=M+1

|αn|2

for all M < N . Hence, since
∑∞
n=0 |αn|2 < ∞,

{∑N
n=0 αnen : N ≥ 0

}
satis-

fies Cauchy’s convergence criterion. Furthermore,

αm = lim
N→∞

(
N∑
n=0

αnen, em

)
H

=

( ∞∑
n=0

αnen, em

)
H

,

and ∥∥∥∥∥
∞∑
n=0

αnen

∥∥∥∥∥
2

H

= lim
N→∞

∥∥∥∥∥
N∑
n=0

αnen

∥∥∥∥∥
2

H

= lim
N→∞

N∑
n=0

|αn|2 =

∞∑
n=0

|αn|2.

Obviously,
∑∞
n=0 αnen ∈ L for all {αn : n ≥ 0} from `2(N;R) or `2(N;C).

Conversely, if LN = span
(
{e0, . . . , eN}

)
, then it is obvious that(

N∑
n=0

(
x, en

)
H
en, em

)
H

=
(
x, em

)
H

for all 0 ≤ m ≤ N,

from which it is an easy step to see that x −
∑N
n=0(x, en)Hen ⊥ LN and

therefore that ΠLNx =
∑N
n=0

(
x, en)Hen for all N ≥ 0 and x ∈ H. Hence,

N∑
n=0

∣∣(x, en)H ∣∣2 =

∥∥∥∥∥
N∑
n=0

(
x, en

)
H
en

∥∥∥∥∥
2

H

=
∥∥Π

LN
x
∥∥2

H
≤ ‖x‖2H ,

and therefore
∞∑
n=0

∣∣(x, en)H ∣∣2 ≤ ‖x‖2H <∞.
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In particular, the series {(x, en)H : n ≥ 0} is an element of `2(N;R) or
`2(N;C),

∑∞
n=0(x, en)Hen converges in H to an element of L, and

(
x, em

)
H

=

( ∞∑
n=0

(
x, en

)
H
en, em

)
H

for all m ∈ N.

Since this means that x −
∑∞
n=0(x, en)Hen is orthogonal to {em : m ≥ 0},

and therefore to L, we now know that ΠLx =
∑∞
n=0(x, en)Hen for x ∈ H.

Finally, if x, y ∈ H, then

(
ΠLx, y

)
H

= lim
N→∞

(
N∑
n=0

(x, en)Hen, y

)
H

= lim
N→∞

N∑
n=0

(x, en)H(en, y) =

∞∑
n=0

(x, en)H(y, en)H ,

and the absolute convergence from the Schwarz’s inequality for `2(N;R). �

The inequality
∑∞
n=0 |(x, en)H |2 ≤ ‖x‖2H in Lemma 7.1.6 is often called

Bessel’s inequality.

By combining Lemmas 7.1.5 and 7.1.6, one arrives at a structure theorem
for infinite-dimensional, separable Hilbert spaces.

Theorem 7.1.7. Let H be an infinite-dimensional, separable Hilbert space.
Then, there exists a linear isometry Φ from H onto, depending on whether H
is real or complex, `2(N;R) or `2(N;C).

Proof: Choose, via Lemma 7.1.5, an orthonormal basis {en : n ≥ 0} for H,
and define Φ(x) = {(x, en)H : n ≥ 0}. Now apply Lemma 7.1.6 to check that
Φ has the required properties. �

I will finish this survey of Hilbert spaces with a procedure for constructing
a basis out of other bases. In order to avoid the introduction of the general
notion of tensor products, I will state and prove this result only for L2-spaces.

If f1 : E1 −→ C and f2 : E2 −→ C, then f1 ⊗ f2 is the C-valued function
on E1 × E2 given by f1 ⊗ f2(x1, x2) = f1(x1)f2(x2). Of course, if f1 and f2

are R-valued, then so is f1 ⊗ f2.

Theorem 7.1.8. Let (E1,B1, µ1) and (E2,B2, µ2) be a pair of σ-finite mea-
sure spaces whose σ-algebras are countably generated. If {e1,n : n ≥ 0}
and {e2,n : n ≥ 0} are orthonormal bases for L2(µ1;R) (or L2(µ1;C)) and
L2(µ2;R) (or L2(µ2;C)) respectively, then {e1,n1

⊗ e2,n2
: (n1, n2) ∈ N2} is

an orthonormal basis for L2(µ1 × µ2;R) (or L2(µ1 ⊗ µ2;C).

Proof: Since the proof is the same in both cases, we will deal only with the
R-valued case.
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By Fubini’s Theorem,(
e1,m1

⊗ e2,m2
, e1,n1

⊗ e2,n2

)
L2(µ1×µ2;R)

=
(
e1,m1

, e1,n1

)
L2(µ1;R)

(
e2,m2

, e2,n2

)
L2(µ1;R)

,

and so it is clear that {e1,n1 ⊗ e2,n2 : (n1, n2) ∈ N2} is orthonormal. Thus, it
suffices to check that L = span

(
{e1,m1 ⊗ e2,m2 : (m1,m2) ∈ N2}

)
is dense in

L2(µ1 × µ2;R). Since, for f1 ∈ L2(µ1;R) and f2 ∈ L2(µ2;R), one has

lim
M→∞

(
M∑

m1=0

(
f1, e1,m1

)
L2(µ1;R)

e1,m1

)
⊗

(
M∑

m2=0

(
f2, e2,m2

)
L2(µ2;R)

e2,m2

)

= lim
M→∞

M∑
m1,m2=0

(
f1, e1,m1

)
L2(µ1;R)

(
f2, e2,m2

)
L2(µ2;R)

e1,m1 ⊗ e2,m2 ,

where the convergence is in L2(µ1 × µ2;R), f1 ⊗ f2 ∈ L. Hence, L contains
the linear span of such functions, and, by Exercise 6.2.10, that span is dense
in L2(µ1 × µ2;R). �

Exercises for § 7.1

Exercise 7.1.9. Let H be a real or complex Hilbert space, and note that
every closed subspace of H becomes a Hilbert space with the inner product
obtained by restriction. Here are a few more simple facts about subspaces of
a Hilbert space.

(i) Show that for any S ⊆ H, S⊥ is always a closed linear subspace of H.

(ii) The proof of Lemma 7.1.5 used the fact that the subspaces Ln there
are closed. Of course, once one knows that Ln admits an orthonormal basis
{em : 0 ≤ m ≤ n}, this can be easily checked by noting that x ∈ Ln =⇒
x =

∑n
m=0(x, em)Hem, and therefore if {xk : k ≥ 1} ⊆ Ln and xk −→ x in

H, then∥∥∥∥∥x−
n∑

m=0

(x, em)Hem

∥∥∥∥∥
H

= lim
k→∞

∥∥∥∥∥xk −
n∑

m=0

(xk, em)Hem

∥∥∥∥∥
H

= 0.

More generally, without using the existence of orthonormal bases, show that
any finite dimensional subspace L of H is closed.

Hint: If L = {0} there is nothing to do. Otherwise, choose a basis {b1, . . . , b`}

for L, and show that
∥∥∥∑`

k=1 αkbk

∥∥∥
H
≥ ε

(∑`
k=1 |αk|2

) 1
2

for some ε > 0.

Conclude from this that if {xn : n ≥ 1} ⊆ L converges to x, then x =∑`
k=1 αkbk ∈ L for some real or complex coefficients {αk : 1 ≤ k ≤ `}.

(iii) Show that C([0, 1];R) is a non-closed subspace of L2(λ[0,1];R). Hence,
when dealing with infinite-dimensional subspaces, closedness is something that
requires checking.
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Exercise 7.1.10. Given a complex, infinite-dimensional, separable Hilbert
space H, there are myriad ways in which to produce a real Hilbert space
of which H is the complexification. To wit, choose an orthonormal basis
{en : n ≥ 0} for H, and let L be the set of x ∈ H such that (x, en)H ∈ R
for all n ≥ 0. Show that L becomes a real Hilbert space when one takes the
restriction of ( · , · )H to L to be its inner product. In addition, show that H
is the complexifiction of L.

Exercise 7.1.11. Suppose that Π is a linear map from the Hilbert space H
into itself. Show that Π is the orthogonal projection operator onto the closed
subspace L if and only if L = Range(Π) and Π is idempotent and symmetric
(i.e., Π2 = Π and (Πx, y)H = (x,Πy)H for all x, y ∈ H). Also, show that if L
is a closed, linear subspace of H, then ΠL⊥ = I −ΠL, where I is the identity
map.

Exercise 7.1.12. It may be reassuring to know that, in some sense, the
dimension of a separable, infinite-dimensional Hilbert space is well-defined
and equal to the cardinality of the integers. To see this, show that if E is an
infinite subset of H that is orthonormal in the sense that

(
e, f)H =

{
1 if f = e

0 otherwise
for e, f ∈ E,

then the elements of E are in one-to-one correspondence with the integers.

Exercise 7.1.13. Assume that H is a separable, infinite-dimensional, real or
complex Hilbert space, and let L be a closed, linear subspace of H. Show that
L is also a separable Hilbert space and that every orthonormal basis for L can
be extended to an orthonormal basis for H. That is, if E is an orthonormal
basis for L, then there is an orthonormal basis Ẽ for H with E ⊆ Ẽ. In fact,
show that Ẽ = E ∪ E′, where E′ is an orthonormal basis for L⊥.

§ 7.2 Fourier Series

Much of analysis depends on the clever selection of the “right” orthonormal
basis for a particular task. Unfortunately, the “right” choice is often un-
available in any practical sense, and one has to make do with a choice that
represents a compromise between what would be ideal and what is available.
For example, when dealing with a situation in which it is important to exploit
features that derive from translation invariance, a reasonable choice is a basis
whose elements transform nicely under translations, namely, exponentials of
linear functions. This is the choice made by Fourier, and it is still the basis
of choice in a large variety of applications.

§ 7.2.1. The Fourier Basis: For each n ∈ N, set en(x) = ei2πnx. Obviously,
{en : n ∈ N} is an orthonormal sequence in L2(λ[0,1];C), and my goal in this
subsection is to show that it is an orthonormal basis there. There are many
ways to prove this result. For example, one can make a change of venue and
replace [0, 1) by the unit circle S1, thought of as a subset of the complex plane
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C. That is, from Exercise 5.2.18, one sees that λS1 = 2π(e1)∗λ[0,1), and so the

problem becomes one of showing that the sequence {(2π)−
1
2 zn : n ∈ N} is an

orthonormal basis in L2(λS1 ;C). Again orthonormality is obvious. Moreover,
by the complex version of the Stone–Weierstrass Theorem (cf. Theorem 7.33
in W. Rudin’s Principles of Mathematical Analysis published by McGraw-
Hill), the span of the functions {zn : n ∈ Z} is dense in C

(
S1;C

)
. Hence, if

f ⊥ {zn : n ∈ Z} in L2(λS1 ;C), then f ⊥ C
(
S1;C

)
, which, since C(S1;C) is

dense in L2(S1;C), is possible only if f = 0 as an element of L2
(
S1;C

)
. Now

apply Corollary 7.1.4 to conclude that the span of {zn : n ∈ Z} is dense in
L2
(
S1;C

)
and therefore that {en : n ∈ N} is a basis in L2(λ[0,1];C).

Elegant as the preceding approach is, its reliance on Stone–Weierstrass is
unfortunate from a measure-theoretic standpoint. For this reason, I will give
a second proof, one that seems to me more consistent with the content of
this book. Again the idea is to prove that there are enough functions in the
span of {en : n ∈ N} to apply Corollary 7.1.4. For this purpose, consider the
function given by

P (r, x) =
∑
n∈N

r|n|en(x) for (r, x) ∈ [0, 1)× R.

For each r ∈ [0, 1), it is clear that P (r, · ) is a smooth, periodic function

each of whose translates is an element of L ≡ span
(
{en : n ∈ N}

)
. Now let

C0
1

(
[0, 1];C

)
be the space of continuous functions f : [0, 1] −→ C which are

periodic in the sense that f(0) = f(1), and define

uf (r, x) =

∫
[0,1]

P (r, x− y)f(y) dy for f ∈ C0
1

(
[0, 1];C

)
.

Then uf (r, · ) ∈ L for each r ∈ [0, 1). Therefore, if I show that, as r ↗
1, u(r, · ) −→ f in L2

(
λ[0,1];C

)
, then we will know that C0

1

(
[0, 1];C) ⊆ L.

Finally, because it is clear that C0
1

(
[0, 1];C

)
is dense in L2(λ[0,1];C), we will

have a second proof that {en : n ∈ N} is a basis for L2(λ[0,1];C).
To carry out this strategy, break the summands defining P (r, · ) into two

parts: those with n ≥ 0 and those with n < 0. The resulting sums are
geometric series that add up to, respectively,

1

1− re1(x)
and

re−11(x)

1− re−1(x)
.

Hence, another expression for P (r, · ) is

(7.2.1) P (r, x) =
1− r2

|re1(x)− 1|2
.

Obviously, P (r, · ) > 0. Secondly, by using the initial expression for P (r, · ),
one sees that ∫

[0,1]

P (r, x) dx =
∑
n∈N

(
en, e0

)
L2(λ[0,1];C)

= 1.
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In particular, after combining these, one finds that ‖uf‖u ≤ ‖f‖u. Finally, if
f ∈ C0

1

(
[0, 1];C

)
and

ωf (δ) = sup{|f(x)− f(y) : |y − x| ∧ |1− y + x| ∧ |1− x+ y| ≤ δ},

then

∣∣uf (r, x)− f(x)
∣∣ =

∣∣∣∣∣
∫

[0,1]

P (r, x− y)
(
f(y)− f(x)

)
dy

∣∣∣∣∣
≤
∫

[0,1]

P (r, y − x)
∣∣f(y)− f(x)

∣∣ dy
≤ ωf (δ) + 2‖f‖u

∫
{y∈[0,1]:|y−x|∧|1−y+x|∧|1−x+y|≤δ}

P (r, x− y) dy,

Hence, since

P (r, x− y) ≤ 1− r
1− cos(2πδ)

when δ ≤ |y − x| ∧ |1− y + x| ∧ |1− x+ y| ≤ 1,

we see that limr↗1

∣∣uf (r, x)− f(x)
∣∣ ≤ ωf (δ) for all δ ∈ (0, 1]. That is, I have

shown that, as r ↗ 1, uf (r, x) −→ f(x) for each x ∈ [0, 1], and so, since
uf is bounded, one can use Lebesgue’s Dominated Convergence Theorem to
complete the proof that limr↗1 uf (r, · ) = f in L2(λ[0,1];C) for each f ∈
C0

1

(
[0, 1];C

)
. As a consequence, we now have two proofs of Fourier’s basic

theorem.

Theorem 7.2.2. The sequence {en : n ∈ Z} is an orthonormal basis for
L2(λ[0,1];C

)
. Hence, for every f ∈ L2(λ[0,1];C), the Fourier series

∑
n∈Z

(f, en)L2(λ[0,1];C)en

converges in L2(λ[0,1];C) to f .

Theorem 7.2.2 has several more or less immediate corollaries, of which the
following is perhaps the most familiar.

Corollary 7.2.3. The family

{
√

2 cos(2πnx) : n ∈ N} ∪ {
√

2 sin(2πnx) : n ∈ Z+}

is an orthonormal basis for L2(λ[0,1];R).
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Proof: There is no doubt that this family is orthonormal. To prove that it
is a basis, suppose that f ∈ L2(λR;R) is orthogonal to all its members. Then,
as an element of L2(λ[0,1];C), f ⊥ en for all n ∈ N, and so, by Theorem 7.2.2,
f = 0. Now apply Corollary 7.1.4. �

Although, as we have just seen, the Fourier series for an f ∈ L2(λ[0,1];C)

converges to f in L2(λ[0,1];C), for many years it was unknown whether the
Fourier series converges to f λ[0,1]-almost everywhere. That is, given an f ∈
L2(λ[0,1];C), we know that∑

n∈Z

(
f, en

)
L2(λ[0,1];C)

en converges to f in L2(λ[0,1];C),

but does it do so almost everywhere? An affirmative answer to this question
was given by L. Carleson in an article1 that remains one of the outstanding
Twentieth Century contributions to analysis. Beautiful as Carleson’s theorem
is, in many circumstances one knows enough about the function f that one
can check almost everywhere convergence, and more, without recourse to his
profound result. For example, if, for ` ∈ Z+, C`1

(
[0, 1];C

)
is the space of `-

times, continuously differentiable functions that, together with their first `−1
derivatives, take the same value at 0 and 1, then for f ∈ C`1

(
[0, 1];C

)
one can

use integration by parts to check that

(7.2.4)
(
f, en

)
L2(λ[0,1];C)

= (i2πn)−`
(
f (`), en

)
L2(λ[0,1];C)

for n 6= 0,

where f (`) denotes the `th derivative of f . Starting from (7.2.4), it is easy to
prove the following corollary to Theorem 7.2.2.

Corollary 7.2.5. If ` ∈ Z+ and f ∈ C`1
(
[0, 1];C

)
, then (7.2.4) holds and

so the series
∑
n∈Z(f, en)L2(λ[0,1];C)en converges uniformly and absolutely to

f . Moreover, for each 1 ≤ k < `,

f (k) =
∑
n∈Z

(i2πn)k
(
f, en

)
L2(λ[0,1];C)

en,

where again the series is absolutely and uniformly convergent.

Proof: Because we already know that
∑
n∈Z+(f, en)L2(λ[0,1];C)en converges

to f in L2(λ[0,1];C) and that (7.2.4) holds, the first assertion comes down to

the fact that
∑∞
n=1 n

−2` <∞. Indeed, by Bessel’s inequality, ∑
|n|≥N

∣∣(f (`), en
)
L2(λ[0,1];C)

en
∣∣2

≤
∑
|n|≥N

∣∣(f (`), en
)
L2(λ[0,1];C)

∣∣2 ∑
|n|≥N

|n|−2`

≤ ‖f (`)‖2L2(λ[0,1];C)

∑
|n|≥N

|n|−2`,

1 On convergence and growth of partial sums of Fourier series, Acta Math. 116, Nos. 1-2,
135–157 (1966).
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and so there is nothing more to do.
Turning to the second part, assume that 1 ≤ k < `, and apply the first part

to f (k) to see that

f (k) =
∑

n∈Z+\{0}

(
f (k), en

)
L2(λ[0,1];C)

en,

where the convergence is absolute and uniform, and then use (7.2.4) to show
that (

f (k), en
)
L2(λ[0,1];C)

= (i2πn)k
(
f, en

)
L2(λ[0,1];C)

for each n 6= 0. �

§ 7.2.2. An Application to Euler–Maclaurin: In this subsection I will
use the considerations in § 7.2.1 to give another derivation of (1.3.3) and to
evaluate the numbers b` in (1.3.7).

Let f ∈ C`1
(
[0, 1];C

)
for some ` ≥ 1. By the first part of Corollary 7.2.5

and (7.2.4), we know that

(7.2.6) f =

∫
[0,1]

f(x) dx+ (i2π)−`
∑

j∈Z\{0}

j−`
(
f (`), ej

)
L2(λ[0,1];C)

ej ,

where the convergence is absolute and uniform. Next, observe that if n ∈ Z+,
then (cf. the notation in (1.3.2))

Rnej =
1

n

n∑
m=1

ej
(
m
n

)
=

{
1 if n | j
0 if n 6 | j,

where n | j means that j
n is an integer. Hence,∫

[0,1]

f(x) dx−Rn(f) = −(i2πn)−`
∑
j 6=0

j−`
(
f (`), enj

)
L2(λ[0,1];C)

,

and so

(7.2.7)

∣∣∣∣∣
∫

[0,1]

f(x) dx−Rn(f)

∣∣∣∣∣ ≤ ‖f (`)‖L2(λ[0,1];C)

(2πn)`

2
∞∑
j=1

j−2`

 1
2

,

which represents a slight improvement of the result obtained in (1.3.3) of
§ 1.2.1.

More interesting than the re-derivation of (1.3.3) is the fact that we can
now compute the numbers b` for ` ≥ 2. To see how this is done, let

P`(x) =
∑̀
k=0

(−1)kb`−kx
k
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be the polynomial introduced in (1.3.20). By (1.3.22), we know that P ′` =
−P`−1 for ` ≥ 1 and that P`(1) = P`(0) for ` ≥ 2. Thus,(

P`, e0
)
L2(λ[0,1);C)

= P`+1(0)− P`+1(1) = 0 for ` ≥ 1,

and, by (7.2.4),(
P`, en

)
L2(λ[0,1);C)

= (−1)`−1
(
i2πn

)1−`(
P1, en

)
L2(λ[0,1);C)

for ` ≥ 2 and n 6= 0.

Hence, since P1(x) = 1
2 − x and therefore(

P1, en
)
L2(λ[0,1);C)

= −
∫

[0,1)

xen(−x) dx =
(
i2πn

)−1
,

we now know that

(7.2.8) P`(x) = −
(
i

2π

)`∑
n 6=0

en(x)

n`
for ` ≥ 2 and x ∈ [0, 1].

Starting from (7.2.8), the calculation of the b`’s is easy. Namely, b0 = 1 by
definition, b1 = 1

2 follows from (1.3.7), and, by evaluating both sides of (7.2.8)
at 0,

b` = −
(
i

2π

)`∑
n 6=0

n−` for ` ≥ 2.

Thus, if ζ(s) ≡
∑∞
n=1 n

−s is the Riemann zeta function for s > 1, then

(7.2.9) b` =

{
(−1)

`
2 +12(2π)−`ζ(`) for even ` ≥ 2

0 for odd ` ≥ 2.

Alternatively, one can combine (7.2.9) with (1.3.7) to evaluate ζ(2m) for m ∈
Z+. Namely, (7.2.9) says that

(7.2.10) ζ(2m) =
(−1)m+1(2π)2mb2m

2
for m ∈ Z+,

and from (1.3.7) and the fact that the b` = 0 when ` ≥ 2 is odd, we know that

(7.2.11) b0 = 1, b1 =
1

2
, and b2m =

m− 1
2

(2m+ 1)!
−

∑
1≤k<m

b2k
(2m− 2k + 1)!

.

Hence, ζ(2) = π2

6 , ζ(4) = π4

90 , ζ(6) = π6

945 , etc.
Before closing, I would be remiss if I did not point out that the polynomials

P` in (1.3.20) have a long history. Indeed, P` = `!B`, where B` is the `th
Bernoulli polynomial.2 To see this, one can use the characterization of the
B`’s as the unique functions that satisfy B0 ≡ 1, B′` = `B` for ` ≥ 1, and
B`(0) = B`(1) for ` ≥ 2. Hence, by Exercise 1.3.21, it is clear that P` = `!B`.
In the literature, B`(0) is known as the `th Bernoulli number, and so we
now know that b` is `! times the `th Bernoulli number.

2 For an account of the Bernoulli polynomials, see Chapter VIII of G.H. Hardy’s Divergent
Series, now available from the AMS in its Chelsea Series.
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Exercises for § 7.2

Exercise 7.2.12. Here are a few easy consequences of Theorem 7.2.2.

(i) For n = (n1, . . . , nN ) ∈ ZN and x = (x1, . . . , xN ) ∈ RN , set en(x) =∏N
j=1 enj (xj) and show that {en : n ∈ ZN} is an orthonormal basis for

L2(λ[0,1]N ;C).

(ii) Given a < b, set

e[a,b],n(x) = (b− a)−
1
2 en

(
x

b− a

)
for n ∈ Z and x ∈ [a, b],

and show that {e[a,b],n : n ∈ Z} is an orthonormal basis for L2(λ[a,b];C).

(iii) Show that both

{1} ∪ {2 1
2 cos(πn · ) : n ∈ Z+} and {2 1

2 sin(πn · ) : n ∈ Z+}

are orthonormal bases for L2(λ[0,1];R).

Hint: In doing part (iii), consider what happens when one extends a real-
valued function on [0, 1] as an even or an odd function on [−1, 1].

Exercise 7.2.13. The evaluation of ζ(2) =
∑∞
n=1 n

−2 can be done much
more easily than that of ζ(2m) when m ≥ 2. Namely, take f(x) = x, show
that (

f, en
)
L2(λ[0,1);C)

=

{ i
2πn if n 6= 0
1
2 if n = 0,

and derive ζ(2) = π2

6 from ‖f‖2L2(λ[0,1);C) =
∑
n∈Z
∣∣(f, en)L2(λ[0,1);C)

∣∣2.

Exercise 7.2.14. Let ϕ ∈ C
(
[0, 1];C

)
, and assume that∑

n∈Z

∣∣(ϕ, en)L2([0,1];C)

∣∣ <∞.
Show that

∑
n∈Z(ϕ, en)L2([0,1];C)en converges uniformly to ϕ. In particular,

ϕ(1) = ϕ(0) =
∑
n∈Z(ϕ, en)L2([0,1];C).

Exercise 7.2.15. One should ask whether there is a theorem about Fourier
series for f ∈ L1(λ[0,1];C). That is, given f ∈ L1(λ[0,1];C), set an(f) =∫

[0,1]
f(x)e−n(x) dx for n ∈ Z. The question is what one can say about the

series
∑
n∈Z an(f)en.

(i) Show that supn∈Z |an(f)| ≤ ‖f‖L1(λ[0,1];C). Next, show that an(f) −→ 0

as |n| → ∞, first for bounded and then for general f ∈ L1(λ[0,1];C). This fact
is known as the Riemann–Lebesgue Lemma.



§ 7.3 The Fourier Transform 191

(ii) Define P (r, x) as in (7.2.1), and set uf (r, x) =
∫

[0,1]
P (r, x − y)f(y) dy

for r ∈ [0, 1). Show that ‖uf (r, · )‖L1(λ[0,1];C) ≤ ‖f‖L1(λ[0,1];C) and that

uf (r, · ) −→ f in L1(λ[0,1];C) as r ↗ 1, first for f ∈ C0
1

(
[0, 1];C

)
and then

for all f ∈ L1(λ[0,1];C).

(iii) Continuing (ii), show that

uf (r, x) =
∑
n∈Z

r|n|an(f)en(x),

and conclude that the series on the right converges to f in L1(λ[0,1];C) as
r ↗ 1.

§ 7.3 The Fourier Transform

Let f be a smooth, compactly supported, complex-valued function on R. Then
as soon as L > 0 is large enough that [−L,L] contains its support, we know
from part (ii) of Exercise 7.2.12 that

f(x) =
1

2L

∑
m∈Z

∫
[−L,L]

f(y)e
i2πm(x−y)

2L dy.

Thus, if one closes ones eyes, suspends ones disbelief, lets L→∞, interprets
the sum as a Riemann approximation, and indulges in a certain amount of
unjustified re-arrangement, one is led to guess that

(7.3.1) f(x) =

∫
R
ei2πξx

(∫
R
f(y) e−i2πξy dy

)
dξ.

In this section, I will give two justifications for this guess. The first justifica-
tion is for functions f ∈ L1(λR;C), and the second, which is the more intricate
but more satisfactory, is for f ∈ L2(λR;C).

§ 7.3.1. L1-Theory of the Fourier Transform: Set eξ(x) = ei2π(ξ,x)RN for
(x, ξ) ∈ RN × RN , and define

(7.3.2)

f̂(ξ) =

∫
RN

f(x)eξ(x) dx,

f̌(x) =

∫
RN

f(ξ)e−x(ξ) dξ

for f ∈ L1(λRN ;C).

The following lemma is the analogue in this setting of part (i) in Exercise
7.2.15.

Lemma 7.3.3. Let C0(RN ;C) be the space of continuous, C-valued functions
on RN that tend to 0 at infinity, and give C0(RN ;C) the uniform topology,

the one corresponding to uniform convergence on RN . Then f̂ ∈ C0(RN ;C)
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for each f ∈ L1(λRN ;C) and the map f ∈ L1(RN ;C) 7−→ f̂ ∈ C0(RN ;C) is
both linear and continuous. Furthermore, if f, g ∈ L1(RN ;C), then

(7.3.4)

∫
RN

f(x) ǧ(x) dx =

∫
RN

f̂(ξ) g(ξ) dξ.

Proof: Since it is obvious that f̂ ∈ Cb(RN ;C) with ‖f̂‖u ≤ ‖f‖L1(RN ;C)

and that f  f̂ is linear, the only part of the first assertion that requires

comment is the statement that f̂ tends to 0 at infinity. However, C0(RN ;C)
is closed under uniform limits, and so, by continuity, Theorem 6.3.15 tells

us that it is enough to check f̂ ∈ C0(RN ;C) when f ∈ C∞c (RN ;C). But if
f ∈ C∞c (RN ;C), then we can use Green’s Formula (cf. Exercise 5.3.10) to see
that, because f has compact support,

−|2πξ|2f̂(ξ) =

∫
RN

f(x)∆eξ(x) dx

=

∫
RN

∆f(x)eξ(x) dx = ∆̂f(ξ).

Thus |f̂(ξ)| ≤ |2πξ|−2
∥∥∆f

∥∥
L1(RN ;C)

−→ 0 as |ξ| → ∞.

Finally, to prove (7.3.4), apply Fubini’s Theorem to justify∫
RN

f̂(ξ)g(ξ) dξ =

∫∫
RN×RN

f(x)eξ(x)g(ξ) dx dξ

=

∫∫
RN×RN

f(x)ex(−ξ)g(ξ) dx dξ =

∫
RN

f(x)ǧ(x) dx. �

The function f̂ is called the Fourier transform of the function f . The

fact that f̂ tends to 0 at infinity was observed originally (in the context of
Fourier series) by Riemann and is usually called the Riemann–Lebesgue
Lemma. In this connection, the reader should not be deluded into thinking

that {f̂ : f ∈ L1(RN ;C)} = C0(RN ;C); it is not! In fact, I know of no simple,

satisfactory characterization of {f̂ : f ∈ L1(RN ;C)}.
To complete my justification of (7.3.1) for f ∈ L1(RN ;C), I will need the

computation contained in the next lemma.

Lemma 7.3.5. Given t ∈ (0,∞), define gt : RN −→ (0,∞) so that

(7.3.6) gt(x) = t−
N
2 exp

(
−π|x|

2

t

)
, x ∈ RN .

Then, for all t > 0, gt has total integral 1. In fact, for all ζ ∈ CN ,

(7.3.7)

∫
RN

e2π(ζ,x)CN gt(x) dx = exp

tπ N∑
j=1

ζ2
j

 .



§ 7.3 The Fourier Transform 193

In particular,

(7.3.8) ĝt(ξ) ≡ e−tπ|ξ|
2

and (ĝt)
∨ = gt.

Proof: The first part of (7.3.8) is an easy application of (7.3.7), and, given
the first part, the second part is another application of (7.3.7). Thus we need
only prove (7.3.7). First note that, by Fubini’s Theorem, it is enough to
handle the case N = 1. That is, we have to check that

(∗) t−
1
2

∫
R

exp

(
−πx

2

t
+ 2πζx

)
dx = etπζ

2

for all t > 0 and ζ ∈ C. To this end, observe that, for any given t > 0, both
sides of (∗) are analytic functions of ζ in the entire complex plane C. Hence,
for each t > 0, (∗) will hold for all ζ ∈ C as soon as it holds for ζ ∈ R.
Furthermore, given ζ ∈ R, a change of variables shows that (∗) for some t > 0
implies (∗) for all t > 0. Thus, we need only prove (∗) for ζ ∈ R and t = 2π.
But, for ζ ∈ R,

1

(2π)
1
2

∫
R
e−

x2

2 +2πζx dx =
1

(2π)
1
2

e2π2ζ2

∫
R
e−

1
2 (x−2πζ)2

dx

=
1

(2π)
1
2

e2π2ζ2

∫
R
e−

x2

2 dx = e2π2ζ2

,

where, in the last equation, the computation made in part (i) of Exercise
5.3.10 was used. �

We can now prove for the Fourier transform the analogue of part (iii) in
Exercise 7.2.15.

Theorem 7.3.9. Given f ∈ L1(RN ;C) and t ∈ (0,∞), (cf. (7.3.6))

f ∗ gt(x) =

∫
RN

e−tπ|ξ|
2

ex(−ξ)f̂(ξ) dξ,

and so ∫
RN

e−tπ|ξ|
2

ex(−ξ)f̂(ξ) dξ −→ f(x) in L1(RN ;C) as t↘ 0.

In particular, if f ∈ L1(RN ;C) and f̂ = 0 λRN -almost everywhere, then f = 0
λRN -almost everywhere.

Proof: By Theorem 6.3.12,1 it suffices to prove the initial equation. To this
end, observe that (recall that τxf = f ◦ Tx)

(7.3.10) τ̂xf(ξ) = eξ(−x)f̂(ξ).

1 In the notation of that theorem, gt here would have been g√t there.
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Hence, because gt(−y) = gt(y) = (ĝt)
∨(y), the desired equality follows from

(7.3.4) applied to τxf and gt. �

The preceding proof turns on a general principle that, because of its in-
terpretation in quantum mechanics, is known as the uncertainty principle.
Crudely stated, this principle says that the more localized a function f is, the

more delocalized its Fourier transform f̂ will be. Thus, because gt gets more
and more concentrated near 0 as t↘ 0, ĝt gets more and more evenly spread.
See Exercise 7.3.29 below to see this phenomenon in a more general context.

Before closing this discussion, I want to point out a couple of properties
that indicate why the Fourier transform is a powerful tool for the analysis of
operations based on translation.

Theorem 7.3.11. If f ∈ C1(RN ;C) and both f and |∇f | are λRN -integrable,
then

∂̂xjf(ξ) = −i2πξj f̂(ξ) for each 1 ≤ j ≤ N.

Also, if f, g ∈ L1(λRN ;C) then f̂ ∗ g = f̂ ĝ.

Proof: The proofs of both these facts turn on (7.3.10). Indeed, since by
Lebesgue’s Dominated Convergence Theorem,

∂̂xjf(ξ) = lim
t↘0

τ̂tejf(ξ)− f̂(ξ)

t
,

the first assertion follows. As for the second, write f ∗g(x) as
∫
τ−yf(x)g(y) dy

and apply Fubini’s Theorem and (7.3.10) to conclude that

f̂ ∗ g(ξ) = f̂(ξ)

∫
eξ(y)g(y) dy = f̂(ξ)ĝ(ξ). �

§ 7.3.2. The Hermite Functions: My treatment of the L2-theory of the
Fourier transform will require the introduction of a special orthonormal basis
for L2(λRN ;C), and because the basis for L2(λRN ;C) is the one constructed
from the basis for L2(λR;C) as an application of Theorem 7.1.8, it suffices to
deal with the case N = 1.

Define

hn(x) = e−πx
2

Hn(x) where Hn(x) = (−1)ne2πx2

∂nx
(
e−2πx2)

for n ∈ N.

These functions were introduced by C. Hermite, and I will call hn and Hn,
respectively, the nth unnormalized Hermite function and Hermite poly-
nomial. Because H0 = 1 and Hn(x) = 4πxHn−1(x)−H ′n−1(x) for n ≥ 1, it
should be clear that Hn is an nth order polynomial whose leading coefficient
is (4π)n. Hence, for each n ≥ 0, the span of {Hm : 0 ≤ m ≤ n} is the same
as that of {xm : 0 ≤ m ≤ n}.
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In order to analyze the Hermite functions, it is helpful to introduce the
raising operator a+ = 2πx − ∂x and lowering operator a− = 2πx + ∂x.
Alternatively,

a+ϕ(x) = −eπx
2

∂x
(
e−πx

2

ϕ(x)
)

and a−ϕ(x) = e−πx
2

∂x
(
eπx

2

ϕ(x)
)
.

Using this second expression, it is easy to check that a+hn = hn+1, which

explains the origin of its name. At the same time, a−hn(x) = e−πx
2

∂xHn(x),
which shows that a− is lowering in the sense that it annihilates h0 and, for
n ≥ 1, takes hn into the span of {hm : 0 ≤ m < n}. Arguing by induction,
one can easily pass from these to

(7.3.12) am+hn = hm+n and am−hn = e−πx
2

∂mx Hn for all m, n ∈ N,

and, taking into account the earlier remark about the structure of Hn, one
can use the second of these to see that

(7.3.13) am−hn = 0 if m > n and an−hn = (4π)nn!h0.

Lemma 7.3.14. If ϕ, ψ ∈ C1(R;C) and ϕψ, (a+ϕ)ψ, and ϕ(a−ψ) are all in
L1(R;C), then

∫
(a+ϕ)ψdλR =

∫
ϕ(a−ψ) dλR.

Proof: When at least one of the functions has compact support, the equation
is an easy application of integration by parts. To handle the general case,
choose a bump function η ∈ C∞

(
R; [0, 1]

)
that is identically 1 on [−1, 1] and

vanishes off of [−2, 2], and set ηR(x) = η(R−1x) for R > 0. Then, for each
R > 0,∫

(a+ϕ)ηRψdλR =

∫
ϕa−(ηRψ) dλR =

∫
(ηRϕ)a−ψ dλR +

∫
η′Rϕψ dλR.

Hence, since ‖ηR‖u ≤ 1 and ‖η′R‖u = R−1‖η′‖u, one can use Lebesgue’s
Dominated Convergence Theorem to get the desired result after letting R→
∞. �

By combining the first part of (7.3.12), (7.3.13), and Lemma 7.3.14, one
sees that

(
hm, hn

)
L2(λR;C)

=
(
h0, a

m
−hn

)
L2(λR;C)

=

{
(4π)nn!‖h0‖2L2(λR;C) if m = n

0 if m > n.

Hence, since ‖h0‖2L2(λR;C) = 2−
1
2 ,

(7.3.15)
(
hm, hn

)
L2(λR;C)

= 2−
1
2 (4π)mm!δm,n.

This proves that the hn’s are mutually orthogonal in L2(λR;C), and, among
other things, this fact also allows us to compute a−hn. We already know that
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a−h0 ≡ 0. Further, as I noted earlier, when n ≥ 1, a−hn is in the span of

{hm : 0 ≤ m < n}, and so a−hn =
∑n−1
m=0 αmhm for some choice of αm’s. In

fact, using Lemma 7.3.14 and (7.3.15), one finds that

2−
1
2 (4π)nn!δm,n−1 =

(
a−hn, hm

)
L2(λR;C)

= 2−
1
2 (4π)mm!αm for 0 ≤ m < n,

from which it follows that

(7.3.16) a−h0 = 0 and a−hn = 4πnhn−1 for n ≥ 1.

By adding the first part of (7.3.12) with m = 1 to (7.3.16), one arrives at

(7.3.17) 4πxhn(x) = hn+1(x) + 4πnhn−1(x) for n ≥ 1.

We now have all the machinery needed to prove the basic properties of the
Hermite functions, properties that I will use in the next subsection to develop
the L2-theory of the Fourier transform.

Theorem 7.3.18. Set

h̃n =
2

1
4√

(4π)nn!
hn for n ∈ N.

Then {h̃n : n ∈ N} is an orthonormal basis for L2(λR;C), and

(7.3.19) (2πx)2h̃n − h̃′′n(x) = 2π(2n+ 1)h̃n for each n ∈ N.

Furthermore, ‖h̃0‖u ≤ ‖h̃0‖L1(λR;C) = 2
1
4 and

‖h̃n‖u ≤ ‖h̃n‖L1(λR;C) ≤
(1 + 4π + 2n)

1
2

2
for n ≥ 1.

Finally,

(7.3.20)
̂̃
hn = inh̃n for all n ∈ N.

Proof: The orthonormality assertion is simply a restatement of (7.3.15). To

check that {h̃n : n ∈ N} is a basis, Corollary 7.1.4 says that it suffices to

check that the only f ∈ L2(λR;C) satisfying (f, h̃n)L2(λR;C) = 0 for all n ∈ N
vanishes λR-almost everywhere. To this end, let f be given and set ϕ = fh0.
Then, by (7.3.7), for any ξ ∈ R,(∫

e2πξx|ϕ(x)| dx
)2

≤ ‖f‖2L2(λR;C)

∫
e2π(2ξx−x2) dx = 2−

1
2 ‖f‖2L2(λR;C)e

2πξ2

.
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Hence, since

n∑
m=0

∣∣∣∣ (i2πξx)m

m!
ϕ(x)

∣∣∣∣ ≤ (e2πξx + e−2πξx
)
|ϕ(x)|,

Lebesgue’s Dominated Convergence Theorem says that

n∑
m=0

(i2πξx)m

m!
ϕ(x) −→ eξ(x)ϕ(x) in L1(λR;C).

Now suppose that f is orthogonal to {h̃n : n ∈ N}. Since, for all n ∈ N, the
sets {Hm : 0 ≤ m ≤ n} and {xm : 0 ≤ m ≤ n} span the same subspace,∫
xmϕ(x) dx = 0 for all m ∈ N and therefore, by the preceding, ϕ̂(ξ) = 0 for

all ξ ∈ R. Now apply the last part of Theorem 7.3.9 to conclude first that
ϕ = 0 and then that f = 0 λR-almost everywhere.

To derive (7.3.19), combine the first part of (7.3.12) with (7.3.16) to see
that

(
(2πx)2 − ∂2

x − 2π
)
hn = a+a−hn = 4πnhn.

To prove the L1-estimates, first note that ‖h̃0‖L1(λR;C) = 2
1
4 ‖h0‖L1(λR;C) =

2
1
4 . When n ≥ 1, use (7.3.17) and (7.3.15) to see that

16π2

∫
x2hn(x)2 dx = 2−

1
2 (4π)n+1n!(2n+ 1),

or, equivalently, that
∫
x2h̃n(x)2 dx = 2n+1

4π . Thus, since

‖h̃n‖2L1(λR;C) =

(∫
R

(1 + x2)
1
2

(1 + x2)
1
2

|h̃n(x)| dx

)2

≤ π
∫
R

(1 + x2)h̃n(x)2 dx,

the required estimate follows. Moreover, ‖h̃n‖u ≤ ‖h̃n‖L1(λR;C) will follow

as soon as we know that
̂̃
hn = inh̃n and therefore that ‖̂̃hn‖L1(λR;C) =

‖h̃n‖L1(λR;C).
The proof of the final assertion comes down to another application of

Lemma 7.3.14 and the first part of (7.3.12). Namely, begin with the ob-

servation that ĥ0 = h0. Next, assume that ĥn = inhn, and apply Lemma
7.3.14, (7.3.12), and the identity (a−)xeξ(x) = i(a+)ξeξ(x), where the sub-
script indicates on which variable the operator is acting, to justify

ĥn+1(ξ) =

∫
eξ(x)(a+hn)(x) dx =

∫
(a−)xeξ(x)hn(x) dx

= ia+ĥn(ξ) = in+1hn+1(ξ). �

The functions h̃n in Theorem 7.3.18 are called the normalized Hermite
functions.

The following corollary is an easy consequence of Theorems 7.3.18 and 7.1.8.

In its statement, ‖n‖ =
∑N
j=1 nj for n ∈ NN .
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Corollary 7.3.21. For each n = (n1, . . . , nN ) ∈ NN , define h̃n : RN −→ R
by

h̃n(x) =

N∏
j=1

h̃nj (xj) for x = (x1, . . . , xN ) ∈ RN .

Then {h̃n : n ∈ NN} is an orthonormal basis in L2(λRN ;C) and

(2π|x|)2h̃n(x)−∆h̃n(x) = 2π(2‖n‖+ 1)h̃n(x) for all n ∈ NN .

Furthermore, ‖h̃n‖u ≤ ‖h̃n‖L1(λRN ;C) ≤ CN (1 + ‖n‖)N2 for some CN < ∞,

and
̂̃
hn = i‖n‖h̃n for all n ∈ N.

§ 7.3.3. L2-Theory of the Fourier Transform: Referring to Corollary
7.3.21, define the Fourier operator F : L2(λRN ;C) −→ L2(λRN ;C) by

Ff =
∑

n∈ZN
i‖n‖

(
f, h̃n

)
L2(λRN ;C)

h̃n.

Clearly F is a linear isometry from L2(λRN ;C) onto itself, and its inverse is
given by

F−1f =
∑

n∈ZN
−i‖n‖

(
f, h̃n

)
L2(λRN ;C)

h̃n = F f̄ .

In addition, as an invertible isometry, F is unitary in the sense that

(7.3.22)
(
Ff, g

)
L2(λRN ;C)

=
(
f,F−1g

)
L2(λRN ;C)

.

Indeed, simply note that, because it is an isometry,(
f,F−1g

)
L2(λRN ;C)

=
(
Ff,F ◦ F−1g

)
L2(λRN ;C)

=
(
Ff, g

)
L2(λRN ;C)

.

Theorem 7.3.23. For every f ∈ L1(λRN ;C) ∩ L2(λRN ;C), Ff = f̂ and

F−1f = f̂ λRN -almost everywhere. In particular, for every f ∈ L2(λRN ;C),∫
|x|≤R

eξ(x)f(x) dx −→ Ff(ξ)∫
|ξ|≤R

e−x(ξ)f(ξ) dξ −→ F−1f(x)

in L2(λRN ;C) as R→∞.

Proof: It suffices to prove the first assertion when f ∈ C∞c (RN ;C). Indeed,
given any f ∈ L1(λRN ;C) ∩ L2(λRN ;C), we can apply Theorem 6.3.15 to its
real and imaginary parts to produce a sequence {fn : n ≥ 1} ⊆ C∞c (RN ;C)
for which fn −→ f in both L1(λRN ;C) and L2(λRN ;C). Hence, if we knew
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that Ffn = f̂n for each n, then, because f̂n −→ f̂ uniformly and Ffn −→ Ff
in L2(λRN ;C), we would know that Ff = f̂ λRN -almost everywhere.

Now assume that f ∈ C∞c (RN ;C), and set

ϕm =
∑
‖n‖≤m

(
f, h̃n

)
L2(λRN ;C)

h̃n for m ≥ 0.

We know that ϕm −→ f and therefore that Fϕm −→ Ff in L2(λRN ;C).
Furthermore, by Corollary 7.3.21, ϕm ∈ L1(λRN ;C) and ϕ̂m = Fϕm for each
m ≥ 0. Hence, if we can show that ϕm −→ f in L1(λRN ;C), then we will know

that f̂ = Ff λRN -almost everywhere. But, since ϕm −→ f in λRN -measure,
Fatou’s Lemma says that

‖f − ϕm‖L1(λRN ;C) ≤ lim
M→∞

‖ϕM − ϕm‖L1(λRN ;C)

≤
∑
‖n‖>m

∣∣(f, h̃n)L2(λRN ;C)

∣∣‖h̃n‖L1(λRN ;C).

Furthermore, by Corollary 7.3.21, ‖h̃n‖L1(λRN ;C) ≤ CN (1 + ‖n‖)N2 and

(
2π(2‖n‖+ 1)

)N+1(
f, h̃n

)
L2(λRN ;C)

=
(
f,HN+1h̃n

)
L2(λRN ;C)

=
(
HN+1f, h̃n

)
L2(λRN ;C)

,

where H is the operator (2π|x|)2 −∆ and Green’s formula was applied to get
the final equality. Thus, we now have that

‖f − ϕm‖L1(λRN ;C) ≤ CN
∑
‖n‖>m

(1 + ‖n‖)N2
(2π(2‖n‖+ 1))N+1

∣∣(HN+1f, h̃n
)
L2(λRN ;C)

∣∣
≤ CN

 ∑
‖n‖>m

(1 + ‖n‖)N

(2π(2‖n‖+ 1))2N+2

 1
2

‖HN+1f‖L2(λRN ;C) −→ 0 as m→∞.

Knowing that Ff = f̂ for f ∈ L1(λRN ;C) ∩ L2(λRN ;C) and noting that

F−1f = F f̄ , one sees that F−1f = f̂ for f ∈ L1(λRN ;C) ∩ L2(λRN ;C).
Given the first part, the second part is easy. Namely, if f ∈ L2(λRN ;C),

then fR = 1[0,R]f ∈ L1(λRN ;C) ∩ L2(λRN ;C), and therefore

FfR(ξ) = f̂R(ξ) =

∫
|x|≤R

eξ(x)f(x) dx,

F−1fR(x) = f̂R(x) =

∫
|ξ|≤R

e−x(ξ)f(ξ) dξ.
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Hence, since fR −→ f and therefore FfR −→ Ff and F−1fR −→ F−1f in
L2(λRN ;C), we are done. �

The fact that F is unitary is so important that two of its consequences have
names of their own. The formula

(7.3.24) f = lim
R→∞

∫
|ξ|≤R

e−x(ξ)Ff(ξ) dξ in L2(λRN ;C)

is called the Fourier inversion formula and

(7.3.25)
(
Ff,Fg

)
L2(λRN ;C)

=
(
f, g
)
L2(λRN ;C)

is known as Parseval’s identity.

Remark 7.3.26. As Theorem 7.3.23 shows, F on L2(λRN ;C) is the continu-
ous extension from L1(λRN ;C)∩L2(λRN ;C) of the L1-Fourier transform, and

it is conventional to continue to use f̂ and f̌ to denote Ff and F−1f . This

convention is a little misleading since f̂ for f ∈ L1(λRN ;C) is defined point-
wise by a well-defined Lebesgue integral whereas Ff is, in general, defined
only up to a set of λRN -measure 0 and is given as a limit in L2(λRN ;C) of
Lebesgue integrals.

The L2-version of Theorem 7.3.11 is the following.

Theorem 7.3.27. If f ∈ C1(RN ;C) and both f and |∇f | are in L2(λRN ;C),
then, for each 1 ≤ j ≤ N ,

F(∂xjf)(ξ) = −i2πξjFf(ξ) for λRN -almost every ξ ∈ RN ,

and therefore |ξ|Ff(ξ) is in L2(λRN ;C). If f ∈ L1(λRN ;C) and g ∈ L2(λRN ;C),

then F(f ∗ g) = f̂Fg.

Proof: Choose a bump function η ∈ C∞
(
RN ; [0, 1]

)
for which η = 1 on

B(0, 1) and 0 off B(0, 2), and set ηR(x) = η(R−1x). Given an f with the
properties in the first assertion, take fR = ηRf . Then, by Theorems 7.3.23
and 7.3.11, F(∂xjfR)(ξ) = −i2πξjFfR(ξ) for λRN -almost every ξ ∈ RN .
Furthermore, as R→∞, fR −→ f and

∂xjfR(x) = R−1
(
(∂xjη)(R−1x)

)
f(x) + ηR(x)∂xjf(x) −→ ∂xjf(x)

both pointwise and in L2(λRN ;C). Hence, FfR −→ Ff and F(∂xjfR) −→
F(∂xjf) in L2(λRN ;C), and so we can find Rn ↗∞ such that

−i2πξjFf(ξ) = lim
n→∞

i2πf̂Rn(ξ) = lim
n→∞

∂̂xjfRn(ξ) =
[
F(∂xjf)

]
(ξ)

for λRN -almost every ξ ∈ RN .
To prove the second part, take ηR as above and gR = ηRg. By Theorems

7.3.23 and 7.3.11, F(f ∗ gR) = f̂FgR. Moreover, gR −→ g and, by Young’s
inequality, f ∗ gR −→ f ∗ g in L2(λRN ;C). Hence, the second part is also
proved. �
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Exercises for § 7.3

Exercise 7.3.28. Using part (iii) of Exercise 5.1.13, show that, for x ∈ RN
(cf. part (iii) of Exercise 6.3.18),

P (x) ≡ 2

ωN (1 + |x|2)
N+1

2

=
1

(2π)
N+1

2

∫
(0,∞)

t−
N+3

2 e−
1
2t e−

|x|2
2t dt.

Next, using (7.3.8), conclude that

P̂ (ξ) = (2π)−
1
2

∫
(0,∞)

t−
3
2 e−

1
2t e−t2π

2|ξ|2 dt.

Finally, use part (iv) of Exercise 5.1.13 to conclude that

P̂ (ξ) = e−2π|ξ|,

Use this computation to give another derivation of the convolution semigroup
property in part (iii) of Exercise 6.3.18.

Exercise 7.3.29. Let g ∈ L1(λRN ;R) with
∫
R g(x) dx = 1 be given, and

define gt(x) = t−Ng(t−1x). Clearly, as t↘ 0, gt gets more and more localized
at 0 in a sense made precise by Theorem 6.3.12. Show that, at the same time,
ĝt is becoming delocalized in the sense that ĝt(ξ) = ĝ(tξ) −→ 1 uniformly on
compacts. As I said earlier, this property is a manifestation of the uncertainty
principle.2

Exercise 7.3.30. Let γ be the Borel measure on R determined by γ(Γ) =∫
Γ
e−2πx2

dx.

(i) Set H̃n = 2
1
4

(√
(4π)nn!

)−1
Hn, and show that {H̃n : n ∈ N} is an

orthonormal basis for L2(γ;C).

(ii) Show that

e4πζx−2πζ2

=

∞∑
n=0

ζn

n!
Hn(x) for (ζ, x) ∈ C× R,

where the convergence is uniform over compact subsets of C×R. In addition,
show that, for each ζ ∈ C, the convergence is in L2(γ;C) and that the rate of
this convergence in uniform in ζ from compact subsets of C.

(iii) Use part (ii) to give another derivation of the fact that ĥn = inhn.

2 For the reader who wants to learn more about the uncertainty principle, G. Folland’s

Harmonic Analysis in Phase Space, published by Princeton Univ. Press, is a good place to
start.
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Exercise 7.3.31. There are a few formulas whose inherent beauty brings
tears to the eyes of even the most jaded mathematicians, and among these is
the formula to be derived in this exercise. Let f ∈ L1(R;C) ∩ C(R;C), and
assume that (∑

n∈Z
sup
x∈[0,1]

|f(x+ n)|

)
∨

(∑
n∈Z
|f̂(n)|

)
<∞.

The Poisson summation formula is the intriguing statement that

(7.3.32)
∑
n∈Z

f(n) =
∑
n∈Z

f̂(n).

To prove (7.3.32), define f̃(x) for x ∈ [0, 1] by f̃(x) =
∑
n∈Z f(x + n), and

show that f̃ ∈ C0
1

(
[0, 1];C

)
and that (f̃ , ek)L2([0,1];C) = f̂(−k). Now apply

Exercise 7.2.14 with ϕ = f̃ to arrive at (7.3.32).

Exercise 7.3.33. Using (7.3.32) and (7.3.8), show that∑
n∈Z

e−
πn2

t = t
1
2

∑
n∈Z

e−tπn
2

, t > 0.

Similarly, using the calculation in Exercise 7.3.28, show that

∑
n∈Z

1

t2 + n2
=
π

t

1 + e−2πt

1− e−2πt
=
π

t
coth(πt), t > 0.

Starting from the second of these, give another proof that
∑
n≥1

1
n2 = π2

6 . In
addition, show that it leads to

sinh(πt) = πt
∞∏
n=1

(
1 + t2

n2

)
,

which, after analytic continuation, yields Euler’s product formula

sin(πt) = πt

∞∏
n=1

(
1− t2

n2

)
.



chapter 8

The Radon–Nikodym Theorem,

Daniell Integration,

and Carathéodory’s Extension Theorem

In this concluding chapter I will deal with several matters that are of a rather
abstract nature. The first of these is the famous theorem of Radon and
Nikodym, which can be viewed as a generalization of the results in § 3.3. The
second is the abstraction of Lebesgue’s integration theory that results from
thinking about integrals as linear functions. For reasons that I do not under-
stand, this theory is called Daniell integration even though all the key ideas
seem to have been F. Riesz’s. Be that as it may, Daniell’s theory is an interest-
ing interpretation of integration theory and leads to a powerful procedure for
constructing measures. However, the finiteness hypotheses under which this
construction procedure works are too restrictive to handle the construction of
measures, like those of Hausdorff, that are wildly non-finite. For this reason, I
will close with a construction procedure, invented by C. Carathéodory, which
can used to construct such measures, and I then will apply his procedure to
the construction of Hausdorff measures. Finally, I will prove the relationship
between Hausdorff measure and surface measure on hypersurfaces.

§ 8.1 The Radon–Nikodym Theorem

Given a pair of measures µ and ν on the measurable space (E,B), recall (cf.
Exercises 2.1.27 and 2.1.28) that µ is absolutely continuous with respect
to ν, abbreviated by µ � µ, if µ(Γ) = 0 whenever Γ is an element of B for
which ν(Γ) = 0 and that µ is singular to ν, abbreviated by µ ⊥ ν, if there is

a Γ ∈ B for which µ(Γ{) = 0 = ν(Γ). A purely measure-theoretic statement
of Theorem 3.3.12 is that each finite Borel measure µ on R has a unique
decomposition into a part µa that is absolutely continuous with respect to λR
and a part µs that is singular to λR. In addition, Theorem 3.3.6 says that
there is a unique f ∈ L1(λR;R) for which µa(Γ) =

∫
Γ
f dλR. The theorem of

Radon and Nikodym, which is the topic of this section, shows that both these
statements admit vast generalizations.

The proof that I will give of the Radon–Nikodym Theorem is due to J. von

DOI 10.1007/978-1-4614-1135-2_8, © Springer Science+Business Media, LLC 2011
D.W. Stroock, Essentials of Integration Theory for Analysis, Graduate Texts in Mathematics , 203 262
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Neumann. Von Neumann’s idea was that the absolutely continuous part of µ
should be viewed as some sort of projection of µ onto ν, and he implemented
this idea as an application of the easiest of F. Riesz’s many representation
theorems.

Theorem 8.1.1. If H is a real or complex Hilbert space and Λ is a linear
map with values in R or C, then Λ is continuous if and only if there exists a
g ∈ H such that Λ(h) = (h, g)H for all h ∈ H, in which case there is only one
such g.

Proof: Since it is clear that h (h, g)H is continuous, linear, and uniquely
determines g for any g ∈ H, it remains only to prove the existence part of
the “only if” assertion. Thus, assume that Λ is continuous, and take L to be
the null space {h ∈ H : Λ(h) = 0} of Λ. By linearity, L is a linear subspace,
and, by continuity, L is closed. If L = H, then one can take g = 0, and
so we will assume now that L 6= H. Then, by Corollary 7.1.4, one can find
an f ∈ L⊥ with ‖f‖H = 1, in which case Λ(f) 6= 0 and, for any h ∈ H,

Λ
(
h− Λ(h)

Λ(f)f
)

= 0. Equivalently, h− Λ(h)
Λ(f)f ∈ L and therefore (h, f)H = Λ(h)

Λ(f)

for all h ∈ H. In other words, when L 6= H one can take g = Λ(f)f .

The next step is to prove the analogue of Lemma 3.3.4 in this context. That
is, I will prove the Radon–Nikodym Theorem in the special case of measures
satisfying µ ≤ ν in the sense that µ(Γ) ≤ ν(Γ) for all Γ ∈ B. Notice that, by
starting with simple functions and taking monotone limits, one can show that
this condition implies

∫
ϕdµ ≤

∫
ϕdν for every non-negative, B-measurable

ϕ.

Lemma 8.1.2. Suppose that (E,B, ν) is a σ-finite measure space and that
µ is a finite measure on (E,B) with the property that µ ≤ ν. Then there is a
unique ϕ ∈ L1(ν;R) such that µ(Γ) =

∫
Γ
ϕdν for all Γ ∈ B. Moreover, ϕ can

be chosen to take its values in [0, 1[.

Proof: Since E can be written as the countable union of disjoint elements
of B on each of which ν is finite, we will, without loss of generality, assume
that ν is finite.

Noting that L2(ν;R) ⊆ L2(µ;R) ⊆ L1(µ;R), define Λ(h) =
∫
h dµ for

h ∈ L2(ν;R), and observe that h Λ(h) is linear and satisfies

|Λ(h)| ≤ ‖h‖L1(µ;R) ≤ µ(E)
1
2 ‖h‖L2(µ;R) ≤ µ(E)

1
2 ‖h‖L2(ν;R).

Hence, |Λ(h′)−Λ(h)| = |Λ(h′−h)| ≤ µ(E)
1
2 ‖h′−h‖L2(ν;R), which means that

Λ is continuous on L2(ν;R). In particular, by Theorem 8.1.1, there exists
a ϕ ∈ L2(ν;R) such that

∫
h dµ = Λ(h) =

∫
hϕdν for all h ∈ L2(ν;R),

and clearly this means that µ(Γ) =
∫

Γ
ϕdν for all Γ ∈ B. Finally, since∫

Γ
ϕdν = µ(Γ) ∈

[
0, ν(E)

]
for all Γ ∈ B, we know (cf. Exercise 3.1.14) that ϕ

is uniquely determined up to a set of ν-measure 0 and that it takes its values
in [0, 1] ν-almost everywhere. �
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The first part of the next theorem is called Lebesgue’s Decomposition
Theorem, and the second part is the Radon–Nikodym Theorem.

Theorem 8.1.3. Suppose that (E,B, ν) is a σ-finite measure space and that
µ is a finite measure on (E,B). Then there is one and only one way of writing
µ as the sum of a measure µa � ν and an measure µs ⊥ ν. Moreover, there is
a B ∈ B such that µs(Γ) = µ(Γ ∩B) and therefore µa(Γ) = µ(Γ ∩B{) for all
Γ ∈ B. In addition, there is a unique f ∈ L1(ν;R) such that µa(Γ) =

∫
Γ
f dν

for all Γ ∈ B, and f can be chosen to be non-negative. In particular, µ � ν
if and only if µ(Γ) =

∫
Γ
f dν, Γ ∈ B, for some f ∈ L1(ν;R).

Proof: First note that if µ(Γ) =
∫

Γ
f dν for some f ∈ L1(ν;R) and all Γ ∈ B,

then, by Exercise 3.1.13, µ� ν. In addition, by Exercise 3.1.14, f is uniquely
determined up to a set of ν-measure 0 and is non-negative (a.e., ν).

Next we will show that there is at most one choice of µa and therefore of
µs. To this end, suppose that µ = µa + µs = µ′a + µ′s, where µa and µ′a are
both absolutely continuous with respect to ν and both µs and µ′s are singular
to ν. Choose B, B′ ∈ B such that

ν(B) = ν(B′) = 0 and µs(B
{) = 0 = µ′s

(
(B′){

)
,

and set A = B ∪ B′. Then ν(A) = 0 and µs(A
{) = 0 = µ′s(A

{), and so, for
any Γ ∈ B,

µa(Γ) = µa(Γ ∩A{) = µ(Γ ∩A{) = µ′a
(
Γ ∩A{) = µ′a(Γ).

In other words, µa = µ′a.
To prove the existence statements, first use Lemma 8.1.2, applied to µ and

µ+ ν, to find a B-measurable ϕ : E −→ [0, 1] with the property that

µ(Γ) =

∫
Γ

ϕdµ+

∫
Γ

ϕdν for all Γ ∈ B.

Proceeding by way of simple functions and monotone limits, one sees that∫
g dµ =

∫
gϕ dµ+

∫
gϕ dν

for all non-negative, B-measurable g’s, from which it is clear that∫
g(1− ϕ) dµ =

∫
gϕ dν,

first for all g ∈ L1(µ;R)∩L1(ν;R) and then for all non-negative, B-measurable

g’s. Now set B = {ϕ = 1}, and define µa(Γ) = µ(Γ∩B{) and µs(Γ) = µ(Γ∩B)
for all Γ ∈ B. Since

ν(B) = ν({ϕ = 1}) =

∫
{ϕ=1}

ϕdν =

∫
{ϕ=1}

(1− ϕ) dµ = 0,
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it is clear that µs is singular to ν. At the same time, if f ≡ (1 − ϕ)−1 ϕ1B{ ,
then, by taking g = (1− ϕ)−11Γ∩B{ , one sees that

µa(Γ) = µ(Γ ∩B{) =

∫
g(1− ϕ) dµ =

∫
Γ

f dν

for each Γ ∈ B. �
Given a finite measure µ and a σ-finite measure ν, the corresponding mea-

sures µa and µs are called the absolutely continuous and singular parts
of µ with respect to ν. Also, if µ is absolutely continuous with respect to
ν, then the corresponding non-negative f ∈ L1(ν;R) is called the Radon–

Nikodym derivative of µ with respect to ν and is often denoted by dµ
dν . The

choice of this terminology and notation comes from the general fact, of which
Theorem 3.3.6 is a special case, that the Radon–Nikodym derivative of µ with
respect to ν is truly a derivative.1

Exercises for § 8.1

Exercise 8.1.4. Let J = [a, b] ⊆ R be a compact interval and ψ a right-
continuous function of bounded variation on J . Next, define ψ+ and ψ− as
in Theorem 1.2.13, and let µ+ and µ− be the Borel measures on R whose
distribution functions are, respectively, x ψ+

(
(a∨x)∧ b

)
and x ψ−

(
(a∨

x) ∧ b
)
. Now set µ = µ+ + µ−, and note that µ has distribution function

x  Var
(
ψ; [a, (a ∨ x) ∧ b]

)
. Finally, show that there is a B ∈ BJ for which

dµ+

dµ = 1B and dµ−
dµ = 1B{ . In particular, µ+ ⊥ µ−.

Hint: Set f± = dµ±
dµ , and note that f+ and f− can be chosen to be non-

negative and satisfy f+ + f− = 1J . The hard part is to show that f1f2 = 0
µ-almost surely. To this end, for x ∈ J , set

ψ2(x) = ψ+(x)−
∫

[a,x]

f+f− dµ and ψ1(x) = ψ−(x)−
∫

[a,x]

f+f− dµ.

Show that ψ1 and ψ2 are right-continuous, non-decreasing functions on J
satisfying ψ1(a) = 0 = ψ2(a) and ψ = ψ(a) + ψ2 − ψ1. Now use Exercise
1.2.22 to conclude that ψ2 ≥ ψ+ and therefore that f1f2 = 0 µ-almost surely.

Exercise 8.1.5. Let (E,B, ν) and µ be as in Theorem 8.1.3, and show that

µs(Γ) = sup
{
µ(Γ ∩A) : A ∈ B and ν(A) = 0

}
for all Γ ∈ B.

In addition, show that there is a B0 ∈ B such that ν(B0) = 0 and

µ(B0) = κ ≡
{
µ(A) : A ∈ B and ν(A) = 0

}
.

Finally, show that if B ∈ B and ν(B) = 0, then µs(Γ) = µ(Γ∩B) for all Γ ∈ B
if and only if µ(B) = κ.

1 For further information, see Theorem 5.2.20 in the second edition of my book Probability
Theory, an Analytic View, published by Cambridge Univ. Press.
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Exercise 8.1.6. Suppose that P is a countable partition of the non-empty
set E, and use B to denote σ(P).

(i) Show that f : E −→ R is B-measurable if and only if f is constant on
each A ∈ P. Also, show that a measure ν is σ-finite on (E,B) if and only if
ν(A) <∞ for every A ∈ P. Finally, if µ is a second measure on (E,B), show
that µ� ν if and only if µ(A) = 0 for all A ∈ P satisfying ν(A) = 0.

(ii) Given any measures µ and ν on (E,B) and a B-measurable, ν-integrable
f : E −→ [0,∞), show that µ(A) =

∫
A
f dν for all A ∈ B implies that, for

every A ∈ P, ν(A) ∈ (0,∞) =⇒ f � A = µ(A)
ν(A) and ν(A) =∞ =⇒ f � A =

0.

(iii) Using the preceding, show that, in general, one cannot dispense with
the assumption in Theorem 8.1.3 that ν is σ-finite.

Exercise 8.1.7. Let µ1 and µ2 be a pair of finite measures on the measurable
space (E,B). Given a σ-finite measure ν on (E,B) for which µ1 � ν and
µ2 � ν, set

(µ1, µ2) =

∫
f

1
2

1 f
1
2

2 dν where f1 =
dµ1

dν
and f2 =

dµ2

dν
.

Show that the number (µ1, µ2) is independent of the choice of ν and that
(µ1, µ2) = 0 if and only if µ1 ⊥ µ2. In particular, one can always take
ν = µ1 + µ2.

Exercise 8.1.8. Given a Banach space X over R, in functional analysis
an important role is played by its dual space X∗: the space of continuous
linear maps Λ : X −→ R. When X is a Hilbert space, Theorem 8.1.1 allows
one to identify X∗ with X itself via the inner product. In particular, if
X = L2(µ;R), then Λ ∈ X∗ if and only if there exists an f ∈ L2(µ;R) such
that Λ(ϕ) = (ϕ, f)L2(µ;R) for all ϕ ∈ L2(µ;R). More generally, at least when

µ is σ-finite, it is known2 that, for any p ∈ [1,∞), a similar identification

exists of Lp(µ;R)∗ with Lp
′
(µ;R), where p′ is the Hölder conjugate of p.

Namely, Λ ∈ Lp(µ;R)∗ if and only if there exists an f ∈ Lp′(µ;R) such that
Λ(ϕ) =

∫
ϕf dµ for all ϕ ∈ Lp(µ;R). The goal of this exercise is to prove

this identification in a special case. Since, by (i) in Theorem 6.2.4, it is clear
that ϕ ∈ Lp(µ;R) 7−→

∫
ϕf dµ ∈ R is a continuous, linear map for every

f ∈ Lp′(µ;R), what remains is to show that every Λ ∈ Lp(µ;R) arises in this
way. See Exercise 8.2.21 for further information.

(i) Show that a linear map Λ : X −→ R is continuous if and only if there
exists a C <∞ such that |Λ(x)| ≤ C‖x‖X for all x ∈ X.

(ii) Given a measure space (E,B, µ), a p ∈ [1, 2], and an f ∈ L2(µ;R), use

Theorem 6.2.4 to show that f ∈ Lp′(µ;R) if there exists C < ∞ for which
‖ϕf‖L1(µ;R) ≤ C‖ϕ‖Lp(µ;R) for all ϕ ∈ L2(µ;R).

2 See, for example, IV.8 in Linear Operators, I by N. Dunford and J. Schwartz, published
by Wiley-Interscience and sold by them for an obscene price.
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(iii) Suppose that (E,B, µ) is a finite measure space and that p ∈ [1, 2].
Given Λ ∈ Lp(µ;R)∗, choose C < ∞ as in (i), and show that |Λ(ϕ)| ≤
Cµ(E)

1
p−

1
2 ‖ϕ‖L2(µ;R) for all ϕ ∈ L2(µ;R). Next, apply Theorem 8.1.1 to

produce an f ∈ L2(µ;R) such that Λ(ϕ) = (ϕ, f)L2(µ;R) for ϕ ∈ L2(µ;R),

use (ii) to see that f ∈ Lp′(µ;R), and conclude that Λ(ϕ) =
∫
ϕf dµ for all

ϕ ∈ Lp(µ;R).

(iv) Show that the same conclusion holds when µ is σ-finite.

§ 8.2 The Daniell Integral

The idea underlying Daniell’s theory is that it is smarter to start with an
abstract theory of integration and extract the measure from the integration
theory rather than start with the measure. In other words, one should reverse
the procedure that was adopted in Chapters 2 and 3. In this section, I will
describe how this can be done, and I will begin by setting the stage.

Let E be a non-empty set. I will say that a subset L of the functions
f : E −→ R is a vector lattice if L is a vector space and f+ = f ∨ 0 is in
L whenever f ∈ L. Because f ∨ g = f + (g − f)+, f ∨ g is in L and, because
f ∧ g = −

(
−f) ∨ (−g)

)
, f ∧ g is also in L whenever both f and g are. In

particular, f− and |f | ∈ L if f ∈ L.

Given a vector lattice L, I will say that the map I : L −→ R is an integral
on L if

(a) I is linear,
(b) I is non-negative in the sense that I(f) ≥ 0 for every non-negative

f ∈ L,
(c) I

(
fn
)
↘ 0 whenever

{
fn : n ≥ 1} ⊆ L is a non-increasing sequence

that tends (pointwise) to 0.

Finally, say that a triple I = (E,L, I) is an integration theory if L is a
vector lattice of functions f : E −→ R and I is an integral on L.

Examples 8.2.1. Here are three situations from which the preceding notions
are derived.

(i) The basic model for the preceding definitions is the one that comes from
the integration theory for a measure space

(
E,B, µ

)
. Indeed, in that case,

L = L1(µ;R) and I(f) =
∫
f dµ.

(ii) A second basic source of integration theories is the one that comes from
finitely additive functions on an algebra. That is, let (cf. Exercise 2.1.16) A be
an algebra of subsets of E and denote by L(A) the space of simple functions
f : E −→ R with the property that {f = a} ∈ A for every a ∈ R. It is then an
easy matter to check that L(A) is a vector lattice. Now let µ : A −→ [0,∞)
be finitely additive in the sense that

µ
(
Γ1 ∪ Γ2

)
= µ

(
Γ1

)
+ µ

(
Γ2

)
for disjoint Γ1, Γ2 ∈ A.
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Note that, since µ(∅) = µ(∅ ∪ ∅) = 2µ(∅), µ(∅) must be 0. Also, because only
finite additivity was used in the proof of Lemma 3.1.2, one can use the same
argument here to show that

f ∈ L(A) 7−→ I(f) ≡
∑

a∈Range(f)

aµ
(
{f = a}

)
is linear and non-negative. Finally, observe that I cannot be an integral unless
µ has the property that

(8.2.2) µ
(
Γn
)
↘ 0 whenever {Γn : n ≥ 1} ⊆ A decreases to ∅.

On the other hand, if (8.2.2) holds and {fn : n ≥ 1} ⊆ L(A) is a non-
increasing sequence that tends pointwise to 0, then for each ε > 0,

lim
n→∞

I
(
fn
)
≤ εI(1) + ‖f1‖u lim

n→∞
µ
(
{fn > ε}

)
= εI(1).

Thus, in this setting, (8.2.2) is equivalent to I being an integral.

(iii) A third important example of an integration theory is provided by
the following abstraction of Riemann’s theory. Namely, let E be a compact
topological space, and check that C(E;R) is a vector lattice. Next, suppose
that I : C(E;R) −→ R is a linear map that is non-negative. It is then clear
that

∣∣I(f)
∣∣ ≤ C‖f‖u, f ∈ C(E;R), where C = I(1). In particular, this means

that |I(fn)−I(f)| ≤ C‖fn−f‖u −→ 0 if fn −→ f uniformly. Thus, to see that
I is an integral, all that we have to do is use Dini’s Lemma (cf. Lemma 8.2.15
below), which says that fn −→ 0 uniformly on E if {fn : n ≥ 1} ⊆ C(E;R)
decreases pointwise to 0.

My main goal will be to show that, at least when 1 ∈ L, every integration
theory is a sub-theory of the sort of theory described in (i) above. Thus,
we must learn how to extract the measure µ from the integral. At least in
case (ii) above, it is clear how one might begin such a procedure. Namely,
A =

{
Γ ⊆ E : 1Γ ∈ L(A)

}
and µ(Γ) = I(1Γ) for Γ ∈ A. Hence, what we

are attempting to do in this case is tantamount to showing that µ can be
extended as a measure to the σ-algebra σ(A) generated by A. On the other
hand, it is not so immediately clear where to start looking for the measure
µ in case (iii); the procedure that got us started in case (ii) does not work
here since there will seldom be many Γ ⊆ E for which 1Γ ∈ C(E;R). More
generally, we must learn first how to extend I to a larger class of functions
f : E −→ R and only then look for µ.

§ 8.2.1. Extending an Integration Theory: The extension procedure has
two steps, the first of which is nothing but a rerun of what I did in § 3.1, and
the second one is a minor variation on what I did in § 2.2.
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Lemma 8.2.3. Let (E,L, I) be an integration theory, and define Lu to be the
class of f : E −→ (−∞,∞] that can be written as the pointwise limit of a non-
decreasing sequence {ϕn : n ≥ 1} ⊆ L. Then f∨g and f∧g are in Lu if f and g
are, and Lu is closed under non-negative linear operations and non-decreasing
sequential limits (i.e., {fn : n ≥ 1} ⊆ Lu and fn ↗ f implies that f ∈ Lu).
Moreover, I admits a unique extension to Lu in such a way that I(fn)↗ I(f)
whenever f is the limit of a non-decreasing {fn : n ≥ 1} ⊆ Lu. In particular,
for all f, g ∈ Lu, −∞ < I(f) ≤ I(g) if f ≤ g and I(αf +βg) = αI(f) +βI(g)
for all α, β ∈ [0,∞).

Proof: The closedness properties of Lu are obvious. Moreover, given that an
extension of I with the stated properties exists, it is clear that that extension
is unique, monotone, and linear under non-negative linear operations.

Just as in the development in § 3.1 that eventually led to the Monotone
Convergence Theorem, the proof (cf. Lemma 3.1.4) that I extends to Lu is
simply a matter of checking that the desired extension of I is consistent.
Thus, what we must show is that when ψ ∈ L and {ϕn : n ≥ 1} ⊆ L is a
non-decreasing sequence with the property that ψ ≤ limn→∞ ϕn pointwise,
then I(ψ) ≤ limn→∞ I(ϕn). To this end, note that ϕn = ψ − (ψ − ϕn) ≥
ψ − (ψ − ϕn)+, L 3 (ψ − ϕn)+ ↘ 0, and therefore that

lim
n→∞

I(ϕn) ≥ I(ψ)− lim
n→∞

I
(
(ψ − ϕn)+

)
= I(ψ).

As was said before, once one knows that I is consistently defined on Lu, the
rest of the proof differs in no way from the proof of the Monotone Convergence
Theorem (cf. Theorem 3.2.2). �

Lemma 8.2.3 gives the initial extension of I. What it provides is a rich class
of functions that will be used to play the role that open sets played in my
construction of measures in § 2.2. Thus, given any f : E −→ R, define

I(f) = inf
{
I(ϕ) : ϕ ∈ Lu and ϕ ≥ f

}
.

Because of (2.2.4), it is clear that I(f) is the analogue here of the set function
µ̃ introduced in § 2.2 following Lemma 2.2.1. At the same time, it will be
convenient to have introduced

I(f) = sup
{
−I(ϕ) : ϕ ∈ Lu and − ϕ ≤ f

}
,

the analogue of which in § 2.2 would have been sup
{
µ̃(F ) : F(E) 3 F ⊆ Γ

}
.

Lemma 8.2.4. For any R-valued function f on E, I(f) ≤ I(f), and

(8.2.5)
I(αf) = αI(f) and I(αf) = αI(f) if α ∈ [0,∞),

I(αf) = αI(f) and I(αf) = αI(f) if α ∈ (−∞, 0].
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Moreover, if f and g map E to R, then

(8.2.6) f ≤ g =⇒ I(f) ≤ I(g) and I(f) ≤ I(g),

and, when (f, g) takes values in (cf. § 3.1.1) R̂2,

(8.2.7)

(
I(f), I(g)

)
∈ R̂2 =⇒ I(f + g) ≤ I(f) + I(g)(

I(f), I(g)
)
∈ R̂2 =⇒ I(f + g) ≥ I(f) + I(g).

Finally,

(8.2.8) f ∈ Lu =⇒ I(f) = I(f) = I(f).

Proof: To prove the initial assertion, first note that it suffices to treat the
case in which I(f) > −∞ and I(f) < ∞ and then that, for any (ϕ,ψ) ∈ L2

u

with −ϕ ≤ f ≤ ψ, ϕ+ ψ ≥ 0 and therefore I(ϕ) + I(ψ) = I(ϕ+ ψ) ≥ 0.

Both (8.2.5) and (8.2.6) are obvious, and, because of (8.2.5), it suffices to
prove only the first line in (8.2.7). Moreover, when I(f) ∧ I(g) > −∞, the
required result is easy. On the other hand, if I(f) = −∞ and I(g) <∞, then
we can choose {ϕn : n ≥ 1} ∪ {ψ} ⊆ Lu such that f ≤ ϕn, I(ϕn) ≤ −n for
each n ∈ Z+, g ≤ ψ, and I(ψ) < ∞. In particular, f + g ≤ ϕn + ψ for all
n ∈ Z+, and so I(f + g) ≤ limn→∞ I(ϕn) + I(ψ) = −∞.

Finally, suppose that f ∈ Lu. Obviously, I(f) ≤ I(f). At the same time, if
{ϕn : n ≥ 1} ⊆ L is chosen such that ϕn ↗ f , then (because −ϕn ∈ L ⊆ Lu
and −(−ϕn) = ϕn ≤ f for each n ∈ Z+)

I(f) ≥ lim
n→∞

−I
(
−ϕn

)
= lim
n→∞

I
(
ϕn
)

= I(f). �

From now on, I will use M(I) to denote the class of those f : E −→ R for

which I(f) = I(f), and I will define Ĩ : M(I) −→ R so that I(f) = Ĩ(f) =
I(f). Obviously (cf. (8.2.5)), for all α ∈ R,

f ∈M(I) =⇒ αf ∈M(I) and Ĩ(αf) = αĨ(f).

Finally, let L1(I;R) denote the class of R-valued f ∈M(I) with Ĩ(f) ∈ R.

Lemma 8.2.9. If f : E −→ R, then f ∈ L1(I;R) if and only if, for each
ε > 0, there exist ϕ, ψ ∈ Lu for which −ϕ ≤ f ≤ ψ and I(ϕ) + I(ψ) < ε.

Moreover, L1(I;R) is a vector lattice and Ĩ is linear on L1(I;R). Finally, if

{fn : n ≥ 1} ⊆ L1(I;R) and 0 ≤ fn ↗ f , then f ∈ M(I) and 0 ≤ Ĩ(fn) ↗
Ĩ(f).
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Proof: First suppose that f ∈ L1(I;R). Given ε > 0, there exists (ϕ,ψ) ∈
L2
u such that −ϕ ≤ f ≤ ψ, Ĩ(f) < −I(ϕ) + ε

2 , and I(ψ) < Ĩ(f) + ε
2 , from

which it is clear that I(ϕ) + I(ψ) < ε. Conversely, suppose that f : E −→ R
and that, for every ε ∈ (0,∞), there exists (ϕ,ψ) ∈ L2

u for which −ϕ ≤ f ≤ ψ
and I(ϕ)+I(ψ) < ε. Because I(ϕ)∧I(ψ) > −∞, −∞ < I(ψ) < ε−I(ϕ) <∞
and −∞ < I(ϕ) < ε− I(ψ) <∞. In addition, −I(ϕ) ≤ I(f) ≤ I(f) ≤ I(ψ).
Hence, not only are both I(f) and I(f) in R, but also I(f)− I(f) < ε, which
completes the proof of the first assertion.

Next, suppose that f ∈ L1(I;R). To prove that f+ ∈ L1(I;R), let ε ∈
(0,∞) be given, and choose (ϕ,ψ) ∈ L2

u such that −ϕ ≤ f ≤ ψ and I(ϕ) +
I(ψ) < ε. Note that −ϕ− = ϕ∧0 ∈ Lu, ϕ+ = ϕ∨0 ∈ Lu, and that ϕ− ≤ f+ ≤
ψ+. Moreover, because ϕ+ ψ ≥ 0, it is easy to see that −ϕ− + ψ+ ≤ ϕ+ ψ,
and therefore that

I(−ϕ−) + I(ψ+) = I(−ϕ− + ψ+) ≤ I(ϕ+ ψ) = I(ϕ) + I(ψ) < ε.

To see that L1(I;R) is a vector space and that Ĩ is linear there, simply apply
(8.2.5) and (8.2.7). Finally, let {fn : n ≥ 1} be a non-decreasing sequence
of non-negative elements of L1(I;R), and set f = limn→∞ fn. Obviously,

limn→∞ Ĩ(fn) ≤ I(f) ≤ I(f). Thus, all that we have to do is prove that

I(f) ≤ limn→∞ Ĩ(fn). To this end, set h1 = f1, hn = fn − fn−1 for n ≥ 2,
and note that each hn is a non-negative element of L1(I;R). Next, given
ε > 0, choose, for each m ∈ Z+, ψm ∈ Lu such that hm ≤ ψm and I(ψm) ≤
Ĩ(hm) + 2−mε. Clearly, ψ ≡

∑∞
1 ψm ∈ Lu and f ≤ ψ. Thus, I(f) ≤ I(ψ).

Moreover, by Lemma 8.2.3 and the linearity of Ĩ on L1(I;R),

I(ψ) = lim
n→∞

I

(
n∑
1

ψm

)
= lim
n→∞

n∑
1

I(ψm)

≤ lim
n→∞

n∑
1

Ĩ(hm) + ε = lim
n→∞

Ĩ(fn) + ε. �

Theorem 8.2.10 (Daniell). Let I = (E,L, I) be an integration theory.

Then Ĩ =
(
E,L1(I;R), Ĩ

)
is again an integration theory, L ⊆ L1(I;R), and

Ĩ agrees with I on L. Moreover, if {fn : n ≥ 1} ⊆ L1(I;R) is non-decreasing
and fn ↗ f , then f ∈ L1(I;R) if and only if supn f(x) < ∞ for each x ∈ E
and supn Ĩ(fn) <∞, in which case Ĩ(fn)↗ Ĩ(f).

Proof: By Lemma 8.2.9, L1(I;R) is a vector lattice and Ĩ is linear there.

Moreover, by (8.2.8), L ⊆ L1(I;R) and Ĩ � L = I � L; and, by (8.2.6),

Ĩ(f) ≥ I(0) = 0 if f ∈ L1(I;R) is non-negative. In addition, if fn ↗ f for
some {fn : n ≥ 1} ⊆ L1(I;R), then, by the last part of Lemma 8.2.9 applied
to {fn − f1 : n ≥ 1}, f − f1 ∈M(I) and

Ĩ(fn) = Ĩ(f1) + Ĩ(fn − f1)↗ Ĩ(f1) + Ĩ(f − f1).
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Since f = f1 + (f − f1) ∈M(I) and, by (8.2.7), Ĩ(f) = Ĩ(f1) + Ĩ(f − f1), the
last assertion is now proved.

Finally, if {fn : n ≥ 1} ⊆ L1(I;R) and fn ↘ 0, then Ĩ(fn) ↘ 0 follows
from the preceding applied to {−fn : n ≥ 1}, and this completes the proof

that Ĩ is an integration theory. �

§ 8.2.2. Identification of the Measure: I am now ready to return to
the problem, raised in the discussion in the introduction to this section, of
identifying the measure underlying a given integration theory (E,L, I). For
this purpose, I introduce the notation σ(L) to denote the smallest σ-algebra
over E with respect to which all of the functions in the vector lattice L are
measurable. Obviously, σ(L) is generated by the sets {f > a} as f runs over
L and a runs over R.

Theorem 8.2.11 (Stone). Let (E,L, I) be an integration theory, and as-
sume that 1 ∈ L. Then

σ
(
L1(I;R)

)
=
{

Γ ⊆ E : 1Γ ∈ L1(I;R)
}
,

the mapping

Γ ∈ σ
(
L1(I;R)

)
7−→ µI(Γ) ≡ Ĩ

(
1Γ

)
∈ [0,∞)

is a finite measure on
(
E, σ(L1(I;R))

)
, σ
(
L1(I;R)

)
is the completion of σ(L)

with respect to µI , L
1(µI ;R) = L1(I;R), and

Ĩ(f) =

∫
E

f dµI for f ∈ L1(I;R).

Finally, if
(
E,B, ν

)
is any finite measure space with the properties that L ⊆

L1(ν;R) and I(f) =
∫
E
f dν for every f ∈ L, then σ(L) ⊆ B and ν coincides

with µI on σ(L).

Proof: Let H denote the collection of sets described on the right-hand side
of the first equation. Using Theorem 8.2.10, one can easily show that H is a
σ-algebra over E and that

Γ ∈ H 7−→ µI(Γ) ≡ Ĩ
(
1Γ

)
∈ [0,∞)

defines a finite measure on (E,H). Our first goal is to prove that

(∗) L1(I;R) = L1(µI ;R) and Ĩ(f) =

∫
E

f dµI for all f ∈ L1(I;R).

To this end, for given f : E −→ R and a ∈ R, consider the functions

gn ≡
[
n(f − f ∧ a)

]
∧ 1, n ∈ Z+.
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If f ∈ L1(I;R), then each gn is also an element of L1(I;R), gn ↗ 1{f>a}
as n −→ ∞, and therefore 1{f>a} ∈ L1(I;R). Thus we see that every f ∈
L1(I;R) is H-measurable. Next, for given f : E −→ [0,∞), define

fn =

4n∑
k=0

k

2n
1{k<2nf≤k+1} for n ∈ Z+.

If f ∈ L1(I;R) ∪ L1(µI ;R), then (cf. the preceding and use linearity) fn ∈
L1(I;R) ∩ L1(µI ;R), fn ↗ f , and so f ∈ L1(I;R) ∩ L1(µI ;R) and Ĩ(f) =∫
E
f dµI . Hence, we have now proved (∗).

Our next goal is to show that σ(L)
µI

= H = σ
(
L1(I;R)

)
. Since L ⊆

L1(I;R) and every element of L1(I;R) is H-measurable, what we know so
far is that σ(L) ⊆ σ

(
L1(I;R)

)
⊆ H. In addition, by the first part of Lemma

8.2.9, it is clear that H = H µI
. Thus, all we need to do is show that

(∗∗) H ⊆ σ(L)
µI
.

But if Γ ∈ H, then we can choose sequences {ϕn : n ≥ 1} and {ψn : n ≥ 1}
from Lu∩L1(I;R) such that −ϕn ≤ 1Γ ≤ ψn, −I(ϕn)↗ Ĩ(1Γ), and I(ψn)↘
Ĩ(1Γ). Further, after replacing ϕn and ψn by ϕ1 ∧ · · · ∧ϕn and ψ1 ∧ · · · ∧ψn,
we may and will assume that each of these sequences is non-increasing. Next,
take ϕ = limn→∞ ϕn and ψ = limn→∞ ψn. Then ϕ and ψ are in L1(I;R),

−ϕ ≤ 1Γ ≤ ψ, and −Ĩ(ϕ) = Ĩ(ψ). To complete the proof that Γ ∈ σ(L)
µI

from here, first observe that every element of Lu is σ(L)-measurable and
therefore that ϕ and ψ are also. Hence, both the sets C = {ϕ < 0} and

D = {ψ ≥ 1} are elements of σ(L). Finally, from −ϕ ≤ 1Γ ≤ ψ and −Ĩ(ϕ) =

Ĩ(ψ), it is easy to check that −ϕ ≤ 1C ≤ 1Γ ≤ 1D ≤ ψ and therefore that

µI(D\C) = µI(D)−µI(C) ≤ Ĩ(ψ)+ Ĩ(ϕ) = 0, which means that Γ ∈ σ(L)
µI

.
Thus, since ν(E) = µI(E), we have proved (∗∗) and therefore the desired
equalities.

We have now completed the proof of everything except the concluding as-
sertion about uniqueness. But if L ⊆ L1(ν;R), then obviously σ(L) ⊆ B.
Moreover, if

∫
f dν = I(f) for all f ∈ L, then one can prove that ν � σ(L) =

µI � σ(L) as follows. It is clear that σ(L) is generated by the Π-system of sets
Γ of the form Γ =

{
f1 > a1, . . . , f` > a`

}
, where ` ∈ Z+, {a1, . . . , a`} ⊆ R,

and {f1, . . . , f`} ⊆ L. Thus, by Theorem 2.1.13, we need only check that ν
agrees with µI on such sets Γ. To this end, define

gn =

[
n min

1≤k≤`
(fk − fk ∧ ak)

]
∧ 1,

note that {gn : n ≥ 1} ⊆ L and 0 ≤ gn ↗ 1Γ, and conclude that

ν(Γ) = lim
n→∞

∫
gn dν = lim

n→∞

∫
gn dµI = µI(Γ). �
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§ 8.2.3. An Extension Theorem: With the preceding results in hand, I
can now treat the situations described in (ii) and (iii) of the Examples 8.2.1
in the introduction to this section. In this subsection I will prove and apply
the following extension criterion, which handles (ii).

Theorem 8.2.12. Let A be an algebra of subsets of E, and suppose that
µ : A −→ [0,∞) is a finitely additive function with the property that (8.2.2)
holds. Then there is a unique finite measure, again denoted by µ, on

(
E, σ(A)

)
that is an extension of µ from A.

Proof: Define L(A) and I on L(A) as in (ii) of the Examples 8.2.1. As was
asserted there, I is an integral on L(A). In addition, it is an easy matter
to see that σ(A) = σ

(
L(A)

)
. Hence the desired existence and uniqueness

statements follow immediately from Theorem 8.2.11. �

To demonstrate how this criterion gets applied, I will use it to carry out a
general construction that plays an important role in probability theory, where
it is interpreted as guaranteeing the simultaneous existence of infinitely many
independent random variables. The setting is as follows. For each i from a
non-empty index set I, (Ei,Bi, µi) is a probability space. Given ∅ 6= S ⊆ I,
set ES =

∏
i∈S Ei, and use ΠS to denote the natural projection map from

E ≡ EI onto ES , the one that takes x ∈ EI to x � S. Finally, let F stand for
the set of all non-empty, finite subsets F of I, and denote by BI the σ-algebra
over E generated by sets of the form

ΓF ≡ Π−1
F

(∏
i∈F

Γi

)
, F ∈ F and Γi ∈ Bi for i ∈ F.

My goal is to show there is a unique probability measure µ ≡
∏
i∈I µi on

(E,BI) with the property that

(8.2.13) µ
(
ΓF
)

=
∏
i∈F

µi
(
Γi
)

for all choices of F ∈ F and Γi ∈ Bi, i ∈ F .
Begin by observing that uniqueness is clear. Indeed, the collection that

generates BI is obviously a Π-system that contains E, and therefore, by The-
orem 2.1.13, the condition in (8.2.13) can be satisfied by at most one measure.
Secondly, observe that there is no problem when I is finite. In fact, when I
has only one element there is nothing to do at all. Moreover, if we know how
to handle I’s containing n ∈ Z+ elements and I = {i1, . . . , in+1}, then we

can take
∏n+1

1 µim to be the image of(
n∏
1

µim

)
× µin+1
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under the mapping

(
(xi1 , . . . , xin), xin+1

)
∈

(
n∏
1

Eim

)
× Ein+1

7−→
(
xi1 , . . . , xin+1

)
∈
n+1∏

1

Eim .

In other words, we know how to construct µ when I is finite.
Now assume that I is infinite. Given F ∈ F, use µF to denote

∏
i∈F µi. In

order to construct µ, introduce the algebra

A ≡
⋃
F∈F

Π−1
F

(
BF
)
, where BF ≡

∏
i∈F
Bi,

and note that BI is generated by A. Next, observe that the map µ : A −→
[0, 1] given by

µ(A) = µF
(
Π−1
F (Γ)

)
if A = Π−1

F (Γ) for some F ∈ F and Γ ∈ BF

is well-defined and finitely additive. To see the first of these, suppose that,
for some Γ ∈ BF and Γ′ ∈ BF ′ , Π−1

F (Γ) = Π−1
F ′ (Γ

′). If F = F ′, then it is clear
that Γ = Γ′ and that there is no problem. On the other hand, if F ( F ′,
then one has that Γ′ = Γ×EF ′\F and therefore, since the µi’s are probability
measures, that

µF ′(Γ
′) = µF (Γ)

∏
i∈F ′\F

µi(Ei) = µF (Γ).

Thus, µ is well-defined on A. Moreover, given disjoint elements A and A′ of
A, choose an F ∈ I for which A, A′ ∈ Π−1

F

(
BF
)
, note that Γ = ΠF (A) is

disjoint from Γ′ = ΠF (A′), and conclude that

µ(A ∪A′) = µF (Γ ∪ Γ′) = µF (Γ) + µF (Γ′) = µ(A) + µ(A′).

In view of the preceding paragraph and Theorem 8.2.12, all that remains
is to show that if {An : n ≥ 1} is a non-decreasing sequence from A and⋂∞

1 An = ∅, then µ(An) ↘ 0. Equivalently, what we need to show is that
if {An : n ≥ 1} ⊆ A is non-decreasing and, for all n ∈ Z+ and some ε > 0,
µ(An) ≥ ε, then

⋂∞
1 An 6= ∅. Thus, suppose that such a sequence is given,

and choose {Fn : n ≥ 1} such that An ∈ Π−1
Fn

(
BFn

)
for each n ∈ Z+. Without

loss of generality, assume that there exists a sequence {in : n ≥ 1} of distinct
elements of I such that Fn = {i1, . . . , in} for each n ∈ Z+. Thus, under the
condition that µ(An) ≥ ε > 0 for all n ∈ Z+, we must produce a sequence
{ain : n ≥ 1} such that ain ∈ Ein and (ai1 , . . . , ain) ∈ ΠFn(An) for each
n ∈ Z+. Indeed, given such a sequence {ain : n ≥ 1}, one can construct
an element a of

⋂∞
n=1An by determining a by ΠFna = (ai1 , . . . , ain) for each

n ∈ Z+ and, if S ≡ I \
⋃∞
n=1 Fn 6= ∅, ΠSa to be any element of ES .
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To find the aim ’s, first choose and fix a reference point ei ∈ Ei for each
i ∈ I. Next, for each n ∈ Z+, define Φn : EFn −→ E so that

Φn
(
xFn

)
i

=

{
xi if i ∈ Fn
ei if i ∈ I \ Fn,

and set fn = 1An ◦ Φn. Obviously,

ε ≤ µ(An) =

∫
EFn

fn
(
xFn

)
µFn(dxFn).

Furthermore, if, for each m ∈ Z+, we define the sequence {gm,n : n ≥ m} of
functions on EFm by gm,m

(
xFm

)
= fm

(
xFm

)
and

gm,n(xFm) =

∫
EFn\Fm

fn
(
(xFm , yFn\Fm)

)
µFn\Fm

(
dyFn\Fm

)
when n > m, then gm,n+1 ≤ gm,n and

gm,n(xFm) =

∫
Eim+1

gm+1,n

(
(xFm , yim+1

)
)
µim+1

(dyim+1
)

for all 1 ≤ m < n. Hence, gm ≡ limn→∞ gm,n exists and, by the Monotone
Convergence Theorem,

(∗) gm
(
xFm

)
=

∫
Eim+1

gm+1

(
(xFm , yim+1

)
)
µim+1

(dyim+1
).

Finally, since∫
Ei1

g1(xi1)µi1(dxi1) = lim
n→∞

∫
EFn

fn(xFn)µFn(dxFn) = lim
n→∞

µ(An) ≥ ε,

there exists an ai1 ∈ EF1
such that g1(ai1) ≥ ε. In particular (since g1 ≤ f1),

this means that ai1 ∈ ΠF1
(A1). In addition, from (∗) with m = 1 and xF1

=
ai1 , it means that there exists an ai2 ∈ Ei2 for which g2(ai1 , ai2) ≥ ε and there-
fore (since g2 ≤ f2) (ai1 , ai2) ∈ ΠF2(A2). More generally, if (ai1 , . . . , aim) ∈
EFm and gm(ai1 , . . . , aim) ≥ ε, then (since gm ≤ fm) (ai1 , . . . , aim) ∈ ΠFm(Am)
and, by (∗), there exists an aim+1

∈ EFim+1
for which gm+1(ai1 , . . . , aim+1

) ≥
ε. Hence, by induction, we are done and have proved the following theorem.

Theorem 8.2.14. Referring to the setting above, there exists a unique
probability measure µ =

∏
i∈I µi on (E,BI) for which (8.2.13) holds.

§ 8.2.4. Another Riesz Representation Theorem: Part (iii) of Exam-
ples 8.2.1 is another of the representation theorems for which F. Riesz is fa-
mous, and it is the one for which he developed the ideas that led to Daniell’s
theory of integration. In order to prove it as an application of Theorem 8.2.10,
I must first prove the lemma of Dini alluded to earlier.
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Lemma 8.2.15 (Dini’s Lemma). Let {fn : n ≥ 1} be a non-increasing
sequence of non-negative, continuous functions on the topological space E. If
fn ↘ 0 pointwise, then fn −→ 0 uniformly on each compact subset K ⊂⊂ E

Proof: Without loss of generality, assume that E itself is compact.
Let ε > 0 be given. By assumption, we can find for each x ∈ E an n(x) ∈ Z+

and an open neighborhood U(x) of x such that fn(y) ≤ ε for all y ∈ U(x)
and n ≥ n(x). At the same time, by the Heine-Borel Theorem, we can

choose a finite set {x1, . . . , xL} ⊆ E for which E =
⋃L
`=1 U(x`). Thus, if

N(ε) = n(x1) ∨ · · · ∨ n(xL), then fn ≤ ε whenever n ≥ N(ε). �

Given a topological space E, let Cb(E;R) denote the space of bounded
continuous functions on E, and turn Cb(E;R) into a metric space by defining
‖g−f‖u to be the distance between f and g. I will say that Λ : Cb(E;R) −→ R
is a non-negative linear functional if Λ is linear and Λ(f) ≥ 0 for all
f ∈ Cb

(
E; [0,∞)

)
. Furthermore, if Λ is a non-negative linear functional on

Cb(E;R), say that Λ is tight if it has the property that, for every δ > 0, there
exist a compact Kδ ⊂⊂ E and an Aδ ∈ (0,∞) such that

|Λ(f)| ≤ Aδ sup
x∈Kδ

|f(x)|+ δ‖f‖u for all f ∈ Cb(E;R).

Notice that when E is itself compact, every non-negative linear functional on
Cb(E;R) is tight.

Theorem 8.2.16 (Riesz Representation). Let E be a topological space,
set B = σ

(
Cb(E;R)

)
, and suppose that Λ : Cb(E;R) −→ R is a non-negative

linear functional that is tight. Then there is a unique finite measure µ on
(E,B) with the property that Λ(f) =

∫
E
f dµ for all f ∈ Cb(E;R).

Proof: Clearly, all that we need to do is show that Λ(fn) ↘ 0 whenever
{fn : n ≥ 1} ⊆ Cb(E;R) is a non-increasing sequence that tends (pointwise)
to 0. To this end, let ε > 0 be given, set δ = ε

1+2‖f1‖u , and use Dini’s Lemma to

choose an N(δ) ∈ Z+ for which |f(x)| ≤ ε
2Aδ

whenever n ≥ N(δ) and x ∈ Kδ,
where Kδ and Aδ are the quantities appearing in the tightness condition for
Λ. Then,

∣∣Λ(fn)
∣∣ ≤ ε for n ≥ N(δ). �

Remark 8.2.17. Although the preceding theorem contains the essence of
what functional analysts call the Riesz Representation Theorem, it differs
from the usual statement in two ways. In a functional analytic context, Riesz’s
theorem is thought of as a description of the dual space (cf. Exercise 8.1.8)
C(E;R)∗ of the Banach space C(E;R) when E is compact. Because the dual
space contains all continuous, linear functionals, not just the non-negative
ones, the usual statement is that, for compact E’s, C(E;R)∗ can be identified
with the space of finite signed measures on σ

(
C(E;R)

)
. Thus, to get this

statement from Theorem 8.2.16, one has to show that every continuous linear
functional on C(E;R) can be decomposed as the difference of two non-negative
ones. (Exercise 8.1.4 is closely related to a special case of this decomposition.)
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A second remark that should be made is that σ
(
C(E;R)

)
, which is called the

Baire σ-algebra, does not always coincide with the Borel σ-algebra BE . It
is always contained in the Borel σ-algebra, but it may be strictly smaller. On
the other hand, if the topology on E admits a metric ρ, then it is an easy
matter to show that the Baire and Borel σ-algebras coincide. Indeed, in that
case, any open G is the union of the sets Gn = {x : ρ(x,G{) > 1

n}, each of
which is a Baire set.

Exercises for § 8.2

Exercise 8.2.18. Using the existence and properties of the Riemann integral
developed in § 1.1, prove the existence of λRN as a application of Theorem
8.2.16. Similarly, show that Theorem 8.2.16 can be used to derive Theorem
2.2.19 from the results in § 1.1.2.

Exercise 8.2.19. It should be clear that the Bernoulli measures βp con-
structed in § 2.2.4 can also be obtained as the special case of Theorem 8.2.14
in which I = Z+ and Ei = {0, 1} and µi({1}) = p = 1−µi({0}) for all i ∈ Z+.
The purpose of this exercise is to show that βp can also be constructed as an

application of Theorem 8.2.16. To this end, first recall that Ω = {0, 1}Z+

is a
compact metric space. Next, given f ∈ C(Ω;R) and ε > 0, show that there is
an n such that |f(ω′) − f(ω)| < ε if ω′(i) = ω(i) for 1 ≤ i ≤ n, and use this
to show that

Λp(f) ≡ lim
n→∞

∑
η∈{0,1}n

f ◦ ψn(η)p
∑n

i=1
η(i)qn−

∑n

i=1
η(i) exists,

where, for each n ≥ 1, ψn : {0, 1}n −→ Ω is defined so that [ψn(η)](i) is either
η(i) or 0 according to whether 1 ≤ i ≤ n or i > n. Further, show that Λp
is a non-negative linear functional on C(Ω;R) and that βp is the associated
measure in Theorem 8.2.16.

Exercise 8.2.20. Let E be a compact metric space and {µn : n ≥ 1} a
sequence of finite Borel measures of E with the property that supn≥1 µn(E) <
∞. The purpose of this exercise is to show that there exist a subsequence
{µnm : m ≥ 1} and a finite Borel measure µ with the property that {µnm :
m ≥ 1} converges to µ in the sense that

∫
ϕdµnm −→

∫
ϕdµ for all ϕ ∈

C(E;R). The first version of this result was proved when E is a compact
interval in R and is known as the Helly–Bray Theorem.

A critical ingredient in the argument outlined below is the fact that C(E;R)
with the uniform topology is separable. That is, there is a sequence {ϕk :
k ≥ 1} ⊆ C(E;R) that is dense in the sense that, for each ϕ ∈ C(E;R),
infk≥1 ‖ϕ − ϕk‖u = 0. For example, if E is a compact interval in R, then
the Weierstrass Approximation Theorem shows that the set of polynomials
with rational coefficients will be dense in C(E;R), and the general case can
be reduced to this one.1

1 See, for example, Lemma 9.1.4 in the second edition of my book Probability Theory, an
Analytic View.
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Now let {µn : n ≥ 1} be given, and use Λn to denote the non-negative,
continuous linear functional on C(E;R) given by Λn(ϕ) =

∫
ϕdµn. Also, let

{ϕk : k ≥ 1} be a dense sequence in C(E;R).

(i) Using a diagonalization procedure, find a subsequence {µnm : m ≥ 1}
with the property that limm→∞ Λnm(ϕk) exists for all k ≥ 1.

(ii) Continuing (i), define Λ(ϕk) = limm→∞ Λnm(ϕk), and use the density
of {ϕk : k ≥ 1} in C(E;R) to show that Λ(ϕ) ≡ limm→∞ Λnm(ϕ) exists for
all ϕ ∈ C(E;R).

(iii) Referring to (ii), show that ϕ  Λ(ϕ) is a non-negative, continuous
linear functional on C(E;R), apply Theorem 8.2.16 and the second half of
Remark 8.2.17 to see that there exists a Borel measure µ for which Λ(ϕ) =∫
ϕdµ, and conclude that {µnm : m ≥ 1} converges to this µ in the desired

sense.

Exercise 8.2.21. When p > 2, the argument in part (iii) of Exercise 8.1.8
does not work. Nonetheless, at least when Λ ∈ Lp(µ;R)∗ is non-negative, in
the sense that Λ(ϕ) ≥ 0 when ϕ ≥ 0, a combination of the results in this and
the previous sections does work.

(i) Let (E,B, µ) be a finite measure space, p ∈ [1,∞), and Λ ∈ Lp(µ;R)∗.
Assuming that Λ is non-negative, show that

(
E,Lp(µ;R),Λ

)
is an integration

theory, and use Theorem 8.2.11 to produce a finite measure ν such that Λ(ϕ) =∫
ϕdν for all ϕ ∈ Lp(µ;R).

(ii) Continuing (ii), show that ν � µ, and set f = dν
dµ . Using Theorem 6.2.4,

show that f is an element of Lp
′
(µ;R) for which Λ(ϕ) =

∫
ϕf dµ whenever

ϕ ∈ Lp(µ;R).

(iii) Extend the preceding to cover µ’s which are σ-finite.

§ 8.3 Carathéodory’s Method

As I said before, the theory in § 8.2 does not apply when the measure under
construction lacks sufficient finiteness properties. In this section I will present
a theory, due to C. Carathéodory, that does not share this deficiency.

§ 8.3.1. Outer Measures and Measurability: As distinguished from (ii)
in Examples 8.2.1, where we assumed that we already had a finitely additive
measure on an algebra of subsets of a set E, the starting point here will
an outer measure which is defined on all subsets of E. To be precise, a
function (cf. § 2.1.2) µ̃ : P(E) −→ [0,∞] with the properties that µ̃(∅) = 0, µ̃
is monotone in the sense that A ⊆ B =⇒ µ̃(A) ≤ µ̃(B), and µ̃ is subadditive
in the sense that

(8.3.1) µ̃(∅) = 0 and µ̃

( ∞⋃
n=1

Γn

)
≤
∞∑
n=1

µ̃(Γn)
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for all {Γn : n ≥ 1} ⊆ P(E). Such functions appeared in the construction
procedure in § 2.2.1, and the way they arose there is typical (cf. Remark 8.3.5
and Exercise 8.3.18).

Just as was the case in § 2.2.1, the idea is to pass from an outer measure
to a measure by extracting from P(E) a σ-algebra on which its restriction is
a measure. The difference is that at this level of abstraction it is even less
obvious than it was there how to go about that extraction. The answer was
given by Carathéodory, who said that the σ-algebra should consist of those
A ⊆ E with the property that

µ̃(Γ) = µ̃(Γ ∩A) + µ̃(Γ ∩A{) for all Γ ⊆ E,

and I will say that A ⊆ E is Carathéodory measurable with respect to µ̃,
or, more economically, C-measurable, if it satisfies this condition. Observe
that, because µ̃ is subadditive, A is C-measurable if and only if

(8.3.2) µ̃(Γ) ≥ µ̃(Γ ∩A) + µ̃(Γ ∩A{) for all Γ ⊆ E.

As we will see below, this definition is remarkably clever in that it always
produces a σ-algebra on which µ̃ is a measure.

Lemma 8.3.3. Given an outer measure µ̃ on P(E), let Bµ̃ denote the
collection of all C-measurable subsets of E. Then Bµ̃ is an algebra and
µ̃(A) = 0 =⇒ A ∈ Bµ̃.

Proof: We first show that A ∈ Bµ̃ if µ̃(A) = 0. Indeed, since µ̃(Γ ∩ A) = 0

and µ̃(Γ ∩ A{) ≤ µ̃(Γ), (8.3.2) holds. In particular, this shows that ∅ ∈ Bµ̃.

Obviously, A ∈ Bµ̃ =⇒ A{ ∈ Bµ̃. Thus, all that remains is to show that
Bµ̃ is closed under finite unions, and clearly this reduces to showing that

A, B ∈ Bµ̃ =⇒ A ∪B ∈ Bµ̃. But µ̃(Γ) = µ̃(Γ ∩A) + µ̃(Γ ∩A{) and

µ̃(Γ∩A{) = µ̃
(
(Γ∩A{)∩B

)
+µ̃
(
(Γ∩A{)∩B{

)
= µ̃

(
Γ∩A{∩B

)
+µ̃
(
Γ∩(A∪B){

)
.

Thus,

µ̃(Γ) = µ̃(Γ ∩A) + µ̃
(
Γ ∩A{ ∩B

)
+ µ̃

(
Γ ∩ (A ∪B){

)
.

Finally, Γ ∩ (A ∪B) = (Γ ∩A) ∪
(
Γ ∩A{ ∩B

)
, and so, by subadditivity,

µ̃
(
Γ ∩ (A ∪B)

)
≤ µ̃(Γ ∩A) + µ̃

(
Γ ∩A{ ∩B

)
.

Hence µ̃(Γ) ≥ µ̃
(
Γ ∩ (A ∪B)

)
+ µ̃

(
Γ ∩ (A ∪B){

)
. �

Theorem 8.3.4. If µ̃ is an outer measure on P(E) and Bµ̃ is the collection
of all subsets that are C-measurable with respect to µ̃, then Bµ̃ is a σ-algebra.
Moreover, if µ is the restriction of µ̃ to Bµ̃, then µ is a measure and (E,Bµ̃, µ)
is complete.
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Proof: Since Bµ̃ is an algebra, we will know that it is a σ-algebra once we
have shown that it is closed under countable unions of mutually disjoint sets.
Thus, suppose that {An : n ≥ 1} is a sequence of mutually disjoint elements
of Bµ̃, and set Bn =

⋃n
m=1Am and B =

⋃∞
m=1Am.

By Lemma 8.3.3, we know that Bn ∈ Bµ̃ for each n ≥ 1. We will now show
that

(∗) µ̃(Γ ∩Bn) =

n∑
m=1

µ̃(Γ ∩Am) for all n ≥ 1 and Γ ⊆ E.

There is nothing to do when n = 1, and if (∗) holds for n then, because

Bn ∈ Bµ̃, (Γ ∩Bn+1) ∩Bn = Γ ∩Bn, and (Γ ∩Bn+1) ∩B{
n = Γ ∩An+1,

µ̃(Γ ∩Bn+1) = µ̃(Γ ∩Bn) + µ̃(Γ ∩An+1) =

n∑
m=1

µ̃(Γ ∩Am) + µ̃(Γ ∩An+1).

Given (∗), we know that

µ̃(Γ ∩B) ≥ µ̃(Γ ∩Bn) =

n∑
m=1

µ̃(Γ ∩Am) for all n ≥ 1,

and so µ̃(Γ ∩ B) ≥
∑∞
m=1 µ̃(Γ ∩ Am). Since the opposite inequality holds by

subadditivity, we have shown that

(∗∗) µ̃(Γ ∩B) =

∞∑
m=1

µ̃(Γ ∩Am) for all Γ ⊆ E.

Starting from (∗) and (∗∗), the proof that B ∈ Bµ̃ is easy. Simply use them
to check that

µ̃(Γ) = µ̃(Γ ∩Bn) + µ̃(Γ ∩B{
n) =

n∑
m=1

µ̃(Γ ∩Am) + µ̃(Γ ∩B{)

−→ µ̃(Γ ∩B) + µ̃(Γ ∩B{).

Hence, we now know that Bµ̃ is a σ-algebra. In addition, from (∗∗) with
Γ = B, we see that µ̃ � Bµ̃ is countably additive and therefore that (E,Bµ̃, µ)
is a measure space.

Finally, to check completeness, suppose that A ⊆ B ⊆ C, where A, C ∈ Bµ̃
and µ(C \A) = 0. Then µ̃(B \A) ≤ µ(C \A) = 0 and so

µ̃(Γ ∩B) ≤ µ̃(Γ ∩A) + µ̃
(
Γ ∩ (B \A)

)
= µ̃(Γ ∩A) for any Γ ⊆ E.

Hence,

µ̃(Γ) = µ̃(Γ ∩A) + µ̃(Γ ∩A{) ≥ µ̃(Γ ∩B) + µ̃(Γ ∩B{)

for all Γ ⊆ E. �
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Remark 8.3.5. It is important to understand the relationship between C-
measurability and µ-measurability. Thus, let (E,B, µ) be a measure space,
and define µ̃ by

µ̃(Γ) = inf{µ(A) : Γ ⊆ A ∈ B}.

It is an easy matter to check that µ̃ is an outer measure whose restriction to
B is µ. Furthermore, if A ∈ B and Γ ⊆ E, then, for every B 3 B ⊇ Γ,

µ(B) = µ(B ∩A) + µ(B ∩A{) ≥ µ̃(Γ ∩A) + µ̃(Γ ∩A{),

and therefore µ̃(Γ) ≥ µ̃(Γ ∩ A) + µ̃(Γ ∩ A{). Hence, B ⊆ Bµ̃. In fact, when
(E,B, µ) is a complete, σ-finite measure space, this inclusion is an equality. To
see this, first suppose that µ is finite. Given B ∈ Bµ̃, choose a non-increasing
sequence {Cn : n ≥ 1} ⊆ B such that B ⊆ Cn and µ(Cn) ≤ µ̃(B) + 1

n for
each n ≥ 1. Then C ≡

⋂∞
n=1 Cn ∈ B, B ⊆ C, and µ̃(B) = µ(C). Hence,

µ̃(B) = µ(C) = µ̃(C ∩B) + µ̃(C ∩B{) = µ̃(B) + µ̃(C \B),

and so µ̃(C \ B) = 0. Because B{ is also C-measurable, one can work by
complementation to produce an A ∈ B such that A ⊆ B and µ̃(B \ A) = 0.
Combining these, one has that µ(C \ A) ≤ µ̃(C \ B) + µ̃(B \ A) = 0 and
therefore that B ∈ B. Now suppose that µ is infinite but σ-finite, and write
E =

⋃∞
n=1En, where {En : n ≥ 1} is a sequence of elements of B with

finite µ-measure. Note that µ̃n ≡ µ̃ � P(En) bears the same relationship to
µn ≡ µ � B[En] as µ̃ does to µ. Further, observe that if A is C-measurable with
respect to µ, then An ≡ A∩En is C-measurable with respect to µ̃n. Thus, by
the preceding, An is µn-measurable, which means that An is µ-measurable as
well. Therefore, A =

⋃∞
n=1An is also µ-measurable.

§ 8.3.2. Carathéodory’s Criterion: The problem left open by the con-
siderations in the preceding subsection is that of determining for a given
outer measure what sets, besides the empty set and the whole space, are
C-measurable. This subsection is devoted to Carathéodory’s elegant solution
to this problem.

Theorem 8.3.6 (Carathéodory). Let (E, ρ) be a metric space and µ̃ an
outer measure on P(E). If, for all A, B ⊆ E,

(8.3.7) ρ(A,B) > 0 =⇒ µ̃(A ∪B) = µ̃(A) + µ̃(B),

then BE ⊆ Bµ̃. In particular, (8.3.7) implies that there is a Borel measure µ
that is the restriction of µ̃ to BE .

The key step in proving this theorem is taken in the following lemma.

Lemma 8.3.8. Assume that (8.3.7) holds, and let G be an open subset of

E. Given A ⊆ G, set An = {x ∈ A : ρ(x,G{) ≥ 1
n} for n ≥ 1. Then

µ̃(A) = limn→∞ µ̃(An).
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Proof: Obviously An ⊆ An+1 ⊆ A, and therefore µ̃(An) ≤ µ̃(An+1) ≤
µ̃(A). Hence, the limit limn→∞ µ̃(An) exists, and all that we need to do
is check that it dominates µ̃(A); and clearly we need to do so only when
K ≡ supn≥1 µ̃(An) < ∞. To this end, first observe that, because G is open,
An ↗ A. Next, set Dn = An+1 \An. Then

µ̃(A) = µ̃

A2m ∪
⋃
n≥m

D2n ∪
⋃
n≥m

D2n+1


≤ µ̃(A2m) +

∑
n≥m

µ̃(D2n) +
∑
n≥m

µ̃(D2n+1)

for all m ≥ 1. Thus, we will be done if we show that both

∞∑
n=1

µ̃(D2n) and

∞∑
n=1

µ̃(D2n+1)

are convergent series. But ρ(D2(n+1), D2n) > 0, and so, by induction, (8.3.7)
implies that

K ≥ µ̃(A2M+1) ≥ µ̃

(
M⋃
n=1

D2n

)
=

M∑
n=1

µ̃(D2n)

for all M ≥ 1. Similarly,
∑M
n=1 µ̃(D2n+1) ≤ K for all M ≥ 1. Hence, both

series converge. �

Proof of Theorem 8.3.6: We must show that every open set G is C-
measurable. To this end, let Γ ⊆ E be given, set A = Γ ∩ G, and take the
sets An as in the statement of Lemma 8.3.8. Then, ρ(An, G

{) ≥ 1
n , and so,

by that lemma and (8.3.7),

µ̃(Γ) ≥ µ̃
(
An ∪ (Γ∩G{)

)
= µ̃(An) + µ̃(Γ∩G{) −→ µ̃(Γ∩G) + µ̃(Γ∩G{). �

§ 8.3.3. Hausdorff Measures: Hausdorff measures provide an example of
the sort of situation to which Carathéodory’s method applies but Daniell’s
does not.

Recall from § 4.2.2 the definition given in (4.2.5) of HN and the fact proved
in Theorem 4.2.7 that HN = λRN on BRN . One of advantage of Hausdorff’s
description is that it lends itself to generalizations that can detect sets that
are invisible to Lebesgue measure. Namely, for N ∈ N, let ΩN be the volume
of the unit ball in RN , with the understanding that Ω0 = 1, define1

Ωs = (1− s)ΩN + sΩN+1 for s ∈ [N,N + 1],

1 When s is not an integer, there is no canonical choice of Ωs and any positive number will
serve.
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and, for δ > 0 and s ∈ [0,∞), set

(8.3.9)

Hs(Γ) = lim
δ↘0

Hs,δ(Γ) where Hs,δ(Γ) equals

inf

{∑
C∈C

Ωsrad(C)s : C a countable cover of Γ with ‖C‖ ≤ δ

}
.

Just as in the case s = N , Hs,δ(Γ) is non-increasing as a function of δ > 0,
and so there is no doubt that this limit exists.

Theorem 8.3.10. For each s ∈ [0,∞), the restriction of Hs to BRN is a
Borel measure.

Proof: When s = 0, it is clear that H0 is the counting measure: H0(Γ) =
card(Γ). Thus, we will assume that s > 0.

For each δ > 0, it is easy to check that Hs,δ is an outer measure, and so it
obvious that Hs(∅) = 0 and that Hs is monotone. In addition, because Hs,δ

is non-increasing in δ > 0, for any {Γn : n ≥ 1} ⊆ P(RN ),

Hs,δ

( ∞⋃
n=1

Γn

)
≤
∞∑
n=1

Hs(Γn) for all δ > 0,

and so

Hs

( ∞⋃
n=1

Γn

)
≤
∞∑
n=1

Hs(Γn).

Thus Hs is also an outer measure, and therefore it suffices to prove that
Hs(A ∪ B) ≥ Hs(A) + Hs(B) if dist(A,B) > 2δ0 for some δ0 > 0. To this
end, let C be a countable cover of A ∪ B with ‖C‖ ≤ δ ≤ δ0, and define
CA = {C ∈ C : C ∩ A 6= ∅} and CB = {C ∈ C : C ∩ B 6= ∅}. Then CA
and CB are disjoint, CA is a countable cover of A with ‖CA‖ ≤ δ, and CB is a
countable cover of B with ‖CB‖ ≤ δ. Hence∑
C∈C

Ωsrad(C)s ≥
∑
C∈CA

Ωsrad(C)s +
∑
C∈CB

Ωsrad(C)s ≥ Hs,δ(A) + Hs,δ(B),

from which it is clear that Hs,δ(A∪B) ≥ Hs,δ(A)+Hs,δ(B) for all 0 < δ ≤ δ0.
Now let δ ↘ 0. �

Remark 8.3.11. It should be clear that the Borel measure Hs is translation
invariant for all s ∈ (0,∞), but that HN is the only Hs that assigns [0, 1]N a
positive, finite measure and is therefore the only one to which Corollary 2.2.14
applies. Applying that corollary, one knows that HN � BRN is a positive mul-
tiple of λRN , and one might think that this a priori information would afford
another derivation, one that does not require the isodiametric inequality, of
the fact, proved in § 4.2.2, that HN � BRN = λRN . Indeed, all that one has
to show is that HN

(
BRN (0, 1)

)
= ΩN in order to conclude that the positive

factor is 1. However, when one attempts to prove this equality, one realizes
that one is more or less forced to derive the isodiametric inequality.
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It is obvious that if Γ ⊆ RM and F : Γ −→ RN is uniformly Lipschitz
continuous with Lipschitz constant L, then

(8.3.12) Hs
(
F (Γ)

)
≤ LsHs(Γ) for all s ∈ [0,∞).

Equally obvious is the fact that the measures Hs corresponding to distinct
s’s are radically different. Indeed,

Hs2,δ(Γ) ≤ Ωs2δ
s2−s1

Ωs1
Hs1,δ(Γ) for s1 < s2.

Hence,

Hs(Γ) > 0 =⇒ Hs′(Γ) =∞ for all s′ < s

Hs(Γ) <∞ =⇒ Hs′(Γ) = 0 for all s′ > s.

and so there is at most one s for which Hs(Γ) ∈ (0,∞). More generally, for
any Γ ⊆ RN , the Hausdorff dimension of Γ is the number

(8.3.13) Hdim(Γ) ≡ inf
{
s : lim

R→∞
Hs
(
Γ ∩B(0, R)

)
= 0
}
,

which is obviously a number in the interval [0, N ]. Although Hs(Γ) will be
0 for s > Hdim(Γ) and ∞ for s < Hdim(Γ), Hs(Γ) can be zero, some finite
positive number, or infinite when s = Hdim(Γ). Be that as it may, the reason
for its name is that Hausdorff dimension is usually thought of as some sort
of measure-theoretic analogue of the topological notion of dimension. How-
ever, one has to be a little careful not to push too hard on this analogy with
topological dimension. For example, topological dimension is a topological
invariant (i.e., it is invariant under homeomorphisms) whereas, by (8.3.12),
Hausdorff dimension is a bi-Lipschitz invariant (i.e., it is invariant under home-
omorphisms that are locally Lipschitz continuous and have locally Lipschitz
continuous inverse), but it is not a topological invariant. Thus, topological
dimension is more stable than Hausdorff dimension. On the other hand, none
of the topological definitions of dimension has the resolving power possessed
by Hausdorff’s. See Exercise 8.3.22 for an example of its power.

§ 8.3.4. Hausdorff Measure and Surface Measure: People working in
geometric measure theory2 think of Hausdorff measure as providing a gen-
eralization of surface measure on submanifolds of RN . At least at a qual-
itative level, it is easy to understand what they have in mind. Namely, an
n-dimensional submanifold of RN is a set M ⊆ RN with the property that, for

2 The bible of this subject is H. Federer’s formidable Geometric Measure Theory, published

by Springer-Verlag as volume 153 in their Grundlehren series. For a less daunting treat-

ment, see L.C. Evans and R. Gariepy’s Measure Theory and Fine Properties of Functions,
published by the Studies in Advanced Math. Series of CRC Press.
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each p ∈ M there is an r > 0 and a diffeomorphism Ψ ∈ C1
(
BRn(0, 1);RN )

taking BRn(0, 1) onto BRN (p, 2r) ∩M . Thus, by (8.3.12), the pushforward of
λBRn (0,1) under Ψ is a measure that is bounded above and below by positive
multiples of Hn � BBRN (p,r)∩M , and so, when M is an n-dimensional differ-

entiable submanifold of RN , Hn � BBRN (p,r)∩M is commensurate with the
restriction to BM of what differential geometers call the induced Riemannian
measure λM on M .

In fact, it turns out that Hn � M is actually equal to λM . In that I have
discussed λM only for hypersurfaces, I will prove this result only in that case.
That is, I will show that for hypersurfaces of the sort described in § 5.2.2, the
surface measure λM constructed there (cf. (5.2.9)) is equal to the restriction
of HN−1 to BM .

Since both λM and HN−1 � BM are Borel measures and λM is finite on
compacts, we will know that they are equal as soon as we know that for
each point p ∈M they agree on all sufficiently small open neighborhoods of p.
Further, by Lemma 5.2.11, each element of M lies in a bounded neighborhood
V in M for which there is a continuously differentiable choice of p ∈ V 7−→
n(p) ∈ SN−1 ∩Tp(M)⊥ and a twice continuously differentiable map Ψ3 of an
open U in RN−1 onto V for which the map

(u, ξ) ∈ Ũ ≡ U × (−ρ, ρ) −→ Ψ̃(u, ξ) ≡ Ψ(u) + ξn
(
Ψ(u)

)
∈ RN

is a twice continuously differentiable diffeomorphism onto (cf. (5.2.8)) V (ρ) for
a sufficiently small ρ > 0. Hence, we need only show that λM (V ) = HN−1(V )
for such a V . In addition, without loss in generality, I will assume that U is
convex, n ◦ Ψ has bounded first derivatives, and that both Ψ̃ and Ψ̃−1 have
bounded first and second derivatives.

I will begin by proving that λM (V ) ≤ HN−1(V ), and for this purpose I will
use the following lemma.

Lemma 8.3.14. There exists a K <∞ such that (cf. (5.2.8))

λRN
(
Γ(δ)

)
≤ (1 +Kδ)N2δΩN−1rad(Γ)N−1

for all 0 < δ < ρ and Γ ∈ BV with diam(Γ) < δ.

Proof: Without loss in generality, we will assume that 0RN−1 ∈ U , Ψ(0RN−1)
= 0RN ∈ Γ, and n(0RN ) = eN , where (e1, . . . , eN ) is the standard, orthonor-
mal basis for RN and I have used the subscript on 0 to distinguish between
the origin in RN−1 and the one in RN .

Define π : RN −→ RN−1 × {0} to be the projection map given by π(x) =
x− (x, eN )RNeN . Given q ∈ Γ and |ξ| < δ, write

q + ξn(q) = π
(
q + ξn(q)

)
+
(
q + ξn(q), eN

)
RNeN .

3 For those who know about normal coordinates, the proofs of the results that follow are
simpler if Ψ is chosen so that the coordinate system that it determines is normal.
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Because π
(
q + ξn(q)

)
= π(q) + ξπ

(
n(q)

)
and π

(
n(q)

)
= π

(
n(q)− eN

)
,∣∣π(q + ξn(q)

)
− π(q)

∣∣ ≤ |ξ|∣∣n(q)− eN
∣∣,

and so we can find a K <∞ such that

π
(
q + ξn(q)

)
∈ π(Γ)(Kδrad(Γ)) ∩ (RN−1 × {0}).

At the same time, if u(t) =
(
Ψ
(
tΨ−1(q)

)
, eN

)
RN for t ∈ [0, 1], then u(0) = 0,

and, because
d

dt
Ψ
(
tΨ−1(q)

)∣∣∣
t=0
∈ T0RN

(M),

u̇(0) = 0. Thus,

(q, eN )RN = u(1) =

∫
[0,1]

(1− t)ü(t) dt,

and so, because |Ψ−1(q)| is dominated by a constant times |q|, we can adjust
K so that |(q, eN )RN | ≤ Kδ2. Hence, K can be readjusted so that∣∣(q + ξn(q), eN

)
RN
∣∣ ≤ (1 +Kδ)δ.

Combining these, we now know that

Γ(δ) ⊆
[
π(Γ)(Kδrad(Γ)) ∩ (RN−1 × {0})

]
×
[
−(1 +Kδ)δ, (1 +Kδ)δ

]
,

and therefore, by the isodiametric inequality for λRN−1 , that

λRN
(
Γ(δ)

)
≤ ΩN−1

(
(1 +Kδ)rad(Γ)

)N−1
2δ(1 +Kδ). �

Given Lemma 8.3.14, it is easy to see that λM (Γ) ≤ HN−1(Γ) for all Γ ∈ BV .
Indeed, if Γ ∈ BV and 0 < δ < ρ, let C be a countable cover of Γ with ‖C‖ < δ,
and, (cf. Exercise 8.3.21) without loss in generality, assume that C ⊆ BV . By
Lemma 8.3.14, λRN

(
C(δ)

)
≤ (1 + Kδ)N2δΩN−1rad(C)N−1 for each C ∈ C,

and therefore

λRN
(
Γ(δ)

)
2δ

≤
∑
C∈C

λRN
(
C(δ)

)
2δ

≤ (1 +Kδ)N
∑
C∈C

ΩN−1rad(C)N−1.

Hence
λRN (Γ(δ))

2δ ≤ (1+Kδ)NHN−1,δ(Γ), and so, after letting δ ↘ 0 and using

(5.2.9), we obtain λM (Γ) ≤ HN−1(Γ). In view of the remarks with which I
began this discussion, we now know that λM ≤ HN−1 � BM .

In order to prove the opposite inequality, I will use the following two lemmas.
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Lemma 8.3.15. For each open subset V ′ of V and δ ∈ (0, ρ), there ex-
ist sequences {pn : n ≥ 1} ⊆ V ′ and {rn : n ≥ 1} ⊆ (0, δ) such that

BRN (pn, rn) ⊆ V ′(δ) for all n ≥ 1, BRN (pm, rm) ∩ BRN (pn, rn) = ∅ for all
m 6= n, and

HN−1

(
V ′ \

∞⋃
n=1

(
BRN (pn, rn) ∩ V ′

))
= 0.

In particular

HN−1(V ′) =

∞∑
n=1

HN−1
(
BRN (pn, rn) ∩ V ′

)
.

Proof: The proof is modeled on the proof of Lemma 4.2.6.
We begin by showing that if Γ ∈ BV and λRN−1

(
Ψ−1(Γ)

)
= 0, then

HN−1(Γ) = 0. To this end, for a given δ ∈ (0, ρ) and ε > 0, choose a countable
cover C of Ψ−1(Γ) by squares Q in RN−1 such that Q ⊆ Ψ−1(V ) for all Q ∈ C,
‖C‖ < δ, and

∑
Q∈C λRN−1(Q) < ε. Then the collection {Ψ(Q) : Q ∈ C} is

a countable cover of Γ, and rad
(
Ψ(Q)

)
≤ Lrad(Q), where L = Lip(Ψ) is the

Lipschitz norm of Ψ. Hence,

HN−1,Lδ(Γ) ≤ LN−1
∑
Q∈C

ΩN−1rad(Q)N−1 ≤
(
L
√
N − 1

2

)N−1

ΩN−1ε.

In view of the preceding, it suffices to choose {pn : n ≥ 1} ⊆ V and

{rn : n ≥ 1} ⊆ (0, δ) so that the balls Bn = BRN (pn, rn) are mutually
disjoint, Bn ⊆ V ′(δ) for all n ≥ 1, and

λRN−1

(
U ′ \

∞⋃
n=1

(
Ψ−1(Bn ∩ V ′)

))
= 0,

where U ′ = Ψ−1(V ′). Using Lemma 2.2.12, choose a countable cover C0 of U ′

by non-overlapping squares Q of diameter less than δ. If Q ∈ C0 is centered
at c and has side length 3`, then

BRN−1(c, α2`) ⊆ Ψ−1
(
BRN

(
Ψ(c), α`

)
∩ V ′

)
⊆ Q̊,

where α =
(
Lip(Ψ) ∧ Lip(Ψ−1)

)−1
. Thus, if BQ = BRN

(
Ψ(c), α`

)
, then

BQ ⊆ V ′(δ) and λRN−1

(
Ψ−1(BQ ∩ V ′)

)
≥ 2θλRN−1(Q) for some θ ∈

(
0, 1

2

)
that depends only on N and α. One now proceeds in exactly the same way as
we did at the analogous place in the proof of Lemma 4.2.6. Namely, we can
find a finite subset {Q1, . . . , Qn1

} ⊆ C0 for which

λRN−1

(
U ′ \

n1⋃
m=1

Ψ−1
(
BQm ∩ V ′

))
≤ (1− θ)λRN−1(U ′).
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Applying the same argument to U ′1 ≡ U ′ \
⋃n1

m=1 Ψ−1(BQm ∩ V ′), one can
remove a θth of the λRN−1 -measure of U ′1. Hence, proceeding by induction,
at each step consuming a θth of the λRN−1 -measure of what is left at the end
of the step before, one can construct the required sequence. The details are
left to the reader. �

Lemma 8.3.16. There exist a K < ∞, depending only on Ψ, and, for each
0 < ε < ρ ∧ 1, a δ(ε) ∈ (0, ε), depending only on ε and Ψ, such that

λRN
([
BRN (p, r) ∩ V

]
(δ)
)
≥ (1 +Kδ)−N2δΩN−1r

N−1

for all p ∈ V and all 0 < r ≤ δ < δ(ε) with BRN (p, ε) ⊆ V (ρ).

Proof: Choose 0 < δ0 <
ε
2 , depending only on ε and Ψ, for which(

n(q),n(p)
)
RN ≥

1
2 whenever p ∈ V and q ∈ BRN (p, δ0) ∩ V.

Let p ∈ V with BRN (p, ε) ⊆ V (ρ) be given. Without loss in generality, we
will assume that 0RN = p = Ψ(0RN−1) and that n(p) = eN . Next, define
n
(
q + tn(q)

)
= n(q) for q ∈ V and |t| < ρ, and note that n is then a

continuously differentiable function on V (ρ) into SN−1. Given e ∈ SN−1 with
e ⊥ eN , consider the ordinary differential equation

q̇(t) = e−
(
n(q(t)), e

)
RN(

n(q(t)), eN
)
RN

eN with q(0) = 0RN .

This equation is well-defined and has a unique solution qe for |t| < Te ≡
sup{T : q(t) ∈ BRN (0RN , δ0) for |t| < T}. Moreover, because q̇e(t) ⊥ n(qe(t))
for |t| < Te, qe(t) ∈ BRN (0RN , δ0) ∩ V for |t| < Te. At the same time,
because e ⊥ eN = n

(
qe(0)

)
, |qe(t) − te| ≤ C0t

2 for |t| < Te, where C0 <

∞ depends only on Ψ. In particular, δ0 ≤ Te + C0T
2
e , and so Te ≥ δ1 ≡

1
2C0

(√
1 + 4C0δ0 − 1

)
> 0.

We will now show that there exists a K0, depending only on Ψ, such that

BRN−1(0RN−1 , r)× (−δ, δ) ⊆
([
BRN

(
0RN , (1 +K0δ)r

)
∩ V

]
(δ)
)(K0δr)

for 0 < r ≤ δ < δ1. To this end, suppose that x ∈ BRN−1(0RN−1 , r)× (−δ, δ),
and choose e ⊥ eN in SN−1, s ∈ (−r, r), and t ∈ (−δ, δ) for which x =
se+ teN . Then |qe(s)−se| ≤ C0s

2, and therefore |qe(s)| ≤ |s|+C0s
2. Hence,

qe(s) + tn
(
qe(s)

)
∈
[
BRN

(
0RN , (1 + C0δ)r

)
∩ V

]
(δ).

At the same time, for some C1 <∞, depending only on Ψ,
∣∣eN −n

(
qe(s)

)∣∣ ≤
C1|s|, and so∣∣x− qe(s)− tn

(
qe(s)

)∣∣ ≤ C0s
2 + C1|st| ≤ C0 ∨ C1(1 + δ)r.



§ 8.3 Carathéodory’s Method 231

Hence, we get the desired inclusion with K0 = C0 ∨ C1. Replacing r by
(1 +K0)−1r, we have now proved that

(∗) BRN−1

(
0RN−1 , (1 +K0δ)

−1r
)
× (−δ, δ) ⊆

([
BRN (0RN , r) ∩ V

]
(δ)
)(K0δr)

for 0 < r ≤ δ < δ1.
To complete the proof, we need to show that there is a K1 <∞, depending

only on Ψ, such that

(∗∗)
([
BRN (0RN , r) ∩ V

]
(δ)
)(R)

⊆
[
BRN (0RN , r +K1R) ∩ V

]
(δ +K1R)

for 0 < r ≤ δ < ε
2 and 0 ≤ R < ε

2 . For this purpose, recall the diffeomorphism

Ψ̃ discussed before Lemma 8.3.14, and let L ≥ 1 be the larger of the Lipschitz
norms Lip(Ψ̃) and Lip(Ψ̃−1). Then

Ψ̃−1

(([
BRN (0RN , r) ∩ V

]
(δ)
)(R)

)
⊆
(

Ψ−1
(
BRN (0RN , r) ∩ V

))(LR)

× (−δ − LR, δ + LR),

and therefore([
BRN (0RN , r) ∩ V

]
(δ)
)(R)

⊆
[
BRN (0RN , r + L2R) ∩ V

]
(δ + LR).

Hence, since L ≥ 1, (∗∗) holds with K1 = L2.
By combining (∗) with (∗∗), we see that if 0 < r < δ < δ1 and K0δ

2 < ε
2 ,

then

BRN−1

(
0RN−1 , (1 +K0δ)

−1r
)
×
(
−δ, δ

)
⊆
[
BRN

(
0RN , (1 +K0K1δ)r

)
∩ V

](
(1 +K0K1δ)δ

)
.

Thus, if δ(ε) = δ1 ∧
(

ε
2K0

) 1
2

and K = K0(1 +K0 +K0K1), then

BRN−1

(
0RN−1 , (1 +Kδ)−1r

)
×
(
−(1 +Kδ)−1δ, (1 +Kδ)−1δ

)
⊆
[
BRN

(
0RN , r

)
∩ V

]
(δ)

for 0 < r ≤ δ < δ(ε), and clearly this implies the required estimate. �

Given Lemmas 8.3.15 and 8.3.16, it is easy to show that λM (V ) ≥ HN−1(V ).

Indeed, for 0 < ε < ρ, set Vε = {x ∈ V : |x−V {| > ε}, and choose K <∞ and
δ(ε) > 0 as in Lemma 8.3.16. Given 0 < δ < δ(ε), choose {pn : n ≥ 1} ⊆ Vε



232 8 Radon-Nikodym, Daniell, and Carathéodory

and {rn : n ≥ 1} ⊆ (0, δ] for Vε as in Lemma 8.3.15. Then, by (8.3.2) and
that lemma,

HN−1(Vε) = HN−1

( ∞⋃
n=1

(
BRN (pn, rn) ∩ Vε

))
,

and, by Lemma 8.3.16, for each n,

λRN
(
[BRN (pn, rn) ∩ V ](δ)

)
≥
(
1 +Kδ

)−N
ΩN−12δrN−1

n .

Hence, because

HN−1,δ

(
Vε \

∞⋃
n=1

BRN (pn, rn)

)
≤ HN−1

(
Vε \

∞⋃
n=1

BRN (pn, rn)

)
= 0

and ΩN−1r
N−1
n ≥ HN−1,δ

(
BRN (pn, rn) ∩ Vε

)
,

λRN
(
V (δ)

)
2δ

≥
∞∑
n=1

λRN
(
[BRN (pn, rn) ∩ V ](δ)

)
2δ

≥ (1 +Kδ)−N
∞∑
n=1

ΩN−1r
N−1
n

≥
(
1 +Kδ

)−N
HN−1,δ

( ∞⋃
n=1

(
BRN (pn, rn) ∩ Vε

))
=
(
1 +Kδ

)−N
HN−1,δ(Vε),

and so λM (V ) ≥ HN−1(Vε). Since Vε ↗ V as ε↘ 0, it follows that λM (V ) ≥
HN−1(V ).

Putting this together with the earlier result, and taking into account the
remarks preceding Lemma 8.3.14, we now have a proof of the following theo-
rem.

Theorem 8.3.17. If N ≥ 2 and λM is the surface measure for a hypersurface
M in RN of the sort described in § 5.2.2, then λM is the restriction to BM of
HN−1.

Exercises for § 8.3

Exercise 8.3.18. Here is a ubiquitous procedure, which abstracts the pro-
cedure used in § 2.2.1, for constructing outer measures. Let E be a non-empty
set and R a collection of subsets of E with the properties that ∅ ∈ R and for
each Γ ⊆ E there is a countable cover C of Γ by elements of R. Further, let
V : R −→ [0,∞] with V (∅) = 0, and define

µ̃(Γ) = inf

{∑
I∈C

V (I) : C ⊆ R is a countable cover of Γ

}
.

Show that µ̃ is an outer measure.
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Exercise 8.3.19. In Theorem 4.2.7 we saw that HN,δ = HN for all δ > 0.
Show that the analogous equality is false when s < N . In addition, show that
if s < N , then Hs is not (cf. § 2.1.2) regular.

Exercise 8.3.20. In connection with the preceding exercise, it should be
recognized that the restriction of Hs,δ to BRN is not even a finitely additive
measure when s < N and δ > 0. For example, suppose that N ≥ 2 and
δ > 0, and consider the sets A = BRN (0, δ) ∩ {x ∈ RN : x1 = 0} and
B = BRN (0, δ)∩{x ∈ RN : x1 6= 0}. Obviously A and B are disjoint elements
of B. On the other hand, show that H1,δ(A ∪B) < H1,δ(A) + H1,δ(B).

Exercise 8.3.21. Just as in Exercise 4.2.9, show that for each s > 0 Hs is
unchanged if one restricts to covers either by closed sets or by open sets. In
addition, show that if Hs

b is defined by restricting to covers by either open
balls or closed balls, then Hs = Hs

b when N = 1 and Hs ≤ Hs
b ≤ 2sHs when

N ≥ 2. Thus, in determining Hausdorff dimension, one can restrict to covers
by either open or by closed balls.

Exercise 8.3.22. Recall the Cantor set C and its construction in Exercise
2.2.32, and set c = log 2

log 3 . The goal of this exercise is to show that 2−c−2Ωc ≤
Hc(C) ≤ 2−cΩc and therefore that Hdim(C) = c. It is known that Hc(C) =
2−cΩc, but this requires more work. Be that as it may, the result here is
already a significant refinement of the statement that C is uncountable.

(i) Show that Hc,δ(Cn) ≤ 2−cΩc for every n ≥ 1 and δ ≥ 3−n, and conclude
from this that Hc(C) ≤ 2−cΩc.

(ii) For each n ∈ N, let Cn denote the collection of 2n disjoint, closed
intervals whose union is Cn. Given any open interval J and n ≥ 1, show that
J ⊇ I for some I ∈ Cn−1 if J has non-empty intersection with five or more
elements of Cn.

(iii) If J is an open interval with rad(J) < 1
2 , show that, for all n ≥ 0,

4rad(J)c ≥
∑
I∈Cn
I⊆J

rad(I)c.

Hint: Assume that n ≥ 1 and that J ⊇ I for some I ∈ Cn. Next, let m ∈ N
be the smallest k ∈ N such that J ⊇ I for some I ∈ Ck. Because rad(J) < 1

2 ,
1 ≤ m ≤ n. Now use (ii) to see that J can have non-empty intersection with
at most four elements of Cm, and conclude that

4rad(J)c ≥
∑
I′∈Cm
I′∩J 6=∅

rad(I ′)c =
∑
I′∈Cm
I′∩J 6=∅

∑
I∈Cn
I⊆I′

rad(I)c ≥
∑
I∈Cn
I⊆J

rad(I)c.

(iv) Assume that C is a countable cover of C by open intervals J with
rad(J) < 1

2 , and show that
∑
J∈C rad(J)c ≥ 2−c−2. In doing this, first show

that, without loss in generality, one may assume that C is finite and that there
exists an n ∈ Z+ such that each I ∈ Cn is contained in some J ∈ C. From this
and the second part of Exercise 8.3.21, conclude that Hc(C) ≥ 2−c−2Ωc.



Notation

General

Notation Description See

a ∧ b & a ∨ b The minimum and the maximum of a and b

a+ & a−
The non-negative part, a∨0, and non-positive part, −(a∧
0) of a ∈ R

f ↾ S The restriction of the function f to the set S

‖ · ‖u The uniform (supremum) norm

Var(ψ; J) Variation norm of function ψ on interval J § 1.2.2

Γ(t) Euler’s gamma function Ex. 5.1.13

i The imaginary number
√
−1

ωN−1 The surface area of unit sphere SN−1 in RN Ex. 5.2.20

ΩN The volume, N−1ωN−1, of the unit ball B(0; 1) in RN

O(g(t))
A function f for which

f(t)
g(t)

is bounded as t tends to a

limit

o(g(t))
A function f for which

f(t)
g(t)

tends to 0 as t tends to a

limit.

Sets, Functions, and Spaces

⌊t⌋ The integer part of t ∈ R

A∁ The complement of the set A

A(δ) The δ-hull around the set A § 5.2.1

Γ(ρ) The tubular neighborhood of Γ (5.2.8)

1A
The indicator function of the set A § 3.1.1

BE(a, r)
The ball of radius r around a in E. When E is omitted,

it is assumed to be RN for some N ∈ Z+.

K ⊂⊂ E To be read: K is a compact subset of E.

DOI 10.1007/978-1-4614-1135-2, © Springer Science+Business Media, LLC 2011
D.W. Stroock, Essentials of Integration Theory f  Analysis, Graduate Texts in Mathematics 262, 235or
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Sets, Functions, and Spaces continued

‖C‖ The mesh size sup{diam(C) : C ∈ C} of a cover C § 1.1.1

f(x+) & f(x−) The right and left limits of f at x ∈ R

P(E) The power set of E, consisting of all subsets of E § 2.1.2

G(E) & Gδ(E)
The set of open subsets and the set of countable intersec-

tions of open subsets of E

F(E) & Fσ(E)
The set of closed subsets and the set of countable unions

of closed subsets of E

C The complex numbers

N The non-negative integers: N = {0} ∪ Z+

Q The set of rational numbers

SN−1 The unit sphere in RN

Z & Z+ The integers and the positive integers

Cb(E;R) or Cb(E;C)
The space of bounded continuous functions from E into

R or C

eξ(x) The imaginary exponential funtion ei2π(ξ,x)
RN

Cc(G;R) or Cc(G;C)
The space of continuous, R-valued or C-valued functions

having compact support in the open set G

Cn(G;R) or Cn(G;C)
The space of n-times continuously differentiable R-valued

or C-valued functions

Lp(µ;R) or Lp(µ;C)
The Lebesgue space of R-valued or C-valued functions f

for which |f |p is µ-integrable
§ 6.2.1

ℓ2(N;R) The space L2(µ;R) when µ is counting measure on N § 7.1.2

sgn(x) The signum function: equal to 1 if x ≥ 0 and −1 if x < 0

Tp(M) The tangent space to M at p § 5.2.2

Tx Translation by x: Tx(y) = x+ y § 2.2.1

TA The linear transformation determined by the matrix A § 2.2.1

JΦ
The Jacobian of Φ: JΦ is the absolute value of the deter-

minant of the Jacobian matrix ∂Φ
∂x

§ 5.2.1
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Measure Theoretic

BE The Borel σ-algebra σ(G(E)) over E

Bµ The completion of the σ-algebra B with respect to µ § 2.1.2

δa The unit point mass at a

H
s Hausdorff measure § 8.3.4

λS Lebesgue measure on the set S ∈ RN

µ≪ ν µ is absolutely continuous with respect to ν Ex. 2.1.27

µ ⊥ ν µ is singular to ν Ex. 2.1.28

Φ∗µ The pushforward (image) of µ under Φ Ex. 2.1.19

σ(C) The σ-algebra generated by C § 2.1.2∫
Γ

f(x) dx Equivalent to the Lebesgue integral
∫
Γ
f dλ

RN of f on Γ

(R)

∫
[a,b]

ϕ(t) dψ(t)

The Riemann–Stieltjes integral of ϕ on [a, b] with respect

to ψ
§ 1.2

−
∫
Γ

f dµ
The average value 1

µ(Γ)

∫
Γ
f dµ of f on Γ with respect to

the measure µ



Index

A

absolutely continuous, 39

function, 60

measures, 203

part of a measure, 206

uniformly, 86

additive function, 59

algebra of subsets, 36

almost everywhere, 76

convergence, 76

approximate identity, 169

arc length, 20

of singular, continuous functions, 98

arithmetic–geometric mean inequality, 151

axiom of choice, 49

B

Baire σ-algebra, 219

ball, volume of, 120

Banach space, 146

basis, 179

Bernoulli

measure, 54

independence, 55, 61

number, 189

polynomial, 189

Bessel’s inequality, 182

Beta function, 133

beta function, 172

Borel σ-algebra, 31

Borel measure, 35

Borel–Cantelli Lemma, 38

bounded variation, 12

continuous and discontinuous parts, 19

bump function, 170

C

Cantor set, 58

Hausdorff dimension of, 233

Carathéodory measurable (C-meaurable), 221

Cauchy Integral Formula, 145

Cauchy Integral Theorem, 143

Cauchy’s functional equation, 59
change of variables

classical formula, 119

Jacobi’s formula for, 122
choice map, 3

closed under set-theoretic operations, 30

co-area formula, 137
complex Hilbert space, 176

concave function, 146

Hessian criterion, 148
contraction, 178

convergence
µ-almost everywhere, 76

in µ-measure, 78

convex set, 146
convolution, 165

for the multiplicative group, 173

Young’s inequality for, 165
convolution semigroup, 171

Cauchy or Poisson, 172

Weierstrass, 171
coordinate chart, 128

global, 135

countable additivity, 29
countably subadditive, 31

counting measure, 161

cover, 1
exact, 3

more refined, 4
non-overlapping, 1

D

Daniell’s Theorem, 212
decreasing sequence of sets, 32

diameter, 106

of rectangle, 1
diffeomorphism, 122

Dini’s Lemma, 218

direct product, 62
discontinuity, 14

jump, 14

oscillatory, 14

239
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distribution function

of function, 113

of measure, 50

distribution of f

in computation of integrals, 115, 161

divergence, 138

Divergence Theorem, 141

dual space, 207

of Lp, 208, 220

E

Euler’s product formula, 202

Euler–Maclaurin formula, 26

extended real line, 63

extension criterion for measures, 215

F

Fatou’s Lemma, 75, 81

Lieb’s version, 77, 81

Lieb’s version for Lp, 156

finite measure, 31

finitely additive, 208

flow property, 138

Fourier inversion formula

for L1(λRN ;C), 193

for L2(λRN ;C), 200

Fourier operator, 198

Fourier series

L1-theory, 190

L2-theory, 186

Fourier transform, 192

for L1(λRN ;C), 192

for L2(λRN ;C), 198

uncertainty principle, 194

Friedrichs mollifier, 169

Fubini’s Theorem, 103

function

concave, 146

measurable, 64

modulus of continuity of, 11

Fundamental Theorem of Calculus, 10

G

gamma function, 119

Gauss kernel, 171

gradient, 124

Gram–Schmidt orthonormalization proce-
dure, 180

Green’s formula, 143

H

Hardy’s inequality, 173

Hardy–Littlewood maximal function, 92, 94

Lp-estimate, 162

inequality, 92

Hausdorff dimension, 226

Hausdorff measure, 108, 225

heat flow or Weierstrass semigroup, 171

Helly–Bray Theorem, 219

Hermite

functions

normalized, 197

unnormalized, 194

polynomials, 194

Hermitian

inner product, 176

operator, 178

Hessian matrix, 148

Hilbert space

orthogonality in, 175

over C, 176

over R, 175

Hölder conjugate, 151, 156

Hölder’s inequality, 151

hypersurface, 124

tangent space, 124

I

idempotent, 178

increasing sequence of sets, 32

independent sets, 38

infinite-dimensional, 179

injective, 122

inner product, 175

Hermitian, 176

integer part, 25

integrable, 70

function

the space L1(µ;R), 70

uniformly, 86

integration by parts, 9

in RN , 142

isodiametric inequality, 106

J

Jacobi’s Transformation Formula, 122

Jacobian, 121

matrix, 121

Jensen’s inequality, 147, 152

Index
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K

kernel, 163

L

L-system, 100

Λ-system, 32

Laplacian, 143

lattice operations, 7

lattice vector

integration theory for, 208

Lebesgue measurable, 46

Lebesgue integral

exists, 69

notation for, 65

Lebesgue measure, 46

Hausdorff’s description, 108

notation for, 117

of a parallelepiped, 58

Lebesgue set, 97

Lebesgue spaces

continuity under translation, 166

dual, 220

dual space, 207

L1(µ;R), 70

mixed L(p1,p2)((µ1, µ2);R), 158

Lebesgue’s Decomposition Theorem

for functions, 95

for measures, 205

Lebesgue’s Differentiation Theorem, 96

Lebesgue’s Dominated Convergence Theo-
rem, 76, 81

limit inferior of sets, 37

limit of sets, 38

limit superior of sets, 37

linear functional

non-negative, 218

tight, 218

linearly independent, 179

lower semicontinuous, 87

lowering operator, 195

M

Markov’s inequality, 68

mean-value property, 144

measurable, 30

function, 64

criteria for, 71

indicator or characteristic, 64

Lebesgue integral of, 68

simple, 64

Lebesgue integral of, 64

Lebesgue, 46
map, 30

µ-measurable set, 34
measurable space, 30

product of, 62

measure, 31
absolutely continuous, 39

Bernoulli, 54

Borel, 35
finite, 31

Hausdorff, 108, 225

image, 37
infinite product of, 217

Lebesgue on RN , 46

non-atomic, 58
probability, 31

product, 103
pullback, 37

pushforward, 37

regular, 35
σ-finite, 82

singular, 39

surface, 132
translation invariant, 47

zero, 76

measure space, 31
complete, 33

completion, 34

mesh size, 3
Minkowski’s inequality, 150

continuous version, 159
modulus of continuity, 11

mollification, 169

monotone class, 36
Monotone Convergence Theorem, 75

multi-index, 168

multiplicative group, 172
convolution for, 173

invariant measure for, 173

N

non-measurable set, 50

O

one-sided, stable law of order 1
2

, 171
open δ-hull, 122

orthogonal complement, 179

orthogonal invariance of λSN−1 , 120

Index
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orthogonal projection operator, 179

orthonormal, 180

outer measure, 220

P

parallelepiped, 58

volume of, 59

Parseval’s identity, 200

Π-system, 32

Poisson or Cauchy semigroup, 172

Fourier transform, 201

Poisson summation formula, 202

polar coordinates, 118

power set, 30

probability, 31

measure, 31

space, 31

product measure, 103

infinite, 217

pure jump function, 19

R

radius, 106

Radon–Nikodym

derivative, 206

Theorem, 205

raising operator, 195

real Hilbert space, 175

rectangle, 1

volume (vol) of, 1

regular, 35

measure, 35, 37

set, 35

Riemann integral, 3

integrable, 3

integrable with respect to ψ, 8

criterion, 114

of f on J , 3

Riemann sum, 3

lower, 3

upper, 3

vs. Lebesgue, 114

Riemann zeta function, 189

Riemann–Lebesgue Lemma, 190, 192

Riemann–Stieltjes integral, 8

Riesz Representation Theorem

for Hilbert space, 204

for measures, 218

S

Schwarz’s inequality, 152, 175

σ-algebra, 30

Borel, 31

generated by C, 31

σ-finite

measure, 82

measure space, 82

signum function (sgn), 17

singular, 39

function, 60

continuous, 73

arc length of, 98

measures, 203

part of a measure, 206

smooth function, 21

smooth region, 139

span, 179

sphere, 106

surface area of, 117, 120

surface measure, 117

square, 45

Steiner symmetrization procedure, 106

Stone’s Theorem, 213

Strong Law of Large Numbers, 73

subordination, 172

Sunrise Lemma, 87

surface measure, 132

for graphs, 135

symmetric, 106, 178

T

tangent space, 124

tight

family of functions, 86

linear functional, 218

Tonelli’s Theorem, 102

translation map, 46

tubular neighborhood, 126

U

uncertainty principle, 194, 201

uniform norm, 6

uniformly integrable, 86

uniformly Lipschitz continuous, 57

unitary, 198

upper semicontinuous, 87

Index
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V

variation (Var), 12

negative variation (Var−), 13

positive variation (Var+), 13

vector field, 137

flow property, 138

vector lattice, 208

integral on, 208

vector semi-lattice, 100

volume of the unit ball, 58

Y

Young’s inequality, 166
for the multiplicative group, 173

Index
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