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Preface

This book is devoted to the study of value distribution of functions which are mero-
morphic on the complex plane or in an angular domain with vertex at the origin. We
characterize such meromorphic functions in terms of distribution of some of their
value points. The study, together with certain related topics, is known as theory of
value distribution of meromorphic functions. The theory is too vast to be justified
within a single work. Therefore we selected and organized the content based on their
significant importance to our understanding and interests in this book. I gladly ac-
knowledge my indebtedness in particular to the books of M. Tsuji, A. A. Goldberg
and I. V. Ostrovskii, Yang L. and the papers of A. Eremenko.

An outline of the book is provided below. The introduction of the Nevanlinna
characteristic to the study of meromorphic functions is a new starting symbol of
the theory of value distribution. The Nevanlinna characteristic is powerful, and its
thought has been used to produce various characteristics such as the Nevanlinna
characteristic and Tsuji characteristic for an angular domain. And from geometric
point of view, namely the Ahlfors theory of covering surfaces, the Ahlfors-Shimizu
characteristic have also been introduced. These characteristics are real-valued func-
tions defined on the positive real axis. Therefore, in the first chapter, we collect the
basic results about positive real functions that are often used in the study of mero-
morphic function theory. Some of these results are distributed in other books, some
in published papers, and some have been newly established in order to serve our
specific objectives in the book.

In the present book, we discuss value distribution not only in the complex plane,
but also in an angular domain. Therefore, we introduce, in the second chapter, var-
ious characteristics of a meromorphic function: The Nevanlinna characteristic for
a disk, the Nevanlinna characteristic for an angle, the Tsuji characteristic and the
Ahlfors-Shimizu characteristic for an angle. Although they were distributed in an-
other books, we collected all of them, and more importantly, we carefully compared
them with one another to reveal their relations that enabled us to produce new re-
sults and applications. We establish the first and second fundamental theorems for
the various characteristics and the corresponding integrated counting functions, and
provide an estimate of the error term related to the Nevanlinna characteristic for an
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angle in terms of the Nevanlinna characteristic in a larger angle. We discuss in an
angle the growth order of a meromorphic function and exponent of convergence of
its a-points by means of the Ahlfors-Shimizu characteristic. We establish unique
theorems in an angular domain with the help of the Tsuji characteristic, which is a
new topic, because this has never been touched before while only the case of the
whole complex plane was discussed.

After providing a brief overview of the characteristics in Chapter 2, we carefully
investigate, in the third chapter, a new singular direction of a meromorphic function
called T direction, which is different from the Julia, Borel and Nevanlinna direc-
tions. A singular direction is characterized essentially with the help of a property
that in any angle containing it, the function assumes abundantly any value possibly
except at most two values. The word “abundantly” is expressed by “infinitely often”
for the Julia directions and by the growth order of the function for the Borel direc-
tions. The definition of 7 directions is to compare the integrated counting function
in an angle to the characteristic and so it does not depend on the growth order, which
is different from the Borel directions. So we can naturally consider 7 directions of
meromorphic functions with zero order or infinite order. The second fundamental
theorem of Nevanlinna is considered as the background of T directions. The follow-
ing inequality

limsup NG f=a)
P T f)

always holds for all but at most two values of a. For a T direction, we consider
the above inequality in any angle containing it instead of the whole complex plane.
First we discuss the existence of T directions including the case of small functions
in our consideration, next do relationship with the Borel directions, then common
T directions of the function and its derivatives including the Hayman T directions.
The singular directions of meromorphic solutions of linear differential equations
possess some special properties, which are carefully studied and finally, we survey
the results on the uniqueness and singular directions of an algebroid function.

The book includes discussion of argument distribution as well as modulo dis-
tribution and their relations. In the fourth chapter, we reveal relations between the
numbers of deficient values and T directions. The results established there are new
and unpublished elsewhere. The essential idea for discussion of this topic comes
from observation that if the function assumes two values a and b at few points and
is in close proximity to a complex number ¢ # a, b at enough points in a bounded
domain, then it is close to ¢ in the whole domain possibly outside a small set and
that if the function is analytic, in view of the two constant theorem for the harmonic
measure, we can use the modulo of the function on some part of the boundary of the
domain to control the function modulo inside the domain. In the final section, we
make a survey on this topic.

In the fifth chapter, we discuss the growth of the meromorphic functions that have
two radially distributed values and a Nevanlinna deficient value. We first consider
the growth of the meromorphic functions without any restriction imposed on their
order and then those with the finite lower order. We attain our purpose in terms of
the Nevanlinna characteristic for an angle, as Goldberg and Ostrovskii did, but our

>0



Preface iii

starting point is to establish an estimate of the Nevanlinna characteristic for a disk
centered at the origin in terms of By, g(r, f) under an observation of the Nevanlinna
deficient value, and then By g(r, f) is estimated by two Cg g(r,*) which may deal
with the derivatives with help of fundamental inequalities for the Nevanlinna char-
acteristic for an angle, and finally, Cy, g(r,*) are replaced by the integrated counting
functions N(r,Q2,x) in terms of the relations between them. Thus the Nevanlinna
characteristic for a disk can be estimated by two N(r, 2,*) and we reduce the study
of this subject to estimation of By, g in terms of Cy, 5. However, this comes from the
study of fundamental inequality for the Nevanlinna characteristic for an angle. As
we know, most of the fundamental inequalities for a disk can be validly and easily
transferred to the case of an angle and therefore, we give out a simple and elemen-
tary approach to the discussions of this subject. When the function is of the finite
lower order, we use the Baernstein spread relation to discuss the estimation of the
Nevanlinna characteristic for a disk in terms of By g (r,f) and hence we can attain
deeper results for this subject.

In the sixth chapter, we collect and develop results about singularities of the
inverse of a meromorphic function. A transcendental meromorphic function is
equipped with a parabolic simply connected Riemann surface. The boundary points
of the Riemann surface correspond to transcendental singularities of the inverse of
the function, that is, asymptotic values of the function, and vice versa. We discuss re-
lationships between the number of direct singularities and the growth (lower) order.
The isolated transcendental singularity is logarithmic, and hence we observe that an
asymptotic value over which the singularity is not logarithmic is a limit of other sin-
gular values. For a meromorphic function of finite order, such an asymptotic value is
a limit point of critical values , which is the Bergweiler-Eremenko’s result. We show
Eremenko’s construction of a transcendental meromorphic function with the finite
given order which has every value on the extended complex plane as its asymptotic
value, and next discuss the fixed points of bounded-type meromorphic functions,
that is, meromorphic functions whose singular value set are bounded, from which
we obverse that meromorphic functions possess special characters if their singular
values are suitably restricted.

The final chapter is mainly devoted to the Eremenko’s proof of the famous
F. Nevanlinna conjecture on meromorphic functions with maximum total sum of
Nevanlinna deficiencies. The conjecture was proved first by David Drasin, but his
proof is very complicated. A. Eremenko used the potential theory to give a simple
proof to the conjecture, from which we see the power of the potential theory in the
study of value distribution of meromorphic functions. The theory to study subhar-
monic functions is the potential theory. The defence of two subharmonic functions is
called §-subharmonic. The logarithm of modulo of a meromorphic function is a -
subharmonic function. Therefore, some problems about value distribution of mero-
morphic functions can be transferred to those about subharmonic functions. And
the limit functions of a sequence of subharmonic functions produced by the sub-
harmonic function in question are easier to be characterized than the meromorphic
functions. The property or behavior of the limit functions can be used to describe the
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meromorphic functions. This is one of the approaches in which the potential theory
are used to discuss problems about meromorphic functions.

For the benefit of readers, and for our intent to introduce and develop the po-
tential theory in value distributions, we introduce and gather the basic knowledge
about the potential theory including the normality of subharmonic function family
in the sense of %], and the Nevanlinna theory of subharmonic functions which con-
sist of works of Anderson, Baernstein, Eremenko, Sodin, and others. The works of
these mathematicians are very special and very important, and in our opinion, rep-
resent one aspect of value distribution theory which is worth further investigating
and developing.

The first draft of this book was finished at the end of 2006, and main content of
the book, except the seventh chapter was lectured in the summer course for post-
graduated students held at Jiang Xi Normal University in the summer of 2007. I am
indebted to Professor Yi Caifeng for her organizing the summer school, to Professor
He Yuzhan for his comments and offering me some important materials, and to Pro-
fessor Ye Zhuang for his support of this book. I would like to send many thanks to
others including my students who pointed out some mistakes or some tough state-
ments in the original draft when they read. This book has been partially supported
by the National Natural Science Foundation of China.

Jianhua Zheng
Beijing,
December, 2009
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Chapter 1
Preliminaries of Real Functions

Jianhua Zheng
Department of Mathematical Sciences, Tsinghua University, Beijing 100084, P. R. China
jzheng @math.tsinghua.edu.cn

Abstract: The various characteristics of meromorphic functions are main tool in
the study of value distribution of meromorphic functions this book will introduce.
They are real-valued functions defined on the positive real axis. In this chapter, we
discuss certain properties of such real functions for application in later chapters.
We begin with the order and the lower order of such functions which include the
proximate order and the type function. We discuss the existence of the Pélya peak
sequence. Also, we identify a sequence of positive numbers with some of the Pélya
peak properties. We mainly introduce a result of Edrei and Fuchs for the regularity,
thereby, improving the lemma of Borel and quasi-invariance of inequalities of two
real functions under differentiation and integration. Finally, we exhibit the Green
formula and collect several integral inequalities.

Key words: Real functions, Proximate order, Pélya peak, Regularity, Quasi-
invariance

1.1 Functions of a Real Variable

In investigation of theory of meromorphic functions, we often meet the study of
some properties of functions of a real variable, because various characteristics of
meromorphic functions are such functions. Therefore, in this section, we collect the
main properties of such functions which will be frequently used in the sequel.

1.1.1 The Order and Lower Order of a Real Function

Let T (r) be a non-negative continuous function on [ry, o) for some o > 0 and define
log™ x = logmax{1,x}. For T (r), we define its lower order i and order A in turn as
follows:
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.. logtT(r)
po=p(T) = liminf == o=
and N
I T
A=A(T)= limsupL(r).

F—so0 logr

We concentrate mainly on the function 7'(r) which tends to infinity as r does. The
order of a positive increasing continuous function can be characterized in term of an
integral value.

Lemma 1.1.1. Let T(r) be a continuous, non-decreasing and positive function on
[ro,0). Then for each p < A(T), we have

/'°° T(t)dt oo

tp+1
Conversely, if the above equation holds for certain p, then A(T) = p.

Proof.  Suppose that the integral is finite, and then for all r > ry,

T T(r)
Pl ()P
K>/r tp_HdtZ (2r)P+1r_2 T(r)r°,

where K = [~ %dt. This immediately deduces A (T') < p and the former half part
of the lemma follows.

If A(T) < p, then for each s with A(T) < s < p, we have T(r) < r* for all
sufficiently large 7. Thus T (r)rP~! < r~(P=9)~1 which yields the integral [*° %dt
is convergent.

This completes the proof of Lemma 1.1.1. a

A continuous function may be too complicated to grasp, and thus sometime it
is necessary to modify it by preserving, roughly speaking, only the values of r at
which T'(r) can be approximately written into r*. The precise statement is as under

Theorem 1.1.1. Let T (r) be a continuous and positive function for r > ro > 0 and
tend to infinity as r — oo with A = A(T') < eo. Then, there exists a function A(r) with
the following properties:
(1) A(r) is @ monotone and piecewise continuous differentiable function for r >
ro with im A (r) = A;
F—o0
(2) lim A'(r)rlogr =0;
r—oo
: T(r) _q.
(3) limsup 7757 = 1;

(4) for each positive number d,

. Uldr) A
im oy =dh U =r0, (1.1.1)
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We shall call the function A(r) the proximate order of T(r) and the function
U(r) the type function of T'(r). It is obvious that the proximate order and the type
function of a real function are not unique. As A > 0, U(r) = e*("102" is increasing
for all larger r. A simple calculation implies that a monotone increasing function
T(r) satisfying (1.1.1) must have u(7) = A(T) = A. The formula (1.1.1) is the key
point of Theorem 1.1.1 and it makes sense essentially for the limit being finite. This
explains the necessity for the condition that a function 7'(r) in question is of finite
order. However, in the case of infinite order, we have the following

Theorem 1.1.2.  Ler T(r) be a continuous and positive function for r = ry > 0
and tend to infinity as r — oo with A = A(T) = oo. Assume that ®(r) is a positive,
continuous and non-increasing function with [;” @dr < o0,

Then, there exists a function A(r) with the following properties

(1) A(r) is non-decreasing and continuous and tends to infinity as r — oo}
. T(r
(2) hrrn_ilo]p rl( rg =1;

(3) Set U(r) = r*) and

o Ulro(U(n))

lim 00 =1. (1.1.2)

The proofs of Theorem 1.1.1 and Theorem 1.1.2 can be found in Chuang [2].
The following result will be used often in the next chapters.

Lemma 1.1.2. Let T(r) be a non-negative and non-decreasing function in 0 < r <
oo, If

fiminf L) S ooy

mET0)

for some d > 1, then

rT 2cl
/ 70 gy 2184 1y 4 oy,
1t c—1
If
liminf L")

T

>d?

for some d > 1 and @ > 0, then

\/lr T(t) dr < Km +0(1)7

o+ S )
where K is a positive constant.

Proof. Write s = % and we can find a natural number N such that for r > ry = dav,
we have T(d~'r) < s7'T(r). Then for each r > ry = d", we have n > N such that
d" < r < d", and let us estimate the following integral
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[0 dt ;121/ d+/

<Y T(d*")logd + T (r)logd
=N

dk+1

+1)

dZ

T(d")logd Z s K4 T(r)logd
k=0

T(r).

T(r)logd

< 2clogd
c—1

This yields the first desired inequality.
Now, we come to the proof of the second part of Lemma 1.1.2. Under the given
assumption, for r > ryp = d" and some & > 0 we have T(d"'r) < (d +¢&)~°T(r).

Thus, it follows that
" T(1)
/d” tw+1 dr

r n—1 lk+l
/ tw+l Z/
1 1 1 1
k+1
= <><>

nl 1 1 1 7(r)
n —o(n—k—1
fT(d ) Y (d+e)-@tkl <dkw — d(m)w) + e

k=N
a1 T@) (45" -1 11
d
® (d+£)"“’ (%) ® dne
T(r) (r)
< Ko o < Kod® —=
where Ky = dww_l 7(dfg+)g) ot
This completes the proof of Lemma 1.1.2. |

1.1.2 The Pélya Peak Sequence of a Real Function

In this subsection, we consider the Pélya peak for a 7'(r), which was first introduced
by Edrei [6].

Definition 1.1.1. A sequence of positive numbers {r,} is called a sequence of Pdlya
peaks of order B for T (r ) (outside a set E) provided that there exist four sequences
{r}, {ri}, {&,} and {€,} such that

(1) rn¢E7 I"n*>°° ;ZHOO ﬁ—)oo’ gn*)07 g:l*)()(n—)oo),
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(2) 1213ng > B;

logry

(3) T() < (1+8) (é)ﬁ T(ra), € [F )
(4) T(r)/tB~8 < KT(ry)/rE"

" 1<t < 7)) and for a positive constant K.

Actually, it is easy to see that (2) follows from (4). It is obvious that any subse-
quence of a Pdlya peak sequence is still a sequence of the Pélya peak. Please note
that the above definition of the Pélya peaks has some differences from that in other
literatures where a sequence of Pélya peak is only required to satisfy (1) and (3)
listed in Definition 1.1.1. The sequence {r,} is called a sequence of relaxed Pélya
peaks of order 3 for a constant C > 1, provided that (1), (2) and (4) in Definition
1.1.1 hold and (3) does for C in place of “(1+¢,)”. It is easily seen that for a se-
quence {r, } of Plya peak and d > 1, {dr, } must be a sequence of the relaxed P6lya
peak.

The following is a modifying version of well-known result which can be found
in Section 8.1 of Yang [12].

Theorem 1.1.3. Let T (r) be a non-negative and non-decreasing continuous func-
tionin 0 <r <ocowith0 < U(T) < o and 0 < A(T) < co. Then for arbitrary finite
and positive number B satisfying @ < B < A and a set F with finite logarithmic
measure, i.e., [ Ft_ldt < oo, there exists a sequence of the Pdlya peaks of order B
Sor T(r) outside F.

Proof. We choose a sequence of positive numbers {&,} with €, — 0 as n — oo.
By induction, we seek the desired PSlya peak sequence {r,}. Suppose we have r,_;
and want to find r,,.

First of all consider the case when 8 = A(T') < . It is easy to see that for n,

. r) _ T _
h?ﬁ?ptﬁ*%_m and }Lqitﬁ+£n_0

Therefore, we can find a real number u > max{ne, ', r, 1} such that

T(uw)u Pe = max {T (1) P&}

1<t<u

and a v > u such that

T()v P8 = max{T(t)r P41,

t>u
We choose r,, with u < r,, < v such that

T(rn)r;ﬁ+8" _ L{E?EV{TO)[—[?H,,} > T(M)u_ﬁ"r&‘n'

Thus for r < v, we have

T(rp)ry PHe > T (1) Pren (1.1.3)
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and fort > r,
T(0)t P=e ST () P8 KT () PHeny =260 LT () Pt
and, therefore, for r, <t < r, /€y,
T(0)e e = T ()t P2 LT () Pongen

2¢g,
= T(r,)ry PFen <t> (1.1.4)

'n

1\ 260 pe
< | = T (ry)r, P

En

Combining (1.1.3) and (1.1.4) deduces that r, satisfies (4) for r}] = r,/€,. This also
immediately yields

B
t
T(r) < e 2enlogén (r) T(r,) for g,r, <t <g 'r,. (1.1.5)
n

Now let us consider the case when u < 8 < A. Assume without any loss of
generalities that €, < A — 3. Then

T(t) . T@)
e — oo and htrggnctﬁ_h%/2 =0.

lim sup

t—o0

Application of a theorem of Edrei [6] deduces the existence of r, with r, >
_ 2B+en
max{r,—1,& ™ } such that

B+en

for 1 <t <rprol?

. This immediately implies (1.1.5) and r, satisfies (4), because

Bten
for1 <r<eglr(< rf+£”/2),
£\ 2|10
() < e S €|
I'n
and the quantity on the right side is bounded and tends to 1.

Thus, we have gotten a sequence {r,} satisfying (1.1.5) and (4) in Definition
1.1.1.

Putd, =1+1/nand V = U_,[ry,d,ry). V has the infinite logarithmic measure
and, therefore, there exist a subsequence of {[r,,d,r,|}, each member of which con-
tains at least a point outside F'. Without any loss of generalities we can assume for
eachn afy € [ry,dyry] \ F. Then for &,7, <t < 7,/&, with &, = d,,&,, we have
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T(t) < (t)ﬁwT(rn) < (dn)Pren (f)ﬁwT(%)

'n I'n

1\% /\P
<@re(z) (£) 100

this implies that {7, } satisfies (3) in Definition 1.1.1. It is easy to show {7, } satisfies
other conditions of the Pdlya peak.
This completes the proof of Theorem 1.1.3. O

Chuang considered in [4] the type function and in [3] the Pélya peak sequence
of a continuous real function and revealed some relations between the type function
and the Pdlya peak sequence by demonstrating their existence simultaneously start-
ing from a basic theorem, that is, Theorem 1 of [3] or Lemma 4.4 of [4]. In fact, we
easily obtain a sequence of the Pélya peak of order A (T') from the type function, for
an example, a careful calculation implies that a sequence of positive real numbers
{rp} with U(r,) = (1+0(1))T (r,) must be a Pélya peak sequence of T'(r) of order
A(T). Drasin and Shea [5] obtained a necessary and sufficient condition for exis-
tence of a sequence of Pélya peaks of order B which satisfies only (1) and (3) listed
in Definition 1.1.1. Set

A*(T) =sup {T :limsup T(Ax) = oo}

x,A—00 AT (x)

and (Ax)
. . . . T(Ax
U (T) = 1nf{‘c : I}Tiriofm = 0}.

It is proved in [5] that u.(T) < u(T) < A(T) < A*(T) and if p, < o, then a se-
quence of Pélya peaks of order 3 satisfying only (1) and (3) listed in Definition
1.1.1 exists if and only if ., < B < A* and < . However, we do not know if this
condition is sufficient to the existence of our Pdlya peak sequence. Usually, we call
A* and p, respectively the Pélya order and Pélya lower order of T'(r).

Generally, there exists no Pélya peak sequence of 7(r) whose lower order is
of infinite order. However, we have the following, which will be often used in the
sequel.

Lemma 1.1.3.  Let T(r) be an increasing and non-negative continuous function
with the infinite order and F a set of positive real numbers having finite logarith-
mic measure. Then given a sequence {s,} of positive real numbers, there exists an
unbounded sequence {r,} of positive real numbers outside F such that

T(0) _ T(n)

pre <e e 1<t <ry.

Proof.  Since T (r) is of infinite order, for a fixed s, we have
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T(t)

t5n

lim sup

t—o0

and it is easy to see that we can find a sequence {7} such that 7,, > 2" and #,,; >
el/sn 7n and
T(t) < T (Pm)

P
m

Set .
Fy=J [P e 7]
m=1
Then
/ dt B i /el/snfm d[ _ i 1 _
n t m=1 ’cm t m=1 sn

so that F,, \ F has the infinite logarithmic measure. We can find a r,, € F,, \ F such
that for some m, #, < r, < e'/*#, and choose a vl in [#,, ] such that

(7 T(t
(:")—max{ ():f’mgtgrn}.
oy

tSn

Thus for 1 <t < ry,, we have

() _T() _ () I(r) _ ()
1Sn ~ r/fln ~ r;z rfln = }Yln
The desired sequence {r,} has been attained. O

1.1.3 The Regularity of a Real Function

We first of all consider the density and the logarithmic density of a Lebesgue mea-
surable set on the positive real axis. However, we begin with a general case, which
will bring us some benefits.

An absolutely continuous function y/(r) on an interval [a, b] has finite derivative
almost everywhere in the sense of Lebesgue and y/(r) € L!(]a,b]) and for each
r € [a,b]

v =wia)+ [ v

and an indefinite integral of a function in L!([a, b]) is absolutely continuous. A con-
vex function is absolutely continuous and its right (left) derivative is non-decreasing.
We say that an increasing function y/(r) is a convex function of another increasing
o(r) if the right (left) derivative dy(¢)/d¢@ () exists and is non-decreasing.

We denote by m the Lebesgue measure on the positive real axis. Let E be a
Lebesgue measurable subset of the positive real axis and y(r) a positive and ab-
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solutely continuous function of r for r > ry. Following Barry [1], we define the
y-measure of E(r) = EN|rg,r] by
= / v (t)dt
E(r)

and the upper and lower y-densities, respectively, of E by

 pym(ER)
Y- densE = rlglolo inf  y(r)

When y/(r) is taken to be r, we obtain the definition of the upper and lower den-
sities of E, denoted by densE and densE and when (r) is logr, we have the
upper and lower logarithmic densities of E, denoted by logdensE and logdensE.

When y_densE = y_densE, it is said that E has a w-density and we use nota-
tion y_densE to denote the common value and in this case, specially we have the
definition of the density and logarithmic density of a set.

It is easy to see that for a set E on the positive real axis with the finite logarith-
mic measure, i.e., [, Et_ldt < oo, we have densE = 0. Actually, it follows from the
following equation

m(E)) = mEWD) mEDED Vs [ = o),

The following is Lemma 1 of Barry [1].

Lemma 1.1.4. Let y(r) and @(r) be positive, increasing, unbounded and absolutely
continuous functions of r, and y(r) a convex function of @(r) for r > ry. Then

v_densE < ¢_densE < ¢_densE < y_densE.

Proof.  According to the definition of the upper y-density of a set, given arbitrarily
€>0,fort > ri(€) > ry, we have

vom(E(r)) < (ydensE + &) y(r).

Noticing that dy/(¢)/d@(¢) is non-decreasing in ¢, in view of the formula for inte-
gration by parts, we have for r > r|

-1

0=y #0= 1, (550) o0
-1

) e

v (321 v o] (220

(
ot
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ot
-1 -1,
— o)+ (v demst-+e) |win) (o) v (S]]

o, (seig) ave

— 0(1) + (y_densE +¢€) (O(1) + o(r)).

Thus
_m(E -—
lim sup M < y_densE.
r—oo o(r)
The remainder inequality follows from this by taking complements. a

Specially, from Lemma 1.1.4 we get
densE < log_densE < log_ densE < densE,

for r is a convex function of logr.

Generally, a monotone continuous function may be complicated in the sense of
its regular behavior and such an irregular behavior may cause difficulties to our
discussion. However, fortunately, after a small set is ignored, such a function pos-
sess some regularities which are sufficient in certain discussions. The following is a
fundamental lemma of E. Borel.

Lemma 1.1.5. Ler T(r) be a non-decreasing continuous function in [ry, +eo) such
that T (ro) > 1. Then with possible exception of values of r in a set with measure at
most 2, we have

T (r+ Tzr)) <2T(r).

The following is Lemma 10.1 of Edrei and Fuchs [7], a modified version of the
Borel Lemma 1.1.5.

Lemma 1.1.6.  Let y(r) and @(r) be two positive functions on the positive
real axis. Assume that for r > ry = 0, y(r) is non-decreasing while @(r) is non-
increasing and that for some ry (> ry) and a given positive number ¢, Y(ry) > ro+c.
Set

E={r>r:y(r+o(y(r)) = y(r) +c}.

Then we have
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m(E(a,A)) < l/W(A) o(1)dt,

¢ Jy(a)—c
provided that ry < a < A < +oo, where E(a,A) stands for the intersection of E with
the interval (a,A).

Proof.  Under the assumption that y(r|) > ro+c, it is easy to see that y(r) —c > ro
and ¢(¢) is non-increasing for ¢t > y(r) —cand r > ry.
Assume conversely that Lemma 1.1.6 is false, that is,

m(E(ao,A)) > €+~ / (1.1.6)
w(ag)—

for three fixed numbers € > 0, ap and A with r| < ag < A < oo.
Put
A(x)= inf
(X) re]lfr(lx,A){r}
and in view of the definition of the infimum we can find b; € E(ag,A) with A(ag) <
by < A(ag) +5. Seta; = by + @(y(by)) and since by € E,

v(a) = y(bi) +c.

Next we want to get the similar estimate from below of m(E(a;,A)) to (1.1.6).
Notice that if a; < A, m(E(a1,A)) = m(E(ap,A)) —m(E(ap,a1)), and to the end
we respectively estimate m(E (ag,A)) and m(E(ap,a;)) as follows: as @(r) is non-
increasing, we have

and in view of (1.1.6) and A > by > ap, we have

m(E(a0,A)) > €+~ / o

v(A)
=&+ 7/ dr+— / (p t)de
CJy(b
1 V/(A) 1 W(bl)
+f/ (p(t)dt—&-f/ o(t)de
¢ Jy(by) ¢ Jy(by)—c

e 1 rv
> ,+,/ @(t)dt +m(E(ao,ar)).
2 ¢y

This implies that E(a;,A) is not empty and a; < A so that,
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e 1 v
m(E(ar,A)) > f+f/ o()d > 0.
2 cJyla)-c

Starting from this inequality we may repeat our previous construction with ag re-
placed by a; and € by £/2 and thus such construction can be repeated infinitely to
obtain a sequence of intervals [by,a] such that

ap<h<as<h<am<--<A
and by € E. Since y(r) is non-decreasing, we have

V(b)) = w(ar) > w(bi) +c,

so that W(A) > y(bk+1) = y(b1) + kc. This is impossible and therefore Lemma
1.1.6 is proved. O

Corollary 1.1.1. Under the same assumption as in Lemma 1.1.6, assume, in addi-
tion, that

/m(p(t)dt < oo,

Then E has only finite measure. In particular, let T(r) be a continuous non-
decreasing function of r with T (r) > 1. Then for € > 0

(") ST, lr) = e

holds for all r possibly outside a set of finite logarithmic measure.

Proof.  The first part is obvious and we provide proof for the latter part only.
Set |
y(r) =logT(e"), ¢(r) = 1

It is obvious that y(r) and ¢@(r) satisfy the assumption of the first part. Since
y(logr+ @(w(logr))) =log T (re*") and w(logr) + ¢ = loge“T (r),
the first part implies that
E={x=logr:T(re®") >eT(r)}

has finite measure and therefore F = {r : logr € E'} has finite logarithmic measure
by the formula for integration by substitution. Thus, the latter part has been proved.
O

In the theory of value distribution, we have to often avoid some exceptional sets
from the situation we consider, whence the following result is useful in treating this
case.
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Lemma 1.1.7. Let y(r) and ¢(r) be non-decreasing positive functions. Assume
that

y(r) < o(r)

for all r possibly outside a set E with densE < 1. Then for each k with
(1 —densE)~! < k < +oo, for all sufficiently large r we have

y(r) < @(kr).

If E is of finite measure or of finite logarithmic measure, then for each k > 1 and all
sufficiently large r the above inequality is true.

Proof.  Suppose for some (1 —densE)~! < k < +oo there exists an unbounded
sequence {r,} such that y(r,) > @(kr,). Set F = {J;_[rn,krn]. Then

— 1 1 k—1 —
densF > limsup —m(F (kr,)) = limsup — (kr, — r,) = > densE.

n—oo  KI'y n—oo KI'p

This asserts an existence of a r € F \ E and so for some n, r, < r < kr,. Therefore
in view of the monotonicity of ¥ and ¢, we have

W) < y(r) < @(r) < @kra).
This contradicts the hypothesis about r,, and Lemma 1.1.7 follows. g

We remark that from Lemma 1.1.7 it follows that if log_ densE < 1, then for
k> (1 —log_densE)~" and all sufficiently large r we have

The following is due to Hayman [9].

Lemma 1.1.8. Let T(r) be a non-negative, non-constant and non-decreasing con-
tinuous function for r > a with the order A and lower order |. Given two real
numbers Cy and C, greater than 1, set

G= G(Cl,Cz) = {r: T(Clr) 2 CzT(r)}.
Then

logCy
logCy’

S I
logdensG < A 10ggl and logdensG < u

0gl2

Proof.  Setr; =inf{r > 1 : r € G}. Suppose that r, has been chosen. Take r,| =
inf{r > Cr,: r € G}, and thus we inductively obtain a sequence of positive numbers
{rn} such that G C U,_[rs,Ciry]. For r > ry with r € G, we have r, < r < Cyr, for
some g > 1. This implies that

d

dt 9 Clrk t
log_m(G(r)) = /G(r) " < Z/r " =qlogC;.
k=1""Tk
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where G(r) = GN[l,r].
Now we want to estimate g. Generally it is easy to see that

T(Vn+1) > T(Clr,,) > CzT(}"n)

so that
T(ry) = Cy ' T(ry)

and therefore,

T (ry) <1+ T(r)

<1 < 1 .
Qs () S logG S T(1)

log

logC
This deduces that

log_m(G(r)) o logCy  logC logT(r) —logT(1)
logr = logr  logCy logr

b

from which the desired inequalities follows directly by letting r — oo. O

1.1.4 Quasi-invariance of Inequalities

We begin the subsection with quasi-invariance of inequality under differentiation,
that is to say, establish the following, the first part of which was proved in Barry [1].

Lemma 1.1.9. Ler y(r) be non-decreasing and ¢(r) non-constant, non-decreasing
and convex for r > a. Assume that

O<y(r)<o(r), régw

for a subset W of [a,e) with T = @_densW < 1. Then for arbitrary K > 1/(1 — 1),

we have K1
densE > % -1, E={r: llf/(i’) < K‘PI(”)}-

Further, if w(r) is convex, for all sufficiently large r we have

K

/ /
W(r)<K¢(dr),d>m>

0. (1.1.7)

Proof.  From the convexity of ¢(r), it is easy to see that @(r) — o as r — oo and
¢'(r) is non-negative and monotone non-decreasing and ¢(r) is absolutely continu-

ous. Set
F={r:y/'(r)>K¢'(r)}
and ¥’ = sup{x € F\W : x < r} for r > a. Then, for r > a, we have
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o' (¢)dt :/ (p’(t)dt+/ o' (t)dr
/F(r) (F\W)(r) wi(r)

- g+ [ gl
(F\W)(r) w(r)

< K*‘/;(r/) w’(r)dt+/w(r> @' (r)dt

< K‘l/ar Vﬂ(t)dtJr/W(r) o' (t)dr
<K' (w() - vla)+ | P
<Kol) K v+ | o0
<K o0 K@)+ [ g

and, thus, ¢_densF < K~!4 7 andin view of Lemma 1.1.4 we getdensF < K '+1
and equivalently densk > 1 — K~ ! — 1.
(1.1.7) follows from application of Lemma 1.1.7, for y/(r) is non-decreasing
under the assumption of convexity of y(r) and (1 —densF) ! < (1-K~ ! —1)"! =
K
(I—n)Kk—1° .
Hayman and Stewart [10], and Hayman and Rossi [11] investigated the case of
any order derivatives. The following result was obtained in [10]: if y(r) and @(r)
and their derivatives up to n — 1 order are non-negative, non-decreasing and convex
for r > a, then from 0 < y(r) < @(r) for all r > a, we have
e\"

l]/<n>(l‘) gK,,“( > (P<n)(i’) (1.1.8)

n
on a set E of r with positive lower density depending only on K, n and ¢ but not on
v and furthermore, Hayman and Rossi [11] proved that densE > (VK — 1) /(V/K —
1 +n). What we should emphasize is that in Hayman and Stewart’s result, the in-
equality (1.1.8) holds on the above fixed set E for any function y(r) satisfying those
assumptions determined by a given function ¢(r). Naturally we ask whether the set
E in Lemma 1.1.9 is independent of y/(r), which concerns a question posed in page
256 of [10].

Finally, we consider quasi-invariance of inequality under integration. Here are
two non-negative, non-decreasing real functions A(r) and B(r). If for all r in
[ro, +o0) but outside a subset E, we have

A(r) < B(r), (1.1.9)

then could we compare [; A(t)dt to [; B(t)ds? This is an important question in the
value distribution of meromorphic functions. In terms of (1.1.9), we have
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/ CA()dr = / A(r)dr + / Alr)dr
Jry [ro.r]\E EN[rg,r]

< / B(t)dr +/ A(r)de
[ro,r]\E EN[ro,r]

< / B(t)dr + A(r)dr.
70 EN[ro,r]

Obviously, we cannot directly control [g, ,jA(t)ds in terms of Jy, B(t)dt, but we
can hope to use frgA(t)dt to control it. The following result realizes this purpose,
which is a generalization of Lemma 9 of Eremenko and Sodin [8] but the basic idea
is due to them.

Lemma 1.1.10. Let E be a measurable subset of [ro,+o) and € > 0 and let ¢(x)
be a positive non-increasing function in [rg,+oo) such that [~ @(t)dt = +oo. Then
there exists a subset E* of [rg, +o0) with

2
o(t)dr < 7/ o(t)de (1.1.10)
/E*(r> € JE(r)

such that for any non-negative, non-decreasing function y(x) and r ¢ E* and any
T < r, we have

/E(w) y(r)de <28/¢ y(r)dr. (1.1.11)

Proof. Define

2r—x(r)

E* = {r}rozﬂx:x(r) < r such that /( (p(t)dt}.
E

x,r)
It is obvious that s is the center point of the interval (x(s),2s—x(s)) and so for a fixed
r = ro, {(x(s),2s —x(s)) : s € E*(r)} is a covering of E*(r). As E*(r) is a bounded,
closed set, there exist finitely many intervals {(x(s;),2s; —x(s;)) : 1 < j < g} to
cover E*(r) and each point in E*(r) is covered at most two times. Thus, as s; € E*,
we have

j=1 (s7)
W IR0
- o(t)dr
€ i3 JE(x(sj).s5)
< %/ o(r)dr
€ JEN(UT_ (x(s)).57))
2
< - t)dt
c wap( )

Now let us prove (1.1.11). For r ¢ E* and for all rp <t < r, we set () =
LE(M) ¢(t)dt and, then, have
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2r—t
0 <e /, o(x)dx.

Noting that for t < r, @(2r —t) < @(¢) and 1(¢) is non-increasing, but E; is non-
decreasing, we have

2¢ /r y(r)de — y(t)de
T E[t,r]

28/;:’;8))( Q2r—1)+ (1) dt—/ . y(t)dr
[ e o) [ ey
=/;l(’;g))d<n(t) . )

)

Z(; (n(t)—sftm t(p(x)dX>T__ <n(z)—£/2”¢(x)dx)dm
)dx —7(

i [ (no-e
w(©) )+ [ (e otax-—nw) ol

= I(I;:g <s/:rr(p(x
> 0.

This yields (1.1.11). a

WV

We make a remark on Lemma 1.1.10. If [ ¢(7)dt < +oo, then [g. ¢(r)dt < +oo
and hence if @(t) =1 or ¢(t) = 1/1, that is to say, E is of finite measure or of finite
logarithmic measure, then so is E* in turn. Further, we can take into account the
density of E and E* in view of (1.1.10). Set ¢(¢) = [* ¢ (x)dx. Then we have

o 2
¢_densE™ < P ¢_densE

so that when qL@E =0, we have qL@E * = 0. What we should stress is that
E* in Lemma 1.1.10 does not rely on y(r).

Now let us turn to answer the question mentioned before Lemma 1.1.10. Assume
(1.1.9) holds for all r outside a set E with the properties [ @(f)dt < 4o for a
¢(x) stated in Lemma 1.1.10. Take a sequence of positive numbers {¢;} such that
0<eg<1landeg; — 0as j— oo. Inview of Lemma 1.1.10, we have E* for each ¢;
such that fE; ¢(t)dt < +oo and for r ¢ E;

/E L YO /T w(1)de (1.1.12)

for any non-negative, non-decreasing function y/(x). There exist a sequence of pos-
itive numbers {r;} such that r;_; < r; — co and
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Define

E* = (E{ N[ro,r))UJ E; N rj,rjva]. (1.1.13)
j=1

Then we have

=

o(t)dr g/ o(r)dr + / o(r)dr
/* E;‘ﬁ[ro,m] Z E"fﬁ[rj,rj+]]

J=175)

< / o(t)dr+1
Efn[ro,r]
< Hoo.

Now define a function £(r) by e(r) =g forr; <r<rji1 (j=1,2,---) and &(r) = &
for ro < r < ry. Obviously, £(r) — 0 as r — co. For r ¢ E*, we have r; <r < rjy
for some j € N but r ¢ Ej* and thus (1.1.12) holds. Further, in terms of (1.1.9), we
can get

/ﬂunm:: A@Mr+/ Al)dr
T [t,r]\E EN[t,r]
g/‘ Bmm+q/%@m
[t,r]\E “Jr

so that

ufqmlﬁmmglﬁmm. (1.1.14)

Now we consider the case when ¢_densE = 0 and ¢(r) — oo as r — . Then
there exists a set E} for each g; such that ¢_densE; = 0 and for r ¢ E we have
(1.1.12). Take a r; by induction on j such that r; > r;_1 and for r > r;, we have

1 Ej

ol e o(t)dr < >

and ¢((;€;)1) < ¢;. Define E* by (1.1.13). Then for r ¢ E*, (1.1.14) holds.

Below we prove ¢_densE* = 0 for this case. For arbitrary € > 0, there exists a
N € N such that for all j > N, €; < €. For r > ry, we have ryy < r <y for some
M € N with M > N and therefore
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1 1 M 1
50 Jo 0% =505 £ [
¢(r) E*(r) r]vr]+l

1
+W </E*(r1) Pl Ejy ] qmdt)
(rj+1) ¢(r1)€1 em
<§ AR TR

M-2
€ 1
Z ’ +ML L ey

2M 1 2 2M

_ 1 Epm
< 8M+W+§SM+27M<38

taking note that ¢E;fr+)') < M;%SI) < gy for 1 < j <M —2.This implies ¢_densE* =
0.

For the case when ¢_densE = 0, we can attain the corresponding result whose
proof is left to the reader. Let us formulate the above result as a lemma stated as
follows.

Lemma 1.1.11.  Let E and ¢(x) be given as in Lemma 1.1.10. Then there exists a
set E* such that if (1.1.9) holds for r ¢ E, we have (1.1.14) for r ¢ E* with properties
that:

(1) if [p @(t)dt < +oo, then [ @(t)dt < +oo;

(2) if p_densE =0 (¢_densE = 0, respectively), then ¢_densE* =0 (¢_densE* =
0), where (1) = [ p(x)dx

1.2 Integral Formula and Integral Inequalities

For completeness and in order to bring the reader convenience in their readings, this
section recall the Green formula and collect several integral inequalities. They are
useful in the sequel and certain proofs will be provided taking into account that they
are not easy to find or not well-known in the general literatures.

1.2.1 The Green Formula for Functions with Two Real Variables

Various characteristics, except the Ahlfors-Shimizu’s, of a meromorphic function,
we introduce in the next chapter, stem from the Green formula for functions with
two real variables.

Let U be a domain in C surrounded by finitely many piecewise differentiable
simple curves and let X (x,y) and Y (x,y) be two continuous differentiable functions
in the closure of U. Then we have the Green formula
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//U (gﬁ—%ﬁ do:(/a'UdeJrYdy

where do is the area element. We mean by ds the arc element, and by 7 the inner
normal of dU with respect to U, and by A the Laplacian.

Assume further that X (x,y) and Y (x,y) are the second order continuous differ-
entiable functions in the closure of U. In view of the Green formula, we have the
following

- 0X : X 2.4
- and —/ Y(&x cosa+ — P cosﬁ)ds

X X
=/ (Yaxdy‘yaydx>
X dY 09X dY
//YAXd // (3x8x 8y8y>d6
where n = (cos o, cos 3). Thus

' X oy
//U(XAY—YAX)dG:/w (Yan 8n)ds (1.2.1)

This formula is known as the second Green formula. We have two special formulae:
If X (x,y) and Y (x,y) are harmonic in U, that is, AX = 0 = AY, then

Y X
/31] (Xan 8n>ds_0 (1.2.2)
and 5
/ —de =0. (1.2.3)
ou dn

Furthermore, if U is doubly connected and I is the outer boundary and 7 the inner

boundary, then
BY 8X aY 12).4

These formulae will be used often in the next chapter.

1.2.2 Several Integral Inequalities

Let (X,.o/, 1) be an arbitrary measure space. For a positive real number p, L? (X,.o7, i)
is the set of all real-valued .2/-measurable function f defined p-a.e. on X such that
Jx |f(x)|Pdu(x) exists and is finite. We write L” for LP (X, </, u) where confusion
seems impossible. Define for f € L?
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1111y~ Lreorancs) "

Holder Inequality For f € LP and g € L9 with p > 1 and % +$ =1, we have
[ 75| < [ Vrstan < 151 el 125

For p = g =2, the inequality (1.2.5) is called Schwartz inequality.
Minkowski Inequality For f, g € LP with 1 < p < o, we have

1 +8llp < 11711, + 1l
The following lemma is very intuitive.

Lemma 1.2.1. Let y(x) be even, real and integrable in (—a,a) and non-increasing
in (0,a) (with y(0) = +ec allowed). Assume that E is a measurable subset of (—a,a)
with measE = 2b. Then

b
[vear< [y
E —b
Proof. SetEy =EN(=b,b), E; =E\E| and E3 = (—=b,b) \ E|. It is easy to see

that for all x € E; and y € E3 we have y(x) < y(b) < y(y). Therefore, by noting
measE, = 2b — measE; = measE; we deduce

y(x)dx < y(b)measE, = y(b)measEs < [ y(x)dx
Ey E;

and adding [ y(x)dx to the both sides implies the desired inequality. O

As an application of Lemma 1.2.1 we establish the following:

Lemma 1.2.2. Let E be a measurable set of [—n,n) with measE = 0 < & and
a € C. Then for r < R we have

R R R+2 1
/1og.7d9<6 log 28 4 1) <« S5 5 (14108 < ).
£ |rei® —q| or 6

r
Proof. In view of Lemma 1.2.1 and writing a = |ale? we have the estimation
R R
log —5——dO = / log —7——do
I
8/2 R
< / log —5———d6
-8z |re'® —lall

8/2 R
< / log ———do
~§/2  r|sin6|
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5/2
2/ log—de

= 5<log6R+1>

where E— ¢ = {0 — ¢ : 6 € E}. Thus, the first inequality we intend to prove follows.

Since

TR R+2r
I<log—+1< ,
r r

this easily deduces the second desired inequality. a

Finally, we take into account the Jensen’s general inequality for a convex function
in the sense of integral.

Lemma 1.2.3. Ler y(x) be a convex function in an interval 1. For two integrable
functions f(x) and g(x) in an interval |a,b] such that f([a,b]) C I, g(x) > 0 and
A= fabg(x)dx # 0, then we have

u(jl@ummw)<:[wummmm

The inequality for the case g(x) = 1 is known as Jensen’s inequality.

= [ 1etar

Since y/(x) is convex, we can find a real number o such that for all x € [a, b],

v(f(x) = a(f(x) —m)+y(m).

Proof.  Set

Therefore
b b
[ vurse = a [0 - mgact v [ gwax=awim),
a a
from which the desired inequality follows. O

For the sake of application in the sequel, we consider the special case, that is,
y(x) = —logx is convex in (0,00) and f(x) and g(x) are both non-negative. Set
S (x) = max{f(x),1}. Then

—/ [log® f(x) A/ [log £ (x)]g(x)dx
<mg(A[;f%mmmdQ
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that is,
1 b 1 b
3 [ ot retar <tog” (5 [ rstiar) +1og2. a26)
a a
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Chapter 2
Characteristics of a Meromorphic Function
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Abstract: We characterize meromorphic functions in terms of points at which they
assume some values. The purpose is realized by using their characteristics. In this
chapter, we introduce the Nevanlinna’s characteristic in a domain (especially in a
disk centered at the origin), the Nevanlinna’s characteristic in an angle and the
Tsuji’s characteristic in terms of the generalized Poisson formula, Carleman formula
and Levin formula respectively. These formulae are derived from the second Green
formula. Similarly, the introduction of the Ahlfors-Shimizu characteristic originates
from the second Green formula from the point of view of analysis. We exhibit the
first and second fundamental theorems for every type of characteristics and the es-
timates of error terms, especially that of corresponding error terms to the Nevan-
linna’s characteristic in an angle. The relationship among various characteristics and
among the integrated counting functions are found out. These relationship make us
to produce new results and applications. We compare the characteristics of mero-
morphic functions and their derivatives. Next in terms of the Ahlfors-Shimizu’s
characteristic for an angle, we make a careful discussion of value distribution of
functions meromorphic in an angle, especially theorems of the Borel-type. Then
we discuss deficiency and deficient values which includes an introduction to Baern-
stein’s spread relation along with related results. Finally, we establish a series of
unique theorems of meromorphic functions in an angle in terms of Tsuji’s charac-
teristic. This is a new topic.

Key words: Nevanlinna characteristic, Tsuji characteristic, Ahlfors-Shimizu char-
acteristic, Angular domain, Unique theorem

The main object to study in this book is transcendental meromorphic functions on
the complex plane or in an angular domain. A meromorphic function on the com-
plex plane is transcendental if it has oo as its unique essential singular point, in other
word, it is not a rational function, and equivalently it can assume infinitely often on
the complex plane all but at most two values on the extended complex plane. This
can be characterized by its characteristic on the complex plane. By a transcenden-
tal meromorphic function, we mean a transcendental meromorphic function on the
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complex plane. Similarly, we shall define transcendental meromorphic function in
an angular domain in terms of the corresponding characteristics in the angular do-
main. Actually, in study of value distribution of meromorphic functions, one of im-
portant topics is to characterize meromorphic functions in terms of points at which
they assume some values. Then the characteristic functions of a meromorphic func-
tion play a crucial role in such discussions. This is realized by several fundamental
theorems, that is, the characteristic can be controlled by means of the integrated
counting functions of the number of points of several values assumed. In this chap-
ter, we shall introduce characteristics for several different domains in an analogue
approach originated from the Green formulae.

2.1 Nevanlinna’s Characteristic in a Domain

We confine our discussion in the complex plane. By C we denote the complex plane
and by C the extended complex plane. Let D be a domain on C surrounded by
finitely many piecewise analytic curves. Then for any a € D, there exists the Green
function, denoted by Gp(z,a), for D with singularity at ¢ € D which is uniquely
determined by the following conditions:

(1) Gp(z,a) is harmonic in D\ {a};

(2) in a neighborhood of a, Gp(z,a) = log‘zi—a| + ®(z,a) for some function
®(z,a) harmonic in D;

(3) Gp(z,a) = 0 on the boundary of D.

By I' we denote the boundary of D and n the inner normal of I" with respect to
D. Since for z € D, Gp(z,a) > 0 and for z € I', Gp(z,a) = 0, from the definition
of directional derivative it follows that the directional derivative of Gp(z,a) on I in
the inner normal is non-negative, that is, g—g >0 (G = Gp(z,a)). From the Green
formula, in view of the Green function, we can establish the following formula,
which is an extension of the Poisson formula for a disk (For a generalization of the
formula, the reader is referred to Theorem 1.1 of [11]).

Lemma 2.1.1.  Ler u(z) be a harmonic function in D and have the second or-
der continuous differentiation on dD except at most finitely many points {ak}Z=1~
Assume that in a neighborhood of ay, we have

u(z) = dilog |z — ar| + u(z)

for some second order continuous differentiable uy(z). Then

u(z) = ADM(C)%&.

T

Proof.  Given arbitrarily a point z € D, choose a€ > O such that {{ : |{ —z| <€} C
D and in this disk we can write
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Gp(L,z) =log o(,z2)

L,
[k
where @(,z) is harmonic in § in D. Set Iz = {{ : |{ —z| = €}. Taking a sufficiently

small § > 0, put Ds = D\ U]_,B(ay,8). Noting that Gp({,z) =0, z € dD and in
view of (1.2.2), (1.2.3) and (1.2.4), we have

aGp(C,z) , dGp(L,2) du
./,;DM(C)TdS = /30 (”(C)an —GD(CaZ)aTL) ds
= lim (u((’;)a’(;D(C’Z)—GD(C,Z)gf) ds

5—0.Japg an

:/ <u(§)aGng)—GD(CaZ)gZ>ds

B AS U e T E
_ _/Q”@ab%'i_' At gfaa—nds

= [ @)= %/Qu@)ds

-/ Mu(z—i—eeie)de = 27u(z).

This yields the desired formula. O

In particular, given u(z) being a constant, we deduce
1 [ 9Gp(C,2)
— ds=1 2.1.1
2 /aD an y ( )

for all z € D. From Lemma 2.1.1, we deduce the following, which is our starting
point to introduce the characteristic of a meromorphic function on a domain.

Theorem 2.1.1.  Let f(z) be a meromorphic function on D. Then for arbitrary
z € D such that f(z) # 0,0, we have

d
log|f(z) 2 / GDEf )ds
- Y Golam2)+ Y Gp(bu,2), (2.1.2)
am€D bneD

where I = dD, and a,y, is a zero of f(z) and by, a pole of f(z), and a,, and b, appear
often in (2.1.2) according to their multiplicities.

Proof. Set

u(z) =log|f(2)|+ ) Gplam,2)— ¥, Gp(bn,2)

am€D bpeD
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It is easy to see that u(z) satisfies the conditions of Lemma 2.1.1. Application of
Lemma 2.1.1 to the u(z) implies the desired result by noticing that Gp(a,,{) =0
and Gp(b,,{)=0onT. O

We can also consider the case when f(z) = 0 or co. In this case, we use Theorem
2.1.1 to the function log|f(w)| — mGp(w,z) to obtain the formula (2.1.2) replacing
log|f(z)| in the left side of (2.1.2) with

lim (log | f(w)| —mGp(w.z)) = log|e(z)| — mep(z,2),

where c(z) is the coefficient of the first term in Laurent series of f(w) centered at z,
and when f(z) = 0, m is negative multiplicity of zero of f(w) at z; when f(z) = oo,
m is multiplicity of pole of f(w) atz.

The formula (2.1.2) with D being a disk is known as the Poisson-Jensen formula.
Let us introduce several notations according to the formula (2.1.2). Define

N(D,a,f) =Y. Gp(bs,a)+n(0,a, f)wp(a,a), (2.1.3)
bp,eD

where a is a point in D, and b, a pole of f(z) appearing often according to their
multiplicities, and n(0,a, f) is the multiplicity of pole of f(z) at a; N(D,a, f) is the
sum in (2.1.3) counting all distinct b, in D and with n(0,q, f) replaced by 1 when
fla) = o

m(D,a,f) = /lgU' mb@)m. (2.1.4)

Define
T(D,a,f)=m(D,a,f)+N(D,a,f), (2.1.5)

which is called Nevanlinna Characteristic of f(z) with the center at a for D. From
the formula (2.1.2) and the equality logx = log™ x — log , x > 0, it immediately
follows that for a € D such that f(a) # 0,0, we have

T(D.a,f) =T <D,a, }) +log|£(a)]. 2.16)

In view of the remark following the proof of Theorem 2.1.1, for f(a) = 0 or oo,
(2.1.6) holds for f(a) replaced by the coefficient of the first term of the Laurent
series of f(z) at a.

We have to stress that @p(a,a) may not be non-negative and so N(D,a, f) may
be negative. However, for D C U, we have Gp(a,z) < Gy(a,z), op(a,a) < oy (a,a)
and so N(D,a, f) < N(U,a,f). It is easy to prove the following basic inequalities:
for p functions f; (j =1,2,---, p) meromorphic on D, we have

P P
m(D,a,Zf] ZmDafj +logp,
=1

j=1
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p p
m(D,a,HfJ ZmDafJ
G=1

Jj=1
and when fj(a) # (1< j<p—1),

<

Daij ZN(D7a7fj)7

j=1

~.

)

DaHf] ZNDajj),

Jj=1
and, therefore, when fj(a) #oo(1 < j< p—1),

)4 )4
T(D,a,Y fj) < Y T(D,a,fj)+logp,
j=1 j=1

P )4
T(D,a,Hf] Z (D, a, f;).
j=1 j=1

Now we can establish the Nevanlinna first fundamental theorem.

Theorem 2.1.2. Let f(z) be a meromorphic function on D. Then for a fixed com-
plex number b and arbitrary a € D such that f(a) # b,es, we have

1
T <D7a7 fb) = T(Dvaaf) - log |f(a) _bl +8(b7D)7 (217)
where |€(b,D)| < log™ |b| +log2.
Proof. Using the formula (2.1.6) implies that

1
1 (Dt ) = T0as~0) -l @) -]

< T(Dya, )+ T(D,a,b) +log2 ~Tog| f(a) ~b]
= T(D,a,f)+log" |b| +log2—log|f(a)—b|, (2.1.8)

where the equality T(D,a,b) = log* |b| follows from (2.1.5) and (2.1.1). By the
same argument as above, we can deduce

1
T(D7a7f) < T (D)(Lf—b) +10g+ ‘bl +10g2+10g |f((l) _b|

Set

e(b,D)=T (D,a, fl_b> —T(D,a,f)+log|f(a)—bl.

Then the equality (2.1.7) holds for (b, D) with the desired property. O
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We extend Theorem 2.1.2 to prove the following result.

Theorem 2.1.3. Let f(z) be a meromorphic function on D and R(z) = Q((i; a

rational function with degree d = max{degP,degQ}. Then for f(a) # 0,b; and oo,
we have

T(D,a,R(f)) =dT(D,a,f)— Zn,log|f a)—bj|+v(R,D), (2.1.9)

where n; is the multiplicity of zero b of Q(2), q the number of distinct poles of R(z)
and V(R, D) is a bounded quantity independent of f(z) and a.

Proof.  First of all, we discuss the case when R(z) is a non-constant polynomial.

d
We can write R(z) = ¢ [] (z—aj), and so we have
j=1

d
T(D,a,R(f Z (D,a,f —a;)+log" |c|

d
< dT(D,a,f)+dlog2+ Y log* |aj| +log*|c|. (2.1.10)
j=1

Now we consider the case when R(z) is a rational function and can write R(z) =
Pi(z) + Ry (z) with a polynomial P (z) and a proper rational function R;(z), and so

q
we have the form R (z) = ¥, Q; (z%h)’ where Q;(w) is a polynomial in w with
j=1
degree n; = degQ;, b; a pole of R(z) and ¢ the number of distinct poles of R(z). It
q
is obvious that degR = deg P; + ). degQ;. Then applying the above result (2.1.10)
j=1

about polynomial yields that
T(D,a,R(f)) < T(D,a,Pi(f))+T(D,a,Ri(f)) +log2

<deT(D.a )+ Y T(D.00; (125 )1+ 00
J

j=1

§ degPlT(D,a,f)+ idengT (D,a,flb> +0(1)
— Y

Jj=1

q
< dT(D,a,f)— ) degQ;(log|f(a)—b,| — (b, D))+ O(1),
=1

where O(1) is independent of f(z) and a.
On the other hand, we want to establish the reversal of the inequality. There
exists a K > 1 such that for |z| > K, |R(z)| > c|z|’, p = degP —degQ (If R(z) is

q
a proper rational function, this case does not occur). Write Q(w) = o [] (w—b;)"
o
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with anfdegQ Then for [w—bj| < 8, § = smin{|b; —b;| : 1 <i# j < q}.
=
we have K; > 0 such that |[R(w)| > 7‘ Set E={{eI:|f({) > K} and
J

Fi={{eI:|f({)—bj|<d}(j=1,2,---,q).We can assume that E N F; = & for
each j. Then

m(D,a,R(f /10 TIR(f) aGD(C )ds
+;gﬁbywnm@%%ﬂw

2L,

(/log*{lf‘CN”}
+): / log* K’b 7 aG’gf’“)ds

dGp(L,a 1

N 7’) oot =
>2n log|f(&)] n ds —log C

1 IGp(.a) ¥
+Z /1 SO =5 om Zlog*

If( )|9GD(C7a) plogk 9GD(C,
2717 K on ds+ 27 /E on

; §  9Gp(L.a) 1)
L |1 ds—njlogt § —logt —
+J.=Zl<2n/p. B —=b;] om OB 0T

1
)ds—longf
c

J
f q S q N
m(D,a,K>+Zlnjm<D,a,f_bj>—Zlnjlog 5+0(1)
Jj= Jj=
o 1 1
pm(D,a, f)—plog" K+ ;njm (D’a’f—b])
=
q 1 q
— Y njlogt ==Y njlog" 8§+ 0(1)
=1 o =
kl 1
m(D7a,f)+anm<D7a7>
~ f—b;

Zn] <log +log+6)+0( ). (2.1.11)

It is obvious that
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N(D,a,R(f)) = N(D,a,P(f))+N <D’a’Q(lf)>

q
= pN(D,a,f)+ Y nN (D,a, L > ) (2.1.12)
j=1 f=bj

From Theorem 2.1.2, combination of (2.1.11) with (2.1.12) yields that
cl 1
TD.0R() > pTDaf)+ YT (D) +0(1)
= —bj
= dT(D,a,f)— Zn,log|f a)—b;|+0(1).

Thus we complete the proof of Theorem 2.1.3. a

The following result is called the Nevanlinna second fundamental theorem with
the center at a for D.

Theorem 2.1.4. Let f(z) be a meromorphic function on D and aj (j=1,2,--- ,q)
be q distinct finite complex numbers and 6 = min |a; — aj|. Then for a € D with

1<i#j<q
f(a) #0,a; and o, we have

(4= D)T(D.a,f) < N(Doa.f)+ YN (D,aﬁ)
j=1 f—aj

—N](D,(l,f)"‘S(D,a,f), (2113)
where
(Daf)—m(Da f/) Zq: (Da ff/a])
2q é
+q(log™ 5 +10g 2 +1log2) +logg —log|f'(a)l

q

+) (log|f(a) —aj| +&(a;, D)) (2.1.14)

j=1
and

M(D.af) =N (D)) ~ND.aof)+N (Do ).

Proof.  Set

"0 Y50

From Theorem 2.1.2, we have following estimation

7aj



2.1 Nevanlinna’s Characteristic in a Domain 33
1
m(D,a,F) < m|D,a,— ¥ +m(D,a, f'F)

=T(D,a,f') =N (th;,) —log|f'(a)| +m(D,a, f'F)
= N(D,a,f)+N(D,a,f)+m(D,a,f)

-N (D,a,;,) —log|f'(a)|+m(D,a, f'F)
T(D.a. )+ (N(Doa, )~ (D})) ~log|f'(@)
+m (D,a,?) +j:im(D,a,ff/aj> +logg. (2.1.15)

On the other hand, from (2.1.11) we want to estimate m(D, a, F') from below. For
zwith [z—aj| < 2% and for i # j, we have

)
lz—ai| > |ai—aj| —|z—aj] 26—2 > (2g—1)|z—aj]

1 —aj 1
_ 172|Z ajl - _ 4 .
|Z—Clj| i2) |Z—Cl,‘| 2q—1|Z—aj|

In view of (2.1.11), we obtain

q
m(D,a,F) Z ( ) Zlog q(log™ 6+log 28)

so that
el 1
=144

where K; = 2;’—71. Thus the inequality (2.1.13) is shown by combining the above
inequality with (2.1.15) and then by using Theorem 2.1.2. g

It is an important step to take the derivatives of meromorphic functions into ac-
count, as H. Milloux did. We can also establish the following Milloux inequality,
whose proof will be omitted.

Theorem 2.1.5. Let f(z) be a meromorphic function on D. Then for a € D with
f(a) # 0,00 and " (a) # 1 and f+V)(a) # 0, we have

1 1
T(D,a,f) < (Daf)+N(Da f> +N<D,a,f(n)_])
N (D,a,f(nlm> +S(D,a, f), (2.1.16)

where
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(n) (n+1) (n+1)
S(Dya,f)=m (D,a,ff> +m (D,a, ! ; ) +m <D,a,j§n)+_l>

f@)(f" (@) — 1)
f(n+1)(a)

+1log +log?2. (2.1.17)

Now we come to consider the monotone increasing property of T'(D,a, f) with
respect to the domain D in the inclusion sense, which is indeed confirmed by the
following result.

Theorem 2.1.6. Let f(z) be a meromorphic function on D. Then

2 1
T(D,a, f) = 2(/ (Daf. )d&+bgwﬂ)|
where log™ |f(a)| will be replaced by log|c(a)| when f(a) = o, and c(a) is the
coefficient of first term of the Laurent series of f(z) at a.
Proof.  For any complex number w, applying (2.1.2) to f(z) = z— w in the unit

disk {z: |z| < 1} yields that

1 2 0
E/o log|w—¢'?|d8 =log™ |w|.

First of all we assume f(a) # co. From the formula (2.1.6), we have

1 _ 1 i9,9Gn(¢,a)
N@afea—mﬁmmgﬂ‘w®
+N(Daa7f) —IOg |f([1) _ei9|‘

Integrating in 6 both sides of the above equality yields, from the Fubini Theorem,
that

1 2" 1 ; dGp(&,a)
E/o N<D’a’f—ei9) 27r/27r/ og|f(§) —e?ld6 =50 on ds
N(D.a. ) ~log" |f(a)
| AGp (L,
= o [L10s" 1701 2925

+N(D,a,f)—log" | f(a)l
= T(D,a,f) —log" |f(a)|.

Next, we consider the case when f(a) = oo. Then from the above result it follows
that
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1 1 2 1
T|(D,a,— ) =— N|(D,a,——— |dO

< ’“’f) Zn/o ( ’a’l/f—e“’)
1 2z 1
27:/0 ( ’a’fe19—1>
1 2 1
— N|D,a,——— | dO
Zn/o ( ’a’f—e“’>

and
1
T (Daa7 f) = T(Daa7f) —log|c(a)\
This completes the proof of Theorem 2.1.6. a

According to the increase of the Green function with respect to the domain in the
inclusion sense, we have for D C U, N(D,a, f) < N(U,a, f) and, therefore, from
Theorem 2.1.6, it follows that 7'(D,a, f) < T(U,a, f).

If f(a) # oo, then N(D,a, f) and T(D,a, f) is non-negative, while for the case
f(a) =, T(D,a, f) may be negative. Consider the function f(z) = 1/(2z"), and
in view of Theorem 2.1.6, we have T'(D,0, f) = —log2 for D = {z: |z| < 1} as
N(D,0,1/(f —¢'?)) = 0; It is obvious that when @wp(a,a) > 0, N(D,a, f) > 0 and
so T(D,a,f)>0.

In what follows, we consider some special domains. First of all, we need to calcu-
late the Green function for a simply connected domain. Let D be simply connected.
There exists the Riemann mapping ¢,(z) : D — {w: |w| < 1} such that ¢,(a) = 0.
Then it is easy to see that

Gp(z,a) = —log|@.(2)|-

Along the boundary dD of D, we have

1(2) e
i’)a((zz)) dz =i5—Gp(z,a)ds (2.1.18)

by the Cauchy-Riemann condition which says that for two orthogonal directions s
and n such that s becomes n after s is rotated 7/2 anticlockwise, we have

du_ov o o
3578nan on  Js

if u(z) +1iv(z) is analytic. Indeed, (2.1.18) follows from the following calculation

) . d
dlog¢,(z) = Elog%(z)ds =iy arg 04(z)ds

= —ii log|¢,(z)|ds = iiaGgr(:a) ds.

an
In this way, we can obtain the Green functions for some special domains.
(1) For D ={z: |z] < R} and |a| < R, we have
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0u(z) = I;(ZZ:;Z), Gp(z,a) =log If;_a:)
and P R —|z]? Rei® 1 7
%GD(C,z)ds = md@ = ReReie _ZdG
where { = Re'?. l,’j:ig'j‘jz is the Poisson kernel.

(2) For D ={z:|z| <R, Imz > 0} and a € D, we have

R(z—a) R*>—az R>—az R(z—a)
_fwmd R T g — log| 9 BT A}
0a(2) R?—az R(z—a)’ b(z,a) = log R(z—a) R>—az
Then on 9D,
dGp

R(z—a) Rz—az)/

I (z,a)ds = —i <log R~ Re—a)

. 1 1 a n a d
= —1 — —
z—a z—a R?’—az R?-az ¢

: _ 1 R2
= —i(a—a) [(z—a)(z—ﬁ) N (Rz—az)(Rz—az)} dz
- R*—|a? R? —|al?
o ((Z—a)(Rz—dz) - (z—d)(RZ—az)>dZ' (2.1.19)

Thus on the upper half circle {{ = Re'® : 0 < 6 < 1}, for z € D we have

dGp RP—[z> R*— |z|2)

—(C,z)ds = - — do 2.1.20

o 6= (=i~ T (2120
and on the segment {{ =¢: —R <t < R} and z = re'?,

aGD(C Jds =2 rsing  Rrsin¢ dt (2.121)

on VTN TR —a) o

When D involved is a disk {z : |z—a| < r}, we briefly write m(r,a, f), N(r,a, f)
and T'(r,a, f) for m(D,a, f), N(D,a, f) and T(D,a, f), and if a = 0, then we write
m(r, f), N(r,f) and T (r, f) for m(r,0, f), N(r,0, f) and T(r,0, f). Thus

2r .
n(rf) = 5 [ Tog" 1) jd0

and
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N(r,f) = Z lo

b,eD

I log§ d(n(t, £) = n(0, £)) +n(0, f)logr

,f)logr

- /0 rwmm(o, flogr, (2.1.22)

by noticing that @p(0,0) = logr, where n(r, f) denotes the number of poles of f in
{z:]z] < r}, and the Nevanlinna characteristic with center at the origin for the disk
D={z:|z| <r}is

T(V,f) = m(raf) +N(r7f)'

We want to stress that Theorems 2.1.2~2.1.6 still hold for m(r,a, f), N(r,a, f)
and T (r,a, f) without restriction imposed on the primitive value of f(z) at a, as
long as we consider the coefficient of the first terms of the Laurent series of suitable
functions at a.

Throughout this book, for an unbounded subset X of the complex plane, we de-
note by n(r,X, f = a) and i(r,X, f = a) the number of, respectively, the roots re-
peated according to their multiplicities and distinct roots of f(z) = a, a € C in
XN{z:|z] < r} and define N(r,X,f = a) and N(r,X,f = a) in the same way as
in (2.1.22). We shall use breviate notation N(r, f = a) for N(r,C, f = a) and then
N(r,ﬁ) =N(r,f=a) andﬁ(r, ﬁ) =N(r,f=a).

There exist relations of some delicacy between N(D,a, f) and the number, de-
noted by n(D, f), of poles of f(z) in D, and those among other pairs of n(x) and
N(x) for example, n(r,X, f =a) and N(r,X, f = a).

By means of the basic properties of the Green function, we compare N (D, a, f)
with n(D, f). Let Rp(a) = sup{|{ —a|: L €'}, I = dD. Since Gp(z,a) +log|z—
a| —logRp(a) is harmonic in D and non-positive on I', it follows from the basic
property of harmonic function that Gp(z,a) +log|z — a| —logRp(a) is negative in
D, that is,

Rp(a)
z—a|’

Gp(z,a) < log (2.1.23)

Thus

bpeD

R
_ / L“;‘“ ) dt, R= Ro(a), (2.1.24)
0

when f(a) # oo, where b, is a pole of f(z) and np(¢,a, f) is the number of poles of
f(z)inDN{z:|z—a| <t}.Let rp(a) = dist(a,I"). By the same argument as above,
we have
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Gp(z,a) > log |rZD(C;)|. (2.1.25)
Thus
N(D,Chf) = Z GD(bn’a)
bueD
> Z logL
- bpeD |bn _a|
|bp—al<r
r
:/ Mdu r=rp(a),f(a) # ce. (2.1.26)
0

Important is the choice of a in the above estimation of N(D,a, f) from below, which
is related to the structure of D.

However, the following Boutroux-Cartan Theorem is often used in estimation of
N(D,a, f) in terms of n(D, f).

Lemma 2.1.2. Letaj, j=1,2,---,n, be n complex numbers. Then the set of the
point z satisfying

n
H |Z—Llj| <h"
j=1

can be contained in several disks, denoted by (), the total sum of whose diameters
does not exceed eh.

We shall call () Boutroux-Cartan exceptional disks for these n complex numbers
and h. Lemma 2.1.2 holds for the chordal metric, either. The chordal distance of two
points a and b on the extended complex plane, denoted by |a, b, is

|a —b| 1
, when a,b # oo, and |a,0| = ——.
V1+1al>y/1+ b V1+lal?

From Lemma 2.1.2 we can immediately obtain the following basic inequality,
which is often used in the sequel. For n complex numbers a; (j =1,2,---,n) in D
and for 1 < g < n, in view of Lemma 2.1.2, we have

R\" (R\"?
h R ’

d R R R
Y log <nlog—+ (n—q)log —, (2.1.27)
= laj—d h R

la,b| =

a R . 1 " 1\"
H < RqR""fH < RIR1 ()
j=1 |aj—al j=1 |aj—al h

and therefore

where R = max{|a; —a| : ¢+ 1 < j < n} and a is chosen outside the Boutroux-
Cartan exceptional disks for these n complex numbers and # < R. Thus from (2.1.24)
and (2.1.27), we have

N(D.a.f) <n(D.f)log.
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On the other hand, we always have the inequality

N(rX,f=a) = /r nt X,/ =a) _n(()’X’f:a>dt+n(0,X,f:a)logr

0 t

F(t,X, f = 1
>/ wd@n(dr,x,f:a)logg,0<d<1
1

for 1 < dr and
Fa(t,X,f =
N(r,x,fza)z/ Wdl‘—&-O(l)gn(r,X,f:a)logr—i—O(l).
1

Next we establish the estimations of log|f(z)| in a disk or a sector in terms of
Theorem 2.1.1, because from (2.1.2) it follows that for z € D with f(z) # o, we
have

log|f(z)] <m(D,z,f) +N(D,z, f)

and since the quantity in the right side is non-negative, we have
log* |f(z)| <m(D,z,f) +N(D,z, f). (2.1.28)

Lemma 2.1.3. Let f(z) be a meromorphic function on {z: |z| < R}. By (Y) we mean
Boutroux-Cartan exceptional disks for the poles of f(z) in {z:|z| <R}, R < R and
h. Then for z & (y) with |z) = r < R, we have

R R\7' R
log" |f(2)] < ~+r+ log= | log— | T(R,f). (2.1.29)
R—r R h
If f(2) is analytic, then for each z with |z| = r < R, we have
R+r
log" |f(@)| < 7= T(R.f).
—r
Proof. SetD = {z: |z| < R}. Then
1 2Gp(L,2)
D = — log™ —=2"d
m(D.zf) = 5 [ log" 1£(0) 5.2 ds
1 2r . I’é27r2
o | o Ir(Re | 7o
R N
< 2 m(R, f)
R—r

and ~ ' ~
- R -
Nz f) <nlRflog < (log ) logy NR.P),

In view of (2.1.28), combining the two above inequalities immediately yields
(2.1.29). O
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It is natural to consider analogy of Lemma 2.1.3 for an angular domain, which is
basic in the investigation of argument distribution of a meromorphic function.

Lemma 2.14. Let f(z) be a meromorphic function on {z: |z| < R and Im z > 0}.
By (7y) we mean Boutroux-Cartan exceptional disks for the poles of f(z) and h. Then
forz& (Y)with|zl=r<Rand 6 < § =argz<mw—38,0< 8 < /2, we have

1 R R 2
log* |£(2)] < msian:/R (1— (%) >1og+ 1£(0)]de

sin @
(1 —cos?d)

2R
+n(Dg. f)log <~ (2.1.30)

R
+r/ log" | f(Re'?)|sin0dO

where n(Dg, f) is the number of poles of f(z) counting the multiplicities in Dg =
{z:]zl <Rand 0 < argz < m}. If f(2) is analytic, then for any z we have (2.1.30)
without the final term n(Dg, f)log 2713

Proof. Inview of (2.1.2), (2.1.19), (2.1.20) and (2.1.21) we easily get the following
formula

z—z (R 1 R?
log|f(z)| = ﬁ[R10g|f(f)| { lz—12 - |Rzzt|2}dt

R2 — |z\2 n ; 1 1
— 1 Re'® - — - de
* / oglf(Re")] |Rel® —z|2  |Re~10 —z|2

Z log —amz R(z—ap)
—am) R?2—apz

lam|<R
Ima,, >0
— bz R(z—by)
+ ) log (2.1.31)
|bm|<R bm) R2 - bm
Imb,,, >0

A straightforward calculation derives the following basic equalities and inequalities
forz=rel €Dg, § < <mw—3§,

IR? —tz)* — R*|t — z]* = (R* —1*)(R* — |z]*), (2.1.32)

|[Re % — 2|2 —|Re'® — z]> = (—z)(Re'® — Re %) = 4RrsinBsing,  (2.1.33)

R — 2 < R+r
|R?—zt|> ~ R*(R—r)’
and, 8 <0+ ¢ <271 — 9,

|z—1t| > rsing,
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2Rr _ 2Rr
[Re=1® —z|> ~ R>4r> —2Rrcos(6 +¢)
2Rr
<
R2+r2—2Rrcosd
< 1
S 1—cosd’

We therefore have

rsm(]) (R2—12)(R> — 1)
e’ / log™ dt
og" |f(z)] < og™ |f(1)] |Z—l|2‘R2—Zl|2
i 4Rrsin 0 sin ¢
IS (Re® i : de
|f( € )| |Re19 _Z|2|Re_le _Z|2
—bpuz R(z—by)
! o 2.1.34
‘b””ZKR ¢ R —b ) R2 me ( )
Imb,, >0
1 R+r (R R2 12
A nrsin(pR—r/ R2 log™ | f(¢)|ds
sin R+r
(l—cq:)SS / log™ | f(Re'?)|sin 6dO
—bpz
+ ) log
|bm|<R ( )
Imb,, >0
1 R+r R r\2
S s 1- (*) log™ | f(£)|de
7rrsmq)R_r/R< R )og | ()]
sing  R+r
n(1—cosd) R / log™ | f(Re'®)|sin 6dO
2R
+ log
\bmz\;k |Z bm‘
Imb,, >0
This immediately implies the desired result. -

The following lemma will be often used in the sequel, which is Lemma C of [8].

Lemma 2.1.5. Let f(z) be a meromorphic function on C. With each r(> 0) we
associate a measurable set I(r) (of values of ) of measure mesl(r) < . Then for
1 <r <R, we have

14R 1
R—r mes/(r)

Proof. Take a R with r < R < R and consider D = {z: |z| < R}. For z = re'® with
f(2) # oo, we have

/ ( )10g+ |f(re®)|de < “T (R, f)mesi (r) {1+10g+ ] (2.1.35)
I(r
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=

+r

m(D.z.f) < 5= m(R.f)
and
—b z R+r
N(D,z,f)= ¥ Gp(z,ba) = ) log|z— = < ) log——
b,eD bneD by,eD | n‘

In view of (2.1.28) and the above inequalities, letting 6 = mes/(r) < 7 and then
applying Lemma 1.2.2, we have

R+r 7 R+r
log® | f(re'®)|dO < f)o+ / log —>——d@
/1<r> Ll ED ref® = by|
ifr (R, f)6+R+3r (R.f)6 <1+1og+é>

R+r  R(R+3r) X
) (R—HL "(R—R) >T(R,f)6 <1+10g+ 6))

where the final inequality results from the following inequality

-1
w.f) < (o) MR <

_N(R, f).

Now let R = m1n{R+’ 2r}. IfR = R‘” < 2rand 5; < 3, then

R+F+R(1§+3r)_R+3r+§R+7R< 14R
R—r r(R—R) R—r S R—r
If R =2r < B then 22 > - and
R+r R(R+3r) < SR _ 13R
R-r r(R—R) ~7 R-2r R-r

Thus the above inequalities immediately produce the desired inequality (2.1.35).
O

For the case of entire functions, Hayman and Rossi [18] obtained the following
result, which is produced from a combination of Theorem 3 and Theorem 5 of [18]:
Let f(z) be an entire function on C. For any & > 0, there exists a set F with densF <
€ such that for any measurable subset 7 of [0,27), we have

L 4z
/1 gt re‘e =l d6 < K(logM(r, f))mesI log I ¢F,
where K is a constant only depending on € and a. This inequality is essentially
a more precise estimation than (2.1.35), as in view of Lemma 2.1.3 we have

logM(r,f) < BELT(R, f).
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The following is a transfiguration of the Nevanlinna second fundamental theorem
for a disk, whose proof can be obtained from the proof of Theorem 3.3, that is,
essentially Lemma 6.4, of Yang [36].

Lemma 2.1.6. Let f(z) be a meromorphic function in {z: |z| <R} (0 < R < +o0)
and let
N= Vl(R,f = a) +n(R?f = b) +l’l(R,f = C)

for three distinct a,b and ¢ in C. If 0 & (), (y) is the set of Boutroux-Cartan excep-

tional disks corresponding to these N a,b,c-value points and poles and h < Igge’,
then

R

2R
T(r,f) <CR (Nlog++log

s Hog ) 1o 10,

-
where C is a constant only depending on a,b and c.

Now it is turn of estimation of the number of valued-points. Let us present a
modified format of the basic theorem of Valiron’s [32] [33], which is important in
discussion of value distribution of meromorphic functions and whose proof will be
completed in view of Lemma 2.1.6.

Lemma 2.1.7. Let f(2) and g(z) be both meromorphic functions in {z: |z| < R}
(0 < R < +o0) and g is allowed to be a value in C. Set

N=n(R.f=a)+n(R.f =b)+n(R.f =c) and p=n(R.g)

for three distinct a,b and c in C. Then for 0 < r < R, we have

_ R2 +2R !
n(r,f=g) < CW ((N+P)10g I—H()gm

+ log + (m(7,z0,8) —log™ |g(Zo)|)) , (2.1.36)

R—r
for each zg € {z: |z| < B3\ ((Y) U (1)), where (Y) is the set of Boutroux-Cartan
exceptional disks for h and those N a,b,c-value points in {z : |z| < R} and (y)' for
the poles of g(z), T =r+2(R—r)/5 and C is a constant only depending on a,b and
c. If g = oo, then we have

R? 2R
n(r, f = o) <Cm <N10g++log +log™ f(Zo)>~

h R—r

Proof.  Assume that g # co. Obviously we may assume f(z9) # g(z0). A routine
calculation yields the inclusion relation

{z:)zl<r}c{z:lz—20l <r+(R—-r)/5} C{z:|z—z0| < T} C{z:|z] <R},

T=r+2(R—r)/5. Itis easily seen from f(z9) # g(zo) that
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n(r7f:g) < I’l(r—i—RS_r,Zo’f:g)

< _
8

< R T(7 1

X R_r 7Z0,f*g

R 1
“Ror (T(”“’f IRARITeS g(zo>) |

Below we estimate the characteristic 7-function in the above brace in view of
Lemma 2.1.6. Then from g(z9) # oo, we have

T(t,20,f —g) < T(7,20,f) +T(7,20,8) +1log2
CR 2R
< v

R ((N—i—p)log A +log

+m(7,20,8) +log2.

) log )

Noting that

log™ | f(z0)|+1log™ |g(z0)| +log | < log I

1
f(z0) — g(z0)] 20),8(20)|’

we get (2.1.36). The same argument as above yields the desired result for the case
when g = eo. Thus we complete the proof of Lemma 2.1.7. a

Applying Lemmas 2.1.7 and 2.1.6, we establish the following result in [41],
which will be often used in the sequel and is of independent significance.

Theorem 2.1.7. Let f(z) be a meromorphic function in {z: |z] <R} (0 < R < 40)
and let

N=n(R,f=0)+n(R,f=1)+n(R, f = ).
(y) is the set of Boutroux-Cartan exceptional disks corresponding to these N zeros,
one-value points and poles and h = %,K > 32e. Given a € C, (7)q is the set of
Boutroux-Cartan exceptional disks corresponding to a-value points in {z : |z] < %}
and h. Then for any zo € () and 2 & (V)a with |z0| < % and |z,| < &, we have

1 1
logt ————— < Ck. {N+ 1+1log™ } , (2.1.37)
|f(z1) — “ |f(z0) —a
where if a = o0, log™ |f(*1)7a‘ is replaced by log™ |f(x)|, and
log™ ! <C {N+ 1+log® ! } (2.1.38)
—— < Ck, — 0, 1.
f(z1),4 “ |f(20), 4

where Cx 4 is a constant only depending on K and a.
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Proof. LetF(z) =
follows that

ﬁ fora € C; F(z) = f(z) for a = oo. From Lemma 2.1.7 it

4R
(5 F =) < C{N +1-+1og* [F(z0)1},

where C| is a constant only depending on a and K. It is easy to see that {z: |z—z¢| <
8} C {z: |z] < R}. Since zo ¢ () and the number of 0, 1,0-value points of f(z) in
{z:]z—20] < %} does not exceed N, from Lemma 2.1.6 we have

3R
T(—

5 ,20,F) < C{N+1} +log" |F(z0)|.

It is clear that |21 —zo| < 2 and {z: |z — 20| < 3B} C {z: |7 < } Letc; (j=
1,2,---,p; p_n(45R,F— ))bea Valuepomtsoff( Yin{z:|z] < 5 RYandc; (j=
1,2, p1) are all points of {c;}\_; in {z:]z—2z| < 38} From Lemma 2.1.2, we
have

pi
It is obvious that RP~P! ] |z; —¢;| > h” so that
j=1

o= () i

Jj=

(2.1.39)
|Zl —cjl’

By using the Poisson-Jensen Formula, that is, (2.1.2) with D = {z: |[z—z9| < 3R/5}
and (2.1.39), we have

Z
tog” [F(2)] < = [ tog* ()1 P25 a5 1 ¥ Gipleya)
cjeD
3R 2R ua——
242 /3R cj—2z0(z1 —20)
< gm <7 205 > log
3?R_2?R 5 Z 3R(Z] _CJ)

3R
< 5m< , 20,5 >+Zlog

R
< Sm <35,z(),F> + plogK

cofr (L) o(20)

< Cy{N+1+1log" |F(z0)|}-

|21 — ¢}

This is the inequality (2.1.37). (2.1.38) follows from (2.1.37) by noting that

1 1+ |a] 1
<\/1+|a|2(1+ ) and —— < 1+ b|
|b7(1| ‘a_b| |b7°°|
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and
1 1

- < P
la—b] ~ |a,b|

fora # b.
Theorem 2.1.7 follows. O

What we should emphasize is that (2.1.37) and (2.1.38) hold for all z; without
any exception provided that f(z) #aon {z: |z| < R}.

Finally we take into account the second Nevanlinna’s fundamental theorem for
small functions as targets. A meromorphic function a(z) is called small with re-
spect to another meromorphic function f(z) provided that T'(r,a) = o(T(r, f)) as
r & E — o for a set E of finite measure and if no exceptional set E is considered,
then a(z) is called absolutely small. Nevanlinna proposed whether the second funda-
mental theorem for complex numbers could be extended to that for small functions
as targets. Recently, Yamanoi [34] completely solved the Nevanlinna’s question by
proving the following.

Theorem 2.1.8. Let f(z) be a transcendental meromorphic function and aj(z) (j =
1,2,--+,q) be q distinct meromorphic functions small with respect to f(z). Then for

€>0,
q

(g—2—¢€)T Z (raj, f)+o(T(r,f)), (2.1.40)

as r ¢ E — oo for a set E of finite measure.

Actually, the € in the inequality (2.1.40) can be removed. Here we prove it. In
view of Theorem 2.1.8, there exist a r; > 0 and a set Eq such that fEl(r17+oc') dr < %

and
q

(4= DT () < Y Nra )+ 5T 1), r £ Er

J=1

Then we can find a sequence of positive numbers {r,} with r, < r,;; — oo and a
sequence of sets {E,} with [g (. . .df < 57 such that

q
(g— Z (raj, f) +1T(rf) ré E,.

Set E = U;>_ | Ey(rn,rat1) U[0,71) and define &(r) by €(r) = L for r, <r < 1y
Obviously,

r N 1
dr = / dt+/ d<Y o dtr=1+r
/ En rnrn+l 0 n;lzn : :

and €(r) — 0 as r — oo. Then we have for r ¢ E

e

(¢=2)T(nf) < } N(raj,f)+e(r)T(rf).

j=1
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Namely,

=

( Z ra]?f +0( (raf))a 35”€E—>°<>.

Chi-Tai Chuang [4] was the first one to make progress in study of the Nevan-
linna problem and confirmed this problem for the case of entire functions without
the bar over the letter N in (2.1.40), and, we should mention that he introduced the
Wronskian determinant into the investigation of value distribution of meromorphic
functions. This problem without the bar over the letter N in (2.1.40) was solved
by Frank and Weissenborn [10] for rational functions as targets and by, indepen-
dently, Osgood [28] and Steinmetz [30] for a general small functions. The methods
of Frank-Weissenborn and Steinmetz’s to solve the problem is a continuation of
Chuang’s method.

2.2 Nevanlinna’s Characteristic in an Angle

The Nevanlinna’s characteristic of a meromorphic function in an angle stems from
the following Carleman formula, which is similar to the formula (2.1.2). For a func-
tion f(z) meromorphic in the half ring Q¢ z(R,Ro) = {z: Ro < |z] < R,Imz > 0},

we have | and . b
am . n .
L ()L~ ) o
= o [ (58 ) togl )| ol (-0
Y, Ro 2 R2 g g

1 T .
+n [ loglf(R®)[5in 646+ O(R.Ro. ). @21

where a,, = |a,|e'%" are the zeros of f(z) and b, = |b,|e!® are the poles of f(z) on
Q0 z(R,Rp), and ¥ is the sum taken over all the zeros and Y is that over all the poles

m n
of f(z) on (R, Rp), and

11 1
Ok Ro.f) = 5 ["{ (o-+ g2 ) el ko)
1 P)
+(RO+R°> I log|f(Roe' )}RosinGdG:O(l),

as R — oo,

The Carleman formula (2.2.1) can be also derived directly from the second Green
formula. In fact, let Q (&) be the domain obtained by removing disks of sufficiently
small radius € > 0 with centers at a,, and b, from Q¢ z(R,Ry). Then
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v u
./ag(g) (“an B van> ds=0, (2.2.2)

for u(z) =log|f(z)| and v(z) = —Im (% + é) by noting that these two functions

are harmonic in Q(€). Obviously, we have

dv 2
= —5sing, z= Re'?

=0,

v(z) =0, 5~

on the half circle {z: |z| = R,Imz > 0}, and
(o) = dv 1 1

WER o T e TR

on the interval {z = %7 : Ry <t < R}, and for a zero or pole a of f(z), we can write

in a neighborhood of a
u(z) = ploglz—al+ ¢(z)

for some integer p and harmonic ¢(z), thus

v du _ 810g|z—a|
/\z—a|=s (u8n — v&n) ds=p e (log|z a| — o d
L / 8log|zfa|
-r |z—al= s on
= 2pnv(a)
B 1 a|, . B
= 27tp(m ﬁ)sm(p?(p—arga.

Therefore, (2.2.1) follows from (2.2.2).
For the sake of simplicity, throughout this book, we denote by Q(a, 8) the angle
{z:a <argz < B} and by Q(a, ) the closed angle, and set

Q(a,B:R,Ro) = 2(at, f)N{z: Ry < [z[ <R}

Q(a,B;R)=Q(a,f)N{z: 1 <|z| <R}.

Let £(z) be a meromorphic function on the angle Q(«, ) = {z: o <argz < 8},
where 0 < 8 — o < 27. Following Nevanlinna (see [11]), define

r1 o A L d
A = 2 [ (5 - ) Qo 706+ 1og' 7067} .

1

: |
Bap(rif) = 2 [ 1og” /(e[ sino(6 — @)ao, 223)

L 16l
Cop(rf) = Z RCEC sinw(6, — o),

1<|bp|<r
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where @ = ﬁ%oc and b, = |by|e'% are the poles of f(z) on Q(«a, ) appeared ac-
cording to their multiplicities. And define Cy, g(r, f) in the same form of Cy g (7, f)
for distinct poles b, of f(z), that is, ignoring their multiplicities. Co, g(r, f) (resp.
Cop(r, f) ) is called the angular ( precise ) integrated counting function of the
poles of f(z) on Q(a,B). For a € C, we write Cq g(r, f = a) for Cy g (r7 ﬁ) ;
Co (1, f =) for Cy g(r, f) sometimes in the sequel. Furthermore, we can give an
integral expression of Cy, g(r, f) and Cq g (7, f). Set

cap(rnf)= Z sin(@(6, — o).

1<|by|<r
Then
Caplnf) =2 ( )dcaﬁa £
1 d
— 20 /1 cap(t:f) (t‘" 2@) ; . (2.2.4)

The Nevanlinna’s angular characteristic is defined as follows:

Sap(rf)=Aap(rf)+Bap(r,f)+Cop(r,f)

It is easy to see that all the inequalities listed before Theorem 2.1.2 are available
for S g, (A+B)g,p and Cy g. For instance, we have

M~

1) < ). Sap(rfi)+3logp

e

Sa,ﬁ (V, .

and

Sa. H zp: g(r.f).

In view of the transformation w = (¢7'%z)® which maps Q(a, 8) onto 2(0,7),
and setting F(w) = f(el%w!/®) = f(z), we have

L dt
tus(r®8) = 4 [ (= 25 ) toe? IF() +1og" [P0

()
11 dt
=L [ (5 5 ) et e togt 0108
) . . d
=2 [ (5 ) flox* 708 +1og" Lr#)) S

= Aa,ﬁ(’:f)a

so that
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Ag g (1 f) =Aox(r®F).
The same equality still holds for B, g and Cy, g as well so that
S(X,ﬁ(nf) = So.ﬁ(rw7F)~

Using the Carleman formula (2.2.1) to the function F (w), we can obtain

Sap(rf) =Sox(r®,F) =Soz <rw7;_> +0(1) =Sqp <r;> +0(1)

and further the Nevanlinna first fundamental theorem for the angular domain, that
is,

1
Sap(rf)=Sap (r, f_a> +0(1) (2.2.5)

for a complex number a € C. Therefore, we want to emphasize that Theorems 2.1.2,
2.1.3,2.1.4 and 2.1.5 still hold for S, g, (A+B)q g and Cy g in the place of, respec-
tively, 7', m and N there, with error terms denoted by R, g(r, f) replacing S(D, a, f),
by applying the same methods which produce the inequalities there and (2.2.5).
For instance, we have the Nevanlinna second fundamental theorems, the Milloux
inequality and the Hayman inequality for the angular domain Q2 (a, B):

d 1
(@—2)Sap(rf) < Z < w) + R p(r.f), (2.2.6)
j=1 J

for ¢ distinct points a; € €, where

/ q /
Rop(rf)=(A+B)gp <r, ;) +Y (A+B)ag <r7 f_fa) +0(1), (2.2.7)
J=1 J
and
Soc,ﬁ(raf) < éa,ﬁ(”af) +C(X,ﬁ(raf =0) +Ca‘3(r,f(k> =1)
~Cop(r f5) = 0)+ R (1, f), (2.2.8)
where

76 D)
Ra,ﬁ(rvf):(A+B)lX,ﬁ raT +(A+B)Otﬁ T, f

—‘r(A—FB)aﬁ (r, f

f(k)_1> +0(1), (2.2.9)

and



2.2 Nevanlinna’s Characteristic in an Angle 51

Sap(rf) < (24-]1{) Cop (r,}) + (2+ i)c (rf =1)

—I—Ra_ﬁ(r,f), k>0, (2.2.10)
where
2 FUtD) 1 flkt)
R(x,ﬁ (r,f) = <2+ k) (A +B)a,ﬁ (nf‘(k)l + <2+ k) (A +B)(x,[5 I, f
1 &)
+ <2+ k) (A+B)wﬁ r,T +0(1). (2.2.11)

Throughout this book, Ry, g(r, f) is called error term associated with the Nevan-
linna characteristic for the angle Q(a, 8), and it may not be the same at each occur-
rence.

By f#(z) we mean the sphere derivative of f(z), that is, for f(z) # oo

YOS _IFE)
) = i S = e

and for f(z) = oo, f*(z) =limg_,. f*({). It is easy to derive in view of simple cal-
culation

/ 2
Alog(1+ /()P = (11'@%"2)2 — 4R

where A is the Laplacian operator. Set
Sap(nf) = / / (—) (#*(1¢9))?sin (6 — o) 1drde.
It is obvious that Sa_ﬁ (r, f) is increasing with respect to r. Set

/ / ) sin@(0 — o) 1dido.

By means of the formula for integration by parts, we immediately have
Sup0) =1 [ (5~ 125 ) WD)
) 101
= E | <t‘°+l+r2‘°> Da,ﬁ([)dl. (2.2.12)
From F(w) = f(e!*w!/®) on Q(0, ), we have

F#(teie) _ (O_ltl/w_lf#(tl/wei(a+9/w>),

and then
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(L2 B )2 6in 6 rdrde
N i (re'”)"sin O tdr

0]

)
Sox(r®,F) = /
1

LG
:;/lfa (—2)

= SOL,B(Faf)'

(@i @t0/0)y2 =2 1/0=1\26in 9 1drd6
I

xe'?)2sinw(¢ — Oc)xdxddhx—tl6 d=oa+

el

There is a close relation between Saﬁ (r.f) and Sg g(r, f). We can obtain

Sox(r.f) = Sox(r, f)+0(1)

by employing the second Green formula to the functions u(z) = 1 log(1+|f(z)|?)
and v(z) = —Im G + ﬁ) and by noting

1 1
|log™ [ £(2)| — 5 Tog[1 + |f(2) )| < 5 log2.
The reader is referred to Chapter 3 of [11] for the detail implication. Therefore we
have

Lemma 2.2.1. Let f(z) be a meromorphic function on Q(a., ). Then we have the
following

Soc.ﬁ(raf) :Saﬁ(r7f)+0(1>7
and for 8 > 0, we have

Set5.8-5(f); (2.2.13)

SIRS

Sa,ﬁ(rvf) >

where @ = B=a=25"

Proof.  The first equality follows from Sq g (r, f) = So.z(r®,F) and Smﬁ(r7 )=
So.z(r®,F), where F(w) = f(el*w!/®). Below we prove the inequality (2.2.13).
When o+ 8 < 6 < Z5E we have (B —a—28)(6 —a) > (Bfa)(efafé) and so
dO-—o—5)<w(@—o)<F: WhenB-6>6> ‘Hﬁ ,weobtain £ < (0 —a) <
®(0 — ot — 8) < m; Thus we always have sin (6 — Oc) > sin®(6 — o — §), and
therefore Dy, g(r) 2 Dg5,8—5(r). Consider the function

1 txfl

h(x)= +ﬁ,x>0and1<t§r

preal
It is easy to see that it is decreasing, and so h(®w) > h(®) for @ > @ > 0 and for
1 <1< r. (2.2.13) follows immediately from the representation (2.2.12) of Sa_ﬁ (r,f)
and the above facts. a
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An important application of Lemma 2.2.1 is to show that Sy, g(r, f) is increasing
up to a bounded quantity as Sq g (r, f) is increasing.

Certainly, it is important and necessary to determine relations between C, g (rnf)
and N(r, Q, f), which will be helpful in characterizing meromorphic functions in an
angle in terms of the number of points of some values.

Lemma 2.2.2. Let f(z) be a meromorphic function on Q(a, ). Then the following
inequalities hold:

Coc,ﬁ(raf)g‘le((Z) ) /ri\;%dt (2.2.14)
J1
and
Cap(r.f) 2 20sin(05) r( ) 4207 sin(@d) / ’73&’3dt, (2.2.15)
' 1

where N(t) = N(t,Q, f) = ’"(t'?f)dt n(t,Q, f) is the number of poles of f(z) in
QN {z: 1<z <1}, and No(t) = N(1,Qs,f) = [1 2504, and Q5 = Q(a +
5,8 —6).(2.2.14) and (2.2.15) still hold for C and N in the place of C and N.

Proof.  For the sake of simplicity, we write n(z) for n(z,Q, f) and dropping the
subscripts of Cy (7, f), we instead use C(r, f). From the representation of C(r, f),
it follows, by means of the formula for integration by parts, that

1 Ibn“’)
2 —
1<§,}|<r<b"|w r2®
r/1 t®
:2/l (;w_ )dn()

r 1 t(i)*l .
1 n(t) (th + rm) dr, noting n(1)=0

I
[\]
e

this is (2.2.14), and
. 1 |bn|©
C(r,f) = 2sin(wd) Z B |w_ 20
hn€Q5 n

_ 2sin(a)6)/1.r (;L _ t:;) dno(t)
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' ’ 1 10— 1
= 2(x)s1n((x)5)/1 no(t) (t‘"“ + e 20 >dt

> 20sin(05) / riwdzvo(t)

1

" No(t)
e dr,

= 2(us1n(a)5)Nr( )+2(0 sm(a)5)/l

which is (2.2.15). O

Now we estimate log™ | f(z)| in terms of the Nevanlinna characteristic in an angle.

Theorem 2.2.1. Let f(z) be a meromorphic function on Q = Q(a, B;R,0) = {z:
o < argz < B,|z| < R} with R > 1. By (y) we mean Boutroux-Cartan exceptional
disks for the poles of f(z) and h. Then for z = re! € Q(a+ 8,8 — 8;R0,0)\ (7)
with 1 <r < Ro <R, we have

R +r© (1o 2R® oo K ! 1
RY +r% o 1
RO\ 850 8Ro) 2wsin(5)2)

<Sap(R )+ ORELT

log™ | f(z)| < Ks 0 pRY

) (2.2.16)

for a positive constant K o g and & = Bffﬂs'

Proof.  First of all, assume that e =0 and f =7 and |zl =r < Rand § < argz <

7 — O. We shall use (2.1.34) in this case. Now we estimate
set

F 2z|2 Letting z = x + 1y,
2
(x—1)2+y*’

It is easy to see that if x < 0, then A(¢) < 1. For x > 0, a straightforward calculation
implies that A(¢) assumes its maximum value at o = x ! (x*> +y?) and therefore

h(t) =

=

X 2yF 12

h(t) < h(to) = M =1+ (i)z < (sind) 72

In view of (2.1.34), by combining the representations of A(R, f) and B(R, f), we
immediately have

sing , . .. R+ R —
log” |£(2)| < J(sm& R [ hog® ()| +log ()
rJ1 t*R
R+r n
7rrsmq)R / log |/ (1)ldr
Rsing R—+r 2R

21 —cosd) 7 BR.S)+n(R.Q, f)log =~
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2R—|—r AR, f)+0(R+:)

BR.f) +n(R.Q. f)log =

< rsing(sind)~

Rsin¢ R—l—r
2(1—cosd6)R—r

Now let us consider general case. Letting w = (e 7%z)®, we shall use the above
result to function f(z) = f(e'®*w!'/®) = F(w) in the upper half disk {w: 0 < argw <
7,|w| < R} to obtain the desired inequality (2.2.16) by noting that Ag z(R®,F) =
Agp(R, f) and Boz(R,F) = By g(R, f).

By (y) we mean Boutroux-Cartan exceptional disks for the poles of F(w) and
h®. Then for z = re'¢ € Q(a+ &, — §;R) such that w = (e 71%2)® ¢ (), we have

log* £(2)] < rsin (9 —a)(sin(@3)) >R, 5k £)

RO+r®  R?sinw(¢ —a) R? +r®

JrO(R‘”—r“’) 2(1—cos(wd)) R? —r® ap(R.f)
+n(R,Q,f)log2,%w7 (2.2.17)

where n(R, 2, f) is the number of poles of f(z) in 2 N{z: |z] < R}.

Now set Qs/, = Q(a+6/2,—36/2;Ro) for Ry < R and write @ = [H% and
so @ > . Employing the above result we have obtained (2.2.17) for the angular
domain 5, and noting that

R -1 R -1 chaﬁ(va)
< o < i PR i
n(Ro, 252, f) < <log Ro) N(R,Q25/2, f) < (log Ro) 20sin(08/2)’

where the inequality (2.2.15) has been used, therefore we have

Row+r Ro® D 4 pO
log™ | f(z)| < KsRo® RTSOH-S/Zﬁ 5/2(R, f)+0(7a,)
0 — 0 —-r
RO
+n(Ro, 252, f) 1o
~R0‘°+rw Ro® D | 0
(0]
< K5Ro Re® 10 Sars/2.p-5/2(R, f)+0(m)
2R® R\ ' R°Cop(R,f)
1 — lo —_— 2.2.18
+<°g hw)( °8 0) 20sin(©8/2)’ (2.2.18)

for a positive constant K5 only depending on 6. Thus (2.2.16) immediately follows.
O

There is an excellent estimate for log™ | f(z)| due to Goldberg and Ostrovskii,
which is Theorem 6.3.3 in [11] and whose proof is complicated as mentioned in
[11].
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Theorem 2.2.2. Let f(z) be a meromorphic function on Q(«, ) and let k(r) be
a continuous increasing function in (0,+o0), U(r) = r(1+ xk(r)~"). Then for any
€ with 0 < € < 1, there exists a set E¢ on (0,+o00) with dens(E;) < € such that for
7€ Q with r = |z| & E¢, we have

log" | £(2)| < ex(r)*r®{Sa,p(U(r).f)+1}, (2.2.19)
where c is a positive constant.

We remark that Theorem 2.2.2 is proved in [11] for the case when ¢ =0 and § =
7, but the general case follows directly from this special case Actually, we can find

a continuous increasing function k(r) such that 1+ &(r®)~" = (1 + k(r)~1)® and
noticing for x > 0and ® > 1, (1+x)? > 1 + @x, we have K(r ) Kk (7); noticing
for0<x<cand0<w<1,(1+x)“’>1+w(1+c)“”1x,wehaveic( @) < w(

k(l)_l)l_wK(r), r > 1. Then applying the result for (0, 7), K(r) and F(w) = f(z)
with w = (e7'%z)® yields

~

log™ |f(2)] = log™ |[F(w)| < cK(r®)*r®(So.(U(r®),F)+1)
< co 3 (1+k(1) 71300 (130 (S, 5 (U (1)@, f) + 1)
= co 3 (1+k(1) )P k(r)3r2(S, g (U(r), £)+ 1), r® & Ee,

where U(r) = r(1 +%(r)"!) and E is a set with densE, < €. Set Eg = {r : r® €
Ee}. Since for 1 < x < r®, rIxl/0-1 = p=@(px1/®)0=1 < =0 when @ > 1;
priyl/o—l <1, 1=0 =0 when (0 < @ < 1, therefore we have

1 1 1 1
7/ dr = 7/A Zxl/o-lgy < /A dr
T JEe(1,r) 7 JE(1,r0) © Or® JE.(1,0)

so that we have dens(E¢) < @~ '&. Theorem 2.2.2 follows.
Set

1 (B .
map(rf) = 5= [ log* (<) o

for 0 < a < B < 27w. The following is a consequence of Theorem 2.2.2, which is
Theorem 6.2.3 of [11].

Lemma 2.2.3. Let f(z) be a meromorphic function on Q = Q(a,B). Givend > 1
and € > 0, we have

mep(r.f) < Kr®{Sqp(r f)+1}

and
moc.ﬁ("af) <Krw{sa,ﬁ(dr7f)+ 1}7 VQE,

0= ﬁ%a and dens(E) < €.
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Ostrovskii characterized the meromorphic function in an angular domain when
its corresponding Nevanlinna characteristic is bounded. This is the following, which
is Theorem 6.2.7 of [11].

Theorem 2.2.3. Let f(z) be a meromorphic function on Q = Q (e, B). If Sq. g (r, f) =
O(1), then .
log|f(re'?)| = r®esin(@(¢ — ) +o(r®)

uniformly holds for &« < ¢ < B asr € F — oo, where F is a set of finite logarithmic
measure.

We obtain a consequence of Theorem 2.2.3.

Corollary 2.2.1.  Let f(z) be a meromorphic function on Q = Q(«,3). Assume
that for three distinct points a, (v =1,2,3) in C

N(V,Q,f: av) = O(rw(logr)_f)

<
III" w
—_

for some T > 1and Ry g(r, f) = O(1). Then the result of Theorem 2.2.3 is true.

Proof. In view of (2.2.14) under the assumption of Corollary 2.2.1 we have

Mw

Cop(rf=ay)=0(1),

v=1

and then from (2.2.6) it follows that Sy (7, f) = O(1). The condition of Theorem
2.2.3 is satisfied, and so Corollary 2.2.1 follows. O

‘We have the following consequence of Theorem 2.2.2.

Corollary 2.2.2. Let f(z) be an analytic function on Q (o, ) with 0 < ot < B <
27. Then we have

logM(r,Q, f) < Kr“’{Sa’B (2r, f)+1}, (2.2.20)

where logM (r,Q, f) = max{|f(te'®)| : « < 0 < B,1 <t < r} and K is a positive
constant. On the other hand, we have

Sa, dr +

r +
2(0/ log" M(1,2, f) (2.2.21)

41log"™ M(r, R, f)
10+1 T o :
In view of Lemma 1.1.7 and the non-decreasing property of Saﬁ(r, f)uptoa
constant, we can deduce (2.2.20) for all r. The inequality (2.2.21) directly follows
from the definitions of Ay g(r, f) and By g (7, f).
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2.3 Tsuji’s Characteristic

The Tsuji’s Characteristic of a meromorphic function in an angle stems from the
Levin formula: Let f(z) be a meromorphic function in the half plane Im z > 0. Then
for 0 < r < R, we have

Z (sin(xn l) Z <sinﬁm l)
r<l|ay|<Rsinoy, |a”‘ R r<|bpm|<Rsin By, |bm| R

1 mw—arcsin r/R)1 Rl 0 do o(1 531
=— 0 e'” sin + , 3.
2n /arcsin(r/R) g |f( )|RSiI'l2 2] ( ) ( )

where a,, = |a,|e!% are zeros and by, = |by|e'Pm are poles of f(z) in {z: |z— ARi| <
IR}\{z: |z— 3ri| < 3}, appearing according to their multiplicities.

The Levin formula (2.3.1) can be derived from the second Green formula, that
is, (1.2.1), for u(z) = log|f(z)| and v(z ):—Im( +1).

Consider the following domains: for any pair of real numbers o and f in [0,27)
with 0 < B — o < 2m,

Z(o,Bir)={z=1": <0 <P,1<t<r(sin(w(0—a))/?},
B

0= ﬁ%a' A straightforward calculation implies that for each 0 < € < 7 — £5%, we
have the inclusions

E(a,B;r) C Q(a,B;r) CE(a—g,B+¢€;07) (2.3.2)

_B-a+2e
4

where 6 = (sin %) > 1.
Now let us introduce the Tsuji characteristic as follows. Assume that f(z) is a
meromorphic function in an angular domain Q (e, ). Define

1

map(rif) = 5 | ™ [rirei@re 0 sin" g)| - ag
B 271' arcsin(r=®) r® sin29 ’
sino(f,—a) 1
moc,ﬁ(”af) = Z ! ( |bn|a) _rw>7

1<|bp|<r(sin(@(Br—a)))®"

where b, are the poles of f(z) in Z (o, 8;r) appearing often according to their mul-
tiplicities and then Tsuji characteristic of f is

Ia.ﬁ (V,f) =Mgp (V,f) +m0!.ﬁ (l",f). (2.3.3)

We denote by ng g(r, f) the number of poles of f(z) in Z(a, 8;r), and then

r l r a
ma,g(r,f)=/l (tw )dnaﬁ L) = ! t‘;H )dt. (2.3.4)

1
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This is because for each b,, we can write |b,| = t(sin(@(f, — 06)))“’7l for some
definite t with 1 <t < r.

It is obvious that Z(0,7;r) = {z: |z— 3ri| < §r}\{z: |z < 1} and E(a, B;7) is
exactly image of Z (0, 7r; #*) under the transformation w = ¢'®z'/©,_ which is taken to
be the main branch, because for z = peie and w = ¢¢el?, under the transformation, we
have p = 6% and 6 = 0(¢ — ), and the curve p = r® sin 0, that is, the boundary of
£(0,7;7?), is mapped onto ¢ = r(sin(®(¢ — c)))'/®, the boundary of Z(a, B;r).
Set F(z) = f(e'%!/®) = f(w). It is easy to see that mo 5 (r®, F) = my g (1, f) by
using F(r?e®sin0) = f(e!*(r®ei®sin0)!/?) = f(rel(@+0/®)gin!/® @) For a pole
by of f(w), (e7%b,)® is a pole of F(z) and thus Mo z(r®,F) = Ny g(r, f). This
shows that

To(r®, F)=%up(r.f).

In view of the Levin formula (2.3.1), we have

1 /nfarcsin(r’“’) de

o =0(1)

arcsin(r—®) re Sil’l2 7]

and further |
Lo p (”af_a> =Ty p(rf)+0(1)

for a € C. By means of the same method as in Sections 2.1 and 2.2, we also have
the following fundamental inequalities

q
(q—2)‘3:aﬁ(r,f) < Zﬁaﬁ <V, f—la) +Qa,ﬁ (V,f) (235)
Jj=1 J

for ¢ distinct points a; € €, where

/ q /
Qup () =g (w5 ) 4 X map (r L) rom. 230
f j=1 f= aj
which is named as the Tsuji second fundamental theorem, and

f{a,ﬁ (nf) < ﬁoc,ﬁ (n.f) +moc,/3 (nf=0) +‘ﬁaﬁ (r,f(k) =1)
N5 (1 fETY =0)+ Q5 (1 1), 2.3.7)

where

f(k+1)
TMep | +0(1), (2.3.8)
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and
Tap(nf) < <2+ ,1{) Nep(rf)+ (2+ i) Mo p(rn 0 =1)
+Qup(rf) k>0, (2.3.9)
where

2 f(k+1)
Qa,ﬂ(raf) = <2+ k> Ma.B <}", f(k) 1

1 f(k+1) f(k)
+ <2+ k> Mg B <V7 7 ) —I—ma_ﬁ (V,f

Throughout this book, Oy g (r,f) is called error term associated with the Tsuji
characteristic for the angle Q(a, ), and it may not be the same at each occurrence.

Assume that f(z) and a(z) are two meromorphic functions in (¢, f3). Then
a(z) is called a small function with respect to f(z) in Q(a, ) (in the sense of Tsuji
characteristic) if Ty g(r,a) = o(Tg g(r,f)) as r ¢ E — oo for a set E with finite
measure. Then we have the following theorem of Valiron-Mohon’ko type for the
Tsuji characteristic.

+0(1). (2.3.10)

Theorem 2.3.1. Let f(z) be a meromorphic function in Q(a,B). Then for all
irreducible rational function R(z, f) in f with coefficients meromorphic and small
with respect to f in Q(a, ), we have

Sa,ﬁ (V,R(Z,f)) = drzaﬁ (raf) + Q(Z,B (raf)a (2.3.11)

where Q g(1,f) = 0(To (1, f)) for r ¢ E, E is a set with finite measure and d is
the degree of R(z, f) in f.

The proof of Theorem 2.3.1 can be completed by the method in the proof of
Theorem 2.1.3 and the estimation of the error term is obtained using below Lemma
2.54.

In the Tsuji second fundamental theorem, could we consider small functions in
the place of the constant targets? This is a natural question. We do not know whether
the method of Yamanoi [34] is available to this question and however, fortunately
the method of Chuang [4], Frank-Weissenborn [10] and Steinmetz [30] is available
in such a generalization of the Tsuji second fundamental theorem concerning small
functions as targets.

Theorem 2.3.2. Let f(z) be a meromorphic function in Q(a, ) and assume that
aj(z) (j=1,2,---,q;q = 3) are distinct small functions with respect to f(z). Then
for any positive number € , we have

q
(a—2-8)Tpp(nf) < Y. Nop (r, )JrQaﬁ(r,f), (2.3.12)
=1

1
f—aj
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q (k) q — )&
oo () § £ (-2
= f 4 f—a;

1
+0(“£a,ﬁ (rvf)) +0(10g}’), r ¢E7

where

where E is a set of finite measure.

In view of below Lemma 2.5.4 and the argument following Theorem 2.1.8, we
can actually establish (2.3.12) without € and with Q,, g(r, f) replaced by o(Ty (7, f))
+O(logr).

In order to prove Theorem 2.3.2 we need a result which can be proved by using
the method of Frank and Weissenborn [10]. Let a1 (z),- - - ,a,(z) be meromorphic in
Q(c,B). The following is the Wronskian determinant of a;(z),-- ,a,(z)

ai a a,
) d, a;,

W(ai(z), - ,ap(z)) = : :
a(lpfl) agpfl) a;pfl)

Lemma 2.3.1. Lert f( Yand aj(z) (j=1,2,---,p;p = 3) be as in Theorem 2.3.2.
Set W(f)=W(ai, - ,ap, f). If aj(z) (j=1,2,---,p;p > 3) are linearly indepen-
dent, then for € >0

P f) < M ( Wéf)) (4N s f) 4 Qap(nf).  (2313)

Now we can prove Theorem 2.3.2 in the way of Chuang [4] in view of Theorem
2.3.1 and Lemma 2.3.1(Compare Steinmetz [30]).

Proof of Theorem 2.3.2. Assume without any loss of generalities that {ay,--- ,a,}
is a maximum linearly independent subset of a;(z) (j = 1,2,---,q) and then
p<gqgandeacha; (j=1,2,---,g) can be linearly expressed in terms of a; (j =
1,2,---,p). Set W(f) =W(ai, - ,ap, f). Then

W(f) =bpf" +bp i f7V b f 4 bof
where b; (j=1,2,---, p) are small functions with respect to f, so that
Nop (W (f)) = PN g (1 ) + N p (1, f) + Qap (1, f)

and

w(

)

s (5 W () < Mo (1) + e ( ) — o (1) + Qup (1 f)-

Thus we obtain
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Ta (W) < pPNap(nf) +Zap(nf)+ Qup(rf). (2.3.14)

It is easy to see that for each j =1,2,---,¢q, we have W(f —a;) = W(f) so that
W(f)) < W(f—éﬁ))
r7 :m r7 :Q N r7 *
[5( —a a.p = a8(rf)

FO=X o —a@

J=1

Set

In view of (2.3.14) and (2.3.13) we estimate
1
ma,ﬁ(rF) maB W(f) +m0{ﬁ(rﬂFW(f))

< ‘Ia,ﬁ(r,W(f)) Ny a.B < zf)) +Qa,ﬁ( f)

N

_ 1
PN p(nf)+Zap(rnf) —Nap <V, W(f)) +Qup(r,f)
< Tapnf)+(1+)Ngp(r f)+Qaup(r f)-

By means of Theorem 2.3.1, we have
4%ap(rf) = Tap(rF)+Qq ﬁ(r,f)
thxﬁ( )+ S ) (40 01) + Qg (1)

This immediately deduces (2.3.12). O
In what follows, let us make a further discussion of the Tsuji characteristic

Tap(r.f). Set

Lap(nf) = :E//E(a,ﬁ;r) (sm(w(j}—oc)) — rL) (f*(1e19))? tdrde
_ jr/ahde/lr(sinw(ﬂoc))l/w (Si“‘”ﬁi“)—ri)) (f*(:19))? 1dt,

where a = a + ® 'arcsins~® and b = B — @ arcsinr~®. It is obvious that

Ty.p(r, f) is increasing in r. Set

K(r,6) :/lr(f”(teie))ztdt.

By means of the formula for integration by parts, we immediately have
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r(sino(0—a))l/® : _
Tuplnf) = - /bde / e (S‘“(“’(ti“”i)dmw)

7

a)//s‘““’e‘x' sin(w(0 — oc)) K(1,0)drd6

tC(H-l

[0} sin®w(6 —a
//aﬁ T ) K(t,0)drdo. (2.3.15)

We have an analogy of Lemma 2.2.1 for Ta.ﬁ (r.f) and T4 g (1, f).

Lemma 2.3.2. Assume that f(z) is a meromorphic function in Q(a, ). Then

Tap(rnf) =Zap(rnf)+0(1)

and

Lap(nf) = 2% Tors.p-s(nf),

Sforany 6 >0 witha+6 < B — 8, where & = ﬁioizs.

Proof. A direct calculation implies that ¥, B(nf) = To x(r®,F) for F(z) =
f(el%Z1 /@) = f(w), for w = e*z!/© maps conformally Z(0,7;r”) onto Z (o, B;r).
The first equality follows from the fact that T¢ (r®, F) = Tz (r?,F) + O(1) which
has been proved in [11], as mentioned in the paragraph before Lemma 2.2.1. Below
we give out a proof of the second inequality. In view of (2.3.15) and noting ® > @,
we have

. 0] sma)(e a)
Lap(nf) = // I T K(r,0)drdo

a)// smw(e loc 5) K(r,8)drdd
(0+8.8—8:r) o+

= wTa+5ﬁ s(r.f).

\\/

This yields the desired inequality. O

Next we compare the Nevanlinna’s characteristic for an angle to the Tsuji char-
acteristic.

Theorem 2.3.3.  Assume that f(z) is a meromorphic function in Q(a, ). Then

S(X,ﬁ(rvf) >i€0€,ﬁ(r7f)
and Za)
Tap(rnf) > 5 Satop- s(sri f),

Sfor any 8 > 0 with a+ 6 < B — 6 and some 0 < s < 1 which can be computed by
means of (2.3.2).
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Proof. In view of the definition of Sa, g (1, f) and by using the inclusion (2.3.2), the
first desired inequality follows from the following implication

Sap(nf) > // . (lw—rf;) (F4(16))? sin (8 — )edrdd
> Ea.ﬁ(raf)a

by noting the inequality

<l 10 >sma)(9 o) > sinw(0 — a) 7i.

1o 720 1o r®

We can produce the second desired inequality by means of the following steps

. 0] sin@(6 — Ot)
> — t,0)drd6
Top(rf) /:/ olarspose 10T K(t,0)

s sin (0 — Oc)
RO K (r,6)drd6
oc+6 /1 o+ ( )

ST sin @ ( 6 o— 5)
t,0)drdo
o+8 /1 lw“ (, )

()

Sr
= ;/1 WDa%,[LS(I)d’

w [ 1 o]
Ty (;w+1+r2w> Dg5.p-5(t)dt

w .
= %S(H—S,B—é(srvf)»

where we have used, in turn, the inclusion (2.3.2) and the equality

B—5
Davsps(t) = /a  sinl@(6—a—8)|K(r,0)do
and ® > . a

Finally, we come to compare the integrated counting functions.

Lemma 2.3.3. Let f(z) be a meromorphic function in Q(a, ). Then for € > 0,

we have N2, f) NGQ.f)
r’ b " t? )
m%ﬁ(r’f) < wT+w2/1 thdt’
Ca,ﬁ(raf) 2 Zmoaﬁ(”af)
and

a)N(CraQEaf) +w20w /CrN<taQ£af)
1

Nep(rf) = oc o xS dr,

4dc?
)

Coc+£,ﬁ—£(r7f) < m(x.ﬁ(crmf)v
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where @ = ﬁTn—Zs and 6 > 1, and 0 < ¢ < 1 are two constants depending on &,
and N(r,Q, f) is defined as in Lemma 2.2.2.

Proof. 1In view of (2.3.4) and (2.3.2), we have

"ng g, f)
Nop(nf) = w/l %dt
<o MRS,
1

t(J)-‘rl

N(F,Q,f) +(D2 /rN(tv-Qaf)dt
1

=0 7o 1o+l

and in virtue of the definitions of Ny, g (7, f) and Cy g (7, f), we get

1 ba|® .
Coup(rf) = Z <|bn|w _ |r2(|o >sma)(BnOC)

byeZ(a,Bsr)

1 b,|? .

=Ngp(nf)+ Z (r‘" — |r2lo sino(f, — (x))
byeZ(a,B;r)

> m(x,ﬁ (r7f)'

On the other hand, we have

"ngpt, f
Mgt =0 [ "Bl g
"n(ct,Qe, f)
w/l ————dr

WV

t(!)+1
rn(t,Qe, f)
(0] ’ 9
= Oc /1 ot dr
N(cr,Qe, f) 5 r N(t,Qe, f)
(0] ? ? (0] I )
C TJF(D C [ Tdt

for some 0 < ¢ < 1 depending on €, and
N 1 @\ dr
Cosepenf) < 2(9/ n(t,Q, f) (td’ + 1’2‘2’) 7

T 1@\ dr
2(0/ naﬁ ot f)( r2¢0)t
< 40 / nep(0t,f) th

tU)+l
rng gt f)
A 0 (X,ﬁ( 9

40c®
= ) moﬂ,ﬁ(o-raf)'
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We complete the proof of Lemma 2.3.3. O

2.4 Ahlfors-Shimizu’s Characteristic

The Ahlfors-Shimizu characteristic of a meromorphic function can also stems from
the second Green formula in the point of view of analysis. We apply the formula to
u(z) = $log(1+|f(z)|*) and Gp(z,a) to obtain for a € D with f(a) #

)+ — //Cbza (2))*do(2)
27:/ “log(1+1£(2)| )st—f— Y Gplan,a)

an€D

where aj, is a pole of f(z) in D, appearing often according to its multiplicity. Define

F(D,a, f) = //GDza (2))%do(2).

Since

1 1
log” |f(2)| < 3 log(1 +1/(2)P) < 5 log2-+log" |(2)!

we therefore have

I (D,a,f) < %log2+T(D,a7f) —u(a)

1
< T(D7d,f) _10g+ |f(a)| + Elogz
and

y(D7a7f) 2 T(D,(Lf)—ll(d)
T(D,a ) ~log" (@) - 3 log2.

so that
T (D,a,f)=T(D,a,f)—log" |f(a)| +C, (2.4.1)

where 0 < |C| < 11og2. We are allowed to consider the case f(a) = c. In this case,
we use v(z) = u(z) — pGp(z,a) in the place of u(z) where p is the multiplicity of
pole of f(z) at a. Since v(a) = log|c(a)| — pop(a,a), (2.4.1) holds for log|c(a)|
in the place of log™ |f(a)| where c(a) is the coefficient of the first term of Laurent
series of f(z) at a.

We take the disk into account. Define

A(rf)= ;//Zgr(f#(z))zdo(z) = %/{)Zﬂ/or(f#(tei"))%dtde.
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Obviously, w7 (r, f) is the area of the Riemann surface F, = f({z: |z] < r}) mea-
sured in the spherical metric. When D = {z: |z| < r} and a = 0, by the formula for
integration by parts we have immediately

Z(D,0,f) = %/ /D Gp(z,0)(f*(2))%do(z)

1 r
=7 / -/IzKrlog [ U @)eR)

[ 1og Fass e, 1)
0 t

dﬂ(t,f) _ l/ozn(f#(teie))ztde.

dr T
Usually, we write 7 (r, f) for 7 (D,0, f), that is,

T f) = /Oert

t

by noting

which is known as the Ahlfors-Shimizu characteristic of f(z) on disk {z: |z] < r}.
Then in view of (2.4.1) we have

1
I7(r.f) = 7 (r.f) —log" [ f(0)]] < 5log2 (24.2)
for f£(0) # oo, while log™ |£(0)| will be replaced by log|c(0)| for £(0) = . Since
d'zg;"rf ) = o7 (r,f) is increasing, .7 (r, f) is convex with respect to logr.
It is important to notice that we can take the Ahlfors-Shimizu characteristic into
account in the point of view of geometry. Let m be the normalized area measure on
the Riemann sphere S, which is produced by the sphere metric |dz|/(1+ |z|*). Then

consulting Theorem 2.14 of Conway [5], we have

F1.f)= [,nle.f = a)dmia)

which is therefore the mean covering number of the map f: {z:|z] <r} — S.
Furthermore

T(r.f) = /C N(r,f = a)dm(a).

The Ahlfors-Shimizu characteristic of f(z) for an angle is important and appli-
cable in the discussion of argument distribution of meromorphic functions and is
naturally introduced as above. For Q = {z: a < argz < B}, define

A (rQ,f)= / / F(2e'))rdedg
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and

T(rQ,f) = /Orwdt.

Then 7 (r,f) is 7 (r,C, f). Where no confusion seems possible, omitting f we
write .7 (r, Q) for 7 (1,2, f). As in the above discussion, we have

A(1,Q) = [Cn(z,g,f:a)dm(a),

which is therefore the mean covering number of the map f : Q(r) — S, where
Qr)=2n{z:|z| <r}, and

T(rQ) = /@N(r,.Q,f — a)dm(a).

T (r,Q) is convex with respect to logr and hence increases to infinity as r does.

We want to establish the second fundamental inequality for the Ahlfors-Shimizu
characteristic in an angular domain corresponding to that of Nevanlinna’s, that is,
the fundamental inequality for estimation of the Ahlfors-Shimizu characteristic in
terms of several quantities N(r, Q, f = a). We shall realize this process by employ-
ing the Ahlfors theory of covering surfaces, which can be found in Hayman [16],
Nevanlinna [26] and Tsuji [31]. The key point of this work is in estimation of error
term appeared in the theory. However, the derivative is not considered in the Ahlfors
theory of covering surfaces and hence it does not seem to be easy to establish an
analogy of the Milloux inequality.

Let .# be a simply connected finitely covering surface of the Riemann sphere
S. Given a simply connected domain D on S bounded by an analytic Jordan curve,
we denote the part of & lying over D by # (D). % (D) consists of finitely many
connected surfaces which are decomposed into two classes: Island and Tongue (or
Peninsula). A connected surface of .7 (D) is called an island over D if its boundary
lies over the boundary of D; a tongue over D if there exist some parts of its boundary
which does not lie over the boundary of D.

Set o

soi2l
T

where |.#| is the area of .# counting its sheets on the Riemann sphere. <7 is the
mean sheet number of .#. Then we state the following celebrated result of the
Ahlfors theory of covering surfaces, which may be regarded as the Ahlfors unin-
tegrated second fundamental theorem (cf. Theorem V1.3 of Tsuji [31]).

Theorem 2.4.1. Let % be a simply connected finitely covering surface of the
Riemann sphere S and D, (v =1,2,--- ,q) be q disjoint simply connected domains
on S each of which is bounded by an analytic Jordan curve. Then

M-

(g—2) < Y n(Dy)+hL, (2.4.3)

v=1
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where n(D,) stands for the number of simply connected islands over D, and h is a
constant only depending on D,, (v=1,2,--- ,q) and L is the length of the boundary
of F.

Theorem 2.4.1 is still true even if D, reduces into a single point a,.

Let us come to a special case produced by a meromorphic function. Given a
simply connected domain .% on C and a meromorphic function w = f(z) on .7,
we have a finitely covering surface of the Riemann sphere S, denoted still by .#
generated by w = f(z). For this .%, Theorem 2.4.1 holds.

For any given a, 8 € [0,27) such that o < 3, let f(z) be a meromorphic function
inQ=20(a,B)={z: a <argz < B}. Set

L P
L8 =32 |, T4 e

and 5 -
1 " (ze™)]
Therefore, the length of the boundary of the covering surface of S generated by
w = f(z) from Q (e, B;r) is L(r,&t) + L(r, B) + L(r, &, B) + L(1, &, B).
Thus employing Theorem 2.4.1 to Q(r) and w = f(z) obtains the following

td6.

Theorem 2.4.2. Let D, (v=1,2,---,q) be q disjoint simply connected domains
on S each of which is bounded by an analytic Jordan curve. Then

q
(¢=2)(#(n2) - (1,Q)) < ;H(DV) +h(L(r,@)
+L(r,B) +L(r,a,B)+L(1,a,B)). (2.4.4)

When D, reduces a single point ay, that is, D, = {a,}, in Theorems 2.4.1 and
2.4.2, wehave n({a,}) =n(X, f = a,), that is, the number of distinct roots of f(z) =
ay in the planar domain X = .% or Q (o, B;r).

We establish the (integrated) second fundamental inequality for the Ahlfors-
Shimizu characteristic in an angular domain. Let us begin with several lemmas.

Lemma 2.4.1. Let f(z) be a meromorphic functionin Q(o, ) (0 < o < B < 27).
Then

|f/ te]@ 1
7/ / g |2d9dt &3 (r,Q)(logr)}. (2.4.5)

Proof. From the Schwarz inequality, we have
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‘f/ tele |f/ tele 1
*// 1+ |f(relf) \Zdedt // <1+|ftel9 |2‘ﬁ>\/d9d’

1 | £ (tel?) \\/ ) / /B drde
< = | dfdt
(e
= #ﬂ%(m)\/ﬁ —a(logr)?.
This is the inequality (2.4.5). O
We compare <7 (r,2) to .7 (r,£2).

Lemma 2.4.2. Let f(z) be a meromorphic functionin Q(o, ) (0 < o < B < 27).
Then for € > 0 we have

A (r,Q) <eT(r)(1+(log T (r)'e),r¢g F (2.4.6)

and
o (r,Q)logr < 7 (r)(log ﬂ(r))““s,r ¢F, 2.4.7)

<ooand 7 (r)= T (r,Q).

where F has only finite logarithmic measure and [ tlg’g -

Proof. 'We establish (2.4.6) by using Corollary 1.1.1. Indeed, we have

1 Ut e A (1,Q)
g%(r,Q)é{log( TiCNT ))m)] [ 2y

< (14 (logy(r))prg)g (r—|— W)
<eZ(r)(1+ (log 7 (r)' %), r & F.
Now to show (2.4.7). Set
F={r:o(rQ)logr> 7 (r)(log.7(r)) "}

Since dzr(r) r=d/(r,Q), for r € F we then have

"), 1ogr > 7(r)(10g 7 ()¢

dr
and hence
ritogi < s < || g <
p tlogt T (t logﬂ )i+e = )i t(loge)ite
Thus we complete the proof of Lemma 2.4.2. O

Throughout this book, we mean by F(f, Q) the exceptional set F' outside which
the inequality in Corollary 1.1.1 holds @; +hc =1 for 7 (r,Q). Then the F in
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Lemma 2.4.2 is F(f, Q). Where no confusion seems to be possible, we write F(Q)
for F(f,Q) and F(f) for F(f,C). Now we can establish the main result of this
section.

Theorem 2.4.3.  Let f(z) be a meromorphic function in Q = Q(a,B) and
ai,az,--- ,a, be q distinct points on the extended complex plane C. Then for any
e>0with0<e< B%a, we have

— B 27h? 5
N(hQ,f—av)‘Fm(lOg”)

+H(r,Q), (2.4.8)

(¢=2)7(r) <

i

where
(1) H(r,Q) = 7'2(r,Q)1og 7 (r,Q2) +0(logr), r & F;
(2) H(r,Q) = T3*(r,Q)10g 7 (r,Q), r & F.
Here Q¢ = Q(a+ €, —¢€) and F = F(Q) is a set of finite logarithmic measure

and F is a set with fﬁzlgtgz < oo

We shall call Theorem 2.4.3 the Ahlfors’ second main theorem in an angular
domain. The inequality (2.4.8) with (1) was attained by Zhang X. L. [40] and (2.4.8)
with (2) by the author [41] in a different way from that of Zhang [40] under the
assumption that .7 (r, ) > (logr)?, p > 2.

Proof. By reducing the islands D1,D;,---,D, to ay,az,--- ,a, in Theorem 2.4.2,
we can immediately deduce that for 1 <7 < r,

(g—2)( (t,2¢) — A (1,82)) < zq:ﬁ(t,.Q&f:av) +hlL(t,a+e,B—¢)
V;Ii(t,a+8)+L(t,[3—£)+L(1,a+£,ﬁ—e)]
< iﬁ(i,Q,f:av)Jrh[L(t,a,ﬂ)
21(;,<x+e)+L(r,ﬁ—e)+L(1,o¢,ﬁ)], (2.4.9)

where £ is a constant depending only on {ay,az, - ,a4}.
Now to proceed following Zhang [40] (also see [16]). Set

V(1) = (g—2)(F(1,92:) - (1,2))

— zq:ﬁ(t,.@f =a,)—h(L(t,a,B)+L(1,a,B))
v=1

for fixed 7. y(7) is a decreasing function of 7 and

dy(t) do (r, ;)
dtr (9-2) dr

and in view of (2.4.9)
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y(t) <A[L(r,a+17)+L(t, B —7)].
From the Schwarz inequality it follows that

(L(t,a+7) + L(t, —1))?
2L (t,a+ 1)+ L 1,B—1))

< 2/1’%) {/Il(f#(pei(a+r>))2pdp+/1[(f#(pei(ﬁT)))zpdp

def (t,97)
dz
2n du/(r)

:——1
-2 og! dt

= —2rlogt

Assume that for a & with 0 < g < ﬁ%‘x, we have y(g) > 0 and hence for
0 <7< &, y(r) > 0. Thus

2n’ . dy(t) 20w V(1)
2<—""logr ly, 1 < ——=logt .
y(7) g2 08 gy o namely, 7—2 2y

For 0 < € < &), we achieve

€ 2h*n e y'(1) 2h*m 1 1
€= / dt < — logt/ dt = logt (—)
Jo g—2 " Jo y(1)? q—2 v(e)  w(0)

so that

(e) < ﬂlo t
V= g2 "

If y(g) < 0, then the above inequality is still true and consequently for any € with
O<e< ﬁ , we have

q
(g—2)(1,2:) < Y. 7(t,Q, f =a,) +hL(t, 0, B)
v=1
2
+7(q_2)£10gt+0(1). (2.4.10)

By noticing that [} LeaB) 4 i exactly the form in the left side of (2.4.5), then it
follows by dividing ¢ both sides of the inequality (2.4.10) and integrating them from
1 to r and from (2.4.5) that

q _
(¢—2)7 () < Y. N( rQ,f:av)—&-h\/Ln_axzfl/z(r,ﬂ)(logr)l/z
=1

A%
201

PEE (logr)*+ O(logr). (2.4.11)

+
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Then in view of (2.4.7) we achieve (2.4.8) with (1).
Now we come to prove (2.4.8) with (2). Obviously, we can assume that .7 (r, Q¢ ) >

- (log r)?,r ¢ F(Q), and then 7 (r) > ( Z”h) (logr)2. In light of (2.4.6) we

(q 2)
have

o' (r,Q)(logr)"? < V272 (r)(log 7 ()" **)/*(log )2

<
< V2eK T34 (r) (log 7 (r))178)/2, (2.4.12)

forr ¢ F(Q), where K = 4/ ",;12 & %, and for all sufficient large r, we have

ﬁ%@[ﬂ?“( Y(log 7 (r )) (1+e) /2+0(10gr) <g3/4(r)10§:{<7(1’).

Consequently, we attain our propose for F = [1,r9] U F () and for some sufficient
large ro by noticing that [1,79] U F(£) has also finite logarithmic measure. O

We emphasize that (2.4.11) holds for all r. The following is a direct consequence
of Theorem 2.4.3.

Corollary 2.4.1. The same assumption as in Theorem 2.4.3 is given. Then for
an unbounded sequence {r,} of positive real numbers outside F(f,Q) such that
T (rn, 2)/(logr,)?* — oo as n — oo, we have

s}

(g—2)T(r,Q) < Z (nQ,f=a,)+0(T(r,Q)), r=ry, asn—oco. (2.4.13)

The proof of Corollary 2.4.1 is easily completed by employing the fact that for
all sufficient large r,, r, will be outside the set F in Theorem 2.4.3 and H(r, Q) =
o(T(r,Q2)),r=r, — co.

In some sense, Theorem 2.4.3 is a generalization of Lemma 3 in [14] and Theo-
rem VIL.3 in [31], which is stated as follows and which was used to deduce Theorem
3.1 of [14] for the case when T (r, f) is of the slow growth.

Theorem 2.4.4. Let f(z) be meromorphic on the whole complex plane. Then for
any three distinct points ay,a and asz on C and any small € > 0, we have

3
T (r,Q) < Z N(2rQ,f =a,)+0((logr)?),

where Q ={z:a<argz< B} and Q¢ ={z: a+e<argz< f —¢€}.

We think the inequality in Theorem 2.4.4 seems to be rude. Naturally, we wish
we would be able to drop “3” before the sum symbol and could consider g(> 3)
distinct values a,.

The following is applicable in discussion of angular distribution of a meromor-
phic function dealing with small functions, which is Theorem VIII in [31].
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Theorem 2.4.5. Let f(z) and a;j(z)(j = 1,2,3,4) be meromorphic functions in the
complex plane and
ai(z)f(z) tas(z
o - W+l
a3(z) f(z) +aa(z)

Consider an angle Q(a, ) with 0 < B — o0 < 27, then for any € > 0, we have

1287 T (¢, q)
A (r,Qe, f) <27 (64r,Q,8) + O ) (2.4.14)
1

where T (t,a) = Z;!:l T(t,a;).

Next we establish an analogue for the Valiron-Mohon’ko theorem, which is
proved in [22].

Theorem 2.4.6. Let R(z) and Q(z) be two rational functions and f(z) be a mero-
morphic function on an angle Q. Then

y(r"QvR(f)) gKRg(rv'Qaf)

and if (R/Q)(e°) # 1, and R(z) + Q(z) and R(z) have the same poles with the same
multiplicities, we have

T (rQR(f)+0(f) S Lro(T (nQ,R(f))+ 7 (n2,0(f)))  (24.15)
for two positive constants Kg depending only on R(z) and Lg o on R(z) and Q(z).

Proof.  We first of all prove the second inequality (2.4.15). Set 7 = (R/Q)(),
g =R(f) and h = Q(f), and assume |7| > 1. A simple calculation yields

LtleP ¢, L+IAP
S 14 [g+h? 1+ |g+h?

(g+h)* < (2.4.16)

When |g| >d|h|, 1 <d < |t|, we have [g+h| > |g| — |h| > 4t [g| > (d—1)|h| and

SO
2
I+l _  1+]gf << d ) 1Jrlglz ( d )
2 _1N\2 = _
1+ |g+h| 1+ (1) g2 d—1 (di + g2 d—

1+ |hf? 1 \*  1+4]nP 2
< <1+
1+|g+h? d—1) (d—1)"2+]h)? d—1

When |g| < d|h|, then f( ) is bounded, that is, for some K > 0, |f(z)| <K.IfR(z) ~
= b = and Q(z) ~ ay 82— a, then

1+ |R(2)|? b\?
~ e n— m f .
TFRE 0P ~\e) o al?™") forn > m;

and
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~ 1 for n < m and ~ (ﬁ)2 for n = m where b+ ¢ # 0 for R(z) and R(z) + Q(z)
have same poles with the same multiplicities. Thus for |f(z)| < K, we have

1+ |g]?
— Bl K
1+|g+h2 >0

for a positive constant Kj. It is easy to see that the poles of Q(z) must be ones of
R(z) + O(z). Therefore,
1+ |h?
I+lg+hP? =77
for a positive constant K.
‘We use the above estimations to (2.4.16) to obtain

((g+m)")? <K{(g")*+ (n")*}

for a positive constant K. Thus (2.4.15) follows.
In order to prove the first inequality in Theorem 2.4.6, we begin with one simple
case. For a non-zero complex number a and an integer k, we have

kv A+
(af*)" = |a||k‘wf#
— |a|71|k| |f‘k71+|f|k+1 1+‘f|2k
LHf1* a2+ [ f*

< max{lal,|al " }k| £,
where we used the inequalities (| f[*~" — 1) (|f|<1 = 1) = [ £ — (|fF + | £ +

1>0,and |a| 2 +x% > 1+ for |a| < 1; |a| 72 +x* > |a|2(1 4+x?) for |a| > 1
Thus

7 (r,Q,af*) < (max{la|,|a|~"}[k|)* 7 (2, ).

We write R(z) = % with two relatively prime polynomials P(z) and H(z), and

P(z) = apzl’ +---+aiz+ap. Then in view of (2.4.15), we have

T (r,Q,R(f)) leﬂ(rﬂ akf) Ly Zy< (j{?)

max{p,q}

Y 7. f<LT(rnQ.f),
k=0

where Ly, L, and L are constants and ¢ = degH. We have attained the desired in-
equality. O

If 2 = C, then we have known that the constant Kz can be replaced by degR +
o(1) from Theorem 2.1.3, and (2.4.15) holds for R(z) and Q(z) on which no condi-

tions are imposed. Then it is an important question of whether we could replace Kg
with degR + o(1) in Theorem 2.4.6.
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Finally, we conclude this section with discussion about relations between .7 (r, 2)
and other characteristics for an angle. Obviously it suffices to reveal the relation be-
tween 7 (r,2) and So g(r, f), from Lemma 2.2.1, Lemma 2.3.2 and Theorem 2.3.3.

Theorem 2.4.7. Let f(z) be a function meromorphic on Q(a., ). Then

72) | - / 7.2)

Sa,ﬁ (nf) <20 r‘i’ f0+1

and for € >0

T (r, Q) . " T (t,82)
Sup(rnf) > @sin(oe) =7 1 o?sin(we) [ 070w - 07 (1,9).

Proof. It is obvious that Dy g(t) < 7/ (¢,Q2) and Dy g(t) > sin(we) e/ (t,€2¢).
Thus in view of (2.2.12) and the formula for integration by parts, we have

. r 1 t(})—l
Smﬁ(l",f) < (D/l (t“’*l—'—rz“’) %(Z‘,Q)dl

— a)/lr <ti,+:2a:o> d7(t,Q)
T (r,Q) +co2/r T (t,2)

r(l) t(D+l

<20 dr.

This implies the first desired inequality. The second desired inequality follows from
the following inequality

1 twfl

Saplr) > 0sin(@e) [ (i + o ) /1. e)e

and the following estimation

r 1 twfl
/; (W+M>M(I,Q£)dl
-/ (t“’ )dﬂ(t Q)

T (r, Q) 1 rf1 0 go!

r
T (r,92) T (t, Q)
9(}’,98) 3(1798) rta)_l
+ o fw/l 0 T (t,Q¢)dt
T (r,Q T T (t,Q
> %—&-w/ %dt—y(hgg.
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2.5 Estimates of the Error Terms

In this section, we take into account the various error terms appearing in (2.1.14),
(2.2.6) and (2.3.5) and in other places, but the proofs of the coming results which
can be easily found in other books will be omitted.
It is crucial in the theory of value distribution of a meromorphic function to
estimate the error terms. Obviously, Theorems 2.1.4 and 2.1.5 make sense only if
S(D,a, f) is less than T (D, a, f). Indeed we wish that S(D,a, f) = o(T(D,a f))
D becomes larger and larger in the sense of inclusion. We knew that m (D,a, L ;

is main ingredient of S(D,a, f) and hence it suffices to compare m (D,a, #) to

T(D.a,f).
Let us begin with the case when D = {z: |z| < R}. The following is the lemma
for the logarithmic derivative for a disk (see Lemma 1.3 and Lemma 4.3 of [36]).

Lemma 2.5.1. Let f(z) be meromorphicin{z:|z| <R} (0 <R < +o0). If f(0) #0,
oo, then for 0 <r < p <R,

r@

1 +
% 1 f)

+logt —

1
’ < 10log2 +2log™ log™ o)

1 r
+3logm —— +2log" T(p, f) +log" ——,
iy g T(p.f) +log" 5 @
where 8(z) is the distance of z from the zeros and poles of f, and for a positive
constant C,

1 Cc {1 log™1 1
mlrn—— | < +log og + og
f 3 \f( )l
1
+log+p_r+log+p—|—log+T(p,f)}

Lemma 2.5.1 is an improving version, due to Valiron [33], of the lemma for the
logarithmic derivative for a disk which was established by Nevanlinna and the final
inequality there was obtained for p > 1 by Hiong K. L. [20].

. . (k . .
Applying the Poisson-Jensen formula (2.1.6) to ! f()sf) yields the following result,

which was proved by Yang and Zhang [37] for k = 1.

Lemma 2.5.2. Let f(z) be meromorphic in {z: |z] <R} (0 < R < 4). Then for
any positive integer k and 0 < r <t < R, we have

R+r O\ R—r f
<5R_rm<R’f~ “re\Brw

(R—1)?
R?+12

fH()
@)

log

R+r

n(t, f % =0)+ [n(R, f = 0) + ka(R, f = o=)]log
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SJorzin{z:|z| <r} outside (y), and (y) is the set of the Boutroux-Cartan exceptional
disks for the zeros (counted with multiplicities) and poles (counted exactly k times)
of finl|z] <R and H.

Proof. Set D ={z: |z] < R}. For z € D with |z| < r, we have

£ R+r £
m <D7Z,f> < R_rm <R,f

D SR (R L
m ’Z’W /R—i—rm 7% .

In view of (2.1.6), it is easy to get

f f
N (D,Z,f) _N<D’Z,f'(k)>

L [ ] 19 | 20006 9
- 27 Jop & Fal on f2)

:N(D7Z7f(k))+N<DaZ7JIC> _N(D7Zaf)_N<szafzk))

_ 1 !
= kN(D,z,f)—FN(D,Z,f) —N <D,Z,f(k)) .

Let {a,} be the sequence of zeros and poles of f(z) where zeros appear often ac-
cording to their multiplicities and poles are counted k times. Then we have

and

ds+log

1
N(D,z,f) +kN(D,z,f) = Y. Gp(z,an)

an€D
R
<)Y lo tr
aneD |Z—a”|

< [n(R.f = 0) 4 kn(R, f = ==)] log "

for z outside (y). Let {b,} be the sequence of zeros of f*)(z) appearing often ac-
cording to their multiplicities. It follows that
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— by
N(Dz, > ZGDZb Zlog =
bu€D )
1 (R* — [b,|*)(R? —IZI ) )
= 10g< +1
hng’D2 R2|z—b,|?
1 (R* = [bu]*) (R? = |2*) )
> 10g< +1
b,,ze:Dz R%(|z] + |bal)?

WV

R2+|bn||Z‘

YL log o o

& 8 R(T2+ b))

Zk%0+wwwm+mv

P R(|z| + [bal)
Z —|z[)(R—ba|)

h eD R +|b ||Z‘

(R—1)*
R 42’

n(t, f® =0)

where the inequality log(1 +x) > {7 has been used. In view of (2.1.6), we get

PR _ W f
log ) =T D,z,T -T D,Z,Jm
B f(k) f
_m<D,z,f —m D,Z7.m
o f
+N (D,Z,f _N D,Z,W .
This together with the above inequalities imply the desired inequality. O

Thus employing the Borel Lemma 1.1.5, we straightly obtain the following con-
sequence of Lemma 2.5.1.

Corollary 2.5.1. Let f(z) be a meromorphic function in the complex plane. If f(z)
is of finite order, then the error terms appearing in Section 2.1

S(r, f) = O(logr);
If f(2) is of infinite order; then
S(r.f) = O(logr+10gT(r. f)),

outside certain possible exceptional set E of r with finite measure, as r — oo. Here

S(r.f) = S{lz] <r},0,f).
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Proof.  When f(z) is of finite order, it is easily seen that logT'(2r, f) = O(logr).
Taking p = 2r in Lemma 2.5.1 yields the desired result for the case. Assume f(z) is
of infinite order. Taking p = r+ 1/T(r, f) we have log T (p, f) < logT(r, f) +1og2
for r ¢ E(f) and in view of Lemma 1.1.5 we deduce our desired result. O

Throughout this book, we mean by E(f) the set appeared in Corollary 2.5.1.
Actually, E(f) is determined by Borel Lemma 1.1.5 for T(r, f) and hence we mean
by Eq (f) the set which is determined for .7 (r, 2, f) in an angle Q.

We remark that in order to prove Corollary 2.5.1 it is sufficient to show Corollary

2.5.1 form (r ?) in the place of S(r, f). The reason is that in terms of the result

for m( J; ) we can prove that Corollary 2.5.1 holds for m( ,f fm) and so does
for S(r, f), whose proof will be provided below. Therefore, we emphasize that it is
crucial to estimate the first order logarithmic derivative, and this is also available
about the error terms associated with other characteristics.

Assume that Corollary 2.5.1 holds for m ( 7, f) in the place of S(r, f). By induc-
tion, we assume that for p > 1

f(l’)
m r,T = O(logrT(r,f)),r ¢ E

Now we consider the case for p+ 1. Since

f

PN(r,f) +T(r.f) +OogrT (1. f))
( + DT (r,f)+0(logrT (r.f)),r  E,

f(ﬂ+1) f(n+1) f(ﬂ)
m(l’, f ><m<r,f<p) +m F,T

< O(logrT (7)) + O(log T (1, f))
= O(logT(r, f) +logr) (2.5.1)

(p)
T(r 7)) < N(r, >+m<r,f>+m<r,fp>

we have

for all but a set of r with finite measure.

It is important and interesting to seek a precise estimate of m (r ) For the
detail discussion, the reader is refereed to Cherry and Ye’s book [3].

Another consequence of Lemma 2.5.1 is to be able to estimate the error term
Ry g (1, f) for the case of an angular domain in terms of T'(7, f) when the function
considered is meromorphic in the whole complex plane.
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Lemma 2.5.3. Let f(z) be a meromorphic function in the complex plane. For any

r <R, . )
/ 40 f
B(X.ﬁ <r,f § riwma:ﬁ V,Y

and

il R\® [RlogT(t,f)
Agp (Ef><K[() /1 Wdﬂ—log +10g ] (2.5.2)

r

where @ = %a and K is a constant independent of r and R.

Furthermore, Ry g(r, f) = O(log T (r, f) +1logr), as r — oo, possibly outside a
set of r with finite linear measure. If, in addition, [["t=®~'log" T (¢, f)dt < oo, then
Rep(r.f) = 0(1).

Lemma 2.5.3 was established in [11]. As we did before Lemma 2.5.3, in view
of (2.5.2), we can estimate Ay g (r7 #) by the quantity in the right-side of (2.5.2)
with suitable K depending on p so that we can obtain the estimation of Ry g (r,f)
stated in Lemma 2.5.3. However, whether or not can we estimate the error term
Ry g (r, f) in terms of S, g(r, f)? The difficulty we encounter is that generally on the
boundary of a domain in question, we cannot obtain an estimation of the derivative
(log f(z)) in terms of log f(z). However, it is possible to establish such a estimation
of its derivative inside the domain in terms of the values of log f(z) on the bound-
ary, this is what the formula (2.1.2) presents and therefore it is possible to control
Ro g(r f) interms of S, _5 g1 5(7, f), which will be realized as follows.

Consider the upper half disk, that is, 2(0,7;R,0). Set I' = dQ(0,7;R,0). It is
easy from (2.1.2) and (2.1.19) to see that

0812 = - [10el A0 (5 - oy~ st g ) %
y log[demz R(zam)]

R(z—ap) R?2—apz

lam|<R
Ima,, >0
Rz —l_)mz R(Zl_)m)]
T +C@), 253
‘bﬁR ¢ |:R(Z_bm) R? — bz ( ) ( )

where C(Z) is a function only in Z. Find partial derivative of both sides of (2.5.3) in
z to obtain, by noting that f7(z) = f'(z) as f(z) is analytic,
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?gg;aﬂﬁgv“”hoiv<m52@4dg
3 Z [ (am — a@m)R? (@m — am) }

(R2 - amz) (Rz - dmz) (Z - am) (Z - 5m)

|am|<R
Ima,, >0
bm (Em_bm) :|
+ [ + _ . (254
V,mX“LR —b Z)(R2 buz)  (z—bw)(z—by)
Imb,,, >0

Below we often use the following equality
(R =2’ —R((—2)* = (R = ) (R* = 2).
For —R <t < Rand z = re!® € Q, we have

1 R?

(t—2)2 (R?2—1z)?

_ L (1 1) |R®R D)

1 RE4+72 /1 1
<— (=== 255
wwmwczm> (25

For z = re'? and { = Re'?, we then get

1 R?
(Reie _ Z)2 (RZ _ Reiez)2

| (R?= (R —22)

B ‘ (€ —2)*(R*—{2)?
2 2

< 2% sin@. (2.5.6)

For R > 1 and |z| = r, employing (2.5.5) and (2.5.6), we estimate the integral in
(2.5.4) and have

7 e/ © Lc> m£;A“
< ;Sm "o (R R2+r [A (R, f) +A( }>+0(1)}

D ).

for |log| f(£)[| <log" |f(&)|+1og" [1/£(E)].

Now we estimate the terms in the brackets in (2.5.4). It is obvious that

< 2R
S (R—r)

(am— dm)R2
(R? — a;z) (R? — Gi2)
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Thus using the above inequalities to (2.5.4) we have

‘f/zz 281111 29 (R+r>4{(A+B) [(R,f)+ (R})] +0(1)}
+ [n(R,Q,f)+n (RQ}) (RZ—Rr)2

1
- Z |:|Z am| 7

lam|<R |Ziam"
Ima,, >0
1 -
+ +——. (2.5.8)
\b§<’R |:|Z m| |Z_bm‘_
Imb,,;, >0

Now we can establish the following result essentially about estimate of the error
term associated to the Nevanlinna characteristic for an angle.

Theorem 2.5.1. Let f(z) be a meromorphic function on Q(a—¢, +¢€) fore >0
and 0 < o0 < B <2x. Then for R > r> 1

/
R
Aop (r, f) < K(]Og+ So—epre (R, f) +1logR+log R_

7 -+1) (2.5.9)

and

7\ K R
Bo g r,7 —w(log Sa—epre(R, f)—|—10gR+10g +1). (2.5.10)

And furthermore

/

(A+B)yp (r, J}) < K(log" Sq_¢ gie(rf) +logr+1) (2.5.11)

for r > 1 possibly except a set with finite linear measure.

Proof.  For the simplicity, we assume that @ — €/2 =0 and 8 + £/2 = 7, that is,
we consider the upper half plane, denoted by 2. To establish our desired result, we
need the following basic inequalities. For 0 < s < 1 and 1 < a < r, it is easy to see

that d |
r t
- - -1 —s5+1
1 |t—al* 1—s(a ) +

2 _
rs+1

_g)stH <
(r—a) <1,

1—ys

and in view of (1.2.6), we therefore have
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r 2 dr

log* —_—
{ g am;g() ‘tela _ am|.\' ta)Jrl

dr
+ e (]
< Alog ( /|t T ,w+1>+10g2 A=w(l-r?)
am€

2
<Alogt [ 2 1=5 | +log2
og (Aam;%l_sr >+0g

K(logN +1log™ r),

where N is the number of a,, in the above sum. In view of Lemma 2.2.2, setting
R=1(R+7r), we have

tQva 0 )
(R Q0,f = 0,0) < = R/ d

2R
< TN(RaQO7f = 0700)

2R
< Iwa (20'sin(@'e/2)) ' Coe pre(R, f = 0,%),

where @' = ﬁTan
From (2.5.8) and in view of Lemma 2.2.1 it follows that

N f/(teia) g _l r N f/(teia) s
Fee®) | T~ s/1 08" | Free)

r Ié—i—r ~
< 4log —— +1og" 8oz (R, f) +log" —
/1[ g5 Tlog" Sox(R,f)+log &1

dt
tw+1

1 t®

A

" dr
+log" n(R, Q0. f = 0,29)] -5 +0(1)

L / ) 2 dr

0 TV

g o e.Qo |tela _ am|s o+l
2 dr

1 /r
Z [ log™ - -
+s /1 0og bZ |te‘°‘—bm|s 10+1

mEL

[ N R
< Cy |log" Sox(R, f) +1og+R+logR7

—_

+log"n(R,Q, f = 0,e0) +1]

R
< G |log™ So—epre(R.f) +10g+R+10gR7

+ 10g+ Ca—e,ﬁJre(va =0,00) + 1]

R
< C3 10g+Sa—e,ﬁ+£(R»f)+10g+R+IOgR_r +l ’
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where the inequality (Y a;)* < Y. a; for positive numbers a; has been used.
Therefore in view of the definition of Ag g(7, f), we have
f(ei) f(teP) ) dt
t

AP AN .
s (f> <alw (“g F(r) F(t&P)

R
<G {IOgSa—s,B—O—S(Raf) —HogR+logR_ , + 1] .

N
+

This has shown the inequality (2.5.9).
Now to prove (2.5.10). For 0 < d < 1, we have

/2” do </2” o 4/”/2 do

o |rel®—ald = Jo |rsin@ld )y sind@
N =
SH\2) Jo 0l H(1—d)

In view of (2.5.8) and the above inequality, it is easy to see that

d
7 20 (B
By p (r,f S o 3 log*

de

f1(rei®)
)

< Ky d?t(f“’ [log+ Se—epie(R, f)+log" R+log RIE -+ 1}
di:c;)“’ a log* am%}()o |rei® iam|dd6
B
+%/a log+bm§20 mde
< sz?t(:)“’ [logJr Sa—epre(R.[) +log+R+logler + 1} .

This is (2.5.10).
Thus (2.5.11) follows from Lemma 2.2.1 which asserts that S, g (r, f) is increas-
ing up to a bounded quantity, and the Borel Lemma 1.1.5. a

About the error terms for Tsuji characteristic, we have the following result, which
can be proved by the method similar to the proof of Theorem 2.5.1 to some extent
(see [11]). In this case it is the disk {z: [z— JiR| < R} that is considered in our
implication and crucially, the disks for different R have the common frontier only at
the origin.

Lemma 2.5.4. Assume that f(z) is a meromorphic function in Q(a., ). Then for
0 <r <R, we have

f(p)
Mo | = <K{log+1a,ﬁ(R,f)+log +1].

f R—r
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Furthermore, Qg g(r, ) = O(logr+log* T g(r, f)) as r — oo possibly except a
set of r with finite linear measure.

However we should mention that the error term appeared in Theorem 2.3.1 satis-
fies instead Qg (1, f) = O(logr) +0(T p(r, f)) as r — oo possibly except a set of
r with finite linear measure, because we consider there small functions as targets.

2.6 Characteristic of Derivative of a Meromorphic Function

When £(z) is a meromorphic function in a domain, it is easy to see that f()(z), the
pth order derivative of f(z), is also a meromorphic function in the same domain.
Then we can consider various characteristics of f(?) (). In this section, we mainly
compare characteristics of a meromorphic function with those of its derivative. In
view of the basic inequality of the proximate function (consult the paragraph before
Theorem 2.1.2) and Lemma 2.5.1, for 7 > 1 we immediately get

(p)
T(r,f?) < N(r. £ >+m<r,f>+m<r,f;)

_ )
N(r,f)—!—T(r,f)—l—m raT

< (p+ DT (rf)+Kepllogt T(tr f)+logTr+1], (2.6.1)

where K , is a positive constant.
On the other hand, we have the following Chuang’s inequality when p = 1.

Theorem 2.6.1. Let f(z) be a meromorphic function in {z: |z| < R} with f(0) # oo.
Then for t>1and 0 <r < 7R, we have

-1
Mlog 27r) +Zlog+ 1£9)(0)] +log2p, (2.6.2)

J=

T(r,f) < C:T(tr, fP)) +

where Cy is a positive constant.

Proof. 'We shall use Lemma 2.1.3 to complete our proof. Set R = R*’ and h= 26’.
Application of Lemma 2.1.3 to £(?) yields

R+ R\' R
log* 1P (2)] < ( e (mgﬁ) 1ogh> T(R£)

<{5R+7r 2R +r )] T(R,FP) (2.63)

s +R <log6e+log

for z & () with |z] = p < RH’ by noticing that log (1 + R+r) > 2R
coefficient of T'(R, f ) in (2.6.3) by K below for simplification of statement.
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It is obvious that we can find a p between r and 242 such that {z: |z[ = p} N
(y) = @. Take a fixed point zo & (y) with |z9| < 25~ and set z; = pel@2% & (7).
From the segment zpz; we construct a curve I by replacing the parts of Zpz; lying in
(7) with the minor arcs of two parts of the circles which are cut into by Zpz;. Then
the length of I" does not exceed p + Feh < 2R. We have (2.6.3) forallz € I".

In view of the formula for the integration by parts, we have for |z| =

1 z B Pl 1) (z9) ;
1@)= gy oy QU LI e, @6

where the path, denoted by 7oz, of the integral is from zg to z; along I" and then from
71 to z along |z| = p. For simplification of statement, we use H to denote the sum of
the second term in the right side of the above equation. Then we have

p(p—1)

3 log*(2R) + K,

p—1 )
log" [H| < ¥ log" [fY)(z0)] +
=0

for a positive constant Kj.
We estimate the module of the integral

[[eer i< [-er o

<20

gmax\f )|/Z|Z—C|p_l\dC|

fenz

< max|P(©lRY [ 1ag

Ceznz
< max | fP)({)|(2R).
ezpz
Therefore on |z| = p in virtue of (2.6.4) and (2.6.3) we have
log™ | f(z)| < KT (R, f?)) + plog*™ (2R) +log™ |H| +1og?2,

and so

m(p, f)+N(p,[f)
N(R, fP)Y+KT(R, ) + plog* (2R) +log2 +log™ |H|

T(r.f)

<
<
< (L+K)TR. ) + @mngm
p—1 )
+ Y log" £V (z)| + K +log2. (2.6.5)

Since f(0) # oo, we can choose zp = 0. Letting R = 7r in (2.6.5) immediately de-
duces (2.6.2) from the above inequality. O
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Furthermore in view of Corollary 1.1.1 and from (2.6.5) we can establish the
following, which is essentially due to Edrei and Fuchs [8].

Theorem 2.6.2. Let f(z) be a transcendental meromorphic function. Then for a
e>0
T(r,f) < (logT(r, fP) T (1, f1P)) (2.6.6)

possibly outside a set of r with finite logarithmic measure.

Proof.  Set

R=re®"), o(r) = (logT(r, fP) '8 0<E<e.

Assume that 7'(r, fP)) > e for r > rg and s0 0 < a(r) < 1. Then

SR+Tr 12r 12 e
=5 5 =5+12(logT(r, 7)) ¢
R =S4 g <5 g =5+ 1200 T 7)
and
R+r e 41
logR_r =log o <log(e+1)—loga(r)

= log(e+ 1) + (1+&)loglog T (r, fP))

so that for K appeared in the proof of Theorem 2.6.1 we have

K-+ 1< CloglogT (r, /) (log T (1. f7))'** < _(log T (1, f7)))"+*

for 0 < € < € and all sufficiently large r and for some constant C > 0.
From Corollary 1.1.1 with ¢ =1 it follows that

T(R,fP) <eT(r,fP)

for all r possibly outside a set E with finite logarithmic measure. Now in view of
(2.6.5) we have

T(r,f) < (K+1)eT(r,fP)+ M(log+r+ a(r))+0(1)

2
< 2 togT(r £ o7 7)1+ P2 ED g g 1) 01

< (log T'(r, fP)FET (1, f1P)),

for all sufficiently large r ¢ E, where we have used the fact that logr = o(T (r, f()))
as r — oo, This is (2.6.6). a

We mean by a Pdlya peak sequence of its Nevanlinna characteristic the Pélya
peak sequence of a meromorphic function. Yang Lo posed a problem on existence
of common Pdlya peak sequences of a meromorphic function with finite lower order
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and its derivatives. This problem is still open, however we have the following in
virtue of the Chuang’s inequality (2.6.2).

Theorem 2.6.3. Assume that f(z) is a transcendental meromorphic function with
finite lower order. Then there exist a sequence of positive numbers which is common
relaxed Pdlya peaks of order B of f and f(f)forpositive integer jand u(f) < B <
A(f)-

Proof. Let {r,} be a sequence of Pdlya peak for T(r, f). It is easy to see that
{2r,} is a sequence of relaxed Pélya peak for T (r, f). Now we prove that {2r,} is a
sequence of relaxed Pdlya peak for T'(r, f ( >). Actually, in view of Definition 1.1.1
we have for r, <1 < r)

T(t, f9) < (j+ 1T (1, f) + OlogtT (21, f))

<K (Z>ﬁ T(rn,f)

I'n

B
t .
<K (> KoT (25, fV)
n
and the same argument yields 4) in Definition 1.1.1 for {2r,}.
Thus we complete the proof of Theorem 2.6.3. a

Here the order and lower order of a transcendental meromorphic function mean
those of its Nevanlinna characteristic. The type function of a meromorphic function
is defined as that of its Nevanlinna characteristic. It is not difficult to see that a
meromorphic function and its derivatives can have the same type functions up to a
positive constant.

The following is due to Hayman and Miles [17].

Theorem 2.6.4. Ler f(z) be a meromorphic function in the complex plane. Then
for a given K > 1, there exists a set M(K) with logdensM(K) < 6(K), 6(K) =
min{(2eX~! —1)~!, (1+e(K —1))exp(e(1 —K))}, such that

: T(r,f)
hiligp W < 3eK. (2.6.7)
réM(K)

If f(2) is entire, the bound 3eK in (2.6.7) can be replaced by 2eK.

Here let us outline the proof of Theorem 2.6.4, and the reader is referred to Hay-
man and Miles [17] for the detail. It was first proved that for a positive function
T (r) with the positive continuous first and second order derivatives and for K > 1,
there exists a set M (K) with logdensM (K) < 0(K) appearing in Theorem 2.6.4 such

that for r ¢ M(K), we have a p € (1,r) with pT’(p) > Using this to the
Ahlfors-Shimizu characteristic .7 (r, f) implies that
T (r.f)

a(p,f) = m- (2.6.8)

T(r)
eKlogr/p "
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To establish relation between f(z) and f(”)(z), we need a lemma of Hall and
Ruscheweyh [15] which says that for a closed analytic curve I'(7), a <t < b, with
I''(r) # 0, we have

/F ldo| < /F |dy], (2.6.9)

where for a fixed point Py & I'(¢) and a fixed ray L starting from Py, ¥ and ¢ are the
angles made respectively by the tangent vector to I" at a point P € I" and the radius
vector PyP with L.

Consider the curve I'(8) = f(pe'®), 0 < 8 < 27, with f(pe'®) # o and f'(pe'?) #
0. For an arbitrary complex number a with f(pel®) # a, i.e., a ¢ I, and the ray L
starting from a paralleling to the positive real axis, we have y(0) = argI"’(6) and

27
[ lavi= [
r 0

Let us calculate & argI”'(6). First we have I''(8) = ipei® f'(pei®) and then

d
argF’(G)‘dG.

d o _odo o T7(6) pe® 1" (pe'®)
0 argI"'(0) —Imde logI™(0) _ImF’(G) =1+Re F(pe®)
whence ) 0 1 (peit)
g pe” [ (pe!
d :/ 14RePE P 4. 2.6.10
Jlavi= [ ere PR (2.6.10)

It is obvious that ¢(6) = arg(I'(6) —a) and

d )
dg rell(0) —a) = Impv.
and therefore we have
27 i0 ¢/ i0
pe” f'(pe'®)
d :/ RePS S PE7) 4. 26.11
/Fl 9| b |7 pe®) —a ( )

Then combining (2.6.9), (2.6.10) and (2.6.11) deduces

1 2 peief//(peie) 1 21 peief/(pe“’)
— _ > — _
iy R Fipen |42 5, [*pem

Generally it follows from the above step that

1 21 1 21
— [T 927/ R
27r/0 ¢ 27 Jo ¢

To estimate the left-side integral in (2.6.12) we need the following result, which
is Lemma 4 of [17], that for a meromorphic function A(z) in |z| < r with i(z) ~ ¢z?
as z — 0 for some ¢ # 0, we have for | < p <r

doe —1.

peief(p—H) (pei(-))
fP(pei%)

pel®f'(pe'®)

05— do —p. (2.6.12)
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1 /M Repeieh’(peie) 2T (r,h) —log|c|
2 Jo h(pei®) log(r/p)

Since <7 (p, f) is an average of n(p, f = a) in a, with the help of (2.6.12) and
(2.6.13) we can get an a such that

JZ{(P,f) <n(p7f:a):n(p7f:°°)+n(paf:a)_n(p’fzoo)

A
=pf =t g [ T e

L7 pe?f(pe?)

(2.6.13)

:n(p’f:oo)—kg 0 f(peiG)fade
Lo pef (pe')
< — o) b — peJ\pe7)
\n(pvf )+27r/0 Re f(pele)—a dée
1 27 peief(p+l)(pei9)
< = oo — - dJ F- /
<n(p.f =)+ 27:/0 .
27 (r, f 7)) — log c|

S0 = T o)

Thus by noting that n(p, f = o) log 5 < N(r, f) and from (2.6.8), we have

T(rf) <eK (n(p,f: oo)]ogg +2T(r,f(P)) —log|c| +plog;>
< eK{[2+o(1)]T(r,f) +N(r, f)}
< eK[3+o(1)]T(r, fP)).

This produces (2.6.7).
Now we compare the characteristics of a meromorphic function and its derivative
in an angular domain. By means of Theorem 2.2.1, we establish the following

Theorem 2.6.5. Let f(z) be a meromorphic function in Q(a,B). Then for T > 1
and a natural number p, we have

Sarsps(nf) <K(Sep(trnfP)+loghr+1), (2.6.14)

where 8 is such that 0 < 26 < B — o and K is a constant only depending on 7,8, 0
and B.

Proof. Set 0 = /7. For '1 <t < r, in view of Theorem 2.2.1 for R = 7r and
Ry = ot, we have for z = rel® € Qs/3\ (V)

log™ [P (2)| < Kt® (Sqp(r, fP)) +1), (2.6.15)

where ©; = /3—0:7225/3 and here and below K stands for a positive constant indepen-
dent of ¢ and it may not be same at each occurrence. From (2.6.4) it follows that for
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_ +aif
z=1e" € Q53 \ (7).

log™ |f(2)] < Kt® (Sqp(tr, /) +logr+1). (2.6.16)

We can assume that (2.6.16) holds on the boundary of Q(a + 8,8 — 9;r) for
Sat+s,p—s(r,f) is decreasing in & and increasing in r up to a bounded quantity.
Employing (2.6.16), noting @; < @ = H%ZS and in view of the definition of

Agp (1, f), we have

) O (r(1 1PN ,di
Aa+573,5(r,f) gK(Saﬁ(rr,f )—|—logr-&-1);/1 26 t "
< LK(S (tr, fP)) +logr+1)
m(@—w) CEPYD

and in view of the definition of B, g (7, f)

20 p=s
Boisp-s(nf) < K(Saﬁ(‘cr,f(p))—klogr-i-l)mr“’l /oc+6 sin®(0 —a—85)do

< K(Sqp(tr f1P)) +logr+1).
In view of Lemma 2.2.1 we estimate
Corsps(rnf?)

<
< Sersps(nf?)
< K(Sqp(tr f)+1).

Cors55-5(11)

Thus we have completed the proof of Theorem 2.6.5. a

Finally, we come to the case of the Tsuji characteristic and to establish an analogy
of Theorem 2.6.5 for the Tsuji characteristic.

Theorem 2.6.6. Let f(z) be a meromorphic function in (o, ). Then for T > 1
and a natural number p, we have

Tarsp s(nf) <K(Tap(otr fP)+logr+1), (2.6.17)

where 6 > 1 depends on 8, 0 is such that 0 < 26 < B — ot and K is a constant only
depending on t,0, and 3.

Proof. The inequality (2.6.17) we intend to prove follows directly from the impli-
cation
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Tarsp-s(nf) = Farsp-s(nf)+0(1) (by Lemma2.3.2)
< Sq+sp-5(r.f)+0(1) (by Theorem 2.3.3)
= Saisp-s(rf)+0(1) (by Lemma2.2.1)
< Ko(Sats/2,8-5/2(Tr f<p>) +logr+1) (by Theorem 2.6.5)
< Ki($qp(0tr f?) +logr+1) (by Theorem 2.3.3)
= K(‘Iaﬁ(crr,f(”)) +logr+1).

O

There is a problem which is worth to discuss. Could we have the inequality
(2.6.17) with Ty g (7, f) in the place of Ty 55_5(r,f)?

2.7 Meromorphic Functions in an Angular Domain

Let f(z) be a transcendental meromorphic function. The lower order y and the or-
der A of f(z) are defined to be respectively those of the monotone increasing real
function T'(r, f). In view of Lemma 2.1.3, if f(z) is entire, then the order and lower
order of T(r, f) and logM (r, f) coincide.

If f(z) is a meromorphic function in an angular domain Q = Q(a, 8), then define
the lower order and order of f(z) in Q respectively by

_ o og T (R, f)
“Q*H.Q(f)*hrn_lg}fT

and log 7 (r,. 2
lgzlg(f):limsupiog (r ’f).

00 logr

Sometimes, we also write lg g and A g for Lo and Ag in the context. In view of
(2.4.2), the definition of order in an angular domain is reasonable in the point of
view of the case of the complex plane.

We say f(z) to be transcendental (in the Ahlfors-Shimizu’s sense) in Q if
T (rQ,f)/logr — e (r — o). We make a remark on the transcendental defini-
tion in an angular domain. It is well-known that a meromorphic function on C is
transcendental if and only if T'(r, f)/logr — o as r — oo and so the transcendental
definition in an angular domain is compatible with that on the complex plane. How-
ever, a transcendental meromorphic function assumes infinitely often all but at most
two values on C, while we cannot confirm the result for a transcendental meromor-
phic function in an angular domain. In terms of Theorem 2.4.4, the result holds if
limsup, ., 7 (r,Q, f)/(logr)? = co.

Define

. 10 N r,Q’ =a
pala) =pa(fia) = hmsup%
F—so0 ogr
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which is called convergent exponent of a-value points of f(z) in £, and then an a €
C is called a Borel exceptional value of f(z) in £ provided that po (f;a) < Ao (f).

We can obtain the following result which is a version of the Borel Theorem for
an angular domain.

Theorem 2.7.1.  Let f(z) be a transcendental and meromorphic function in
Q(a, ). Set

logy(rag&‘af) g A_Q(f)

A(€) =limsu
(&) r_,+mp logr

Then there exist at most two a € C such that pg (f;a) < lin(l)l(s).
E—

Proof.  Suppose on contrary that there exist three a € € such that pa(f;a) <
lin%)l(s). Then we have a & > 0 with A (&) > po(f;a) for these three a and A ()
E—

is continuous at & > 0. It follows from (2.4.8) with (2) for g, and € > g that

Ae) < max{max{pa(fia)}, JA(e)}.

This derives a contradiction by letting € — &g, from which the proof of Theorem
2.7.1 is completed. d

Here we do not know if linél(e) =2Aa(f).
E—

We consider the inverse of Theorem 2.7.1. This leads us to ask a question

Question 2.7.1.  Should we have Aqo(f) = A if pa.(fia) = A for three distinct
points a in C?

From the definition of the Nevanlinna characteristic for a disk and the first fun-
damental theorem it is natural to control N(r, f = a) in terms of T'(r, f), indeed we
have N(r,f =a) < T(r,f)+0(1) = 7 (r,C, f) + O(1). Thus Question 2.7.1 is true
for Q2 = C. However, we have no such inequality for the case of an angular domain
and hence we propose a question:

Question 2.7.2. Does

. N(rnQ,f=a)
hrrrisoljp 790’97]() 2.7.1)
v N f=a)
P r, ,J =a

hold for a € C possibly outside a set of a with measure zero?
The following is available to these two questions to a certain extent.

Theorem 2.7.2.  Let f(z) be a transcendental and meromorphic function in
Q(a,B). Then
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N(r,Qe¢, f =a) "N(t,Q¢,f =a)
7o + /1 ta)+1 dr
<K <y(r;f’f) +/1r y(:(;ﬁ’f)dt> +0(1)

and

N(r,-Qg,f=a)+/’N(t,ﬂs,f=a)dt<K/” 71,2, f)
1 1

7o t“"H tw+1 dt+0(1)

fora € > 0and forak > 1 and a constant K > 1 only depending on €, @ and k.

Proof.  According to the definition of Saﬁ (r,f), by the formula for integration by

parts, we have
Sap(rf) < / / (—) (f*(1e'?))*tdrde

—/ L) aw,0)
NG

/1 o1
<2 /1 t(l)-l—l

9<rQ)+2 2/r 7.2,

o tCO+1

<20

On the other hand, in view of Lemma 2.2.1 and Lemma 2.2.2 in turn it follows
that

Sap(rf) = Sap(rf)+0(1)
= Cm]ﬁ(raf:a)JrO(l)
N(ra'Q€7f:a)

r{l)
" N(t7'Q€7f:

2. a)
+2w sm(a)s)/1 Tdt—ka(l).

> 2wsin(we)

Combination of above two inequalities yields the first desired inequality, and the
second one follows from the first inequality and the following inequality

v TQf) TGRS (1) T,
J; etz | t‘"“dt>w<l_lc‘”>r"J'

O

The second inequality in Theorem 2.7.2 was proved in Tsuji’s book [31] in a
different method. In view of Lemma 1.1.2 we have the following consequence of
Theorem 2.7.2.
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Corollary 2.7.1. Let f(z) be as in Theorem 2.7.2. If

liminf 7 (dr, Q)

AT (0]
minf =5 >d (2.7.3)

for some d > 1, then
N(nQe,f=a) < KT (r,Q)

for a constant K > 1 only depending on € and ®.

The proof of this corollary can be completed by using the first inequality in The-
orem 2.7.2 and then by noticing that .7 (r, ) satisfies the condition of Lemma 1.1.2
which is used to estimate the integral in the first inequality.

We remark that the inequality (2.7.3) implies that the lower order g (f) > @. In
fact, from (2.7.3) we can assume that for all natural number » and some & > 0

T(d",Q)>d"°T(1,Q).
Then for > d we have d" < r < d"t! for some n, and
TrQ)>Td",Q)>d" " T(1,Q)>d *°T7(1,Q)r*.

This implies that po (f) > @+ 9.
Theorem 2.7.3. If for some a € C, pg, (a) > @, then for all but at most two values
of b € C, we have

pa(b) = pa,(a).

Proof.  Under the assumption that pg, (a) > @, we choose a @ < p < pg, (a). From
Theorem 2.7.2 it follows that

N(rvgevf:a) < KrOP fer T(t7QS/27f>
rP h 1 o+l

ke T(ta-QS/va)
p—®
< Kk /1 P+l

dr+0(1)

dr+0(1),
where we have used the inequality

o—p -0
r (l)P i ng*“’i.
1@ r P P

Since the quantity in the left side is unbounded, we have

tp+1

\/OQ T(tﬂ'Qs/Zaf)d
1

and hence in view of Lemma 1.1.1, Ao, , (f) = p > o. Letting p — pg, (a)” imme-

diately implies that Aq, n (f) = pg, (a). Thus we complete our proof by employing
Theorem 2.7.1. O
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It is natural to ask if the condition “pg, (a) > ®” could be removed in Theorem
2.7.3. The question is true for 2 = C, while the example constructed in Hayman
and Yang [19] asserts that this question is not always true (for the detail see Theo-
rem 2.7.10 in the sequel). Then what condition imposed on suffices to confirm this
question? We shall confirm this question if f(z) is a transcendental meromorphic
solution of a linear differential equation with polynomial coefficients in Chapter 3.
Here we establish the following

Theorem 2.7.4. Assume that for two distinct a; € C (i = 1,2) with 0 < pg, (a;) <
o, n(r,Q¢, f = a;) have a sequence of common (relaxed) Pdlya peaks with order
Po. (a;) > 0. Then for all but at most two values of b € C, we have

pa(b) > p = min{pa,(a)}.

Proof. Let {r,} be a sequence of common (relaxed) Pélya peaks of n(r,Q, f
=a;) (i =1,2) with order pg, (a;) > 0 (When the relaxed Pélya peak is considered,
we need to replace 2 with a large positive number in the below statement). Then

n(rn/2,Q¢,f =ai) < (1+0(1))2 Pn(ra, Qe, f = a;)
and so for large n and some d > 1, we have
n(rn, Qe, f =a;) >dn(r, /2,2, f =a;), i=1,2.

Now suppose on the contrary that there exist three distinct values b;, i = 1,2,3,
such that for some py < p and for all large r,

3
N(r)= Zn(n_Q,f:bi) < rPo,
i=1

Consider the closed domain 2, = QN {z:r,/20 < |z| < 20r,}. It is easy to see that
we can use a finite number of disks to cover the domain 2, = Q. N{z:7r,/2 < 7] <
2r,} and the number of these disks is independent of n and the disks enlarged by
five time still lie in .

Take a p; with pp < p; < p. The following inequalities are taken into account
provided that n is sufficiently large. Assume that for some zg € 2, \ (7)4,, we have

1
log ———— > rP1.
g|f(Zo),a1| !

Employing Theorem 2.1.7 yields that for each z € 2, \ () and some positive con-
stant K, logm > K;r2'. Thus for each z € Q,, \ ()

1
log——— <log——.
S @al S lara)

Now we apply Lemma 2.1.7 to obtain
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n(Qy, f = ax) < Karf'.
An absurd inequality is derived as follows:

n('Qle:aZ) P n(rn7‘Q€7f:a2)_n(rn/zvg&‘vf:az)

d—1
2 d n(rn7'(287f:a2)
> r5+()(l)
> Ky 'l P n(Q, f = an),

for K2‘1 p—pi+o(l)

rh — 00 2§ 11 — oo.
Therefore we obtain that for z € €, \ (7)q,, log —L < /' In this case, em-

. . 1/ (2).a1]
ploying Lemma 2.1.7 yields
n(Q, f=ar) <Kz

The same argument as in above can derive an absurd inequality. Thus we complete
the proof of Theorem 2.7.4. O

If there exists a K > 1 such that
Kﬁln(rvgsvf:al) <n(r,.Qg,f=a2) <Kn(r7987f:a1)7

then n(r, Q¢, f = a;) (i = 1,2) have a sequence of common relaxed Pélya peaks with
order p = pg, (a1) = po,(a2).

To establish a modified version of an important result Valiron [33] obtained in
1938, we formulate the following result, which is of independent significance and
will be often used in the sequel, by consulting the proof of Theorem 3.9 of Yang
[36].

Lemma 2.7.1. Let f(z) be a meromorphic function in an angular domain Q and
aj (j =1,2,3) be three distinct complex numbers or o in C and € > 0. Then for a
fixed a € C and positive integer m, we have

3
N(rnQe f=a?"+b) <K Z N(2rnQ,f=a;j) +0((logr)?log™ |ar|)
j=1
+0((logr)*loglogr) (2.7.4)

forall b e C possibly outside a set E of b with measure zero, where K is a constant
and does not depend on b.

Proof.  Set
= <1—|—£>n
n— —_ .
4

Weuse |z] =r, (n=0,1,2,---) to divide £, into a sequence of curvilinear quadran-
gle Ay, = {z: 7 < |z] < 7ug1,2 € Q¢ }. We can use finitely many disks A j, to cover
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A, such that the number s of these disks is independent of » and the resulting disks
Bj, produced by enlarging A j, five times are in Q N{z:r,/2 < |z] < 2r,} (Notice
that 2r,, > rp41).

Applying Lemma 2.1.7 to B}, we obtain

1
n(Aju, f =az" +b) < <Zn (Bju, f = a;)+1og™ |ar,| +log 210gn> (2.7.5)

forbeC possibly outside a disk £, with sphere radius e 208",

Set
E,=|JEj, and E=[) (UE,,) :
j k=1 \n=k

Then E has zero measure, for

mesE—llmmes<UE><s1 i%

n=k

Below let us check that E satisfies the requirement of Lemma 2.7.1. Given b € E,
then b & E,, for each n > ng > 0, and hence (2.7.5) is available for b and n > ny > 0.
For r > r,,, we have ry < r < ry41 for some N, and thus

N
n(r,Qe,f=a"+b)< Y, Y n(Aju, f=a"+b)+0(1)

n=ng j

N 3
<K ) ) (anm,f:ai)ﬂog* jar| +zlogn> +0(1)
3
<Ky | Y n(2r,Q,f =a;)+Nlog" |ary|+2NlogN | +0(1)

3
K (Z n(2r,Q, f = a;) + (logr)(log™ |ar|) + (logr) loglogr> +0(1).
i=1

This immediately yields the desired inequality (2.7.4). O

Lemma 2.7.1 is actually a consequence of Valiron Lemma 2.1.7, while the im-
portant thing is to formulate this result. The following is due to Valiron [33](cf.
Theorem 3.9 of Yang [36]), which follows from Lemma 2.7.1.

Theorem 2.7.5.  Letr f(z) be a meromorphic function in an angular domain
Q(o,B) and such that po(a) < p for three distinct values of a. Then pgi(a) < p
for every Q' (o, B), o < o' < B’ < B and all complex number a outside a set of
measure zero.

If, in addition, for some ¢, pg, (¢) > o in Theorem 2.7.5, then we can obtain
more. In fact, in view of Theorem 2.7.3, po(a) > pg,(c) > o for all but at most
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two values of a. Therefore under the assumption of Theorem 2.7.5 we have p >
. Suppose that for some b and some Q’, po/(b) > p > ® and then by means of
Theorem 2.7.3 pg(a) = por(b) > p for at least one of three values of a in question.
This implies p > p, impossible, whence pgo/(b) < p for every Q' and all complex
number b.

Theorem 2.7.1, Theorem 2.7.4 and Theorem 2.7.5 are important in the discussion
of argument distribution of meromorphic functions, for the results do not deal with
the opening magnitude of the angular domain considered.

In what follows, we consider the function f(z) analytic in an angular domain Q.
Define

log™ log™ M(r,Q
Mo (f) = limsup —2—28 (n2.f). (2.7.6)

F—soo logr

where M(r, f,Q2) = sup |f(rel?)|. Mq(f) is called the order of f(z) on & in the
a<<p
sense of maximum modulus.
If f(z) is only assumed to be analytic in the angular domain, there are few ex-
plicit relations between 7 (r, Q) and log M (r, Q). Observe the exponential function

f(z) = ¢°. In the angular domain Q = {z: —F <argz < 7}, itis easy to see that

logM(r,Q,f) =r and ge *logr < 7 (r,Q) < @e’ﬂlogr, and therefore it is
impossible that we estimate the order of logM(r, 2, f) in terms of that of .7 (r, Q).

However it is well-known that logM(r, 2, f) and .7 (r, ) have the same growth for
Q = C. Then we ask

Question 2.7.3.  Under what conditions may logM(r, 2, f) and 7 (r,Q2) have the
same growth for 2 # C?

Since for any a € C, ¢? = a has only finitely many roots in 2(—Z, Z), it is thus
impossible to use the order of N(r, Q, f = a) to estimate that of logM (r, 2, f). How-
ever from Corollary 2.2.2, Theorem 2.4.7 and Lemma 2.2.2, we can show the fol-
lowing

Theorem 2.7.6. Let f(z) be an analytic function in Q (o, ). Then for any € > 0
we have

20 r T (1,9)

logM(r, 2, f) < 1<2—w9‘(2r,.(2)+1<a>2r‘°/1 S dr+0(r),
T (1,9) rlog" M(t,Q.f) ~ log" M(rQ,f)
T <k /1 o+ 2 +o(1)

and for each a € C

W <K</r10g+M(t797f)dt+10g+M(ra'Qaf)) _|_0(1)
1 re .

ro = o+l

In 1924, R. Nevanlinna [25](see Lemma 2.11 of [39]) investigated the convergent
exponent of a-value points of a function which is restricted to be analytic only in an
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angular domain Q(a, 8) and established the following result, which can be directly
obtained from Theorem 2.7.6.

Theorem 2.7.7. Let f(z) be an analytic function in Q (o, B) with the order Mg (f).
If for some € > 0, Mo, (f) > 0 = /#La’ then

Ma(f) > lim po,(a)= lim Mq,(f) (2.7.7)

for each a € C possibly except at most one value of a.

Proof.  As in the proof of Theorem 2.7.3, in view of Theorem 2.7.6 for § < €
we can deduce Ao (f) = Ma;(f) > Mg, (f) > @. From Theorem 2.7.1 it follows
that po; , (a) = Aq;(f) for all but at most one value of a. Finally, applying the last
inequality in Theorem 2.7.6 yields Mgy , (f ) = P, " (@) for each a. Thus we easily
get (2.7.7). O

Theorem 2.7.7 is still true if the condition “Mgq, (f) > @” is replaced by “pg, (a) >
” for some a. Basically, under the new condition, in view of the last inequality in
Theorem 2.7.6 we can deduce that Mg, ,(f) = pe,(a) and then we immediately
have the result of Theorem 2.7.7.

Observing the exponential function w = e* implies that the condition “Mg, (5 >
ﬁ%a” is necessary. In fact, the significance of many theorems dealing with an angle,
such as Theorem 2.7.2 and Theorem 2.7.6, relies on a similar condition. However,
Littlewood posed the following, which kicks out this condition by adding another
assumption.

Conjecture. Assume that for some positive number A, we have

Mo, (f) = A and pg,(0) > A. (2.7.8)

Then for every a € C with at most one exception or at least for most values of a, we
have po(a) > A.
This stimulates us to pose a question in view of Theorem 2.7.1.

Question 2.7.4. Under the condition (2.7.8) of Littlewood conjecture, do we have
Aa(f) = A?

If the question 2.7.4 is confirmed, then the Littlewood conjecture is true. This
is because actually we can have Aq, " (f) = A. Let us observe the function f(z) =
K (e* —e) for a positive number K. In the right half plane Q = {z:Rez > 0}, po(0) =
1 and Mg, (f) = 1 for arbitrary 0 < & < Z, but f(z) # —Ke +a for |a| < K and
z € Q. Hence Littlewood conjecture is not true provided that pg, (0) > A in (2.7.8)
is replaced with pg (0) > A.

Hayman and Yang [19] carefully investigated this conjecture. Following some of
their ideas, we can prove the following

Theorem 2.7.8. Assume that there exist a sequence of (relaxed) Pélya peaks {r,}
of n(r, Q¢, f =0) with order p > A and a sequence of positive numbers {R,} such
that
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loglogM(R,, Q¢, f)

lims > A. 279

er u logR, > ( )
If lim,, ... llgggl?,ll =1, then for every a € C with at most one exception, we have
pa(a) = A.

Proof.  The proof we offer here is similar to that of Theorem 2.7.4. We assume
without any loss of generalities that the limit in (2.7.9) exists, otherwise we consider
a subsequence of {R, }. Suppose on the contrary that there exist two distinct values
a and b such that for some A9 < A and for all large r,

N(r)=n(rnQ,f=a)+n(rQ,f=>b) < .
Set K, = max{r,/Ry,Rn/rs} = RZ(I). Then
Q:N{z:r,/2< |z| <21} CQeN{z: R/ (2K,) < |2] < 2R,K,,}.

We can use a finite number of disks to cover the domain 2, = Q. N{z: R,/(2K;) <
|z] < 2R,K,} and the number of these disks is at most O(logK,) and the disks
enlarged by five times are still in the domain Q, = 2N {z: R,/(10K,) < |z| <
10R,K, .

For sufficiently large n, in view of (2.7.9) we have a point z; with |z;| = R, and
o+ € < argzy < B — € such that

A
log|f(z1)] > R W
Noticing that for a fixed number d

JOUoeKn) _ gO0) _ po()

— \n I

therefore, in view of Theorem 2.1.7, we can find a Jordan curve I" such that 2, C
intl" € Q, and on I, log|f(z)| > RETOW, According to the Rouché Theorem, the

number of zeros of f(z) in €, is at most (10K,R,)% = 10772071 On the other
hand, we have

(R, f = 0) = (1, e, f = 0) = n(r/2,Qe, f =0) > rf 0.

However, rf o) / r,)f) — o0 as n — oo because p > Ay. Thus a contradiction has been
derived, from which Theorem 2.7.8 follows. O

The following is Theorem 1 of Hayman and Yang [19](it was obtained from their
Theorem 3) which can be proved in view of Theorem 2.7.8.

Theorem 2.7.9. Suppose that pg,(0) > A and

loglog M (r,, 2
liming 02108 M (1, Qe /) > 2
V00 logr,

(2.7.10)
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logryi
logry

v — oo, Then for every a € C with at most one exception, we have pg(a) = A.

for an increasing unbounded sequence of positive numbers {r,} with — las

Proof. It suffices to prove that the conditions of Theorem 2.7.8 holds for the case
P, (0) < oo in view of Theorem 1.1.3. Actually, if pg, (0) = oo, we need to do
nothing in terms of Theorem 2.7.3. With the help of Theorem 1.1.3 there exist a

sequence of Pélya peaks {r,} of n(r,Q¢, f = 0) with order pg, (0). For each large
14+o(1)

n, we have r, < rj, <r,+ and then r, = r,, ' . Employing Theorem 2.7.8 for
R,=r,,and r, = r), yields the desired result of Theorem 2.7.9. O

Actually, (2.7.10) is equivalent to

liminf loglogM (1, Q¢, f)
r—oo logr

> 2

to a great extent. If M(r, ¢, f) is non-decreasing, then they are definitely equivalent.
Indeed, assume without loss of generalities that the liminf of (2.7.10) for {r,} is
finite, denoted by u. For all large r, we have r, < r < r,4| and hence

10gM (1, e, f) > logM (ry, Qe, f) = i 1) = 1710 5 el

This attains our purpose.
The hard work in Hayman and Yang [19] is the proof of their Theorem 2 which
is stated as follows.

Theorem 2.7.10.  Suppose that we are given 8,1 and A such that0 < 6 < 5,1 <
n <2, % < A < 1, and a sequence r, tending to o as n does. There exists an entire
function f(z) with order 1, mean type, such that if Q = Q(—7 + %5, z- %5), then
Mo(f)=A<1land

limin
as z — oo in L outside the sequence of annuli
<z <rl, forn=1,2,---.

Further, pa, | (0) = A, but for all a # 0,
4
pd@élfgigg;2<l.
2.8 Deficiency and Deficient Values

Let f(z) be a meromorphic function in the complex plane. In this section, we discuss

the Nevanlinna deficiency 0(a, f) of f(z) with respect to a value a € C or a small
function a(z) of f(z), which is defined by
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8(a, f) = liminfM _ l_hms:pw

for a # oo and 5( ,f) is deﬁned by the above formula with m(r, f) and N(r, f) in
place of m < Tz ) and N ( ) The a with §(a, f) > 0 is called Nevanlinna de-

ficient value or function of f(z). The Valiron deficiency of f(z) for a € C is defined

by the formula
Ala, f) =limsup ——
( f) r—’°°p T(r7f)

and if A(a, f) > 0, then a is called the Valiron deficient value of f(z). Obviously,
0<6(a,f)<Aa,f)<1.

e T(nf

Define
N(r,f%a)
Ofa,f) = l—hmsupW
(s7) -7 (s72)
N(r+)-N(r-L1
o ' Fa ' Fa
6(a, f) = liminf 07 )

and O (oo, f) and O (o, f) are defined by the above formula with N(r, f) and N(r, f)
in place of N (r, f%a) and N (r ) It is easy to see that 6(a, f)+ 6(a, f) <

O(a, f) in view of the first Nevanlinna fundamental theorem.
Using the second fundamental theorem 2.1.8 for small functions as targets, we
easily verify that

2{6 a,f)+0(a, f)} Z@ a,f) < (2.8.1)

where Y is taken over all small functions a of f(z), and hence there are at most
countable number of Nevanlinna deficient values and deficient functions.
We introduce Tsuji deficiency of f(z) meromorphic in an angle Q(c,f3) and

transcendental with respect to the Tsuji characteristic, that is,limsup I"‘lfg(:’f ) =
F—ro0
Set
1 1
map (77%) My (77%)
or(a,f;a,B) =liminf ———= =1 fhmsupi
= T p(rf) reo Tap(nf)

for a # oo and &7 (co, f; @, ) is defined by the above formula with m, g(r, f) and

maﬁ(r, f) in place of mgy g (r, fu) and N, B ( ) If no confusion occur in

the context, then we simply write Or(a, f) for 5T(a, fia,B). or(a, f) is called the
Tsuji deficiency of f(z) at a and if 7 (a, f) > 0, then a is said to be a Tsuji deficient
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value of f(z). It is also obvious that the total sum of all Tsuji deficiencies does not
exceed 2, and there are at most countable number of Tsuji deficient values.

The Nevanlinna deficient value has attracted interests of many mathematicians.
Actually it is an important quantity in the value distribution of meromorphic func-
tions, and a great number of interesting and deep results about it have been estab-
lished, some of which will be collected in the below chapters. Here it would be good
to exhibit the results related to it, which will be often used in the sequel. Let us be-
gin with three results concerning approximation of a meromorphic function to its
Nevanlinna deficient values.

Lemma 2.8.1. Ler f(z) be a meromorphic function in C with a as its Nevanlinna
deficient value and {r,} be a sequence of positive numbers monotonically tending
to infinity such that T (dry, f) < KT (ra, f) for a d > 1 and a positive constant K.
Then there exist a sequence of {R,} such that ry < R, < dry and for n = ng >0

mesE,(a) >t(a) >0,

where t(a) is independent of n, and

1 1)
Ey(a) = {9 €[0,2m) : log* F(R,e®) —d| > 4T(Rnaf)}7 a# oo,
and 5
Bia) = {0 0.2 o |/ (Ree®)| > §TRo 1) | 0= =
and 6 = 6(a, f).

Proof.  Assume here a # oo. The below method will also show Lemma 2.8.1 for
a = oo. From Lemma 2.1.3, there exists an R, € (ry,, \/Er,,) such that

log* < KoT (drn, ) < 2KoKT (Ry, f)

Ly (S
[f(2) —al f(z)—a

on |z| = R,. Since a is a Nevanlinna deficient value of f(z), for sufficiently large r,
we have

gT(Rn;f) <m (Rna 1)

f(z)—a
<1</ +/ )1o+1d9
21 \ Uk 0) J021)\Ena) & (R —a
< KK (R, pmesEya) + 0T (R 1),

so that mesEy(a) > 4[‘3% > 0. Lemma 2.8.1 follows. O
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If {r,} is a Pélya peak sequence with order 3, then could we get a precise es-
timate from below of mesE,(a)? We shall discuss this question in terms of Baern-
stein’s method in the end of this section.

The following is an improvement of Lemma 2 of Edrei [6].

Lemma 2.8.2. Let f(z) be a meromorphic function with a as its Nevanlinna defi-
cient value. Let E(r;a) be a subset of 0 € [0,21) defined by using the expression of
E,(a) with r in the place of R,. Then

mesE(r;a) > (logT(r,f)) "' ¢

for € > 0 and all r possibly outside a set with finite logarithmic measure.

Proof. Here we only offer a proof of Lemma 2.8.2 for a = c. As in the proof of
Theorem 2.6.2, in view of Lemma 2.1.3 we easily demonstrate

log" | f(2)| < (logT(r.£))' T¢T (r.f), r ¢ E

for a set E with finite logarithmic measure and z = rel® ¢ (y) with

2
= 52z (vt a1) - o) = (oeT )

and 8 = 6(a, f). Set
I(r)={6€[0,2n) : z=re'% € (y)}.

Then mes!(r) < 2228, By noting that x(1 — logx) < %\/fc for x > 0 and applying

Lemma 2.1.5 with R = re*"") we have

217r/1.<,) log™ |f(re19)|d6 < %T(R,f)mesl(r) [1 —logmesI(r)]
S WCT(F,f)Ze mes!(r)
< 147;/6 agle 27rrehT(r7f)
= gT(r,f).

For all sufficiently large r outside E, combining the above inequalities yields

1) 1 ;
sren <mn =g [ e f - Jeet i
2 27 [ JE(raNI(r)  JI(r) J[0270)\E(ra)

S 9
< 57008 T (1) T fmesE(ria) + ST )+ 375 )

= %(logT(nf))l“T(r,f)mesE(r;a)+%T(raf)’ r¢ E.
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This immediately deduces the desired result by changing € a little bit. O

In order to solve some of problems about the deficiency, certain new methods,
tools and concepts have been introduced, created and developed. Here, we intro-
duced the Baernstein’s celebrated result which solves the Edrei spread conjecture.

Given a positive function A (r) with A(r) — 0 as r — +oo, we define for r > 0
andaecC

1

Dy (ra) = {6 €[-m,m) :logt 00 —al

> AT

and
Da(r0) = {6 € [~m,7) tlog" |£(re®)| > A()T(r.f) } .

Baernstein [2] proved the following, which was conjectured by Edrei [7].

Theorem 2.8.1. Let f(z) be a transcendental and meromorphic function in C with
the finite lower order [ and the order 0 < A < o and for some a € C, 6= O(a, f) >
0. Then for arbitrary sequence of Pdlya peaks {r,} of order B >0, u < B < A and
arbitrary positive function A (r) with A(r) — 0 as r — oo, we have

4 )
liminfmesD (r,,a) > min {271', B arcsin ) } .
n—oo

This inequality is called spread relation. We do not know if Theorem 2.8.1 is true
for a sequence of the relaxed P6lya peaks. Let us sketch out the proof of Baernstein
Theorem 2.8.1. Here it is sufficient to consider the case a = c. Baernstein first
introduced the powerful T* function. Set for z = rel® with0 < 8 < &

“(2) = sup —— i9
m' (@) =sup 5 [ log|f(re")[do

where the supremum is taken over all measurable set E in (— 7, ) with measure 26
and
T(z) =m"(z) + N(|z], f)-

It was verified that 7*(z) is continuous and subharmonic on the upper half plane.
Set 0, = mesD 4 (ry, o). It is easy to prove that

1 .
mrnaf = 5= / +/ )10 +frnel¢ d
(0 f) = o ( o e e L)l

. L.
<m (rnexp(ilcn» +A(rn)T(rnaf)a
so that

0 ) < T (2expl(5160) + A ()T ).
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The hard work is to estimate T*(r, exp(3i0,)) in term of T'(r,, f). Since T*(z) is
continuous and subharmonic on the upper half plane, in term of the Poisson formula
on the upper half disk centered at the origin and the basic inequality of Pélya peak
sequence, we have either

T (exp(5i63)) < T () [cos (2 22 ) 1 +o(1)

or 2ym < 0, where

_ 2 [8( )
yfﬁarcsm 5

If 2ym > o, then we have

1 < cos (ncy) YB +o(1)

and further w — ‘2’—; =0(1) as n — oo. Therefore, we always have ¢, > 2yn+o0(1) as
n— oo,

This immediately deduces Theorem 2.8.1.

If we take A(r) =d < 0 = 8(eo, f), then from the Baernstein’s proof of Theorem

2.8.1, it follows that either 2ym < 0,4(c0) or

1 —d < cos (717 — Gdz(;’)) VB, (2.8.2)

where 6;(c0) = liminfD,(r,,00). Assume that 2ym > 0y(e0) and then in view of
N—o0
(2.8.2),

Od(CD) T :
< — < .
0< (n 2y > Y8 < > arcsin(1 —d)

This implies that

04(0) = 2ym — arcsm( —d)

ﬁ "B

2 . |6 = .
= B <2arcs1n\/; 5 +arcsin(1 d))

(—arcsin(1 — &) +arcsin(1 —d))

m\wm\w

(6—d).

Since arcsin g \/7 > 2, if 04(e0) > 2y we have o4(e) > %5. Therefore we
always have 0;(e0) > %(6 d) and now taking d = §/2 implies
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Os/2(0) >

= >

Thus we have proved the following result.

Theorem 2.8.2. Under the same assumption as in Theorem 2.8.1, we have

0
liminfD(;/z(rn,oo) = —.
n—oo

B

This improves Lemma 2.8.1 for the sequence {r,} which is chosen to be a se-
quence of Pdlya peaks. A precise result was established by Anderson and Baernstein
in [1], which is stated as follows.

Theorem 2.8.3.  Under the same assumption as in Theorem 2.8.1, for d € (0,9),
there exists a R > 0 such that

liminf D4 (Rry,o0) > min{2a,27}, (2.8.3)

n—oo
where a is the smallest positive solution of

_ wB(cosBa—(1—-0))
~ sinBa+ B(x—a)cosPa

and a € (0, ).
ForO< u < % and 1 — & (oo, f) < cosmu, Ostrovskii in [29] got

L
limsup T((r, ]]i)
r—o0 I,

> Kk(u,98),

~

where L(r, f) = miny,_,log|f(z)| and x(u,8) = %@(1_5)) However, the
quantity on the left of (2.8.3) equals 27 if and only if 0 < u < % and d < x(u,90).
Actually, the above results were established for §-subharmonic functions (see
Chapter 7 for basic knowledge of §-subharmonic functions), while log|f(z)| for a
meromorphic function f is a §-subharmonic function.
It is natural to consider the spread relation for the Tsuji deficiency. For a mero-

morphic function f(z) on Q(ct, ), set
W (r,a) = {6 € (arcsinr~®,m —arcsinr~?) :

log | £(re @@ @) sin®™" 0)] > A (r)r®sin® 0F 4 (r, /) }-

We believe that it is worth to investigate the estimate of mesWj (r,a) from below.
The reason is this will be useful for us to understand the deficiency of a function
restricted to be meromorphic in an angle.
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2.9 Uniqueness of Meromorphic Functions Related to Some
Angular Domains

Let X be a subset of C. Such a problem is interesting:

Question 2.9.1. Under what conditions, must two meromorphic functions on X be
identical?

We shall call such result Unique Theorem about meromorphic functions. We
first introduce crucial concepts. An a € C is called an IM (ignoring multiplicities)
shared value in X of two functions f(z) and g(z) meromorphic on X provided that in
X, f(z) = aif and only if g(z) = @ and a CM (counting multiplicities) shared value
in X if f(z) and g(z) assume a at the same points in X with the same multiplici-
ties. It is R. Nevanlinna [25] who proved the first unique theorem, called the Five
Value Theorem, which says that two meromorphic functions f(z) and g(z) in C are
identical if they have five distinct IM shared values in X = C. After his works on
this subject, a great number of unique theorems were established for X = C which
are characterized in terms of some value-points of meromorphic functions and so
which relies heavily on the Nevanlinna theory of value distribution of meromorphic
functions. The reader is referred to the book [38] of Yi and Yang.

The present author in [42] suggested first time to investigate uniqueness of a
meromorphic function in a precise subset of @, that is, Question 2.9.1 for X # C,
and believes this would be an interesting topic. A number of unique theorems in
angular domains were established in Zheng [42] and [43] in terms of Nevanlinna
characteristic for angular domains. In this section, we use the Tsuji’s characteristic
to our discussion of this subject instead. To the end, we introduce a concept. A
meromorphic function f in an angular domain Q = {z: o < argz < B} with 0 <
o < B < 27 is called transcendental in the Tsuji’s sense if

lim sup Fap(nf) _ 2.9.1)
oo logr
Hence we say that f is a transcendental meromorphic function in an angular domain
(in the Tsuji’s sense) if f is meromorphic in the angular domain and transcendental
there in the Tsuji’s sense.
In view of the Tsuji second fundamental theorem, that is, the inequality (2.3.5),
we extend the five value theorem of Nevanlinna’s to an angular domain.

Theorem 2.9.1. Let f(z) and g(z) be both meromorphic functions in an angular
domain Q = {z: o <argz < B} with 0 < a < B < 27 and f(z) be transcendental
in the Tsuji’s sense. Assume that f(z) and g(z) have five distinct IM shared values
aj (j=1,2,---,5) in Q. Then f(z) = g(z).

Proof.  Suppose f(z) # g(z). By applying the Tsuji second fundamental theorem
to f, we have
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> 1
Top (rnf) < Zm ( " a >+Qaﬁ(rf)

< Ny, ( >+Qa,ﬁ(hf)

<ga, nf— 8)+Qaﬁ(”f)
< T p(nf)+Zap(rg) +Qup(rf),
so that
21&.[3 (V,f) - ro,ﬁ (nf) < Sa,ﬁ (rvg) (29.2)

and further, from Lemma 2.5.4 we have

(2+0(1))%p(r,f) —O(logr) < Tq p(r,8)

for all » > 0 possibly except a subset F of positive real axis with finite measure.
In view of the condition (2.9.1), there exists a sequence of unbounded increasing
positive numbers {r,} outside F such that

g ) T )
lim oc,ﬁ(rn f) — lim tx,ﬁ(rn g) _
n—e logry, n—e  logr,

We therefore have
(2+0(1))$a,ﬁ(rnaf) < ‘Ia,ﬁ(rnag)'

The same argument as above implies that

(2"‘0(1))‘20:,13(’”1175') < ‘Za,ﬁ(rmf)‘

Thus 2+0(1) < (2+0(1))~!, as n — oo. This is impossible and so we complete the
proof of Theorem 2.9.1. a

We shall call the uniqueness of meromorphic functions for an angle determined
in terms of their five-value points the Five-value Theorem for the angle. It is natural
to have the following consequence of Theorem 2.9.1.

Corollary 2.9.1.  Let the same assumptions of Theorem 2.9.1 be given with the
exception of that f(z) is transcendental. Assume that for some a € C and € > 0,
N Qe, f =
limsup NnQef=a) _ (2.9.3)

F—so0 r®logr

o = 5" Then f(z) = g(2).

In view of Lemma 2.3.3, (2.9.3) implies (2.9.1) and hence Corollary 2.9.1 fol-
lows from Theorem 2.9.1. Actually, the condition (2.9.3) is a criterion of that f is
transcendental in the Tsuji’s sense. Therefore, all of later theorems still hold if the
transcendental assumption is replaced with (2.9.3) forana € C and a € > 0.

It is easy to see that if
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1 Q. f =
limsup 022 f=a) 7

= 2.9.4
oo logr B—a’ ( )

then (2.9.3) holds and thus this condition guarantees that meromorphic functions
in the angular domain in question can be uniquely determined by their five-value
points in the angular domain, which has been stated in Zheng [43]. According to
the existence of the Borel directions of transcendental meromorphic functions (for
its definition, please see the next chapter), a meromorphic function on C with order
A(f) > % has an angle Q(c, ) such that  — o > ﬁ in which (2.9.4) holds for
all but at most two values of a and furthermore, the function is uniquely determined
by its five-value points in the angle. It is well known that a meromorphic function
f(z) with the infinite order has at least one direction argz = 0, 0 < 6 < 27 from the
origin such that for arbitrary small € > 0, we have

l =
limsup 08n1 20 =a) _ (2.9.5)
F—so0 logr

for all but at most two a € C, where Z¢(0) = {z: 6 — & < argz < 6 + £}, which
is usually known as the Borel direction of infinite order. In view of Theorem 2.9.1,
any meromorphic function g(z) having five distinct IM shared values with such
f(2) in one fixed Z¢(6) coincides with f(z) and therefore any five-value points of a
meromorphic function in any angle containing one of its Borel directions of infinite
order completely determine this function. And we have also known that there exists
a meromorphic function f(z) with the infinite order which has any direction from
the origin as its Borel direction of infinite order (see Theorem 3.6.2 below). From
this clear is the significance of Theorem 2.9.1 and Corollary 2.9.1. We emphasize
that the above angles produced from the Borel directions are also suitable to all of
later theorems.

When the case of the CM is considered , we have the following four-value theo-
rem.

Theorem 2.9.2. Let f(z) and g(z) be both meromorphic functions in an angular
domain Q = {z: o0 < argz < B} with0 < o0 < B < 27. Assume that f(z) and g(z)
share four functions aj(z) (j = 1,2,3,4) CM in  which are small with respect
to f(z) and g(z) in the Tsuji sense and f(z) is transcendental in the Tsuji’s sense.
Then f(z) is a quasi-Mdbius transformation of g(z). Furthermore, if, in addition,
aj(j=1,2,3,4) are constant and f(z) # g(z), then two of these four values are the
Picard exceptional values of f(z) as well as g(z) in Q and their cross ratio is —1.

The quasi-Mobius transformation means a fraction with coefficients of mero-
morphic functions, that is to say, M (z,w) = (b1 (z)w+b2(2)) (b3(z)w+ba(z)) ! for
meromorphic functions b;(z)(j = 1,2,3,4) in the angle. Then we say that f(z) is
a quasi-Mobius transformation of g(z), provided that f(z) = M(z,g(z)) for some
M (z,w) whose coefficients are small with respect to f(z) and g(z) in the Tsuji sense.
Theorem 2.9.2 was proved by Li and Yang [23] for the case of the complex plane.
Here we provide a proof of Theorem 2.9.2 in order to make the reader understand a
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possible extension of a great number of unique theorems for the complex plane to
an angular domain.

To prove Theorem 2.9.2, we need the following result which can be proved in
view of the proof of Theorem 5.13 of Yi and Yang [38]:

If f(z) and g(z) share 0,1,00 CM in Q and f(z) is not a quasi-Mobius transfor-

mation of g(z), then
1
My g (”7]C_Q> = Qa,ﬁ(”)

for each small function a(z)(# 0,1,e0) with respect to f(z) and g(z) in , where
Qup(r) = Qqp(r f) is the error term associated with the Tsuji characteristic and
Qap(r) =0(%qp(r,f)) when a(z) is not a complex number.

Now we are in the position of the proof of Theorem 2.9.2.

Proof of Theorem 2.9.2 Under a quasi-Md&bius transformation, we can assume
without any loss of generalities that f(z) and g(z) share 0, 1,c0 CM and a function
a(z) CM and « is not 0, 1, o0 but is small with respect to f(z) and g(z). Certainly

we can assume that Ny, g (7, f) # Qa g (7; f)-
In view of the Tsuji second fundamental theorem, it is easy to get

Top(nf) < Nop(nf)+Nep <r7 ;) +Nap <r, fil) +Qup(r,f)

1 1
= m(x,ﬁ(rvg)+m0£,ﬁ <r7g> +m06,ﬁ <r7g_1) +Qa,ﬁ(r7f)
g 3Ta,[3(r7g)+Qa,ﬁ(raf)

and then Qa’ﬁ(r,f) = Qaﬁ(r,g). Alternately, we have Qa.ﬁ(r, g) = Qmﬁ(r7 f). Be-
low we shall briefly write Q, g (r) for Qg g (r, f) or Qg (1, 8).

Set :
Hz) = 8(2)(f(z) —1)
f2)(g(z) 1)
Suppose H(z) # 0, otherwise there is nothing to do. A simple computation implies
that H(z) has no poles in £ and each pole of f(z) with multiplicity p is a zero of
H (z) with multiplicity at least p and therefore,

1
Nep (r, H) > N p (1 f)- (2.9.6)

By noting another form of H(z) = (1 + g%l) (1 - %) — 1, we have

1 1
{Iaﬁ (r,H) =Mgp (r,H) < My B <I‘7 1) +maﬁﬁ <l‘, f> +10g8. (2.9.7)
g— ,
Suppose that f(z) is not a quasi-Mdbius transformation of g(z). Since f(z) and
g(z) share 1,0/(z),o and 0, a(z),eo, from the result stated after Theorem 2.9.2 in
turn, we therefore have
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My g (Va }) = ro,ﬁ (r) and My g (r, g11> = ro.ﬁ (r)

and hence

m <r1>+m (rl)—Q (r)
o,f ,f o,B ’g—l = ¥a,p '

Substituting the above equality into (2.9.7) and then combining the resulting in-
equality with (2.9.6) yields that

md.ﬁ (nf)= Qap (r).

A contradiction is derived and it follows that f(z) is a quasi-Mobius transformation
of g(z).

We leave to the reader the remainder of the proof of Theorem 2.9.2. O

It is well known that four shared values are not sufficient to uniquely determine a
meromorphic function. Even if two meromorphic functions f(z) and g(z) have four
distinct IM shared values in the whole complex plane and one of the four shared
values is the Picard exceptional value of f(z) and g(z), we cannot assert f(z) = g(z).
Hence one considers some additional condition.

Theorem 2.9.3.  Let f(z) and g(z) be meromorphic functions in an angular
Q={z:a<argz< P} with 0 < o <P <2m and f(2) is transcendental in
the Tsuji’s sense. Assume that f(z) and g(z) have four distinct IM shared values
aj (j=1,2,3,4) in Q. If for some a € @\{aj 1 j=1,2,3,4}, a is a Tsuji deficient
value of f(z) in Q or po(a) < gii%lgg (f)- Then f(z) = g(2).

Proof. Suppose f(z) # g(z). By applying the Tsuji second fundamental theorem,
we have

— 1
zsa,ﬁ(raf) < Zm(x,ﬁ (r ) +Q(x,ﬁ(rvf)

=1 ’f_aj

~.

1
< mocﬁ (raf_g> +Q06ﬁ(r7f)

< {Ia,ﬁ (nf—g+ Qa,ﬁ(raf)
< T p(nf)+Tap(rng) +Qup(rf), (2.9.8)
so that
Tap(nf)—Qap(rnf) < Zup(ng) (2.9.9)
The same argument shows that
Tap(18) —Qap(rg) < Tap(nf) (2.9.10)

This implies that Q, 5(r,8) = Q¢ g (1, f). Assume without any loss of generality that
a € C and indeed the same argument is available to complete the proof for the case
when a = co. Using the Tsuji second fundamental theorem again and then combining
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(2.9.8) together with (2.9.9) and (2.9.10), we deduce

4 1 _ 1
3‘leﬁ(r7f) < Zm(x,ﬁ <r7f_aj) +m(x,[3 (raf_a> +Q(X,ﬁ(raf)

j=1
1
f—a

gzsa,ﬁ(raf)""ﬁa,ﬁ <r, )+Q(X,ﬁ(r7f)'

Thus |
Mg B (ra f_a> =Qqp(1f) (2.9.11)

and further a cannot be a Tsuji deficient value of f(z).
Now suppose pg (a) < lirr(l) Ag, (f) and so for some € >0, po (a) < A, (f). Then
E—

there is a o with 0 < Aq, (f) such that ny g(r, f = a) < Kyr® forr > 1. If 6 < o,
then we have

1 "ngp(t,f=a)
m“-ﬁ (nf—a) = w~/1 Tdf < oK logr.

This implies that

1
T(Xﬁ(raf) = Tot,ﬁ (r’—a> +0(1) = Q(x,,B(r;f)

f

and so a contradiction to (2.9.1) is derived. Therefore, we have @ < ¢ and

1 "ngp(t.f=a)
‘ﬁa’ﬁ (}’, f—a) = (1)/1 7[(1”1 dr

.
< coKl/ AR
1
w
o—w

o9,

< K

This together with (2.9.11) yield that

Q)

1
‘Ia,ﬁ(rvf) = (zoc,[i (rvf_a) +0(1) < Klmr67w+Qa,[i(ryf)-

Thus application of the Tsuji first fundamental theorem and Lemma 2.5.4 yields
1 o—0
Tap " b <Ko ?+0(1)

foreach b€ C and a positive constant K3. In virtue of Lemma 2.3.3, the following
implication is clear:
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1 1 N(C}",.Q 27f:b>
Saﬁ <r7f—b) = ma_ﬁ (r’f—b> > (DCCO j‘/w

for some 0 < ¢ < 1. This implies that

N(F,Qg/z,f = b) < KrG7

for a positive constant K, and so pg_ , (b) < 0. In view of Theorem 2.7.1, A, (f) <
o, a contradiction is derived. Theorem 2.9.3 follows. O

We remark that Theorem 2.9.3 straightly comes from Theorem 2.9.2 if “IM” is
replaced by “CM”. If the Nevanlinna deficient value is taken into account, then we
have the following theorem.

Theorem 2.9.4. Let f(z) and g(z) be both transcendental meromorphic functions
and let f(z) be of the finite lower order | and for some a € C, 6 = 6(a, f) > 0.
Given one angular domain Q = {z: a < argz < B} with0 < a < < 2mw and

ﬁ—a>max{z, ZE—iarcsin\/E}, (2.9.12)

where W < 0 < A and 6 < oo (When o < % set Q = C), we assume that f(z) and
8(z) have four distinct IM shared values a; (j =1,2,3,4) in Q and aj # a (j =
1,2,3,4). Then f(z) = g(2).

Proof. 1Tt suffices to consider the case when ¢ > % First of all we want to prove
that f(z) satisfies (2.9.1) in £, for some € > 0 which will be determined later. Take
a sequence of Pélya peak {r, } of order 0. Since 2w+ a — f8 < % arcsin \/E ,in view
of Theorem 2.8.1 we have

mes(Dp (ry,a) N e, B]) = d >0,

where A () = 1/logr, for some d and all r,, which we assume without any loss of
generalities. Choose a € > 0 such that € < d/8 and ¢ > ﬁ. From the definition

of B(r, f) it follows that

1 20 . B3 -
B Zoe | Ty —— >—~sina)8/ log® | f(r,e'®)|d6
g (g ) > esin(ae) [ "log” If(re)
20 . T
> —— sin(@e) (. f) (d —6¢),
re logr,

~ _ T s T .
where @0 = Boa—de Since ¢ > B—a—ag> ONe easily gets

1
Bo+2e p—2e (r"’ ﬁ) Sa+2£,ﬁ—2£ (s f)
—owand so —M————~ —
logry log ry

(o)
b
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as n — oo. Thus using Lemma 2.2.1, Lemma 2.3.2 and Theorem 2.3.3 implies that
f(z) satisfies (2.9.1) in €.
Suppose that f(z) # g(z). In view of (2.9.10) we have

(1—0(1)Tep(r8) < Top(rf)+O(ogr), r ¢ E

and therefore

Royiep_ec(rng) =0 log" Sate/2,p—e/2(Tn;g) +1ogry) (by Theorem 2.5.1)
log* T, g(cra,g) +logry) (by Theorem 2.3.3)

(
(log
(log™ Ty p(cra, f) +logry)
(lo
(lo
(

log™ S, p(cra, f)+1logr,) (by Theorem 2.3.3)
lo +T(Crn7f)+logrn)
IOg (rnvf)+10grn)7

o
o
o
o
o

where c is a suitable constant greater than one and that “r,, ¢ E” has be assumed
(otherwise, we choose R, € [ry,2r,] \ E such that the above inequality holds, while
the below implication is still valid for these R,;).

In what follows, we proceed with our discussion in £2¢. For the sake of simplifi-
cation, we omit the subscript of associated notations, for example, write S(r, f) for
Satep—e(r f). In view of the Nevanlinna second fundamental theorem on €, as
did in (2.9.8), (2.9.9) and (2.9.10), we have

S(rnvf) = S(rmg) +0(10grnT(rnaf))
and

i () = 250011+ 0008 T 1)

and, therefore, noting that

4 1 — 1
rmf ZC< f aj)—i_C(rnaf_a)+O(logrnT(rVHf))

1
f—a

:2S(rmf)+c(rna >+0(10grnT(Vn,f)),

we easily get
1
B (I’n, f‘—a) = O(IOgr,,T(rmf)).

On the other hand, we have

B (rfl) > 28 gn(@e) LU (4 _4e),

—a wr® logry,
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D= B—Tn—k' Therefore this yields that o < ﬁ—Tﬂ—Ze’ a contradiction is derived and
so we complete the proof of Theorem 2.9.4. a

The inequality (2.9.12) cannot be replaced by “=", that means (2.9.12) is best
possible. This is shown by observing the functions e* and e*: they cannot assume
in the left-half plane any value whose modulus is greater than one.

Theorem 2.9.4 was given by Zheng [43] only by means of the Nevanlinna second
fundamental theorem on an angular domain. However, the proof there is incomplete,
since the equality “Ry, g(r,g) = O(logrS, g(r,g))” was used, but the equality does
not always hold. Now we raise the following question:

Does Theorem 2.9.4 still hold provided that (2.9.12) is replaced by (2.9.1) and
without the assumption of the finite lower order?

The question is closely related to question of whether a Nevanlinna deficient
value is a Tsuji deficient value in an angle when the function in question is tran-
scendental in the angle. In view of the similar methods to those in Gundersen[12],
the following result is immediately deduced.

Theorem 2.9.5. Let f(z) and g(z) be both transcendental meromorphic func-
tions(in the Tsuji’s sense) in an angular domain Q = {z: o < argz < B} with
0 < o < B <27 Assume that f(z) and g(z) have three distinct CM shared values
a;j (j=1,2,3) and one IM shared value as in Q. Then ay is also one CM shared
value in Q of f(z) and g(z).

If we denote the above result by a simple notation “CM+1IM = 4CM”, then we
raise a problem of whether “2CM+2IM=4CM” holds.

The four shared values in Theorem 2.9.3 and Theorem 2.9.4 cannot reduce to
three CM shared values. Then for a meromorphic function f(z) which satisfies
(2.9.1) in an angular domain £2, how many meromorphic functions do there exist to
share 0, 1,00 CM with f(z) in Q. This is an interesting problem.

It is obvious that there are many questions on uniqueness of meromorphic func-
tions dealing with shared values in one angular domain, which are worthwhile to
take into account. Actually, we wish to extend the known results for the complex
plane to an angular domain and it is easy to see that some of them can be done by
the same idea. The following is an example (for its background, see Yi and Yang

[38]).

Theorem 2.9.6. Let f(z) be a transcendental meromorphic function in an angular
domain Q = {z: o < argz < B} with 0 < a < B < 2. Assume that f(z) and f*(z)
have three finite distinct IM shared values a; (j = 1,2,3) in Q. Then f(z) = f®(z).

Proof. Here we only prove the case when k = 1. Suppose on the contrary that
f(z) # f'(z). Tt is obvious that o is a IM shared value of f(z) and f’(z) and thus
they have four distinct IM shared values in . In view of the same argument as in
the proof of Theorem 2.9.3, we have

S(x,ﬁ(nf/) = ga,ﬁ(ﬂf)‘*‘Qa,B(’"af)'
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By noting that (2.1.11) with mg, g(r,*) in the place of m(r,) is also available, we
have

1 301
Zmaﬁ( f Cl]> gma,ﬁ <r7j_211f_aj>+0(1)
3
Y

The following implication is obvious:

Zm‘“‘( )< i (r )+t (+7)
( flf’>+9rt “p <})

Sap(nf 1)+ 00) + 9 (77 )
= Rt +map (1020 ) 001 40 (1)

ra;-/> +Qa,ﬁ(raf)'

/
B \

< Tap(nf)+Nap(nf)+Nap (
Thus combining the above two inequalities yields

3ga,ﬁ(r7f) < ‘Iaﬁ(r,f)+ﬁa_ﬁ(}’,f)+ga_ﬁ(}’,f/) +Qa,ﬁ(r7f)
= 2%05(1 ) + N p(r.f) +Qap(r, f)

and then

3\

g()L,B(r‘af)

<

Otﬁ(rvf)+Qa,ﬁ(r7f)
IOt,ﬁ(r?f/) +Qa7B(’"af)

l\)\'—‘l\)\*—‘

() +Qap(rf).
This implies that
zoc,[}(”yf) = Qa,ﬁ(raf)

and it contradicts our assumption (2.9.1). O

Theorem 2.9.6 for the case of the complex plane was proved by Mues and Stein-
metz [24] and Gundersen [13] for kK = 1 and Frank and Schwick [9] for k > 2.
Modifying the proof of Frank and Schwick’s result in [9] deduces Theorem 2.9.6
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for k > 2. The reader may complete its proof as an exercise. We can also extend
the results on the complex plane dealing with shared values of a function and its
differential polynomial to those in an angular domain. Noting that a transcenden-
tal meromorphic function f(z) in C satisfying f(z) = f*)(z) has order A(f) = 1,
therefore a meromorphic function with order greater than one is not transcendental
in the Tsuji’s sense in an angular domain where it shares three finite values IM with
the k-order derivative of it.

Finally, we claim the following result, which was proved by Nevanlinna [27] for
the case of the complex plane and which plays a crucial role in discussion of the
uniqueness of meromorphic functions.

Theorem 2.9.7. Let fi(z) (j=1,2,--- ,q) be meromorphic functions in an angular
domain Q ={z: o <argz < B} with0 < ot < B < 27 each of which satisfies (2.9.1).
Assume that for each j, fi(z) # 0 and fj(z)/fi(z) is not a constant for each pair of
jand i with j # i and

jé (49005 (7 ) ) = Eapr)

where To g (r) =min{Ty g (r, fj/f;) : 1 < j <i<q}.Then for g complex numbers
Ci(j=12,--,q), Zj{:lcjfj(Z) =0 ifand only if each Cj = 0.

That this result holds tell us once more that a great number of unique theorems
dealing with the value-points for the complex plane can be extended to the case of
an angular domain. The reader is referred to Yi and Yang’s book [38] for a complete
collection of unique theorems for the complex plane .

‘We emphasize again that as in Corollary 2.9.1, the transcendental assumption can
be replaced with (2.9.3) in all of above Theorems in which it appears.
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Chapter 3
T Directions of a Meromorphic Function

Jianhua Zheng
Department of Mathematical Sciences, Tsinghua University, Beijing 100084, P. R. China
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Abstract: A transcendental meromorphic function has a singular property in any
neighborhood of its essential singular point, for example, it assumes there infinitely
often all but at most two values on the extended complex plane. This property is pre-
served in any angular domain containing some fixed ray. Such ray is termed as the
singular direction of the function considered. In this chapter, we mainly discuss T’
directions of meromorphic functions, which was introduced by the author in 2003.
First of all we consider the existence of T directions including 7 directions with
small functions as targets. Next we consider connections among 7 directions and
other directions such as Julia directions and Borel directions and mainly introduce
a result of Zhang Q. D. which proves that a T (resp. Borel) direction may not be a
Borel (resp. T) direction. We list conditions for the existence of singular directions
dealing with derivatives of the functions, that is, the Hayman 7" directions and for
the existence of common 7 directions of a function and its derivatives. We present
a simple discussion of distribution of the Julia, Borel and T directions. In terms of
their asymptotic form, through the Stokes rays we investigate singular directions of
meromorphic solutions of a linear differential equation with rational coefficients. In
the case of at least one of the coefficients being transcendental, we use the Nevan-
linna’s fundamental theorems for an angle to attain the aim of our researches. We
conclude this chapter with a simple survey on value distribution of algebroid func-
tions including the Nevanlinna first and second fundamental theorems for a disk and
unique theorems and the singular directions.

Key words: T Directions, Hayman T directions, Singular directions, Meromorphic
solution, Algebroid functions

The study of singular directions of meromorphic functions is one of important sub-
jects in the theory of value distribution of meromorphic functions, and most of pre-
vious attentions were put on the Julia and Borel directions. As we know, the Picard
big theorem tells us that a transcendental meromorphic function assumes infinitely
often any values possibly except at most two values in any neighborhood of the in-
finity. This result is refined to be possible for any sector which contains some fixed
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direction, and this direction is singular and known as Julia direction after G. Julia,
for it is G. Julia who found in 1924 the existence of such a direction for all entire and
most of meromorphic functions, in particular, for function with at least one asymp-
totic value by using the Montel Theorem for the normal family. Along this way, in
view of the Borel Theorem for a transcendental meromorphic function, a direction
corresponding to the Borel Theorem was considered, that is so-called Borel direc-
tion. The existence of Borel directions for a meromorphic function with the finite
positive order was proved by G. Valiron in 1928 by using the Nevanlinna theory.
Corresponding to the Nevanlinna second fundamental theorem, a new singular di-
rection, called T direction, was recently introduced in Zheng [58]. Main purpose of
this chapter is to make a careful discussion of this singular direction.

3.1 Notation and Existence of 7 Directions

We extend the definition of T directions posed in Zheng [58] to a meromorphic
function in an angular domain.

Definition 3.1.1.  Let f(z) be a meromorphic function in an angular domain
Q(a,B).

A radial argz = 0 contained in Q is called a T direction of f(z) with respect
to €, provided that given arbitrary small € > 0, for any b € C, possibly with the
exception of at most two values of b, we have

lim sup N(rZ S ).

:b)
r—woo ( ‘Q’ )

>0, (3.1.1)

where Zg(0) ={z: 0 —e <argz<O+¢};

A radial argz = 0 is called a precise T direction of f(z) with respect to Q, if in
(3.1.1), N(r,Z¢(0), f = b) is in the place of N(r,Z¢(0), f = b).

If f(z) is a meromorphic function in the whole complex plane, then a T direction
of f(z) with respect to C is briefly called a T-direction of f(z).

In view of the inequality (2.4.2), it follows that Ahlfors-Shimizu characteristic
T (r,Q, f) in the above Definition 3.1.1 can be replaced by T'(r, f) for a T direction
of f(z) with respect to the whole complex plane, which is the definition of a T
direction given in Zheng [58].

The following result characterizes the existence of T direction of f(z) in an an-
gular domain, which will be verified in terms of Theorem 2.4.3 and Theorem 2.4.4,
as we did in [10].

Theorem 3.1.1.  Let f(z) be a meromorphic function in Q(a, B) such that

T (nQ,f) _
o, (logr)2

If for a fixed ¢ € (o, ) and arbitrary € > 0, we have
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imsap Z (2 Ze(0).1)

>0, 3.1.2)
r@F —oo y(}’,.Q,f) (

where F = F(Q) is a set with finite logarithmic measure appeared in Lemma 2.4.2,
then argz = ¢ is a (precise) T direction of f(z) with respect to Q.

Proof.  Suppose the theorem fails, that is, argz = ¢ is not a precise T direction.
Then we have a fixed € > 0 and three distinct points a, b and ¢ in C such that

N(erZS(‘P)af:a)+N(r7225(¢)7f:b)+N(rsz€(¢)7f:C)

=0(7(r,Q)), (3.1.3)
where Z¢ () = {z: ¢ —€ < argz < ¢ +¢}. In view of (2.4.8) with (2) we have

ﬂ(r,Zg(q)),f):o(ﬁ(r,Q)), réfF.

This contradicts our assumption (3.1.2).
We complete the proof of Theorem 3.1.1. a

Analyzing the proof of Theorem 3.1.1, we do not know if the theorem is still true

under the assumption

) T (r,Q
llrrll?o:]p (l(fgr)z) = oo, 3.1.4)

Theorem 3.1.2. Let f(z) satisfy the assumption of Theorem 3.1.1. If for certain

0 (1 2.1)
. r,3zg,
limsup ———-~
r€F—>£ ﬁ(r,.Q,f)

where F = F(Q) is a set with finite logarithmic measure appeared in Lemma 2.4.2,
then Q contains a (precise) T direction of f(z) with respect to £.

>0, (3.1.5)

Proof.  According to (3.1.5), there exist a sequence of positive numbers {r, } out-
side F such that (3.1.5) holds for this sequence {r,}. Now we divide €, into two
equal angular domains and then in view of (3.1.5) for at least one of these two do-
mains, denoted by 2, we have

Q
limsup y(rna lv.f)

msu 790’”97]() > 0. (3.1.6)

In this way, we can obtain a sequence of angular domains {£;} such that Q| C Q;
and the opening of £2; tends to zeros as j — oo and for each £2; in the place of £,
(3.1.6) holds. There exists a unique direction argz = ¢ in (7 £2 ;. From the proof
of Theorem 3.1.1 it is easy to see that argz = ¢ is a T direction of f(z) with respect
to Q. O

Clearly we cannot assert that argz = 6 is a T direction of f(z) with respect to Q if
(3.1.1) is satisfied only for one value of b. However, it is true under some additional
assumption in view of Corollary 2.7.1 and Theorem 2.7.2.
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Theorem 3.1.3. Let f(z) be a meromorphic function in Q(a,B) and ¢ € (,B).
If for arbitrarily small € > 0andad > 1,

liminf 95 2e(0)S)  ymjae)

3.1.7
S (1 Ze(0). /) G-1D

and N(rZe(6).f =)
limsup - —
rF—oo ( 'Q )

(9 >0,

7,

where Zg (@) ={z: ¢ —€ < argz < ¢ + €}, then argz = ¢ is a T direction of f(z)
with respect to L.

Proof. Inview of (3.1.7), for some € > 0 and for r > ro we have .7 (dr) > d*>.7 (r),
T (r) = T(1,Ze(9),f). For r > d" with d"0 > ry, we have d" < r < d"*! for a
n > ng and therefore

T =zT7d") > (dz)”fn‘)ﬂ(ro) > rd "T(ry).

This together with .7 (r) < 7 (1,82, f) yields lim;_e % = oo. It follows from
Corollary 2.7.1 in terms of (3.1.7) that for some K > 0

N(F,Z£(¢),f: O) < Ky(raZZE(d))af)'

Thus under the assumption of Theorem 3.1.3, (3.1.2) holds for Z¢(¢) and hence
Theorem 3.1.1 asserts that argz = ¢ is a T direction of f(z) with respectto Q. O

Pt logN(r,Z¢(9), f )
g rZleg ,J =a
lim li .
Poa) = e H,Ilsol:p logr

Py (a) is called convergent exponent of a-value points of f(z) for the radial argz = ¢.

Theorem 3.1.4. Let f(z) be a meromorphic function in Q(o, ) and ¢ € (a, B).
If py (0) = oo and for arbitrary € > 0,

.. N(r7Z€(¢)5f:0)
i ./

F=F(f,Q), then argz= ¢ is a T direction of f(z) with respect to Q.

>0, (3.1.8)

Proof.  Suppose that argz = ¢ is not a T direction of f(z) with respect to Q. Then
for some € > 0 and three distinct complex points a,b and ¢ on C

N(r’Z%‘((P)af:a)+N(r7228(¢)7f:b)+N(r7228(¢)7f:C)

=0o(T(rQ,f)). (3.1.9)

It follows from py(0) = oo and employing Theorem 2.7.2 (consult the proof of
Theorem 2.7.3) that .7 (r,Z¢(¢), f) is of infinite order and hence in view of Lemma
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1.1.3 there exist a sequence of positive numbers {r,} outside F(f, ) such that for
1 < t < r}’la

7V T (1,Z(9), f) <ery 7 T (ra, Ze(9), f),
where @ = 7/(2€). Thus

T (ruyZe(9), f) = e T (1,Ze(9), f)ro+!.

In terms of the first inequality in Theorem 2.7.2, using these two inequalities pro-
duces

N(rn Zep (@), f = 0) < K1.T (rn, Ze(9), f)+0( ")

r" t Zg )
+Kr / o +1 ——————=dt

< (K +0(r, ') T (ra, Ze(9), f)
kot [T 01

o dr
I'n
< (Kl —|—O(}";1)+eK])<7(rn7Zg(¢),f)-

However, in view of (2.4.8) with (2) and (3.1.9) we have

y(rvz&‘(qb)af) = O(f?(ervf))v r=r, gF(wa)
This contradicts (3.1.8) and so Theorem 3.1.4 follows. a

Now we come to the case of a transcendental meromorphic function in C.

Theorem 3.1.5. Ler f(z) be a transcendental meromorphic function. Then for any
unbounded sequence {r,} of positive real numbers outside F () such that

im T(r,,,f) _
n—eo (logry)?

there exist a direction argz = 0 such that for arbitrary small € > 0 we have

possibly except at most two values of b.

>0,

The radial in Theorem 3.1.5 is actually a (precise) T direction of f(z). We will
below call such a radial satisfying (3.1.1) for a sequence {r, } T direction for {r,}.

Proof.  Suppose on contrary that f(z) has no precise T-direction for {r,}. Then
there exist a finite number of the radials argz = 0; (j = 1,2,---,m) and a € > 0
such that {Z¢(6;) : 1 < j <m} is a covering of C\ {0} and for each j, we have three
extended complex numbers a;, b; and c; satisfying

N(rn;22¢(8;), f = aj) +N(rn, Zoe(0)), f = bj) +N(ru,Z2e(6)), f = ¢;)
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=0o(T(rn,f)), asn — co.
From Corollary 2.4.1 it follows that
y(rnazs(ej)af) = O(T(rmf))'

However this together with the fact that

™=

T (rn,Ze(8)), f) =2 T (ra, C, f) =T (ra, f) + O(1)

j=1

yields T (rn, f) = o(T(ry, f)), a contradiction has been derived. We complete the
proof of Theorem 3.1.5. O

Corollary 3.1.1. Let f(z) be a transcendental meromorphic function with (3.1.4)
with T (r, f) in the place of T (r,Q, f). Then f(z) has at least a (precise) T direction.

The result of Corollary 3.1.1 was conjectured in [58] and later proved by Guo,
Zheng and Ng [10] by using Ahlfors-Shimizu characteristic 7 (r,2) of a mero-
morphic function in an angular domain £2. Actually, this result for transcendental
meromorphic functions of the finite positive order can be attained through the exis-
tence of the Borel directions of maximal kind proved by G. Valiron (for the detail
see Section 3.3 below) and for ones of zero order was proved by Tsuji [32] in 1935
and for ones of infinite order can be also verified through the Nevanlinna second
fundamental theorem in an angle (the reader is referred to the proof of Theorem
3.2.2 below).

In Section 3.3, we shall make a remark on that the condition (3.1.4) in those re-
sults above is necessary, that is, there exists a transcendental meromorphic function
which does not satisfy (3.1.4) and has no T directions at all.

The following is an analogy of Theorem of Cartwrighte and Valiron (cf. [36])
for entire function and Yang [44] for meromorphic function concerning Borel direc-
tions.

Theorem 3.1.6. Ler f(z) be a transcendental meromorphic function with finite
lower order W and non-zero order A and have a Nevanlinna deficient value a € C
with § = 8(a, f) > 0. For any positive and finite T with L < T < A, consider the
angular domain Q (o, B) with

4
ﬁ—a>max{ﬂ,2ﬂ:—arcsin\/6}. (3.1.10)
T T 2

Then f(z) has a (precise) T direction in Q.

Proof.  Suppose on contrary that f(z) has no precise T direction in €. Then as in
the proof of Theorem 3.1.5, employing Theorem 2.4.4 yields

T (t,2) = o(T(2t,f)) + O((logt)?) as t — oo.
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Take a sequence of Pdlya peak {r, } of f(z) of order 7. Then we have

/lrn 9(t,9)dt ., (/lr T(2t,f) dt) +/1rn 0((10gt)2)dl‘

ta)+1 ta)+1 taH—l
o T (7, 2r\*
<o (/} t(;Hf) (rt) dt) +0((logr)?)
—o(H2) 4 o((ogn )

and hence by noting 7 > @ = ﬁ%oc’ we attain

dt - 0asn— oo,

re /’" T(1,Q)
T(rnvf) 1 o+l

We define the real function A (r) by

T (ry,R2) r? /’n T(1,Q)
T(raf) " T(ra,f) 1 19F1
Obviously A (r) — 0 as r — oo. In light of Theorem 2.8.1 for all sufficiently large n
and a small € > 0 with § — o > 27w — %arcsin \/§+48, we have

A(r)? = max{

dt}, forr, <r<rpy1.

4 )
mesDy (r,) > min{27, p arcsin \/;} —¢,

where

1

meSDA (rn) = {6 S [0,275) :10g+ m

>A(rn)T(rn7f)}'

From (3.1.10) we easily see
mes(Dj (ry) N[+ €,B —€]) > mes(D(r,)) —mes([f —€,2n+ o +¢€]) > ¢

and hence

1 20 p-e 1
B — ) > i logt ———M8M——
P (r,,, - a) re® sin(we) /a+s o8 |f(rnei®) —q a6

n

> 3:;3: sin(@€)A (rn)T (. f)-

n

Below we estimate By g (r,,, ﬁ) from above. In light of the first fundamental
theorem for an angle, Lemma 2.2.1 and Theorem 2.4.7 we have
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1 1
Bop (rn; fa) < Sa <r”’fa)

= Sa,ﬁ<rn>f)+0(1)
7 (r,, Q) vot[” 7(1,2)

< 20 ® tﬂ)+1

dr+0(1)

= 208G 0?20, o)

7® 7?
These inequalities imply that
rw

A(ra)?+0 (T(rz f)> < O(A(r)?),

a contradiction is derived for A (r,,) — 0 as n — oo, and hence Theorem 3.1.6 follows.
O

2+o)n
Alrm) < 2¢esin(we)

Finally, we conclude this section with an extension of concept of T direction.

Definition 3.1.2. Let f(z) be a transcendental meromorphic function. A curve
L:z=1e%" (0 <1< oo) is called B-regular T curve of f(z), provided that L is
B-regular and for arbitrary small € > 0 we have (3.1.1) with T (r, f) in the place of
T(rQ,f) for Ze(L) ={z: 0(t) —e <argz < 0(t)+¢€} and

NG Zelt).f=b) = [ n(t.Ze(L),/ =b)

1 t

for all but at most two values of b € @
A curve L is called precise B-regular T curve of f(z), if in (3.1.1), T(r,f) is in
the place of 7 (r,Q, f) and N(r,Z¢(L), f = b) in the place of N(r,Z¢(L), f = b).

A continuous path L : z = 1e'®") (0 <19 < 1) in C is called B-regular if for any
pair (¢1,12), the portion of L which lies in #; < |z] < 1y is of length < B(t, —11).

The existence of a B-regular T curve is guaranteed by Theorem 3.1.5, since a T
direction must be a B-regular T curve. However, we ask if a transcendental mero-
morphic function f(z) with T(r, f) = O((logr)?) must have a B-regular T curve.

3.2 T Directions Dealing with Small Functions

This section is devoted to discussing the existence of T directions of a meromor-
phic function concerning not only complex values but also small functions as his
targets. Let f(z) and a(z) be two meromorphic functions. We recall that a(z) is
called small function of f(z) if T(r,a) = o(T(r,f)) as r — oo possibly outside a
set with finite measure (here a is allowed to be a constant) and absolutely small if
T(r,a) = o(T(r, f)) as r — oo without except set.
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Theorem 3.2.1. Let f(z) be a transcendental meromorphic function with the non-
zero order and the finite lower order. Then there exists a direction argz = 0 such
that for arbitrary small € > 0 we have

limsup NG 8(( ){ %)

Sor all small function a(z) with possible exception of at most two functions of a(z).

>0,

Proof.  Since f(z) is of finite lower order, in view of Theorem 1.1.3, then T (r) =
T(r,f) has a sequence of Pdlya peaks {r,} outside F(f) with the finite positive
order ¢ between () and A(f). Set

w(r) = /lr@dz.

t

Since T'(256t) < K (%16’) T(ry) for 1 <t < ry, we then have

/‘r" 40 ——=dt = y(ry)logr, /rn mlogt dr
1

T 256t
—/ rn —logt)ds

ru 2
< / K( 56t> () log " dr

I T t t

T Y I'n o
- K(256)6¥ / log ™ 17~ 1dt. 3.2.1)
rn 1 t

A straightforward calculation deduces that

r oo 1 1
/110g;t° dt:—glogr+g(r°—l)<gr".

Substituting the above inequality into (3.2.1) gets
Tn
"’( Y 4 < K(256)7 62T (1, f). (322)
1
There exists a direction argz = 6y, as did in the proof of Theorem 3.1.2, such that
for arbitrarily small € > 0, we have

. T (rn,Ze(00))
'}I_I’l;lc’ T(rnaf)

where Z¢(6p) = {z: 6p — € < argz < 8 + €}. For any three small functions a(z),
a>(z) and a3 (z) with respect to f(z), set

>0,
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f(2) —ai(z) a3(z) —a2(2)
f(z)—ax(z) as(z) —ai(z)

Since T'(r,a) = 3:1 T(r,aj) = o(T(r,f)) for all r possibly outside a set E of finite
measure, in view of Theorem 2.4.5 and Lemma 1.1.11 it follows therefore that

g(z) =

A (r,Ze(00), f) < 27ﬂ(64r,22£(90),g)+0</1128,T(t;a)dt)

r/2
= 274 (64r,Z2:(6),g) + O </ T(25t6t’a)dt)
1

= 27/ (64r,Z2¢(60),8) +0(y(r/2)), r ¢ E7,

where E* is a set of finite measure. From Lemma 1.1.7 we have for all sufficiently
large r

JZ%(}’,Zg(e()),f) < 27”(2{(128"7226(60)78) +0(l[/(}"))

and hence, in view of Theorem 2.4.4 and (3.2.2), we have

y(rnaza(eo);f) < 27«9‘(1287n7228(90)7g)+0< lrn l’/fl‘)dt>

< 81[N(256rn,Z38(90),g = 0) +N(2567‘n723g(90)7g = 00)

+N(2567, Z3¢(60), g = 1)] + O((logra)?) +o(T (ru, f))
3

Z 256}”,,,238 60) f_aj) ( (rn’f))

By noting that {r, } is a sequence of Pélya peak, we have T (256r,, f) < KoT (ry, f)
and this implies that

X3 N(256r4,Z3¢(60), f = a;)
lim > 0.
n—oo T (256ry, f)

We complete the proof of Theorem 3.2.1. a

Theorem 3.2.2. Let f(z) be a transcendental meromorphic function with the infi-
nite lower order. Then there exists a direction argz = 0 such that for arbitrary small

€ > 0 we have N(rZ.(6
limsup (1 Ze(6),f =a)
r—oo T(r7f)

Sor all absolutely small function a(z) with possible exception of at most two functions

of a(z).

Proof. Take a sequence of increasing positive numbers {s, } which tends to infin-
ity and then since T'(r, f) is of infinite lower order, by means of Lemma 1.1.3 we
can therefore find a sequence of positive numbers {r, } outside F(f) tending to the
infinity such that

>0,
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T, f)<e (:)SnT(rn,f) (3.2.3)

n

forl1 <t <y

By Theorem 3.1.5 there exists a T direction argz = 6y of f(z) for {r, }. Suppose
on the contrary that there exist three absolutely small functions a;(z), a2(z) and
as(z) with respect to f(z) such that

3
Z }”Zzg 9() ]) :o(T(r,f)).

Then in terms of the first and second fundamental theorem of Nevanlinna in an angle
and (2.2.14), we have

SZZs(r7f) < SZZs(r7g)+L

3
< Y. Cp, (1f = a;) +OlogrT(r, ) +L
j=1

4a)ﬁ( )+2 2/1 Nw&zdt+0(long(rf))

r&F(f), where 0 = 2, L = O(ZizlSZZE(r,aj) +1) and

rZzg 90 —aj).

H [V]w

Applying Theorem 2.4.7 to a; yields

T(raj) o ("T{ta))
Szzg(r,aj)<2er+w /; Wdt—’_o(l)

T(r,f) "T(t,f)
Thus we have

T(r.f) "1, f)
i) <o (P51 ) o ([T ar) + 000w 7). v (1),
On the other hand, in view of Lemma 2.2.2 for any ¢ € € we have

52,6 (1,.f) 2 Cz (r.f =€) +0(1)
N(raZ&'(eO)af:C)

r@

so that

> 2wsin(we) +0(1).

Thus
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N Ze(@n).s =) < ol (1) +o (v [ TEar) + 0GP togrT ()

=o(T(r,f))+o (rCO ./1r ];Ejjr]:) dt) ) (3.2.4)

by noting that the lower order of f(z) is infinite. In view of (3.2.3), for s, > ® we

have
mT(t,f) ot " T (s f)
r,‘j’/1 o & < er,‘j’/1 — twil dr
n

I'n
< er,‘f*“‘"T(rn,f)/ 0= 1gy
1

< erd T (1, f)—— (0~ 1)

sp— "

<

T(rnvf)'

Sp— @

Then for s, > , substituting the above inequality into (3.2.4) yields

N(rn;Z{-l(eU)?f = C) = O(T(rﬂvf))‘

A contradiction is derived, because argz = 6y is a T-direction. From this Theorem
3.2.2 follows. O

It is natural to ask whether the assumption that f(z) is not of zero order is nec-
essary and analyzing the proof of Theorem 3.2.1, we also raise a question: must
a T direction be also a T direction dealing with small functions? Indeed, we can
prove that each T direction of a meromorphic function must be a 7" direction with

absolutely small functions as targets if lim,_c T;E’:f))

(Note: This condition implies that the function is of infinite lower order). Finally,
we remark that we do not know if Theorem 3.2.2 holds for small functions.

= o in view of Lemma 1.1.2

3.3 Connection Among 7 Directions and Other Directions

In this section, our main purpose is to take into account connection of 7" directions
with the Julia and Borel directions. We also consider the latter in an angular domain.
Let f(z) be a meromorphic function in an angular domain Q(a, ). A direction in
Q is called a Julia direction of f(z) if in any angular domain containing it f(z)
can assume infinitely often any values, possibly with the exception of at most two
values. It is obvious that a T direction must be a Julia direction if

T (r,Q,f)/logr — e asr— eo. (3.3.1)
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Therefore a T direction of a transcendental meromorphic function must be a Julia
direction, since (3.3.1) always holds for 7 (r,C, f) = T(r, f) + O(1). By means of
this fact, we make a remark on that the condition (3.1.4) for the existence of T
directions and the corresponding condition in Theorem 3.1.5 are necessary, since
Ostrowski[22] gave a simple example of transcendental meromorphic function with
T(r,f) = O((logr)?) which has no Julia directions and so no 7 directions.

However, conversely a Julia direction may not be a 7' direction. Indeed, observe
the function e + e% and the positive and negative imaginary axes are its two Julia
directions but not T directions at all. However, the positive and negative imaginary
axes are in fact its two Borel directions of order 1.

We have another example with a Julia direction which is not a T direction. To the
end, we first show the following

Theorem 3.3.1.  Let f(z) be analytic in Q and let Q be an angle contained in Q.
Assume that for all r > 0, on the part of |z| = r lying in Q we have

T(r/2,2,[)
i) T

log /()| < 0 (

where M and « are two positive constants. If

lim y(rﬁgmf)

B — %) 3.3.2
r—e (logr)2loglogr ( )

then f(z) has no T directions in Q with respect to Q.

Proof. Tt suffices to verify that for any fixed € > 0, !NZS contains no 7 direction of
f(z) with respect to Q.

As in the proof of Lemma 2.7.1, we put the same definitions on r,,A,,Aj, and
Bj,. We denote by z;, the center of A j, and Bj,. Then

n(Ajn, f = a) < (10g5)"'N(Bju, f = a)
1
< (logs)~'T (Bjn,f_a>

- 1
< (log5)™! <T(Bjn,f)+10g2+10g+ |a|+1°g|f(2‘)—a|)
Jn

< (log5) (m(Bjn,f) +log2+log f(zl,-n),a|)
(10g5) " (0(T (14, R, )/ (logr,)*™®) + M +log2 + 2logn)

(log5) Y (o( (ra, 2, f)/n'T*) + M +log2 +2logn),

ININ

fora e C possibly outside a disk E j,;, with the sphere radius e~21°2" " As in the proof
of Lemma 2.7.1, we can find three distinct complex numbers a, (v = 1,2,3) such
that the above inequality with a = a,, holds for all large n. Thus for sufficiently large
r we have
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N(r,.ég,f: a,) <o(T(r,Q,f))+0((logr)*loglogr) = o(T (1,2, f)).
This implies that £, contains no T directions of f(z) with respect to €. O

We say that an analytic function f(z) has polynomial growth in an angular do-
main V with the vertex at the origin, provided that |f(z)| < |z|? +M,Vz € V for a
positive number d and M. Then Theorem 3.3.1 is available for an analytic function
of polynomial growth under (3.3.2).

Now we observe the following function

U (ef+z> (3.3.3)

Rossi [24] proved that T'(r,g) = (1/3 +0(1))(logr)* and g(z) has exactly two Julia
directions, the negative and positive imaginary axes and it is of polynomial growth
in some angular domain containing the positive imaginary axis. These two Julia
directions are also T directions of g(z) in view of Corollary 3.1.1 and g(z) = g(z),
for no radial other than the negative and positive imaginary axes is a Julia direction
and so a T direction of g(z), but g(z) must have at least one T direction. Sauer[25]
considered the function f(z) = (¢'? 4 1)g(z) and proved that the positive imaginary
axis is a Julia direction of f(z) but not of f’(z). On the other hand, since f(z) is
of polynomial growth in some sector containing the positive imaginary axis and
T(r,f) ~ r (r — o), in view of Theorem 3.3.1 the positive imaginary axis therefore
is neither a T direction of f(z) nor a Borel direction of positive order.

A direction argz = 0 in Q is called a Borel direction of order p, 0 < p, of a
function f meromorphic in 2, if for arbitrary € > 0 and any a € ¢, possibly except
at most two values of a, we have

log" n(r,Z¢(0), f = a) >p. (3.3.4)

i
anLSEp logr

In the case when p = Aq (f), we simply call the Borel direction of order Ag (f) the
Borel direction (with respect to €2).
When 0 < A(f) < oo, a routine calculation deduces a T direction for {r,} such

that lim % = A(f) is also a Borel direction, and so from Theorem 3.1.5 this
n—o0 n

gives a proof of the existence of the Borel direction.

G. Valiron is the first one who introduced the concept of a proximate order A (r)
for a meromorphic function f with finite positive order and the type function U (r) =
() of for T(r,f) (for detail the reader is referred to Theorem 1.1.1). In 1932,
G. Valiron raised in terms of his type function the concept of one Borel direction
of maximal kind, that is, a direction such that for arbitrary € > 0 and any a € ¢,
possibly except at most two values of a, we have

limsup —n(r,Zg(G),f =a)

ms U6 >0, (3.3.5)
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and proved the existence of such a direction for a meromorphic function of finite
positive order. Certainly, the Borel direction of maximal kind can be considered in
an angular domain in terms of the type function of .7 (r,Q, f). It is clear that one
Borel direction of maximal kind must be a Borel direction as well as a T direction.

However, a T direction for {r,} such that lim % =1 is also a Borel direction
n—oo

of maximal kind. Below we verify this result. Assume that for a € Cande >0
N(r,Z¢(0), f = N(rn,,Zs(0), f =
lim sup (2, Z:(6).f = a) > 0 and so limsup (r2,Z¢(6). f = a)
n—oo T(r'17f) n—oo U(rn)

If (3.3.5) fails, that is, n(r,Z¢(0), f = a) = o(U(r)), then in view of Lemma 1.1.2
we have

N(r,Ze(6), f = a) = /;Wdt —0 (/1rU(t)dt> —o(U(r)),

t t

> 0.

a contradiction is derived and hence (3.3.5) holds. This shows argz = 6 is a Borel
direction of f(z) of maximal kind. From Theorem 3.1.5 this gives a proof of the
existence of the Borel direction of maximal kind.

Of course, the Borel directions rely heavily on the order of meromorphic func-
tions. Obviously, (3.3.4) makes no sense for the case p = 0 and hence we cannot
consider Borel directions of a meromorphic function with zero order like that. How-
ever, some mathematicians used (3.3.4) with loglogr in the place of logr for this
case. It is rude that (3.3.4) is used for the case p = o and so more log is considered
to put on the numerator in (3.3.4).

In order to treat the case of a meromorphic function with the infinite order, Hiong
K. L. [14] introduced for a meromorphic function f a continuous, non-decreasing
real positive function p(r) which tends to infinity as r — oo, called an infinite order
of f, such that

1im P&R)
r==p(r)

logT
:l,R:r+7r and 1imsup7Og (r,f):

p(r)logr roe P(r)logr

Then a Borel direction of p(r) order can be defined to be a direction argz = 0 such
that for arbitrary € > 0 and any a € @, possibly except at most two values of a, we
have .

lim sup log™ n(r,Z¢(0), f = a)

. p(r)logr

When f is of finite positive order, p(r) = A(f) and a Borel direction of p(r) order
is a Borel direction; Hiong in the same paper proved the existence of a Borel direc-
tion of p(r) order for a meromorphic function with the infinite order. We may also
introduce proximate order and type function for a meromorphic function with the
infinite order, provided that the condition (1.1.1) is suitably weaken (see Theorem
1.1.2).

=1. (3.3.6)
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Obviously, for a Borel direction of p(r) order, the growth of the number of a-
value points in the corresponding angle is characterized in terms of order p(r).
However, the order p(r) or the proximate order A(r) are essentially neither clear
nor explicit for a meromorphic function with the infinite or finite order. In some

sense, p(r) seems to be W, but it has certain better regular property than that

the latter does. Thus it seems that (3.3.6) would be equivalent to

limsu log" N(r,2(0 —€,0 +¢),f =a)
rﬂoop logT(r, f)

Therefore, it does not seem to be satisfactory that we use the order p(r) to charac-
terize the growth of the number of a-value points of such a meromorphic function.

From the previous observation, the author believes that it would be a good direct
way to characterize the growth of the number of a-value points by comparing it
to the Nevanlinna’s characteristic T'(r, f), which explains the significance of the
concept of the T directions.

It is easy to see that a T direction for an angle 2 must be a Borel direction of
order uo (f) if o (f) > 0. For a meromorphic function of the regular growth with
finite positive order, that is, its lower order equals to its order, its 7 direction must be
also its Borel direction, but we do not know if the converse is true. Then it is natural
to ask whether 7 directions have to be the Borel directions. However, it is well-
known that one Borel exceptional value may not be a Nevanlinna deficient value
and neither is the converse, then we wonder that a 7' direction might not be a Borel
direction of p(r) order.

Previously, we have pointed out that a meromorphic function with the finite posi-
tive order has at least a direction which is a 7' direction and a Borel direction as well.
We have not discovered further connection between 7 direction and Borel direction
of p(r) order until the recent work of Zhang Qingde[56]. He proved the following

=1

Theorem 3.3.2. For arbitrary positive number A, positive integers py and pa, let
D\ and D be the systems of p1 and p> radials, respectively, such that D1 "D, = &.
Then there exist two meromorphic functions f(z) and g(z) with the order A such that
every direction in Dy UDy is a T direction of f(z) without other T directions and a
Borel direction of g(z) without other Borel directions, while the Borel directions of
f(2) and the T directions of g(z) are exactly radials in D,.

Following Zhang [56] we construct the meromorphic functions f(z) and g(z)
which satisfy the requirements of Theorem 3.3.2, some of whose ideas come from
Yang and Zhang [48].

Write

P P2

Dy =|J{z:argz=6;} and D = | J{z:argz = ¢}
j=1 k=1

For a positive number A, let ¢ be the greatest integer with ¢ < A. Take a T with

max{q,A/2} < T < A and set

anj = e"e% and A, = e e (3.3.7)
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bpj = enel(@ e and By = e el(Orte M)

™ Ae”
mn:[esl and Mn:le - ]
n n

I’l:1,2,'“;j:1,2,"',p1; k:172a"'3p27

where s is a number greater than 1. Consider the canonical products

and
i =TT (k0 0) =TT (e 0))

where E(q,z) is the Weierstrass factor defined by E(q,z) = (1 —z)exp(z+2%/2+
--++279/q) for g # 0 and E(0,z) = 1 — z. Since for arbitrarily small € > 0

and

it follows that h;(z) (i = 1,2) has the order 7. And the same argument implies that
H;(z) (i=1,2) is of order A and its exponent of convergence of zeros is also A.

o m(H ()
1\&)111(Z
)= ———. (3.3.8)
1@ h(2)Ha(2)
Then f(z) is of order A and its exponent of convergence of zeros is also A. Below
we denote positive constants by notations K, K, K>, --- which are not the same at
each occurrence.
Lemma 3.3.1.

. rt <N 1 <K rt
—— < r,— | <
! log® r hi 2 log®r

n M
and for et < r < e 12,

n+1__ n+1
and for e° Z<r<et ,
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1
N (r,H> < Kgrk/e(logr)z, i=1,2,

i

where K| and K, are positive constants independent of n and r and not same at each
appearance.

Proof. Here we only consider i = 1. Given r, we have e" < r < et for some n
and equivalently logr — 1 < n < logr. Then

1 e™ rt
e 2 n 7*1
”(”a h1> pimy, = pi < > logsr

™ n P
n <r ) =pi ka P Z 5 < plef Z (%) e Tk,

We estimate the sum in the above inequality by dividing it into two parts:

and

n
(E)sefr(n—k) < Enseim/z—>0(n—>+°°)
1<k<n/2 k 2

and
n

(E)sefr(nfk) < 28 ief’rk < Hoo,

n/2<k<n
A straightforward calculation implies that

UL O
e logft t Tlog'r

Combining these inequalities yields the first inequality desired.
Now we want to establish the second inequality. Under the equivalent condition
that log(logr —2) < n < log(logr — 1), we have

1 /! r

N|\r— | =p2) Milog——

( H1> ,;1 g|Ak1|
_ek)

A n - k
e n\se"+2—¢
— P2 ns ; (%) ek(enfek)

Ae” A

- <K
ns 2 (loglogr)*

The final inequality follows from the following implication by noting loglogr —
1 <n<log(logr+1)—1
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1 u r
N(r—) =p Y Mlog
<r7H1) PZZ k0g|A |

- n+1
; e)

A" antl Kzrl/e(logr)z.

= pane
O

Lemma 3.3.2. For z with |z| = r > 2, if the distance of z from all zeros and poles of
f(z) is greater than dr with d > 0, then

‘f’(Z) -
f()
)
roof. et us begin with the estimation of logarithmic derivative of ——=4. We
Proof. L begin with th imati f logarithmic derivati fE(qﬂ)W
"bnj
have
Eg. ) E'(q )
E(q7 an,) bi
1 1
:( > _)+..._|_Z‘I—1 - —
2 lnj Z j anj bnj
it i |t )
a Z —_— —_—
nj — Z anj n]) anjbnj Anj bnj
+ _A'_ZQ*I L_}_Liﬁ_ _|_L
az;l azjfz Dnj bZ;l
<e ™ L_‘_1_|_ze*”r_|_...+qe*(‘1*1>”r'1*1
(dr)?
—T 1
Se Mg tltrd o +ri)
—1Tn —1
<e (@—i—q)rq 7r>25
where we used the inequality
n,—(t+1)n —e

(¢ 1
|anj — bnj| = €"[1 —e® T 2 emsin(zem (PN < ete

Thus
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142
Wy H ii E'q,z-) E'g.55)
m_M m _
hl h2 n=1j=1 " E(C],fjj) E(Qaﬁ/)
1
S(gptart 'p1 Y mue™
n=1

The same argument implies that

H| H2

H,

44112 (Z” A>r

Clearly, we actually complete the proof of Lemma 3.3.2.

O

Lemma 3.3.3. Let I be a Jordan curve such that the distance of I' from zeros and
poles of f(z) is at least dr for some d > 0. Then either

£ (@)l
where |I| is the length of T

=0,Vzel or 10g+|f(z)\<l(|1"|mz}§|z\q*],VzEF,
z€

Proof. 'We can assume without any loss of generalities that there exists a point

z0 € I' with |f(z0)| = 1. Then in view of Lemma 3.3.2, for each z € I" we have
log" [ f(z)] < [log|f(2)|| < [log f(2)]
! !
P ] < a2
=l | f(2)

< K| max |27,
zel

where I, is a sub-arc of I" between z¢ and z.

Lemma 3.3.4. For %e°n+2 <r< %een+2, we have

A

1)< Kiogiogry

n+1 n+1
and for %e[e ] <r< %e[e ]
T

r
T(r7f) <K@7

where [x] denotes the greatest integer less than x.
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. n n n n+1
Proof. In the first case, by noting 3¢ 2 —e® > (3 —e2)e”*2 > Zrand e —

%ee"“ > r, therefore the distance of the circle |z| = r from zeros and poles of H(z) =

Hi(z)/H»(z) is greater than %r. Employing Lemma 3.3.3 to H(z) yields either
1
m(r,H) < K(ri+1) 0rm<r,H> =0. (3.3.9)

From Lemma 3.3.1 it follows that

N(n ) (nl) <k
r,— h— | <Khb——m—.
H, H, 2 (loglogr)s

The first inequality is derived by the two above inequalities together with
T(rvf) < T(V,H) +T(rahl/h2)

and by noting that 4; is of order T and ¢ < T < A.

In the second case, it is also easy to see that the distance of the circle |z| = r
from zeros and poles of H(z) is greater than ér. Then we still have (3.3.9). Since
el = el > Lyand Zele" ] —el""I=1 > (2 —e~1)r, the distance of the circle
|z| = r from zeros and poles of h(z) = hy(z)/h2(z) is greater than r. Thus we have
(3.3.9) for h(z) in the place of H(z).

Recalling 7 > A4 /2, it follows from Lemma 3.3.1 that

I DY (L I N T,
r,— r— | < ,i=1,2.
" hy H; 2(logr)5

This deduces the second inequality of Lemma 3.3.4. a

Now we are in position to prove Theorem 3.3.2, that is, that f(z) satisfies the
requirement of Theorem 3.3.2.

(I) We first of all prove that each radial line argz = ¢ € D, is a T-direction as
well as Borel direction of f(z).

Given a sufficiently small € > 0, we consider disk U, = {z: |z — z,| < de®"},
zn = €% e'?, where 0 < d < 1 is chosen such that U, is contained in the angular
domain Z(¢) = {z: |argz— ¢| < €}. In view of Lemma 3.3.3, we have either

] n n l 1 1
Edee s f) < Ki(e? +1)orm <2dee 2 Zns f) =0. (3.3.10)

Then by noting <7 (Uy, f) = </ (U, %) the following implication always holds

m(
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dee"l
eﬂZ{(Unaf) = / %7(1"1"7]() dr
%deen t
7 1 n
= <?(dee 7Znaf) - y(idee azrnf)

n 1 7
> T(dec 7Zn,f)_T(§dee 7Znaf)_10g2

de . 1 n
o [ il aet g -t
%deen ! 2

] i 1
> (10g2) n(3de” . /)~ Ki(e® +1)
> (log2) M, — Ky (%" +1)

n
ele

WV

K>

n
1 n
Therefore for %ee 2<r< %ee +2. we have

/-r Jy(t7Z€(¢)vf)dt
oot
> o Uy, f)

P

T (r,Ze(9),f)

WV

> Ky ———
2 (loglogr)’

> KT(r, f).

By noting that <7 (r, f)log r is of order A, in view of (2.4.11) in the proof of Theorem
2.4.3 we obtain for arbitrary three distinct complex numbers a; (j = 1,2,3)

<t<r7. (3.3.11)

W
| >

T (1Ze(9).f) < Y N(rZ2e(9). f = aj) + O(rF),
1

J

This immediately yields the desired result.
(1) For the radial line argz = 6 € D, the same argument as above for V,, = {z:

n+1 n+1 H . . n+1 n+1
|z — 20| < del" 11} 7, = el 7161 implies that for Zele <r< 2ele ]

rT
T(r,Ze(0), f) = Kr»——— > KT(r, f).
(ra E( )7f) 2(10gr)5 (rf)
This together with (3.3.11) demonstrates that argz = 0 is a T-direction of f(z).
(TIT) Next we want to prove that argz = 6 € D is not a Borel direction of f(z).
Given a small € > 0, by z = h,,({) we mean a Riemann mapping from the unit disk
A onto

3 3
Bn = {ZZ |argz— 9| < 28, Een72 < |Z| < Ze"“}
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with £,(0) = z, = 3(e" 2 +e""1)ei®. A computation asserts the existence of two
constants b and ¢ with 0 < b < ¢ < 1 such that

1 1
Co={z: |argz— 0| <g,-(e" 2 +e" ") <[z < E(e’Ure"*‘)}

2
is mapped by £, !(z) into disk {{ : || < ¢} and all zeros and poles of f(z) in B,
gointo {{ : b < |{| < ¢} under the mapping /' (z). Employing Lemma 3.3.2 gets
either

max log™ |f(z)| < K2(e"+1) or max log
7€0By |f |

Set F,(8) = f(ha(£)) and , = {a : |a,F,(0)| < e "}. For a € ¥, and a # 0,0, we
have

< log - (T(l,Fn)—Hog +log2)

_
|a, F,(0)]

1 1
< log— (Kz(enq+ 1)+n(1’F")IOgB +n+10g2>
c

et
< K> (l’ls +l’l> .

Taking a sufficiently large ng such that }7°, e™ < 1/2, then we can find three
distinct Complex numbers a outside U, 7, U{F,(0)};7_; U{0,0}. For these three

aand " < r < ¢! with n > ng, we have

n

n(rZe(0),f=a) < ), n(Cp.f=a)+0(1)

k:no

n erk
<K Y (kerk) +0(1)

k=ng

so that
log" n(r,Ze(0),f = a)
logr

limsup <T<AL

Finally, it follows from the similar argument to above context that each argz =
¢ €[0,27) \ (D; UDy) is neither a T-direction nor a Borel direction of f(z).
Thus we have shown that f(z) is our desired function.
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The g(z) in Theorem 3.3.2 is constructed in the same form as that of f(z) with
Anj, bynj,Anj,Byj and m, and M, defined by

anj = e"e'% and A, = ee'%

buj = ehei(@ite ) i By — lei(@re AU

An An
€ €
m, = lns+1] and M, = [ns ]
n= 1727”';].:1’21"'7171; k= lvza"'ap%

where s is a number greater than 1.

We leave to the reader the proof of that g(z) satisfies the requirement of Theorem
3.3.2. O

Finally, we consider the Nevanlinna direction, which was introduced by Lii and
Zhang [19] in 1983 according to the Nevanlinna deficiency relation (2.8.1). They
first defined the deficiency and deficient value for an angle and then for a direction
and finally by a Nevanlinna direction meant a direction for which the total sum of
deficiencies with respect to this direction does not exceed 2. Obverse the exponential
function f(z) = e?. A simple calculation implies that for any angle £ which does not
contain the positive or negative imaginary axis, we have mlogr < 7 (r,Q2) < Mlogr
for two suitable positive constants m and M. On the other hand, it is also clear that e*
has exactly two Nevanlinna directions, that is, the positive and negative imaginary
axes. Therefore for the exponential function, the Julia, Borel, Nevanlinna and T
directions coincide.

The Nevanlinna direction must be a Julia direction and the Borel direction of p(r)
order for the case of 0 < A(f) < 4o must be a Nevanlinna direction, which was
proved by Zhang Q. D. [55] in 1986. Then we ask if a T direction is a Nevanlinna
direction.

3.4 Singular Directions Dealing with Derivatives

The Hayman inequality reveals that the characteristic of a meromorphic function can
be controlled in terms of an integrated counting function of its a-value points and an
integrated counting function of b-value points with b # 0 of its k order derivative.
According to the Hayman inequality, Yang [46] posed the existence of a singular
direction which is named nowadays Hayman direction after W. Hayman. For a tran-
scendental meromorphic function f(z) with order 0 < A(f) < oo, a radial argz = 6
is called Hayman direction if for arbitrary € > 0, arbitrary positive integer k and
arbitrary two complex numbers a and b(# 0), we have

limsup log{n(r,Z¢(0),f = a) +n(r,Z£(6)’f(k) =b)}

y—o0 log r

=A(f)-
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The existence of Hayman directions was proved later by Yang and Zhang [49] and
Chen [2]. Actually, their result is that each Borel direction must be a Hayman direc-
tion.

It is natural to raise a singular direction in view of .7 (r, ) corresponding to the
Hayman inequality as follows.

Definition 3.4.1. Let f(z) be a meromorphic function in an angle Q. A radial
argz = 0 € Q is called Hayman T direction of f(z) with respect to  if for arbitrary
€ > 0, arbitrary positive integer k and arbitrary two complex numbers a and b(# 0),
we have

N(r,Zs(0),f = N(r,Ze(0),f® =b
limsup (r’ 8( )’f a)+ (rv 8( )7f )
r—o0 y(}’, Q)
If f(2) is a transcendental meromorphic function, then we define Hayman T di-
rection of f(z) by using the above inequality with T (r, f) replacing 7 (r,R2).

> 0;

In order to prove the existence of Hayman 7' direction, we need the following
result of Valiron type established by Chen [2].

Lemma 3.4.1. Let f(z) be a meromorphic function in {z : |z| <R} (0 < R < +o0)
and let
N =n(R,f=a)+n(R,f* =b)

Sor k> 0 and two complex numbers a and b(# 0). Then for each a € (@, we have

R R
n<32,f:(x> < C(N—H—&-longR—Hog+R—Hog*log+ |f(z0)]

—r
1
+10gf(z*),a|>’ 3.4.1)

foreachzo € {z: |2 < E}\(Y)U(Y"), where (V) and (Y") are two sets of Boutroux-
Cartan exceptional disks with h = ﬁ respectively corresponding to the a-points
of f(z) and b-points of f)(z) and to the poles of f(z), and C is a constant only
depending on a and b, and z* is a point in {z: |z| < %}

We remark that when z* = zp, the term log™ log™ |f(z0)| in (3.4.1) can be re-
moved, that is to say, we can establish

n (11587f = a) <C (N+ 1+log* R+log" ler +log f(Zj),OC|> (342
for some fixed point z* € {z: |z| < £} \ (') U(y"). We prove this result. If for
some z9 € {z: |z| < Z}\ (Y)U(Y"). |f(z0) —a| < 1, then the result follows from
(3.4.1). Now assume that |f(z) —a| > 1in {z: |z < 55} \ (¥) U (¥"). Take a point
20 € {z:]z] < B3\ (Y)U(Y") and a real number 3 & < p < & such that {z:
lz—z0| = p}N((Y)U(Y") = @. Obviously, {z: |z| < R/128} C {z:|z—z0| <
R/64} C{z:|z—z0| <p} C{z:|z] <R/32}. Then we have
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1
m (PaZO, M) =0
and

(128,1"— >\ (R,M:a)
N(p.20.f =« (1 )
oo ) ()

< (T (p,ZO,f—a)Jrlog+ la| +1og™ ||

1 5\ !
+log———— +2log2 ) (log>
o8y 2022 (o]

1
( (p zo,f )—|—210g+|a—|—3log2
+log" | (z0)| +log™ || +log ——— ><10g5>1
|f(z0) — ] 4

1
gC(N—H—HogU(ZO) a).

Lemma 3.4.1 improves the corresponding result of Zhang [54] (see Theorem 6.5
of Yang [46]). Yang and Zhang [49] also established such a theorem of Valiron
type, that is, their Theorem 2, with NlogN in the place of N, but without the term
log™ log™ | f(z0)| in the equality (3.4.1). Lemma 3.4.1 is improved in Chen and Guo
[4] concerning a meromorphic function as target and hence using their result replac-
ing Lemma 3.4.1, we can discuss the existence of Hayman T directions dealing with
small functions as targets. As in the proof of Lemma 2.7.1 using Lemma 3.4.1 and
(3.4.2) we can get

Lemma 3.4.2. Let f(z) be a meromorphic function in Q(«, ) and a and b(# 0)
are two complex numbers and € > 0. Then we have

N(r,Qe,f=c¢) < K{N(2rQ,f =a)+N(2nQ, % =b)}
+0((logr)*) (3.4.3)

forallc e C possibly outside a set with measure zero, where K is a constant only de-
pends on €,a and b. We have (3.4.3) with N and (logr)3 replaced by n and (logr)?.

The term O((logr)?) in (3.4.3) comes from the term logR in (3.4.2). Since
T (rQe,f) = /AN(r,.Qg,f =c¢)dm(c),
C

finding the integration of two side of (3.4.3) under the sphere metric, we have
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T(r,Q,f) <K{N2rQ,f=a)+N(2r,Q2,f*X =b)}
+0((logr)?). (3.4.4)

Since (3.4.3) holds for n in the place of N with (logr)? replaced by (logr)?, we
therefore have

A (r,Q, f) < K{n(2r,Q, f =a)+n(2rQ, fO =b)}
+0((logr)?). (3.4.5)

(3.4.4) and (3.4.5) are deduced in [60] in a different way. In terms of the Rossi’s
example, we pointed out in [60] that the term O((logr)?) in (3.4.4) cannot be re-
placed by a quantity ¢ (r) such that liminf, ... ¢(r)(logr)~3 = 0. In order to treat
the case of infinite lower order, we need the following

Lemma 3.4.3. Let f(z) be a meromorphic function in Q(a, 8) and a, ¢ and b(#0)
are three complex numbers and € > 0. Then we have

N(ry'Q%hf:C) X ( r‘Q + ﬁ ta)+1 )

+0(r®logr7 (r,Q)), r ¢ Fo(f), (3.4.6)

where N(r,Q) =N(r,Q, f =a) +N(r,Q2, f*) = b) and o = B%

a—¢’

Proof. The inequality (3.4.6) results from the following implication

Zwsin(sw/Z)W

N N L
)

+O0(logrSo(r,

1 N(rnQ,f=a) ) t.Qf—a
< <2+ k) (4a)rw +20 /1 ST E—

2 N(F’Q7f<k):b) 2 (Z"Q’f(k = )
+(2+k) <4wrw+2(o /1 e

+O0(logr7 (1,Q)), r & Fa(f), ® = [s_iz_g

where we used the inequalities (2.2.15), (2.2.10)(Hayman inequality for an angle),
Theorem 2.5.1, (2.2.14) and finally Theorem 2.4.7. a
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Now we can establish the main result of this section, which shows the existence
of Hayman T directions (See [60]).

Theorem 3.4.1. Let f(z) be a transcendental meromorphic function such that

, T(r.f)
l =
e (logr)3

3.4.7)

Then f(z) has at least a Hayman T direction which is also a T direction.

Proof.  We treat two cases below.

(I) f(z) is of finite lower order. If the order of f(z) is positive or infinite, then
Theorem 1.1.3 asserts the existence of a sequence of Pélya peaks {r,} with order
o > 0 such that

logT
T(@raf) <2977 (ry, ) and tim ELUmS) o

n—+e  logry

It is easy to see, from the latter inequality, that (logr,)* = o(T (r,, f)). In view of
Theorem 3.1.5 there exists a T’ direction argz = 6 of f(z) for {r,}. From Lemma
3.4.2 it easily follows that argz = 6 is also a Hayman T direction of f(z).

Now assume that the order of f(z) vanishes. In view of Lemma 1.1.8, logdensW =
1, where W = {r > 0:T(2r,f) <2T(r,f)}. From the condition (3.4.7), we can take
a sequence of positive numbers {r,} such that (logr,)? = o(T (r,, f)). It is easy to
see that for sufficiently large n, W N (r,,72) # @. Take an #;, € W N (r,,72) and then
we have T (2r),, f) < 2T (r),, f) and

(logr,)> < 8(logra)* = o(T (ra, f)) = o(T (1}, /)

Employing Theorem 3.1.5 and Lemma 3.4.2 again yields that there exists a 7' direc-
tion of f(z) for {r},} which is also a Hayman T direction of f(z).

Thus we have shown the existence of a Hayman T direction for f(z) being of
finite lower order.

(1) f(z) is of infinite lower order. In view of Lemma 3.4.3 it is not difficult to
complete our proof for this case in question by consulting the proof of Theorem
3.2.2 in view of Lemma 3.4.3. The proof is left to the reader. O

From the above proof, we cannot confirm that each T direction must be a Hay-
man 7 direction and so this is a problem. However, we can show that a Hayman
T direction may not be a T direction by using the example which Yang and Zhang
[49] used to describe that a Hayman direction may not be a Borel direction. In fact,
the relation between Hayman T direction and T direction has something to do with
the existence of common T direction of f(z) and its derivatives f(”)(z). The latter
will be carefully discussed in the next section.

For a meromorphic function of zero order, Yang [47] gave out a singular direction
similar to the Julia direction corresponding to the Hayman inequality and his result
was later reinforced by Chen [3] who proved that if
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, r(nf
limsup (I(Egr))3 = oo,

then there exists a radial argz = 0 such that for arbitrary € > 0, arbitrary positive
integer k and arbitrary two complex numbers a and b( 0), we have

_ ) —
timsup "7 Ze(6). 1 “ggg”f;zﬁ(e)’f b (3.438)

It is obvious that Theorem 3.4.1 is an improvement of Chen’s above result. Actually,
from the inequality %n(r% ,%)logr < N(r,*) < n(r,*)logr it follows that (3.4.8) is
equivalent to the following equation

N(r7Z£(9)7f = a) +N(r7Z€(6)af(k) = b)

liirlsotlp (logr)3 -

Certainly, we can also determine condition of growth for the existence of Hayman
T direction with respect to an angle in terms of Lemma 3.4.2 and Lemma 3.4.3.

3.5 The Common T Directions of a Meromorphic Function and
Its Derivatives

From this section on, we shall discuss several topics on T directions which should
attract many interests and in the final section, we shall suggest the investigation of
other functions than meromorphic functions.

In 1928, G. Valiron [33] asked if there exists a common Borel direction of a
meromorphic function and its derivative. This problem was investigated by many
mathematicians such as Valiron [33], Rauch [23], Chuang [6], Milloux [20], Yang
[45] and Zhang [54]. In the end of this section, we shall introduce some of their
works. However, the Valiron problem is still open. Here we consider a problem of
Valiron type for T directions, that is,

Question 3.5.1. Does there exist a common T direction of a transcendental mero-
morphic function and its derivative?

A Borel direction of derivative of a meromorphic function may not be itself Borel
direction. This can be described by observing the following examples of Stein-
metz’s:

(1) f(z) =e™7/(e* + 1) has Borel directions argz = 7/4, 7,37 /2, while f'(z) =
e 12(ie? —e? +1)/(e? + 1)? has in addition the Borel direction argz = 7/2;

(2) f(z) = cos(z)/cosh(z) has Borel directions argz = w/4,31/4,5%/4,77/4,
while f(z) has in addition the Borel directions argz = /2 and 37/2.

(which Prof. Steinmetz was very kind to send to the author by e-mail.) We can also
give out more examples. The assertions about the above examples can be demon-
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strated in terms of the Stokes rays of exponential functions (Please consult Section
3.7).

It is obvious that each Borel direction of Steinmetz examples above is also their
T direction and vice versa and so is it for their derivatives. Therefore, a T direction
of derivative of a meromorphic function may not be itself T direction.

Furthermore, let g(z) be defined in (3.3.3). The two Julia directions of g(z), the
positive and negative imaginary axes, are not Julia directions of g’(z) (see Rossi[24])
and hence are not T directions of g’(z). According to the growth of g’(z) and Theo-
rem 3.1.5, g(z) has to have T directions and therefore, we obtain the following

Theorem 3.5.1.  Let g(z) be the function with the form in (3.3.3). Then g(z) and
g'(z) have no common T directions.

In the following we introduce some notations for simplicity. Let f(z) be a tran-
scendental meromorphic function. Set

JD(f) ={6 €[0,27m) : argz = 6 is a Julia direction of f}

and BD(f) and TD(f) are defined in the same way for Borel directions and T di-
rections, respectively.
Theorem 3.5.2. Let f(z) be a transcendental meromorphic function with

. T(drf)
hrrgglf /)

for some d > 1. Then there exists at least a radial which is one common T direction
of f(z) and f\P)(z) for each p, that is, Niz1 TD(fV) # @.

Proof. In view of (2.2.5) and (2.2.15), we have

= oo (3.5.1)

N(r, Q5. f?) = a)

ro

Sap(rfP)) = Cop(r fP) = a)+0(1) > 2wsin(w8) +0(1),

where Q = Q(a, ).
On the other hand, it follows from the Nevanlinna second fundamental theorem
for an angle and (2.2.14) that

Sap(rnfP) < (p+1)Sqp(rf)+O(logrT (1, f))

3
< (p+1) Y Cap(rf=ay)+0(logrT(r,[))
v=1

N(nQ r
< 4(p+l)w% +2(p+1)w2/l

+0(logrT(r,f)), r  E(f),

where N(r,Q) =Y3_ N(rQ,f =a,).
Under the assumption (3.5.1) employing Lemma 1.1.2 yields that for arbitrary
o > 0 and sufficiently large r

N, Q)

t(l)+1 dr
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[0 4 kT o)

t6+1

Let M(e) be the set M(K) for K = ¢ in Theorem 2.6.4. Take a sequence of positive
number {r,} tending to e outside M(e) UE(f) and so T (r,, f) < 4€T (r,, fP)). It

is easy from (3.5.1) to see that lim,, e l°‘°’1§g(’,7;f)

Let argz = 6) be a T direction of fP) for {r,}. Suppose that argz = 6y is not a
T direction of f(z). Then for some € > 0 and three distinct points a, in C,

—= o9,

N(1,Z2¢(60), f = ay) = o(T(r, f))-

\\Mw

As before, we denote the sum on the left side of above equality by N(r,Z¢(6)).
Combining the above inequalities together yields that

2(p+1)
sin(2) N(rn,Z2¢(60))

(p+ l)wrw /r" N(tszS(GO))dt
sin(we) " Ji o+l
JFO( logr,T (rm )

— o(T(r f)) + (/ i )

= o(T(ra, f))-

N(r,,,Zg(Bo),f(P) = a) <

On the other hand, we have

N(rn,Ze(60), f1P) = 1 N(ra,Ze(60), fP) =
lim sup (rn,Z(60), f a) > — limsup (rn;Ze(60), f a)
n—eo T(rmf) 4e* oo T(rr”f(P))
A contradiction is derived, from which we have proved that at least one of 7 di-

rections of f (P) (z) must be a T direction of f(z) and actually a common T direction
of fU)(z) (j=1,2,---,p). This is because

> 0.

(rnaf ) 2(J+1) (rnvf) and T(rn’f(j))gSez(j+1)T(rn,f(p))

and in view of Theorem 2.6.1 and (2.6.1), we have

o T(dzr,f(j)) o CJIT(dnf) —
hrnlglfW = liminf (J+DT(rf)+o(T(drf))

The above argument is also available for the case when f(z) is replaced by f' ) (2).
Thus it is clear that Theorem 3.5.2 follows. a

For the case of the infinite order, we can prove
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Theorem 3.5.3. Let f(z) be of infinite order. Then TD(fP))NTD(f\9)) # & for
each pair of non-negative integers p and q in N.

Proof.  Suppose that Theorem 3.5.3 does not hold and so we assume without any
loss of generalities that TD(f) T D(f)) = & for some positive integer p. Then for
each 8 € TD(fP)) there exist £(0) > 0 and three distinct points a,(8) (v =1,2,3)

in C such that
3

Z N(raZ2£(9)(6)af = aV) = O(T(rvf))'
v=1
Clearly, {(6 —£(0),0 +£(8)): 6 € TD(fP)} is a covering of TD(f?)). Let £ is
the Lebesgue number of this covering and € > 0 exists as TD(f (1’)) is compact in
[0,27].
Given sufficiently large K, let M(K) and 8(K) be the set and the constant in
Theorem 2.6.4. By induction, we construct a non-decreasing sequence {7,} such

that 7, € [1,K"] and
TGif) [T
~0+1 - 1<<Kn tw+]

with @ = 7. Assume that we have obtained 7, satisfying the above requirement.
Now take a 7,41 € [, K"1] such that

(7
(rn+1af) —  max T(tvf) )
Fotl o<t<kntl | 1@+

n+1

It is obvious that 7,4 satisfies our requirement and hence the desired sequence {7, }
is attained.
Since f(z) is of infinite order, we thus have that {7,} T e as n — co,

[ TeDy  T0D)
1

to+1 = Fo
and liminf,, .. S0 > 4 1.
Since loe K
0g

as K — oo, we therefore find two fixed C and K such that 2C < K and logC >
(logK)8(K). Below we need to treat two cases.
(I) For each n, CF,, < Fpy. Set I = U;,— [F4, CFy] and then since

dr no C dy .
/ . Z/ — =nlogC and logC#, < logC+nlogk,
Icr) T SR 1

llgglc( > §(K) and hence there exist a

sequence {ry,, } such that r, € [7,,CF,, ]\ M(K). Thus, we can obtain a sequence
{rn} such that r, € [, CF,] which contains a subsequence outside M (K).

I has the upper logarithmic density at least
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Let argz = 6 be a T direction of f(”) for {r,} such that

N(ru,,Ze(60), ) =
lim sup (g, Ze (), ?)
k—o0 T(Vnk,f(p))
This follows from Theorem 3.1.5, for the argument in the proof of Theorem 3.1.5 is

available for any subsequence of {r, }. By noting that € is the Lebesgue number, we
have

> 0.

Mm

N(r,Z2¢(60), f = ay) = o(T (1, f))-

v=1

For these r,, we have

Tt f) tf
/1 ,w+1dt:/1 w+1d / 0+1

(rn,f) —11
<l 6.
< (emr ) o)

[0} re

As in the proof of Theorem 3.5.2, we have

N(rn,Ze(80), f7) = a) = o(T (rs, f))

and since {r,} contains a subsequence {r,, } outside M(K), a contradiction can be
derived by the same argument as in the proof of Theorem 3.5.2.

(IT) There exist a sequence {n;} such that 7, 1 < CFy, . For these ng, we have
2C#,, < K" and hence

2CF
T(2CF,, . f) < <~r”k

rllk+]

o+1
) T(Faer. f) < (20)°F T(Chay. f).

Set r, = C¥, and then for a subsequence of {r,}, T (2r,, f) < (2C)**'T(r,, f). For
each n we have

/Izrn 1.0y, < (Cw . <2C>;’w— 1) T@rn.f)

ro+l (0] re
Let argz = 6 be a T direction of f(”) for {2r,} such that

(r) =
d = timing Y2 Ze(80). 17 = a)
k—oo T(Zrnwf(l’))
Actually, it follows from Theorem 3.1.5 that the above liminf is positive for a sub-

sequence of {r,, } which is still denoted by the same notations. As in the proof of
Theorem 3.5.2, we have

> 0.
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N(2ry,Ze(60), fP) = a) = o(T (21, f))

and hence for ng, N(2ry,,Z¢(60), f") = a) = o(T(ry,, f)). Then for sufficiently
large k in view of Chuang’s inequality (2.6.2) we have

T, ) < KoT (g f7) < KN (2, Ze(80), £ = ) = 0(T (. ).

A contradiction is derived.
Consequently Theorem 3.5.3 follows. O

We should mention that under the assumption of Theorem 3.5.3, we don’t know
it 7o TD(f (1)) + @. However, the author guesses it would be true.

Up to now, to solve Question 3.5.1, we are only required to answer problem of
whether there exist a common T direction of a meromorphic function f(z) and its
derivative if f(z) is of finite order and satisfies (3.4.7) in view of Theorems 3.5.1
and 3.5.3.

The Hayman T directions of a meromorphic function have something to do with
common 7 directions of itself and its derivatives. From Theorem 3.4.1 we immedi-
ately deduce the following

Theorem 3.5.4. Let f(z) be a transcendental meromorphic function such that

, T(r.f)
1 =
e (logr)3

If for some a € C, 8(a, f) = 1, then (7o TD(fV)) # 2.

Proof.  As in the proof of Theorem 3.4.1, we can find a sequence of positive num-
bers {r,} outside F(f) such that the T direction argz = 0 of f(z) for {r,} must
be also a Hayman T direction of f(z). Since 8(a,f) = 1, that is N(r,f = a) =
o(T(r, f)), this implies that for each b # 0

) N(ra,Ze(0), f® =p
lim sup ( T((r) 7 )

Noting that T(r,, %)) < (k4 )T (ry, f) + O(log r, T (ry, f)), we have

> 0.

(k) —
llmsupN(rﬂDZs(e)hf b)

>0
n—eo T (rn, f0)

and hence this Hayman T direction argz = @ must be a T direction of f*) (z) for
each k. Theorem 3.5.4 has been proved. O

In the following we consider the case when the function in question has few
poles. For this, we first establish a preliminary result.
Given an angular domain Q(, ), consider the conformal transformation
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g R ), (3.5.2)

u® + R®

where R is a positive number, ® = /(8 — a) and then

] ) 1/o
c=efo()—ref (112) e = 21F,

conformally maps the unit disk |§| < 1 onto £ and sends 0 to Re'S. Putting z =
rei® € Q and u = ez, from (3.5.2) we have

4R?r® cos(w[6 — &])
R20 1 20 +2R®r® cos([0 — 5})

1-[¢P =

(3.5.3)

and by noting (1 —[{?) <1—[{|<1—|¢[> and — % < 0[6 — &] < Z we have

1< (%)

and RO,
1— /7005 w0 —E).
4 (R0 1 r0)2 (0[6—¢])
Therefore ¢! (e~¢z) maps the domain
QMR ={z: M 'R< |z] <MR,a+¢< B¢}

> sin(we) and z = €' ¢ () maps the disk

into the disk {& : [{|<1—-m}, n= W

{¢:1¢| <1—r1}into

K ’FC’ <2Y/oRel/e
It is easy to deduce that 5 1
V(0= 290 g
so that 2r 1 1 0] o
VOI< G g ™ =5 <

where r = |¢({)|.

Lemma 3.5.1. Let f(z) be a transcendental meromorphic function. Consider an
angular domain Q(a, ). Let M and R be two positive numbers. Then for a fixed
positive number & < B 7?0728, there exists a positive constant K only depending on
o, & and € such that if
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K(M?®1log T (dMR, f) +1ogMR) + NM>® logM + 1) < n(Q¢[M,R], f' = 0),
(3.5.4)
where d = 6 x 8'/°(sin(we))~"/? and N = n(dMR, Q. f = 0)+n(dMR,Q, f = o),
then for z,z0 € Q¢[M,R]\ (), (7) is the set of disks the total sum of whose diameters
is not greater than 6M IR we have

log" [ f(2)| <log™ |f(z0)| + 7 (3.5.5)
and furthermore
p .
log" |fP)(2)] < Y log" | £ (z0)| + K, log(MR) (3.5.6)
j=0

for some positive constant K, and each positive integer p, where f (=P) is the pth
primitive of f(z) (if exists), that is, (f(=P)P) = f.

Proof.  Set

_o2em)e _
T= @me 1) sin(we) and v =

2(3M)°

G 1) sin(@e).

A routine calculation confirms the existence of p between 7 and v such that each
point z whose corresponding point ¢ lies on the circle || = 1 —p by z = !¢ ({)
has the distance 5(z) > (MR T (dMR, f))~" from zeros and poles of f(z). Since

((3M)® + 1)/
(2(3m)®)l/e
< (2(3M)®)"/ (sin(we)) /@

=3 x 29 (sin(we)) /"M,

pfl/co < y-le — (sin(we))’l/“’

the disk || < 1 — p is mapped by z = e/ ¢ () into the disk {z : |z| < %MR} where
d =6 x8Y/%(sin(we))~1/®.

Define F({) = f(e°9({)) = f(z). We come to estimate log™ ?,((g))‘ in [§| <
1—n.Employing Lemma 2.5.2forR=1—p and r=1—1n yields thatin |{|<1—n

w55 n(ron5)

2
Hn(1=p,F =0)+n(1—p,F =e=))log —

1—p— 2
—(z(llip)?n(t,F/ —0), (3.5.7)

where 1 =1 <t < 1—pand { & (y)¢, (7)¢ is the set of Boutroux-Cartan exceptional
disks for zeros and poles of F in |{| < 1—p and H.
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In the following, let us estimate each term in the right side of (3.5.7). In view of
Lemma 2.5.1 on |§| = 1 — p we have

PO oot |70 ,
| <o | ot 00

< K (logT(dMR, f) +1ogMR),

1 + +

K is a constant only depending on &, so that

F/
m (1 —p, F) < K (logT (dMR, f) +1logMR).

In view of the formulae of 1 and 7, we have

. (0] 1 2(0
n—1 = 2sin(we)M ((Ma)_|_ 1)2 B (2M)® + 1)2>

M®2°M*® —1)
(M@ +1)2((2M)® +1)?2
(2© —1)?sin(we) 1

220 +1)2 Mo’

= 2(2% — 1) sin(we)

Noting that Q.[M,R] is mapped into {{ : |{| < 1—n}and {{:|{| < 1—p} into
{z:|z| < $MR}, we have

n(1—m,F =0) > n(Q([M,R], f' = 0)

and
n(l1—p,F =0)+n(l—p,F =) <N.

Thus in virtue of (3.5.7), putting 7 =1 —n and H = cM~ 72, ¢ < 2‘(‘);%‘1085 such
that 2eHmw < 1, we obtain

log

}:((é))‘ < KoM®(log T (dMR, f) +log MR)

+N((®+2)logM +1log(2/c))
—K3M_2wn(-Q€ [MaR]af/ = 0)7

for { & (y)¢ and |{] < 1 -1, where we used (1—p —1)> = (n—p)? > (n— 1)~
Then this can assert the existence of K such that if (3.5.4) holds, then ';/((g)) ‘ < 1 for

such §. Hence for this K we have

<,

log |F(£)] ~log| P ()| < [

L(€,%0)
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where &, 8 & (v)¢ and L(E, §o) is the shortest curve in {{ : [§] < 1} outside ()¢
connecting § and { with the length less than 7. This implies that

F(§) ’
+logt |F <log" |F +,
FE) | o IF (@) < " [F(%)
where £, 8o & (7)¢- Thus (3.5.5) follows. We denote by (y) the set of disks which

just cover the images of elements in ()¢ viaz = e ¢(£) and then the total sum of
diameters of disks in () does not exceed

log" |[F(£)| <log"

( max [¢'(C))2eH = ( max [¢(C)[)2eH

ICl<1—p |El=1-p
dMR dMR
< —2eH < ——2eH
wp 0T
_de(2®+1)? wr2p R
- 22@sin(we) M
<sX.
M

(3.5.6) follows from (3.5.5) and the equality (2.6.4). Thus Lemma 3.5.1 follows.
O

To treat the derivative, we need the following, which can be immediately deduced
in view of Lemma 2.7.1.

Lemma 3.5.2. Let f(z) be a function meromorphic in an angular domain Q. If
argz = 0 in Q is not a T direction of f(z) for Q, then for a fixed a € C, a fixed
positive integer m and some small € > 0 we have

N(1,22¢(8), f = aZ” +b) = o(T (21,2, f)) + O((logr)?)

forall b € C possibly outside a set of b with measure zero.

Now let us establish final result of this section dealing with few poles, which
supplements the Milloux Theorem mentioned in end of this section in some sense.

Theorem 3.5.5. Let f(z) be a transcendental meromorphic function with order A,

0 <A <oo If 8(oo, f) =1, then N7y TD(fV) # @

Proof.  Since f(z) has the finite positive order A, in view of Theorem 2.6.3 we
can take a sequence of relaxed Pdlya peak {r,} of f(z) of order A which is also a
sequence of relaxed Pélya peak (") (z) of order A for each m, that is to say, for a
sequence of positive numbers {n,} such that 17, — 0 as n — oo, we have

T(t,f) <K (:)A T(ru, f)

n

and for each positive integer m we have some positive constant K, such that



3.5 The Common T Directions of a Meromorphic Function and Its Derivatives 161

A
7. < Ko () 7005

n

for n,r, <t < ry/M,. We can assume K = K, =1 and r, > 2" in the below discus-
sion.

Assume that argz = 6 is a T direction of f’(z) for {r,}, but not of f(z). We can
take a complex number a and a € > 0 such that

N(rn,Ze(60),f = a) > CoT (ru, f)

and find three complex numbers a;(j = 1,2,3) such that

N(r,Z3e(60), f = a;j) = o(T(r, f)).

”M"’

Then in view of Lemma 3.5.2 and the assumption (e, f) = 1, we have
N(r,Za¢(60), f = az+b) + N(r.Zpe(60), f = o) = o(T (21, f))
for some b € C. Take a number 7 > 1 with 7% < C and it is easy to see that

n(ru, Ze(60), f = a) = (logt) ' (N(rn, Ze(60), f = a)
—N(ra/ T, Ze(60), f = a))
> (1og 7)™ (CoT (ra, /') =T (ru/ 7, ")) + O(1)
> (log7) ' (CoT (ru, f') = T AT (r, ) +O(1)
> C\T(rn, f).

Set
N(ry) = N(2drn, Z2¢(60), f = az+b) + N(2dr,, Z2¢(6p), f = o),

and therefore

N(rn) = O(T(4drmf)) = O(T(r,,,f))
where d is defined in Lemma 3.5.1 with @ = j%. Choose &, > 1, with §, — 0 as
n — oo and such that letting M,, = 1/ \/&,, we have

N(rn)M,%w logM, +M3w logr, = O(T(rmf))'

Set R, = 2+/8,r, and so MyR,, = 2r,, and M, 'R, = 28,r,. Since f(z) is of finite
order, we have

M3 (log T (dM,R,,, f) +10gMuR,) = o(T (ry, f)).

Then
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1(Ze(60)[Mn, Ry, f' = @) = n(2rn, Ze(60), f' = a) — (28,7, Ze(60), [ = a)
> C1T(rn,f)— ojg N(48,70,Z¢(60),f = a)

1
CIT(rVHf) ng
C2T(rn7f)+0( )
C27 AT (2r,, f1) +O(1)

C3T (1, f), (3.5.8)

— (48)* T (ra, 1)+ O(1)

VoWV WV

and therefore
N(r,)M>*®log M, +M>®(log T (dM,R,, f) +1ogM,R,) = o(T (ry, f))

= 0(n(Z¢(60)[My, R, [ = a)).

Using Lemma 3.5.1 for sufficiently large n we deduce that for z,zo € Z¢ (69)[M,,, Rn] \
(Y)n» (7)n is the set of disks the total sum of whose radius is not greater than
EM, 'Ry, with |z9| = 2R, /M, we have

log" | f(z)] < log"|f(z) —az—b|+log" |az+b| +log2

log* | f(z0) —azo — b| + m+1log™ |2ar,| +1og™ |b| +2log?2
log™ | f(z0)| + 7w +2log™ |2ar,| 4+ 2log™ |b| +41log?2

C4T (4R, /My, )+ +2log™ |2ar,| +2log™ b +41og2

Cs((88)*T (r, f) +1logry), (3.5.9)

N

NN N

where we used Lemma 2.1.3 to estimate log™ | f(zo)|.

We can use a finite number of disks I'; (j =1,2,---,g,) with center at z; con-
tained in Z¢(6p) \ (7)n to cover the domain U, = {46,r, < |z| < 1y} NZe(6y) and
gn = O(log(8,")). By means of Lemma 2.1.6, Lemma 2.5.1 and (3.5.9) we have

(I, f =) < log2 NI, ff = a)
;2< L) +logt |a|+log2+log|f,(zjl)_a>
12( *’”(””JC/)“"gf'(l) |>

3
< zi;n 4T3, f = a;) +log"t | £ (z))] +log(r,T (2rmf))+10gw)

3
1
<K AT f = a)) + K3 (8T (rn, f) +logry) + Kz log ———.

Set Ejy ={a:|f'(zj), | <e"}. Then for o & U, U3n=1 E;, we have forn > N
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3

n(Unaf/ = a) g K4 ZN(4rn7Z3g(90)’f:ai)
i=1

+K3qn(82 T (ru, f) +10g 1) + Kagun
= o(T(rn.f))-

On the other hand, using the argument which derived (3.5.8) we can attain that
(U, f =) = C(&)T (1, f)

for all but at most two values of o, for argz = 6 is a T direction of f’ for {rn},
where C() is a positive constant depending on «.

A contradiction is derived and hence argz = 6y is also a T direction of f(z).
Using the same argument as in above to f")(z) and f\/)(z) for 0 < j < m with
suitable modification implies that for each positive integer m, every T direction of
f(z) for {r,} must be a common T direction of f(/)(z) (j =0,1,---,m). Thus
Theorem 3.5.5 follows. d

Finally, let us recall some of main results about common Borel directions of a
meromorphic function and its derivatives. In 1951, H. Milloux [20] proved that for
a transcendental entire function f(z) of finite positive order, every Borel direction
of its derivative f’(z) must be a Borel direction of itself f(z). We do not know if the
Milloux Theorem would hold for T directions, that is to say, whether every T direc-
tion of derivative of a meromorphic function with & (e, f) = 1 must be a T' direction
of this function itself. However, Theorem 3.5.5 only asserts that they have at least
one common T direction. Zhang [54] in 1977 and Yang [45] in 1979 extended the
Milloux Theorem to the case of meromorphic function with the infinity as a Borel
exceptional value and predigested the complicated proof of the Milloux Theorem
H. Milloux gave. Chuang [7] in 1951 proved that under some additional assump-
tion imposed on function considered besides it being of finite positive order, a Borel
direction of a transcendental meromorphic function must be a Borel direction of
its derivative. Chuang’s theorem was improved by Zhang [54] who proved Theorem
3.5.4 with Borel directions in the place of T directions and with & (a, f) = 1 replaced
by that a is a Borel exceptional value of f(z).

3.6 Distribution of the Julia, Borel Directions and T Directions

There exists a meromorphic function of infinite order or finite order such that all
of JD(f), BD(f) and TD(f) are finite. In 1976, Drasin and Weitsman [9] gave
sufficient and necessary conditions for a non-empty closed subset E of [0,27) such
that E is exactly the set of arguments of all Borel directions of an entire function
with given order. Yang and Zhang [48] proved that any non-empty closed subset of
[0,27) (without any more requirements) is exactly the set of arguments of all Borel
directions of a meromorphic function with given order. In view of the methods of
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Yang and Zhang [48] and Zhang Q. D. [56] (the reader is referred to the proof of
Theorem 3.3.2), we can prove the following

Theorem 3.6.1. For A > 0 and a closed subset E of [0,27), then there exists a
meromorphic function with order A such that

BD(f) = TD(f) =E.

It is, however, obvious that a non-empty closed subset of [0,27) may not be
the set of arguments of all Borel (T') directions of any meromorphic function with
given order and given 6 = 6(e0, f) > 0. Given A > 1/2and 0 < 6 < 1, let E be a
non-empty closed subset of [0, 8] with

. T 4 )
0<p <m1n{27tl,larcsm\/;}.

Then for any meromorphic function f(z) with order A and (e, ) = §, we have

BD(f) #E and TD(f)#E.

T 4 )
2n— P >max{k,27rlarcsm\/;}

and in view of Theorem 3.1.6 there exists at least one Borel direction and 7 direction
with argument in (f3,27).

Then what conditions are sufficient and necessary for this case such that BD(f) =
E or/and TD(f) = E?

We are given m radials argz = 6; (1 < j < m) from the origin with

This is because

0 <b<---<0,<0,+2m.

If {6,}"_, is the set of arguments of all Borel (7-) directions of a meromorphic
function f(z) with order A > 1/2 and 8 = &(eo, f), Theorem 3.1.6 then shows that
(1) 0;11—0;<0, j=12,--- ,m—1;
(2) 6n—061 221 -0,

where ® = ©(5,1) = max %,271:—%arcsin g

It is natural to ask whether or not (1) and (2) are sufficient to the existence of
a meromorphic function with order A > 1/2 and 8 = 0(eo, f) such that BD(f) =
{6, or/and TD(f) = {6} .

Drasin and Weitsman [9] proved that (1) and (2) with % in the place of ® and
21 — O are sufficient to the existence of such an entire function with order A > 1/2.
It is easily seen that (1) and (2) given by Drasin and Weitsman imply (1) and (2)
stated above by noting 7 < @ and 27 — @ < § when (e, f) = 1.

It is interesting to discuss the linear measure of these three sets JD(f), BD(f) and
TD(f). That mesBD(f) > 0 and mesT D(f) > 0 follows from Theorem 4.1.4 below
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provided that f(z) is an entire function of finite positive lower order and has an
infinite number of Nevanlinna deficient values. Here we can establish the following

Theorem 3.6.2. Let f(z) be a transcendental meromorphic function. If there are
an unbounded sequence {r,} of positive numbers such that

log|f(2)| = T (ru, f), 2| = rnyd > 0

and loe T
lim 0og (rnvf)
n—e  logry,

)

then
BD(f) =JD(f) = [0,27),

that is, each ray from the origin is a Borel direction of f(z) with infinite order .

Proof.  We are given an arbitrary radial argz = 6. According to the definition of
By g(r, f), for € > 0 we have

ryC;OSOf{-I,GJrS(rnvf) z rrczoBefe,GJre(rnaf)
0+¢

> 21 f) [ sin(o(g—0+€))do

—£

= ;Td(rnaf)v

where ® = % On the other hand, we use Lemma 2.2.1, Theorem 2.4.7 and Theorem
2.4.4 in turn to obtain that for three distinct complex numbers a, (v =1,2,3)

r°So_e.01e(r f) = r®So_e04e(r. f)+0(r®)

0.7 (1,Z:(0)) + 0*r® /lr 79(2;251(9))&—5-0(;"“’)

N

2
207 (r,Ze(0)) + or® T (r,Z:(0)) + O(r®)
60N (2r) +30r°N(2r) + O(r® (logr)?)

<
<
< (60 + 302 r?)N(2r) + O(r®(logr)?),

where N(t) = Y>_, N(t,Z2¢(8), f = a,). This yields that

1 2
logN@ra) 36.1)
welog T (rn, f)
and therefore argz = 6 is a Borel direction of f(z) with infinite order, from which
Theorem 3.6.2 follows. O

Actually, if r, & E(f), then using the Nevanlinna second fundamental theorem
on an angle we can get (3.6.1) with N(r,) in the place of N(2r,). However, we do
not know if the above result is still true for TD(f).
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Finally, we conclude this section with the following result, which is a direct con-
sequence of Lemma 2.7.1.

Theorem 3.6.3. Let f(z) be a transcendental meromorphic function. If f(z) has
no T directions in an angular domain Q(a., ), then for arbitrarily small € > 0, we
have

N(r,Q¢,f =a) =o(T(2r, f)) + O((logr)* loglog ) (3.6.2)

for all a € C possibly outside a set of a with measure zero.

Proof.  Since f(z) has no T directions in (¢, ), there exist m directions argz =
6;(1 < j < m) such that Q, C U7, V;(e), V;(€) = {z: |argz — 6, < &} and for
three distinct values a;,b; and ¢; (l <j<m),

N(r,V;(2¢), f = a;) +N(r,V;(2¢), f = b;) + N(r,V;(2¢), f = ¢j) = o(T (1, f))-

In view of Lemma 2.7.1, we get

N(r,Vj(e),f =a) =o(T(2r,f)) + O((logr)*loglogr)

for all a € C possibly outside a set of a with measure zero. Since

Ms

N(rQe, f=a)< ) NnV(e),f=a),

1

J

(3.6.2) therefore follows. O

3.7 Singular Directions of Meromorphic Solutions of Some
Equations

In this section we mainly consider a linear differential equation
W(n)_,'_an_l(z)w(nfl)+..-+a0(z)w:0 (3.7.1)

with meromorphic functions a;(z) (j =0,1,--- ,n—1). When every a;(z) is an en-
tire function, each solution of (3.7.1) is an entire function. In this section, we discuss
the singular directions of meromorphic solutions of (3.7.1).

Let us begin with the case when the coefficient functions a;(z) (j =0,1,---,
n— 1) are rational. It is well-known that the results from the theory of asymptotic
integration are important tools in discussion of such an equation. For this reason, we
collect some basic concepts and results from the theory of asymptotic integration
which will be often used below.

Consider rn linearly independent formal functions

w;(z) = 1@ logz! /1M (14 0(1)), 1 < j < n, (3.7.2)
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where P;(z) is a polynomial in z'/? for some p € N\{0}, 1; € C, m; € N.
For this function system {wy,w,---,w,}, let us introduce the concept of its
Stokes ray.

Definition 3.7.1.  Let a function system {wy,wa, - ,w, } with the form (3.7.2) be
given. A ray argz = 0 € R is called a Stokes ray of this system, provided that for
some 8 > 0, there exist two different P,(z) and P;(z) such that

lim
r—o0 ra'

Re(P;(re'?) — P(re'?)) [ >0, ¢ € (0,0+3),
<0,9c(0-35.,0),

where A is a positive rational number called order of the Stokes ray.

Indeed, A is the degree of P;(z) — P:(z) in z'/? divided by p. Obviously, there
exist only a finite number of Stokes rays for a system.
Let w(z) be a meromorphic function such that for arbitrary ray argz = 6, it is
a linear combination of the system {w1,wy,---,w,} in a sector containing this ray,
that is,
w(z) = ciwi, (2) + cowiy (2) + - - - + cmwiy, (2), (3.7.3)

in|argz— 0 <hwhere c; #0,1 <ij < -+ <ip <n.
Below we introduce concept of Stokes rays for such a function, which is very
useful in studying singular directions of such a function.

Definition 3.7.2. Let w(z) be given as above. A ray argz = 0 € R is called a Stokes
ray of this function, provided that it is expressed in (3.7.3) and for some 6, 0 < § <
h, there exist P, (z) and P, (z) with P, (z) # B;,(z) such that for 6 < ¢ < 6+ 68 and
every P (z) # P, (z), we have

Re(P (re'®) = P, (re'")) — e,

as r — oo and P,,(2) has the same property for 6 — 8 < ¢ < 0. Furthermore, if
P, (z) — P, (2) ~ az as |z| — oo, then the ray argz = 0 is called a Stokes ray of
order A.

Obviously, a Stokes ray of the function w(z) is also one of the corresponding
system {w;, (2),---,w;, (2)}, but the converse may not be correct. We understand by

observing a simple example: w(z) = e” +el? + 1. The function w(z) has all Stokes

rays at argz = %, %T”, %” and %”. However, the positive and negative real axes are

also Stokes rays of the system {ezz,eiZ ,1}. Fortunately, every Stokes ray of order
A(w) of the system {w;, (2),---,wj, ()} must be one of w(z) of order A (w).

In view of basic property of value distribution of exponential polynomial and the
Rochousé Theorem, we can prove (compare Lemma 1 of [1]) that a ray argz = 0 is
a Stokes ray of w(z) of order A4 if and only if for arbitrary small sector S containing
the ray

n(r,S,w=0)=cr*(1+0(1)), (3.7.4)
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where c is a positive constant depending on S. This can be shown in view of below
Theorem 3.7.1. For instance, consider the function w(z) = e + e+ 1. The ray
argz = 7 is a Stokes ray of w(z) with order 1 and it is easy to see that (3.7.4) holds
with A = 1.

According to the theory of asymptotic integration (compare Sternberg [30], Wa-
sow [39], Dietrich [8] and Briiggemann[1]), the following is true. The equation

(3.7.1) with rational functions a;(z) (j =0,1,---,n— 1) has a formal fundamen-
tal system (FS for short) {wy,ws,---,w,} of solutions with the form
w;j(z) = efi@ A [logzl/”]mej(z,logz), 1<j<n, (3.7.5)

where Pj(z), Aj, p and m; are as in (3.7.2) and Qj(z,logz) is a polynomial in

(logz)~" over the field of formal series Y. ¢;z~*/”, and Q;(z,logz) = 14+0(1/logz),
s=0
as |z] — oo.
The function system {w;,wa,---,w,} in (3.7.5) is a system in (3.7.2) and there-
fore, we can consider its Stokes rays. The system has only finitely many Stokes rays
argz = 0; (1 < j <m) with

0<0 << - <6, <2m.

Important is that every meromorphic solution of (3.7.1) must be a linear combina-
tion of the system {w1,wy,---,w,} in (3.7.5) in each sector

S;={z€C:0,_1 <argz< 01}, j=1,2,,m,

where 8y = 6,, — 27 and 6, = 0; 4+ 27.
In view of the proof of Theorem 1 of Steinmetz [27], we can establish the fol-
lowing result, which is an improvement of his Theorem 1.

Theorem 3.7.1. Let w(z) be a transcendental meromorphic solution of (3.7.1) with
rational coefficients and have the Stokes rays argz = 0; (1 < j < m) as in above.
Then for each j, there exists a P(z) = P, (z) such that

log |w(z)| = ReP(z) + O(log|z|)

as z— o in 0; < argz < 01, possibly outside an exceptional set consisting of

(1) countably many disks {z : |z — za| < |z4|' "}, where T is positive and the
counting function of the sequence {z,} is O(logr), and

(2) two logarithmic semi-strips

log* 2]
|Z|1/P ’

log* 2]

< —0:
0<argz—0; <C |Z|1/p

and 0 < 64 —argz < C

Theorem 3.7.1 applies to the case when w(z) is a linear combination of the system
(3.7.5) in a sector but may not be a meromorphic solution of an equation (3.7.1).
From Theorem 3.7.1, one immediately implies that if argz = 6 is not a Stokes ray
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of w(z), then there exists a sector S containing the ray such that n(r,S,w = 0) =
O(logr). Therefore, (3.7.4) confirms that the ray argz = 0 is a Stokes ray of w(z) of
order A. Conversely, (3.7.4) follows from the asymptotic representation of w(z) in
the boundary of a neighborhood of the Stokes ray given in Theorem 3.7.1.

The following is a consequence of Theorem 3.7.1.

Theorem 3.7.2. Ler w(z) be given as in Theorem 3.7.1. Then there exist finitely
many rays argz = 0; (j =1,2,--- ,N) such that the number of a-points of w(z) for
everya € Cin |z| < rbut oumde the logarithmic strips

log" |z|
|Z|l/17

largz — 0| <K (3.7.6)

is O(logr) for two positive constants K and p.

Thus Stokes rays of w(z) — a lie only on the rays in Theorem 3.7.2. It is easy to
see that w(z) — a has the equal Stokes rays of the order A (w) for all complex number
a except possibly at most one of a.

Define the indicator function £,,(0) of w(z) by

1 [?]
hyy(6) zlimsupM

r—o0 r (W)

for 0 < A(w) < eo. If w(z) is a meromorphic solution of the equation (3.7.1) with
rational coefficients, then in view of Theorem 3.7.1 we have

log |w(rel®)| = hy, (8)r* + 0(7 %),

uniformly as » — o, possibly outside a set E(r) C [0,27) of measure mes(E(r)) =
O(r~%), where A = A(w). Since w(z) has at most finitely many poles, we easily get

2
T(r’W) = I’I’l(r,W> +0(]0gr) — rlﬁ /0 hi’(9>d9 +0(rl78/2)

and

where A} (0) = h,,(0), when h,,(0) > 0, and otherwise, A, () = 0 and ¢(0) is the
coefficient of the first term in Laurant series of w(z) at 0. Thus

& h,,(6)dO

6(0,w) =A(0,w) _I_W

)
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and this implies that §(0,w) = A(0,w) = 1 is equivalent to that O is a Borel excep-
tional value (BEV for brevity) of w(z) (cf. Corollary 2 of [27]).

From the above discussion and Theorem 3.7.2, we immediately obtain the fol-
lowing

Theorem 3.7.3. Let w(z) be given as in Theorem 3.7.1. Then

(1) w(z) has only finitely many Borel and T directions;

(2) its Borel and T directions coincide and are Stokes rays of order A(w) of
w(z) —a for some a € C and vice versa;

(3) a ray argz = 0 is a Borel direction of w(z) if and only if for some a € C,
the a-points of w(z) has the exponent A(w) of convergence in the logarithmic strip
(3.7.6) for argz = 6.

Let us consider a second order linear differential equation
w' +A(z)w=0, 3.7.7)

where A(z) is a rational function with A(z) ~ ¢z",n > 0 as z — oo. We calculate the
leading terms of P;(z) in the formal solutions (3.7.5) for (3.7.7). To the end, we note
that the corresponding algebraic equation

Y +A(R) =0

has two solutions with the form, near z = oo, y; = +/cz/?(1 +o(1)),j = 1,2 and
then

2/c
Pi(7) = +2V" ("*2)/24_..- .
i(2) n—&-2Z (3.7.8)

The following result is obvious.

Theorem 3.7.4. Let w(z) be a meromorphic solution of (3.7.7). Then T (r,w) ~
er /2 with ¢ > 0 and w(z) has exactly n+ 2 Stokes rays of order % for some
a€C and equivalently, w(z) has exactly n+ 2 Borel and T directions. If w and
wy are linearly independent meromorphic solutions of (3.7.7), setting f = w1 /wy,
then T(r, f) ~ br"2)/2 with some b > 0 and f(z) has exactly n+2 Borel and T
directions.

The final part of Theorem 3.7.4 follows from the equality N(r, f = a) = N(r,w; —
awy = 0) and that w; — aw, has the same Stokes rays for all but at most two values
of a. For a general case, we pose the following

Question 3.7.1. Does a meromorphic solution w(z) of the equation (3.7.1) with
rational coefficients have at most nA(w) Borel and T directions?

There is a close relation between the equation (3.7.7) and the Schwarzian deriva-
tive. The Schwarzian derivative of a meromorphic function f(z) is

_f/// 3 f// 2
=73 (5)
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We can consider the equality as an algebraic differential equation. The reader is re-
ferred to Chapter 6 of Laine [17] for the basic knowledge. For a given meromorphic
function Sy, meromorphic solution, if exists, of the algebraic differential equation
is unique up to a Mobius transformation. If Sy is a polynomial, then f must be a
ratio of two linearly independent solutions of (3.7.7) with A(z) = 35/(z). There-
fore, in terms of Theorem 3.7.4, a meromorphic function f(z) with the polynomial
Schwarzian derivative has exactly 2A(f) Borel and T directions. Furthermore, in
terms of Theorem 3.7.1, the complex plane C is divided by the 2A(f) Stokes rays
argz = ¢; into 2A(f) equal angular domains:

Dj={z:9;-1 <argz < ¢;}, 1 < j <2A(f), $or = o,

¢;j—¢;—1 = /A and for some a; € C we have

log = nCcrt sinl(@—qu,l)—i—o(r’l), r— oo, (3.7.9)

1
|[f(re?®) —aj]
uniformly with respect to 6 in any angle being inside D; (where 1/(f —a;) is re-
placed with f for a; = c0) and T'(r, f) ~ Cr*, where c is a positive number which
can be found from the coefficient of the first term of %S +(2) in terms of (3.7.8). Ac-

tually, (3.7.9) follows from the following implication. Let w;, j = 1,2, be the formal
solutions (3.7.5) of (3.7.7). Thus

awi + aw)
=—F-F—,0;,53€C
Biwi +Bowsy” b
in D;. Assume that ReP; (z) > 0in D;. If B; # 0, we take a; such that o —a;f; =0
and thus
1 B wi B

f—a;  m—aipwy wm—a;y’
From the representation (3.7.5) of wy and wy, and (3.7.8), we have (3.7.9). If §; =0,
then we have for a; chosen to be o

f_ o) wq (0%)
Bowr  Ba

This yields (3.7.9) with a; = . Finally, from the representation of f we always

have
T(rf)~m (r, Wl> ~m (r, Wz) ~crt.
wo w1

From (3.7.9), we have
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mr, ! —L/MIOJ’;dO
"f—a) 2w Jo g |f(rel?) —al

=-c* Y /¢,. sinA(6 — ¢;_1)d6 +o(r*)

= cr)LM +o(r*)

sothat 8(a, f) = p(a)/A where p(a) is the number of a;’s equal toa and ¥ 6 (a, f) =

a
2. These results belong to F. Nevanlinna [21] and the reader is referred to Chapter 7
of this book for the discussion of general case, i.e., the Nevanlinna conjecture.

Theorem 3.7.5. Let f(z) be a transcendental meromorphic function with polyno-
mial Schwarzian derivative. Then T(r, f) ~ cr’ for some ¢ > 0 with 2\ being a
natural number, f has exactly 2A Borel and T directions argz = ¢;(1 < j < 24)
with @11 — ¢; = %, 0o4 = ¢1 + 27 and asymptotic representation (3.7.9) in D and
):_;,5(51, f)=2.

Below we shall mean Stokes rays of w(z) —a by Stokes rays of w(z) with re-
spect to a in order to stress what value-points are considered. Note that if the linear
representation of w(z) in terms of the formal fundamental system contains at least
two exponential polynomials with distinct first terms, then w(z) has the same Stokes
rays of order A (w) as those of w(z) — a with the exception of at most one of a and
therefore its Borel and T directions are exactly and completely determined by the
argument distribution of almost its zeros.

Since the product F,, = fi f> - - - f;n of m meromorphic solutions of (3.7.1) with ra-
tional coefficients can be linearly represented in terms of items of the set produced
by the products of elements of the formal fundamental system. Then the above dis-
cussion about one solution w(z) including Theorem 3.7.1 and Theorem 3.7.2 applies
to the F,,(z) and so Theorem 3.7.3 is also true for the Fp,(z).

For aFS {fi, f2,- -, fu} of an equation (3.7.1), it is well known (see Proposition
1.4.8 of Laine [17]) that

W+ a,_1W=0,

where W =W (f1, f2,- -, fu) is the Wronskian determinant of f1, f>,- - , f, and thus
for a,—1(z) =0, we have W = ¢ # 0. This yields

1 w 1
m <V, E) =m <r, E> +m (r, W> = O(logr), (3.7.10)

E = fifa--- fu, and then if E(z) is transcendental, 8(0,E) = A(0,E) =0 and E(z)
has the exponent A (E) of convergence of zeros. Thus we can establish the following
result.

Theorem 3.7.6. Let E = fif>--- f, be given as in above with a,_(z) = 0. Assume
that E(z) is transcendental. Then
(1) E(z) has only finitely many and at least one Borel and T directions;
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(2) a ray is a Borel and T direction of E if and only if it is a Stokes ray of E(z)
with order A (E).

Proof. Inview of Theorem 3.7.3, we need only to prove (2) here. Let argz = 6;(1 <
J < m) be all Stokes rays of E(z) with order A (E). It is obvious that every argz = 6;
is a Borel and T direction of E. In view of Theorem 3.7.2 and (3.7.4), there exists a
€ > 0 such that for arbitrary 0 < £ < &, we have V;(€) = {z: |argz— 6;| < €} are
disjoint and

N(r,C\U™,V;(e),E =0) = O(r*™ )

for some 0 < 1) < A and
N(r,Vj(e),E =0) ~N(r,V;(€),E =a)
as r — oo for all but at most one value of a. From (3.7.10) it follows that
T(rbE)=N <r, ;) +O(logr)

N(rVj(e),E = 0)+0(*)

I
(ngE

~.
Il
—_

j(€),E=a)+0(4)

2
[ ngE
=
>

<
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+
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so that
N(r,C\U™,V;(e),E =a) = O(r* ™).

This implies that any ray argz = 6 with 6 # 6;(1 < j < m) cannot be a Borel
direction of E, from which Theorem 3.7.6 follows. O

Therefore, by using the same argument as in the proof of Theorem 3.7.6, we can
prove that if 6(0,w) = A(0,w) = 0 for a meromorphic solution w of (3.7.1), then a
ray is a Borel direction of w(z) if and only if it is a Stokes ray of order A (w) with
respect to zeros, and equivalently (3.7.4) holds for any sector containing this ray.
This result also holds for F,(z).

Consider the equation of (3.7.1) with a,—; = 0 and polynomial coefficients
aj(z)(1 < j <n—2).ForaFS of meromorphic solutions { f1, f>,---, fu}, in view of
Theorem 2 of [28], E = fi f>--- f, is transcendental if and only if

T(r.E) # o( max {T(r, f})}),

I<j<n

that is to say, in view of (3.7.10),
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N( ) £ o max {T(r.f))}).

1<j<n
By using Theorem 3.7.6 and (3.7.4) it is equivalent to that

T(rE)=c(1+o(1))r*, 2 = max {A(f))}
1<j<n
for some ¢ > 0. And E = fif>--- f, is transcendental if and only if E(z) has the
exponent A of convergence of zeros. Theorem 2 of [28] asserts that if at least one of
aj(z)(1 < j<n—1)isnota constant, then E = fi f>- - f, is transcendental for any
ES {f]afza e afll}'

We remark that actually, Theorem 3.7.6 for the case when n = 2 with ay(z) being
a non-constant polynomial is essentially Theorem 1 proved in Wu [40], while our
proof is completely different from Wu’s.

In what follows we discuss singular directions of solutions of (3.7.1) with mero-
morphic function coefficients at least one of which is transcendental. It is well-
known that an admissible meromorphic solution of such an equation (3.7.1) is of
infinite order. Here a meromorphic solution of (3.7.1) is admissible if all coeffi-
cients are its small functions. In view of Theorem 2.7.3, however it is easily seen
that a ray is a Borel direction of infinite order if the convergent exponent of a-points
for some fixed a € C is infinite for any angular domain containing this ray. In fact,
for the case of infinite order, we have further result.

Theorem 3.7.7. Let f(z) be a transcendental meromorphic function with A(f) = oo
and let A(r) be a Hiong’s infinite order of f(z). Then a ray will be a Borel direction
of A(r) order of f(z) if it is of A(r) order for a-points for some fixed a € C, that is to
say, n(r,Q, f = a) for every 2 which contains this ray has the infinite order A(r).

Proof.  Consider any angular domain Q2 (e, 8). In view of the Nevanlinna second
fundamental inequality (2.2.6) for £ and for a,a; € C (j = 1,2,3) we easily get

Cap (7725 ) < zcaﬁ( )+0<1ong<rf>>, rEE().

From Lemma 2.2.2 for small € > 0 it follows that

N(1,Qe, f = a) < 2(sin(0e))"'N(n.Q, f = ar,az,a3)

"N({t,Q,f=
—|—0)(sin(a)g))*1rw/ (t, 7ftw+?l7a27a3)dt
1

+O0(r®logrT (r,f)),r € E(f) (3.7.11)

with @ = ﬁ— Thus

logN(r,Qe, f =a) <logN(r,Q, f =ai,az,a3) +2logr
+loglogr+loglogT(r, f)+0O(1), r € E(f)
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so that letting A (r) be a Hiong’s infinite order of f(z), we have

logN(r,Q¢,f =a) logN(r,Q, f =ay,az,a3)

li <l 3.7.12
Hrrisol:p A(r)logr 1r:1_)s;1p A(r)logr ( )
This yields our desired result. O

The above result is used to admissible meromorphic solutions of (3.7.1) with
meromorphic function coefficients at least one of which is transcendental to get that
a ray will be a Borel direction of A(r) order of such a meromorphic solution if it is
of A(r) order for zeros. But the inverse of the result is not always true by observing
the example f(z) = e®* which satisfies

f// _ (ez +622)f =0.

This leads us to pose a question:

Question 3.7.2. Is po(0) infinite for any angle Q2 containing a Borel direction of
infinite order if the convergent exponent of zeros of the meromorphic solution is
infinite for the complex plane?

Let f(z) be an admissible meromorphic solution of an equation (3.7.1) with
meromorphic function coefficients at least one of which is transcendental. It is easy
to see that

N <rj;) :N(r,}) +N(r,f) <N(r,}) +N(r),

where N(r) = max{N(r,a;) : 0 < k <n—1}. In view of Lemma 7.6 of Laine [17],
we have
A i (L
m r,f =0(log"T r,f +®(r)+logr |, r € E(f)

and hence
m (r, J;) =0 (log+N (r, ?) +®(r) —Hogr)
=0 (log+N (r, ;) +log" N(r)+ @(r) —Hogr) , T E(f),

where @ (r) = max{m(r,a;) : 0 <k <n—1}. Asin Lemma 7.6 of Laine [17] and in
view of Theorem 2.5.1, for an angular domain Q (¢, ) we can get
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i _ N f
(Agp+Bap) |1 7 O|log"Sq 5545 (7 7 + @y p(r) +logr
=0 (log*T (r ?) + Py g (r )+logr>
=0 (log*N <r, ch) +log™ T(r)

+ @y p(r)+logr),r £ E(f), (3.7.13)

where T (r) =max{T (r,a) :0 <k <n—1} and @y g (r) =max{(Aq g +Bgp)(rax):
0<k<n—1}.

For a meromorphic FS {f1, f2,- -, fu} of such an equation (3.7.1) with a,_; =0,
letting E = f1 f>--- fn, as in (3.7.10) and in view of (3.7.13) we easily get

1
Sap(nE) =Cqp (n E) + 0 (log* Sy_g,p15(r) + P p(r) +logr)

\Caﬁ< 1)+0<Zlog+N<r ;>+log T(r )Jr@a’ﬁ(r)JrlOgr)

J

<C 7ﬁ< 1>+0(log T(r,E)+log" T(r r)+ @y p(r) +logr)

where we have used the inequality N(r,1/f;) <N(r,1/E)+N(r) and Sy_5 g15(r) =
max{Sq_sp+5(r fi/fi) : 1 <k < n}, sothat fora € C

1 1
Cap (r, z —a) <Cup (r, E) +O0(log" T(r,E) +1log" T(r) + Dy 5(7) +logr)

(When a =0, Cg g (1, 7) is replaced by Cy (1, E)).
In view of Theorem 2.4.7, for a meromorphic function on the complex plane we
have

log" Sq.p(r.f) <log" T(r,f) + O(logr)
so that
log™ @ p(r) <log™ T(r)+O(logr).

By the same argument as above to produce (3.7.12) and the above inequalities, we
easily show

logN(r,Q¢ ,E = logN(r,Q2,E =0
lim sup 0g (V, € Cl) < lim sup 0g (V, ) )
F—soo A(r)logr 00 A(r)logr

if logT(r) = o(A(r)logr) and further, a ray is of A(r) order for zeros of E(z) if it
is a Borel direction of A(r) order. This together with Theorem 3.7.7 establishes the
following theorem.
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Theorem 3.7.8.  Consider equation (3.7.1) with a,_1 = 0. Assume that A(E) = e
and A(r) is a Hiong’s infinite order of E(z) such that logT (r) = o(A(r)logr). Then
a ray argz = 0 is a Borel direction of A(r) order of E(z) if and only if it is of A(r)
order for zeros of E(z).

Obviously, for a function a(z) of finite order, log7 (r,a) = o(A(r)logr). There-
fore we directly get a consequence of Theorem 3.7.8.

Corollary 3.7.1. The result of Theorem 3.7.8 holds, if each ay, is of finite order.

This result with entire coefficients of finite order instead was proved in [42] for
the nth order equation and [40] for the second order equation. In fact, it is easy to see
that if each ;. is of finite order, then for sufficiently small €, Pg_¢ g (r) = O(1)
and Sg_¢ g+¢(r) = O(1). For this case of that each ay is entire of finite order, Yi [50]
got by the Wiman-Valiron theory for sufficiently small € > 0

1
So—e0+e(LE) =Coepse hE +0(1).

Using this equation is easy to deduce Corollary 3.7.1.
We can directly use the lemma of logarithmic derivative (see Lemma 2.5.3) to
get the following inequality

1 1

Sa.ﬁ (r,E) = Ca,B (’"a E> + (Aa,ﬁ +Ba,B) (’3 E> +0(1)
1 w

= Ca_ﬁ (I’, E> + (Aa,ﬁ +BO‘;B) (I”, E) +0(1)

1 n
=Cqp (r, E) +O(log™ ]; T(r, fj)+logr),

possibly outside a set of r with finite linear measure. If .}, 7'(r, f;) = O(T (1, E)),

then .
Ca’ﬁ <r, E_

so that a ray argz = 6 is a Borel direction of A(r) order of E(z) if and only if it

is of A(r) order for zeros of E(z). We stress that we do not explicitly impose any

conditions on the coefficients ay(z). The readers are suggested to study the condition
" T(rfj) = O(T(rE)).

Here we suggest to investigate the T directions of admissible solutions of (3.7.1)
with meromorphic function coefficients at least one of which is transcendental. We
also ask whether a ray is a T direction of an admissible meromorphic solution if it
is a Borel direction of Hiong’s infinite order.

By means of the above discussion, we can establish the following result, whose
proof is left to the reader.

Theorem 3.7.9.  Consider equation (3.7.1) with a,_1 = 0. Assume that A(E) = e
and T(r) = o(T(r,E)). Let {r,} be a sequence of positive numbers determined in

1
a> <Cqup <r, E> +O(log" T(r,E) +1logr)
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Lemma 1.1.3 with s,, — o as n — . Then

Jimsup N(r,Z¢(0),E =0)

oo T(rE) >0

if the ray argz = 0 is a T direction of E(2) for {r,}.

The study of singular directions of meromorphic solutions of a difference equa-
tion is an important and interesting topic, either. Let us mention the Schroder equa-
tion as an example. Consider a rational function R(z) of degree d > 2 and a complex
number s. The following is the Schroder equation

f(sz2) =R(f(2)). (3.7.14)

Suppose that f(z) is a non-constant meromorphic solution. Then f(z) is transcen-
dental and
T([slr.f) = (d+o(I)T(r.f), r — o

This implies that |s| > 1 and A(f) = u(f) =logd/log|s|.

Assume that there exists a point § such that R({) = { and s =R'({). If |s| > 1, in
view of Poincaré’s Theorem (see Chapter VII of Valiron [37]), there exists a unique
meromorphic solution f(z) with f(0) = ¢ and f/(0) = 1. The solution f is called
the Poincaré function. In the complex dynamics, it has been revealed that there exist
a close connection between the value distribution of the Poincaré function f and the
distribution of roots of the equation R"(z) = a, where R" is the nth iterates of R.

Ishizaki and Yanagihara in [16] proved that every Julia direction of a meromor-
phic solution of the Schroder equation must be a Borel direction and 7 direction as
well. They in [15] discussed singular directions of meromorphic solutions of non-
autonomous Schroder equation

f(s2) =R(z, f(2)),

where R(z,w) is a fixed rational function in z and w with deg, [R(z,w)] > 2 and
proved that each direction of its transcendental solution for |s| > 1 and args/(27) &
QO must be a Borel direction and a T direction as well. They obtained their result
by using the fact that 2nmwargs mod(27x) is dense in [0, 1]. Therefore, we ask if a
transcendental solution has only finitely many singular directions for |s| > 1 and
args/(2m) € Q. And is the previous result about the Schréder equation correct for
the non-autonomous Schroder equation?

3.8 Value Distribution of Algebroid Functions

We consider the v-valued algebroid functions which are determined by the equation

v(z,w) = A, (W’ + A, 1 (2w 4+ Ag(z) =0, (3.8.1)
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where A;’s are entire functions without common zeros. For the basic knowledge
of value distribution of algebroid functions, the reader is referred to He and Xiao’s
book [13]. Following Valiron [34] and [35], define the characteristic of v-valued
algebroid function w by

1 2 0
T(rw) =5 /0 logA(rei®)d,

where A(z) = maxog j<v |A;(z)|, and the integrated counting function for a € C by

Nrw=a)=N <r"’(zla))

N(rw =) _N(rl).

’Av

and

We define N(r,w = a) and N(r,w = =) by the above equalities with N replaced
by N (Note: the definition of N and N here is different from that in some of other
literatures). When v =1, w = —A( /A is a meromorphic function and its Nevanlinna
characteristic and integrated counting function agree with those defined above.

If w(z) is non-constant, then 7'(r,w) is increasing and convex in logr so that
T(r,w) — oo as r — oo, This is because logA is subharmonic on C (see Chapter 7).
T (r,w) = O(logr) if and only if w(z) is an algebraic function, that is, every A; is a
polynomial. The order and lower order of w is defined by those of T (r,w).

Obviously, T(r,w) = T(r,1/w). For a € C, set f = w — a and substituting w =
f+ainto (3.8.1) yields an algebraic equation

viv +Bv—1fV7l + - +Blf+BO =0
with B, =A,and B; =Y, c,({j )Ak. Then for some constant ¢ > 0, we have

B(z) = Bi(z)| <cA
(2) Olgjﬁ;gvl i(2)| < cA(z)

so that
T(r,w—a) <T(r,w)+0(1).

The above inequality also yields
T(rhnw)=T(rhw—a+a)<T(hnw—a)+0(1)

and thus we get the first fundamental inequality for an algebroid function

T (nwl a) =T(r,w)+0(1).

The second fundamental theorem for an algebroid function is stated as follows.
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Theorem 3.8.1. Let w(z) be a v-valued algebroid function defined by (3.8.1). Then
for q distinct values aj € C (j=1,2,--- ,q), we have

Q

(q—2v)T(r,w) < Y N(rnw=aj;)+S(r,w), (3.8.2)
=1

where S(r,w) = O(logr) if w is of finite order and S(r,w) = O(logrT (r,w)) for all
but a set of r with finite linear measure.

Theorem 3.8.1 was established by Valiron [33] without the bar over N in (3.8.2)
and by Yu [52] who improved the Valiron result.

For uniqueness of algebroid functions, Valiron [33] claimed the 4v+ 1 CM shared
value unique theorem for v-valued algebroid functions, which was improved by He
[11] to establish the following

Theorem 3.8.2. Let w(z) and w(z) be v-valued and s-valued algebroid functions
respectively and s < v. If w(z) and w(z) have 4v + 1 distinct IM shared values, then
w(z) = w(z).

Actually, he only proved the above result for shared-value points counted once
for each circle and the complete proof of Theorem 3.8.2 was given by Yu in [51]
with help of Theorem 3.8.1 and by He and Li in [12] who gave a different proof
from Yu’s. For further information, the reader is referred to He [11] and Yu [51].

For singular directions of algebroid functions, Toda [31] discussed Borel direc-
tions of an algebroid function and his result on the existence of Borel directions was
improved by Lii and Gu [18]. The following is the result of Lii and Gu.

Theorem 3.8.3.  Let w(z) be a v-valued algebroid function with the order 0 <
A(w) < oo. Then there exists at least one Borel direction argz = 6 of w(z), that is,
forany € >0,
Jim sup logn(r,Z¢(0),w = a)
F—so0 logr

:A”

possibly except at most 2v values of a.

Here n(r,Z:(0),w = a) = n(r,Z¢(0), ¥(z,a) = 0). We naturally consider the T
direction for an algebroid function. We first of all give out the definition of T direc-
tions (see [57]).

Definition 3.8.1. Let w(z) be a v-valued algebroid function. A ray argz = 0 is
called a T direction of w, if for arbitrarily small € > 0, we have

>0

N(r,Zs(0 =
limsup (r,Ze(6),w=a)
Fsoo T(r,w)

foralla e C possibly except at most 2v values of a.

Here N(r,Z¢(0),w = a) = N(r,Z¢(0),y(z,a) = 0). The first question we should
solve is the existence of T directions of algebroid functions. We conjectured in [57]
that an algebroid function with T (r,w)/(logr)? — oo as r — oo would have at least
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one T direction. This conjecture was recently solved by Wu[41], Xuan [43] and
Wang and Gao [38].

Finally, we mention that it is interesting to discuss corresponding aspects for an
algebroid function to those for a meromorphic function in this book. For exam-
ple, establish the characteristic of algebroid functions for an angular domain and
the basic results; discuss the growth of algebroid function when some restriction
is imposed on arguments of certain a-points of it; study relation between singular
directions and Nevanlinna deficient values of algebroid functions.
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Chapter 4
Argument Distribution and Deficient Values

Jianhua Zheng
Department of Mathematical Sciences, Tsinghua University, Beijing 100084, P. R. China
jzheng @math.tsinghua.edu.cn

Abstract: We investigate above bound of total number of deficient values of a tran-
scendental meromorphic function and its derivatives of every order if most of its ze-
ros and poles distribute along finitely many rays starting from the origin and prove
that the bound is the number of the rays under some assumption, for example, the
function considered is of finite lower order. Next we discuss relations between the
numbers of deficient values and common T directions of the functions and their
every order derivatives, and demonstrate that total number of deficient values of a
meromorphic function and its every order primitive is not greater than the number
of common 7 directions of the functions and its every order derivatives. We then go
to the case of entire functions. For example, we verify that a bound of total number
of deficient values of the function and its derivatives and primitives of all orders is
two times its lower order for an entire function with the finite positive lower order.
Finally, we make a simple survey of some of the celebrated related works of Edrei
and Fuchs’ and Yang and Zhang’s and others.

Key words: Deficient value, T' directions, Derivatives, Harmonic measures

Many results obtained in 1950’s drop a hint on non-existence of the Nevanlinna
deficient values under some restriction imposed on the distribution of arguments of
points of some value a (for example, compare the results in next chapter). Noting
that the deficiency is an important object in the study of the module distribution
of a meromorphic function, this actually hints vaguely some relations between the
module distribution and the argument distribution of a meromorphic function. It is
the celebrated results obtained in a series of papers by Edrei and Fuchs [1] [2] in
1962 that made the relations clear and distinct. As we have known, the singular
directions are the study object of argument distribution of a meromorphic function
and then it is worth to investigate relation between deficient values and singular
directions. Since 1975, L. Yang and G. H. Zhang attained a series of results about
connection of deficient values and Borel or Julia directions. We will retrospect those
works in Section 4.2, while in Section 4.1 we will discuss relations between deficient
values and T directions.
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4.1 Deficient Values and T Directions

The purpose of this section devotes to discussion of relations between the numbers
of deficient values and T directions of a meromorphic function, which is motivated
by works of Edrei and Fuchs’, Yang and Zhang’s.

First of all, we establish the following important lemma, some of whose ideas
come from those of Edrei and Fuchs [1] and the section 3.5 of Zhang [11]. Let f(z)
be a transcendental meromorphic function. For four positive numbers R, H,€ and n
with 4eH < 1 and two complex numbers a # 0 and & with |&| = R, let

xs(fva) = x£(Ran7§;f7a>

{z Mg < eClog™ and|z—§|<n}, (4.1.1)

1
|f(z) —a
where

o f 1 _ + TI
Cmm{lS’lOOQ}’ Mg =10gRT(R+ 61, f)+ Nlog

and

1
0= (1oe ) . N=nlSnEf=0)4a(sn.E.s =)

Lemma 4.1.1. Let f(z) be a transcendental meromorphic function. Given positive
numbers R, H and 1 with 4eH <1 < R and H > T_I(R7f), consider the disk
{z:]z—&| <51}, & =Re°.

We denote by () the set of the Boutroux-Cartan exceptional disks for the zeros
and poles of f(z), by (v') one for the zeros of f'(z) in |z— &| < 51 and H and by
(7)q the set of

=n(R+6m,f=0)+n(R+6n,f =c)+n(R+6n,f=a)

disks centered at zeros, poles and a(a # 0)-points of f in {z: |z]| < R+ 60} with
radius %
Then there exists a positive constant K such that if for 0 < € < k, X¢(f,a)\ ((y)U

(YU (V)a) # @, then for zo € Xe(f,a) \ ((Y)U(¥")U(Y)a), we have

C
Elog+ <logt +2log"2+log" |a| + 87N 4.1.2)

b b
|f(20) —al [f(2) —dl

and

c
log|f'(z)| < —Elog +log™ [ f(z0)| + 47N (4.1.3)

1
|£(z0)—dl
forall zin{z:|z—&| <N} outside (y) U (y')U(Y)a

Proof.  First of all we estimate log ‘ % in {z:|z—&| <n}. In view of Lemma

2.5.2, we have
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L@ utn Ak I
2| 7 <un’"(”’é’f) PR (’é’f’)
—|—(n(u7.§’f:O)—}—ﬁ(u,é’f:oo))logu:]n
S e =0) @14

inside |z—&| < <t < u < 57 outside (y).
A simple application of Lemma 2.5.1 implies that

[z f'(2)
f(z) (@) -

for zin {z: |z] < R+5M} except (y), the total sum of whose diameters equals to
2H, by noting that §(z) > %, where we have used the inequality n(R+ 51, %) <
@N(R—i—&],*) and T~ (R, f) < H < n < R. Since 4eH < 1, there exist 21 <
up <3nand4n <u; <5nsuchthat {z:|z—&|=u;} N (y)a =2 (i=0,1). Thus
integrating the first item of the above inequality along |z —&| = u; (i =0,1) shows

log™® +log™

’ < KjlogRT(R+ 67, f), (4.1.5)
a

m (5?) < KilogRT(R+61.f) (i=0,1), 4.1.6)

here and below we denote by K1, K53, - - - positive constants depending only on a.
Now we estimate m (u,?j,%, . An application of the Poisson-Jensen Formula
(2.1.28) to f(z)/f'(z) deduces that

Fol<tn(es syt

for 2n < u < 5m and |z— &| < N outside (y'). From the identical equality
1 1 f(z) ( f'(2) _»fTZ)>
fO—a af@Q\f)-a [()
it follows, in virtue of (4.1.5) and (4.1.7), that

ﬂ)

-+

f(2)
f(2)

+

@) +log*t ﬁ—klog
{)() ‘—HogZ

+n(u, &, f =0)lo

log™

~

f(z)—a
+log™

utn

I (4.1.8)
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for 2n < u < 51 and |z —&| < n outside (7 ') U (7y),. Substituting (4.1.8) for z =
20 € Xe(f,a) \{(V)U(y")U(Y)s} and u = ug into (4.1.4) for u = ug implies that

f'2) 1 f up+1n
< N g
log Q) < 3K1logRT(R+61M, f) 3™ M07§,f, +Nlog 7
1
< KalogRT (R+61. f) + gn(up, &, f' = 0)log “ 11
1 1 up+1n
log +Nlog (4.1.9)
|f(z0) —al

for [z — &| < outside (Y) U(Y") U (V)a-
Below we need to treat two cases.
M If n(uo, &, f' = 0)log “= Lt/ R 5log® Hie ) |,then from (4.1.4) for u = u; and

t = up, we have

f/(Z)‘ ur+n
] < K4logRT(R+ 6, f) + Nlog ——1
g1 41ogRT(R+ 61, f) + Nlog I
1 411)‘1 Lo
——(10g2t) logt —— 4.1.10
68< ®H) % ) —d @110

for |z— &| < 1 outside (y).
(D) If n(uo,&, /" = 0)log "™ < Jlog" b=,
(4.1.10) for K3 in place of K4 and with the coefficient 18 in front of log™ T=al

then from (4.1.9), we have

instead of & Q and for [z—&| < 1 outside (y) U () U (7). Thus we always have
[
/@)

for |z —&| < n outside (y) U(y')U(Y)s, where C = min{%, &Q}. In view of the
definition (4.1.1) of X¢(f,a), then for 0 < € < 1/(2K4) we have

6
’ < K4logRT (R+ 61, f) —|—Nloggn

log —Clog™

1
|f(z0) —al

f@|_ ¢
log f(z) < 7 og |f(zo)—a\ 4.1.11)
and hence f’( )
Z
1
f@ |
for [z—&| < 1 outside (y) U (7") U(V)a-
Since f’( )
Z
llog (2)| ~tog|f ()l < | i |l <amn.

where L(z,z9) is a curve in |z— | < 1 connecting z and zg which does not intersect
(y)U(y")U (7). with the length not greater than 477, we have in virtue of (4.1.11)
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ral=1ralE
< I#talexp (4mn-+1og| )

C
< "M f(z0)| exp (—2 log™ (4.1.12)

=)

which produces (4.1.3).
Furthermore, in virtue of (4.1.12), we have

|f(z) —al < [f(2) = f(z0)| +f(20) — @
< 4mne™ | f(z0)| exp (—glog+ If(zol)—a> +|f(z0) — 4
d

< V)l |1+ (1 75

) exp (47

for |z—&| < n outside (y) U(y’)U (7). Thus

1 1
logt ————— <log" ——— +2log"2+log"47n +log™ |a
7o) —al =% 7@ 4 “
C 1
drn— | =—1)logt ——.
I (2 ) % 7o)
This yields (4.1.2).
Lemma 4.1.1 follows. a
By noting the following equality
®(2) f'(z)
log| % (z)| =1o fi +---+1Io ’ ’—Ho z)—al, 4.1.13
g|f*(z)| =log 7 () ¢ 0 —a glf(z)—al, ( )

it is easy to see that if log| f(z) — a is very small, then log |f*)(z)| is also to do so.
Thus (4.1.3) essentially also follows from (4.1.2). To deal with deficient values of
derivatives of a meromorphic function we need the following lemma.

Lemma 4.1.2. Let f(z) be a transcendental meromorphic function. Consider the
disk {z:|z—&| <50} with & =Re'® and H > T~ (R, f) and 4eH < 1 < R. Then

4
n(n,E, ) = 0) < S(ma(dn, &, f = eo) +n(dn,&, £ = 0))log =1
(m)
+KlogRT (R+5n, f) —5log F™z0) : (4.1.14)
f(20)
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for arbitrary zo € {z: |z— &| < N} outside () where (y) is the set of Boutroux-
Cartan exceptional disks for the zeros and poles of f(z) and H.

Proof.  We can find a 21 < Ry < 37 such that {z : |z—zo| = Ro} has the distance
at least L, n is the number of zeros and poles of f(z) in {z: [z—&| < 4n}, from the
zeros and poles of f(z). It is easily seen that {z: |z—z0| <Ro} C{z:|z—&| <4n}.
In view of Lemma 2.5.1, we have

(m)
m <R0,Z0, ff) < KlogRT(R+ 51, f).

For zp & (), using Lemma 2.5.2 to {z: |z—zo| <Ro} with R=Ry,r =t =1, we
have

(m)
L0 < 3K l0gRT(R+ 51, f)+ (mn(4n, £, f = o)
f(z0)
4an 1
(4, ./ = 0))log 7] —<n(n.&. /) = 0).
This yields immediately (4.1.14). O

Now we come to establish our first main result of this section.

Theorem 4.1.1.  Let f(z) be a transcendental meromorphic function. Consider a
sequence of annuli A, defined by

anrn<|2|<’<rn; n:1a2737"'

with r, — o0, 0 < o, < 1 and x > 1 and T (kr,, f) < KT (ry, f) for some positive
constant K.
With each A, it is possible to associate s(> 1) arguments

0§(Xn1 <an2<"‘<ans<an]+27r

such that there are at most o(T (ry,, f)) zeros and poles of f(z) in the portion of A,
and outside the s sectors

‘argz—anj‘gsa j:1727"'757
for arbitrary fixed € > 0. Then pg < s.

If, in addition, 04, — 0 asn— oo, T (Nury, f) = o(T (ry, f)) for any sequence {n,}
such that 1, — 0 and K > 12, then

Y pi<s, (4.1.15)

where p; is the number of finite non-zero deficient values of f () (2).
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Proof. Here we only prove (4.1.15). Let ¢ be a real number greater than 1 and
sufficiently close to 1. For any non-negative integer m and sufficiently large n, in
view of (2.6.1) and (2.6.2), we have

T(Pry, f™) < 2(m+1)T (2rs, f)
< 2K(m+ 1T (ry, f) (4.1.16)
<

K(m+ 1)K T(cry, f™).
Set
Az(zj) = {Z : rn/2 < |Z| < 2rn7anj <argz < an(j+1)}7 J=12,-s.

Let a; be a non-zero and finite Nevanlinna deficient value of f) (2). In virtue of
Lemma 2.8.1 it follows that for all sufficiently large n, mesE, (a;, f')) > t(a;) > 0
for some R, € (cry,c’ry). Take a € > 0 such that 40se < #(q;) and k > 2d, d =
6 x 81/9(sin(we))"/®, ® = &, and the d is that in Lemma 3.5.1. Then there
exists at least one jj such that

mes{E, (ar, f) N (0, + 208, 0ty 1) — 20€)} > 0

for all sufficiently large n, which we can assume without any loss of generali-
ties. Now let us restrict our discussion to this angle AP Set 6, = Qnjo + (i +
19)e (i=1,---,q), where g = [w] —39. There exists a iy such that

mes{E,(a;, f1)N (6, —€,6;, +€)} > 0.
Choose 8, > a, with §, — 0 as n — oo such that letting M,, = 1/+/5,, we have

M;®1ogT(2dR,, f) +10g(2dR,) + N(R,)M;* logM, = o(T (ru, f))

where N(R,) = N(2dRy, (AY))e, f = 0) + N(2dR,, (A7”)¢, f = o). Set P, = 2v/8,R,
and so M, P, = 2R,, and M ' B, = 28,R,,.

We consider the sector Zsg (6;,). We need to treat two cases below.

(I) Assume that

n(Zse(8)) My, ), f = 0) # o(T (v, ).

In view of Lemma 3.5.1 and using the same argument as in the proof of Theorem
3.5.5, we have

log|f(2)| = o(T (ra, f))

for all z € Zs¢(6;,)[M,,P,] outside the union (y) of disks the total sum of whose
radius is not greater than %M,j Ip, = géan. Since for a point zg with argzy €
En(as, fO)YN(6;, — €, 6;, + €) we have

1
logh —————— >

O]
|f(l>(Z()) _al| = T(Rn,f ) > KOT(rrhf)

BN ESY
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with § = §(ay, f)) and furthermore, | £ (z9) — a;| < ‘“" and so |a’| < |fW(z0)| and
—log|f®(z0)| < —log @ In view of Lemma 4.1.2, we have

n(By, V) = 0) = o(T (ru, f)), Ba = B(Rye'%,5¢R,),
and hence using Lemma 4.1.1 yields

log |/ (z) —ai| < —Ki T (ra, f) 4.1.17)

for z in the arc {z : |z| = R,} NZ¢(H;,) possibly except the set of the measure not
greater than {ZR,,.
(IT) Assume that

1(Zse (i) M, P, £V = 0) = o(T (ra, f))-

The same argument as in above deduces (4 1.17). Thus we always have (4.1.17).

Notice that the arc {z: |z| = R,} N ( ))208 can be covered by a finite number
of disks whose cardinality is independent of n. Thus we have (4.1.17) for z in the

arc {z: [z =R, }N (A,(,/ 0) )20e outside a set of disks the total sum of whose diameters
does not exceed L/16 where L is the length of the arc.

Let by be another non-zero and finite Nevanlinna deficient Value of ¥ (z). Then
we also have the similar inequality to (4.1.17) for by and f®) and arc {z: |z| =

R,}N(A ))205 for some i (if necessary, we shall shrink €). If k # 1, assume that

k > 1 and then in view of (4.1.13), in the arc {z: |z| =R, }ﬂ( ))205 associated to
ap,

log|f® (2)| < —KaT (ra, f).

Since by # 0, the two domains A,(f) and A,Sj") associated to @; and by respectively

do not coincide; If k = [ but a; # by, then A,(f) and quj°> are also distinct. Thus it is
obvious that Theorem 4.1.1 follows. O

Theorem 4.1.1 still holds even if the ring A, is divided by s B-regular curves,
which is easily attained when the derivatives are not considered, while in general,
we need to modify Lemma 3.5.1 to be available for this case.

We remark that under the assumption in Theorem 4.1.1, f(z) is usually of the
finite lower order and that a sequence {r,} of relaxed Pélya peak of positive order
will satisfy the requirement of Theorem 4.1.1.

In what follows, we come to estimate the number of deficient values in term of
the number of 7 directions. In order to discuss the case of deficient values of the
|I|th primitive of f(z) for a negative integer /, which is denoted by £)(z), we need
the following lemma, some of whose idea comes essentially from Lemma 4 of Yang
[7]. Recall that in Lemma 4.1.1, we require a # 0, while no restriction is imposed
on a in Theorem 2.1.7. Set

VDe(f,a) = {z: MR<810g+m, lz— €] <n},
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L6

Mg =10gRT (R+ 67, f) +Nlog 7

+1,

& = Re'? and 4eH < 1.

Lemma 4.1.3.  Under the assumption of Lemma 4.1.1, assume | is a negative
integer, a € C and

3
N=Y n(5n.&.f=a))
=1

instead where aj(j = 1,2,3) are three distinct complex numbers or . Then there
exists a positive number K such that for 0 < € < K and 79 € Q,)s(f(l),a) \ ((y)U
(Y")U(Y)a) # D, we have

1 1
/O (z0) —al /0 (z) —al

forallzin{z:|z—&| <n} outside (y)U(y')U(Y)a where K is a positive constant
depending only on a and .

Klog™ <logt (4.1.18)

Proof. Below we always denote by Ki,K>,--- positive constants only depending
onaand!/. Asin (4.1.5), forzg € {z: |z—&| < n}\ () U (y)U(Y)a), we can get

log |f**7)(z)| < —log +KilogRT (R+61, /)

1
1V (z0) —al
= —logt ——— 1+ K logRT(R+67, f")),
O (g —a] +KIBRT RS,

j=1,2,---,—1. Specially, we have

1
log——— > log" | — Ky logRT (R+6m, f1)).

1
£ (0)] D (z0) —al

Thus from the proof of Theorem 2.1.7 it follows that

+ | + 1 1+6j_1

1 > K
BRI T el % H

61

> Ky logt — K>K logRT (R+ 61, f)) — Nlog* - !

1
fV(z0) — 4l

and then there exists a positive number Kk < ﬁ such that for 0 < € < k and for
20 € Ve(fYa)\ (1)U (") U(V)a) # 2, we have

1 K> 1
logt —— > —1lo e —
SURI7 2% [f0k)—d

that is,
1

K>
lo <—2logt———



194 4 Argument Distribution and Deficient Values

with 0 < K» < 1, forall zin {z: |z—&| < n} outside (y) U(y') U (y),. Notice the
following equality

10 —a= gy [ =07 (0ag
11 f(l+j)(Z0)

+) i

Jj=1

(z—20)" + (S (20) — a),

where the path of the integral is from zg to z along I" which is constructed from zpz
by replacing the part of Zpz in (7) U (y’) U (y), with the minimum arcs. We estimate
every term in the right side of above equality. We have

/Z:(ng)—z—l f(g’)dg‘ < n) LI exp (12210’5 |f<l><zlo>—a|>

K, . 1
S exp (‘31°g D (z0) —a>

and

T |00 (20)

7 |Z—Z0|j+|f<l)(Zo)—a\

=1
< emax{|z— 2]/ |f"* ) (z0)] : 1 < j < |I| = 1} +[fV(20) —

<ex <—110 +1)+ex (—10 +])
SEPLT2® 0 —a ) TP 00 —d]

< ex <—110 +1>
SOPLTER f0 () —al )

The above inequalities can hold if we suitably shrink .
Therefore

K: 1
1 D) —a| < —=2logt ———
og| M (z) —al < —"log ) —al’

so that (4.1.18) follows. O
Now we are in position to establish the second main result of this section.

Theorem 4.1.2. Let f(z) be a transcendental meromorphic function with [L(f) < e
and A(f) > 0. We denote by q the number of common T directions of f(z) and its
every order derivative. Then

0
Y pisa

Jj=—o0

If, in addition, 8 (oo, ) = 1, we have

Y pisq

Jj=—o0
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Here when j is negative, f\V)(z) stands for the | j|th primitive of f(z).

Proof.  Since f(z) has the finite lower order and non-zero order, we can find a
sequence {r, } of common relaxed Pélya peak of f ) (z) for finitely many integers j
with positive order such that for all sufficiently large n, mesE, (a;, fV)) > t(a;) > 0
for r, for finitely many fixed Nevanlinna deficient values a; of f 0 (z) (see Theorem
2.6.3 and Lemma 2.8.1).

Let argz = 0(1 < j < g) be all common T directions of f(z) and its every order
derivative. We can choose a € > 0 such that for some jo, mes(Ey (a;, fV) N (8}, +
20¢€,0j,+1 —20¢)) > 0. We can choose finitely many ¢; such that (¢; —7,¢;+7) isa
open covering of [0 o 208,011 — 20¢] with 7 < € and for each i, there exist three
distinct complex numbers by (k = 1,2,3) such that

N Zse(90), /") = b)) = o(T (1, ")),

Mw

k=1

as r — oo, Then for some iy, mes(E,(as, f) N (¢, — T, $ip + 7)) > 0. If 1 < my,
then using Lemma 4.1.3 yields (4.1.17) on {z: |z| = ry, ¢, — T < argz < ¢;, + T}
possibly except a set with measure not greater than ¢ 7,; If [ > m;;, then using the
method in the proof of Theorem 4.1.1 under the additional assumption 8 (eo, f) = 1
implies the above result. Furthermore, we therefore have (4.1.17) on the arc {z:
|z| = ra, 0, +20e < argz < 6j,41 —20€} possibly except a set with measure not
greater than IL—G, where L is the length of the arc.

Thus using the same method as in the proof of Theorem 4.1.1, we can deduce the
result of Theorem 4.1.2. O

We guess that the result in Theorem 4.1.2 would not be true without the assump-
tion about the growth of f(z), but here we do not know how one get it.

The following is a result on the majorant of the harmonic measure, which follows
from Theorem II1.67, Tsuji[S] and will be used in the below discussion.

Lemma 4.14. Let D be a domain in {z:r < |z] <R} (0 <r <R < o) such
that bothI' =DN{z: |zl =R} and y=DN{z: |z| = r} contain segment arcs and
®(z,I",D) and o(z,Y,D) be the harmonic measures of, respectively, I' and 'y with
respect to D at 7 € D. Then for 7z € D we have

3 c+1 R de
ol.D)< —3_ Sl 77[/ ) 4.1.19
( ) N p< oz 1O(1) ( :
and |21/
3 c+1 @ _dr
e 3 et _dr 4.1.20
o(z,7,D) mc_leXp( n/r/ﬂ t@(t)) ( )

0<n<landl < c, where ©(t) is defined in this way: when {z: |z| =t} is wholly
in D, ©(t) = oo; otherwise, O(t) is the quantity such that t®(t) is the arc length of
the part of the circle {z: |z| =t} in D.
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Proof. In fact, (4.1.19) follows from the proof of Corollary of Theorem II1.67,
Tsuji[5] and however we deduce (4.1.20) in view of (4.1.19).

Define transformation w = T'(z) = Rr/z. Then using the result on (4.1.19) yields
that

a)(Zv%D) = (I,)(T(Z),T(’}/),T(D))
3 c+1 nR dr
SVisme-1oP <_n/cT<z) t®*(t)> ’

where @*(t) = @(Rr/t). By means of the formula for integration by transformation
x = Rr/t, we have

/TIR (T /r/fl dx _/IZ\/C dt
dr@10*(t)  Jije x0(x) Sy 10(t)

Then (4.1.20) follows. a

It is easy to see that the harmonic measure in Lemma 4.1.4 will become small
provided that ©(r) is small and/or % is large by noting ©(¢) < 2x. For the domain
D={z:r<|z] <R, < argz < B}, elementary estimates of harmonic measures in
Lemma 4.1.4 are given in Lemma 7.4 of Yang [6]. However, Lemma 4.1.4 is able to
be used in discussion of the annuli in question divided by B-regular curves in below
theorems and in problem on asymptotic values and direct singularities in Chapter 6.

The method used to prove the below Theorems 4.1.3 and 4.1.4 is that to estimate
log|f(z) — a| in terms of its values on the boundary by applying the two constant
theorem of harmonic measure, whose idea is essentially due to Edrei and Fuchs [1].

Theorem 4.1.3. Under the same assumption as in Theorem 4.1.1, assume in addi-
tion that f(z) is analytic in each A, with sufficiently large K and {r,} is a sequence
of relaxed Polya peak with order o > 0. Then we have

=)

Y pj <min{s/2, 26}. (4.1.21)
j=0

Proof.  We continue to use the notations in the proof of Theorem 4.1.1. We
have known that a; and b are associated to, respectively, curvilinear quadrilater-
als (A;(/lj))ZOS and (Aﬁf))zo‘€ in which but a small set (4.1.17) and its alternation for
by hold for arbitrarily fixed sufficiently small 0 < & < 5355 . Since f(z) is analytic,

the above-mentioned inequalities hold in the whole domains (A,(f ))20‘9 and (AE,’-))ZOs
respectively, that is,

log| £ (2) — ar] < —KoT (ru, f), z € (AY)20¢ (4.1.22)

and
log|f®) (2) — bl < —KoT (ru, ), 2 € (A )20e. (4.1.23)
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where Kj is a positive constant only depending on €. It is obvious that the associated
A,(l /) and A( " to a; and by are distinct. We want to prove that they are not next to
each other. Suppose they are next to each other, that is to say AS,” = AU D orA( )=
A(Hl) Without any loss of generalities we assume AS,i) :A,(J H). Then (i, @, s On(j+1) )
and (@, (j11), ¥y (j+2)) are associated to a; and by, respectively. We assume that k > [
and consider the domain

Un = {2 0y(j1) —20€ < argz < o, (j41) +20e,c73r, < |z < b,

where ¢ = v/k. We denote by I the part on the circles {z: |z| = ¢3r,} and {z: |z] =
¢73r,} of the boundary of U, and set I3 = U, \ Ii. In virtue of Lemma 4.1.4, on
the arc {z: |z| = r,} NU, we have

3 c+1 Srafe dy
L,U,) < ——— - —
0.1, Un) < 1/1_1/Cc—1 (eXp< n/crn 408[)

/e dr
+ exp —77:/673”/67l 1061

6/c c+1
Voot (~agg oee
Let I7 be the boundary of Uy = {z: a,(j41) —20& < argz < 0t,(j;1) +208,7,/2 <

|z] <2r,} onthe circles {z: |z| =2r,} and {z: |z] = r,,/2}. Then as in above estimate
with ¢® = 2 we have

! !/
<
0 I,U) < Cexp< oo 1og2)

on the arc {z: |z| = r,} NU,, where C is an absolute constant. According to the basic
properties of harmonic functions, for small € > 0 we have

1
w(Z71—iaUn) +(J)(Z,B\IEI,U”) g w(z71—i/aUr/1) < 57

where I/ = 3N {z: r, /2 < |z| < 21, } and hence @(z,I3,U,) > 4. Using the method
in the proof of Theorem 4.1.1 we have that (4.1.22) and (4.1.23) hold respectively
on the two segments of I> with the coefficients Ky depending on c and €. Since k > [,
in view of (4.1.13), (4.1.22) and (4.1.23), we have

log|[f*V(2)| <0, ze I3

and
log| % ()| < —=KiT(r, f), z€ T3,

where K| is a positive constant depending only on €. On {z: ¢*r, < |z| < 31, }, in
virtue of Lemma 2.1.3, we have



198 4 Argument Distribution and Deficient Values
log|f** V(@) < KaT (¢ Vera, f¥4) < KaKak (k+2)T (ru, f),

where K3 and K3 do not depend on ¢ when ¢ > 2. From the two constant theorem of
harmonic measure, by noting that 0 < £ < 555> we have

log |V (2)| < 0(2,11,Un)K2K3 K (k+2)T (1, f) = (2,13, Uy )KlT(rn’f)’

L expl-010g )T (1 )~ 5 T

K
< —?]T(r,,,f), onlz| =r,and z € Uy,

< KoKz (k+2)

for the small fixed € and sufficiently large .
If k > [, from (4.1.22) and (4.1.13) we have

K .
log| ¥ ()| < =T (ra. /), 2 € (A )ave.

Then

lbe] < £ O (rnexp(i(0t 41y — 20€))) —f<k><rnexp(i<an(,»+1> +20¢)))]
0 (rwexp(i( Q1) — 20€)))| + | ¥ (ryexp(i( Qg j 1) +208))) — by

< 80er, exp (—]?T(rn,f)) +exp(—— K T (ru, f)) +exp(—KoT (rn, f))

— 0, as n — oo,

that is, b, = 0, a contradiction is derived. Thus k = /. In this case, in view of the
same method as above, we can deduce a; = by, a contradiction is also derived. Thus

A,(/ ) and A,(f> associated to a; and by, are not next to each other. It is obvious that

pj <

™

NS ]

0

J

The inequality Z pj < 20 is able to follow from the proof of below Theorem
=0
4.14. O

Aray argz = 0 is called a T cluster line of f(z) for a-points if for arbitrary € >0

Then we have the following consequence of Theorem 4.1.3.

> 0.

Corollary 4.1.1. Let f(z) be a transcendental entire function with the finite positive
lower order . Suppose that s is the number of T cluster lines for zeros and poles of
f(z) and s < oo. Then
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o s
ij < mln{f,Z/J}.
J=0 2
If we consider T directions, then we have the following
Theorem 4.1.4. Let f(z) be a transcendental entire function with the finite positive
lower order |L. Set

Q ={6¢€[0,27) : argz = 0 is a common T direction of f(z) and every f\/)}.

If Q has measure zero, then we have

Y pi<ou (4.1.24)

jm—e

Proof.  Suppose that (4.1.24) does not hold. Then we choose p non-zero values
agj (k=1,2,---,p;p>2u) which are Nevanlinna deficient values of fU)(z) (—eo <
J <o) and ay; # a;; for s # t (However, a;; is allowed to be equal for distinct ).
Write

0= Iilin{S(akj,f(j))} > 0 and ¢ = max{j : a; is a deficient value of fU).
J

Since the lower order p of f(z) is finite, in virtue of Theorem 2.6.3 and Lemma
2.8.1, there exist a sequence of common relaxed Pélya peaks {r,} of order u for
each fU) which is decided by ay ; such that

r?in{mes(En(akj7f<j)))} >B>0,
J

where B is a constant independent of n. Since Q is a compact set, @ = [0,27) \
£ consists of at most countably infinite number of maximum open intervals and

there exist such s maximum open intervals /; (1 < i < s) such that mes(® \ U L)<

p~ !B and hence from mesQ = 0, mes([0,27) \ U I;) < p~'B. We denote by Q; =

Q(ay, B;) the angular domain corresponded by I and then no common 7 directions
are contained in Q; (1 < i< s). As in the proof of Theorem 4.1.1 and Theorem
4.1.3, each qy; is associated to at least one /;; ;) such that

log | fY(z) — ag;| < —K(M)T (ra, f), (4.1.25)

e Mr, <zl <eMr, and argz € Q( ek j) +20¢€, B j) — 20¢),
where K(M) is a positive constant depending on M (Please see the proof of The-
orems 4.1.1 and 4.1.3). As in the proof of Theorem 4.1.1, [;; ;) does not intersect
each other. According to the increasing order of ;) + 20€ and Bi(k j) — 20¢e, we
write them in ¥; and 6; in turn. We consider the angle S; = Q(6;,%+1) bounded by
the rays argz = 6; and argz = ¥4 Set
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Oi(t) = Yir1(t) — 6;(r)

where 6;(¢) is the argument of intersecting point of ray argz = 6; and circle |z| = ¢
and the same significance is given to ¥4 (¢) (Here in fact, 6;(¢) = 6;, while the state-
ment is required in consideration of B regular curves). Since applying the Schwarz’s
inequality and the obvious fact Y 0;(¢) < 27 yields

P’ =
i

we therefore have

14

2
(@t(t))l/z(@i(t))”z} <2my (6i(r) 7,

i=1

M~

1

M dr /56M o de
— T
2rp t@i (l)

1 2 1 2
—p*(M —2log2) = = <
7P 0g2) = 5p S

[ et

and there exists at least one angle S;, such that

1 M

”/ze m_d L M 210e2) (4.1.26)
> — —2log?2). 1.
o 10,(1) ~ 27 &

In what follows, we confine our discussion to the angle S = S;,. Denote by I the
part of the boundary argz = 6 = 6;, and argz =y = ¥, 41 of Sine Mr, < |z| <eMr,,
by I3 the arc of |z| = eMr, in S and by I3 the arc of |z| = e Mr, in S. Let D be the
domain bounded by I, I> and I3 and fora 1 < O < eM, set

U={z:0<argz<7y, r,/Q <|z| < Qr},

I =LNn{z:r,/0 < |z) < QOry} and I' = JU \ I]. From Lemma 4.1.4, it follows,
by noting @, (r) < 2, that

1 lan dt 1 |z‘/2 dr
o(z,T,U) < 9v2exp </2 ) +9VZexp </ >
2

2 J2y| t 2 2r,,/Q7

2
= 36, / a, on |z| = ry,

and therefore choosing a sufficiently large O, we have
1
o(z,I7,D) > 1—w(z,[,U) > 3> on |z| = 7.

It follows from (4.1.26) that
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o(z,I3,D) < 9V2ex ”/;eMrn d
Za ) X - T /N
2 P 20 165 (t)

< 9v2exp <—;p(M—210g2))
=9V2 x 2”exp(—§M), on |z| = ry,
From discussion of the first paragraph and (4.1.25), for simple writing we have
log|f " (z) —a| < —=K(Q)T (ra, f), on I N{z:argz =6}

log|f®(z) —b| < =K(Q)T (ra, f), on I{ N{z: argz =7}

and log|f)(z) —a| <0, on I} N{z: argz = 0}; log|f®¥)(z) —=b| <0, on [[ N {z:
argz = 7y} for two non-zero values a and b and two integers [ and k. If k > [, then in
view of the equality (4.1.13), we have

log|f® (2)| < =K1 (Q)T (rn, f), on I} N{z : argz = 6}.

Therefore, we can assume that k = [ and a # b, because the below argument is also
available in treating the above case.
Now we estimate log | f*1)(z)| on the part of |z| = r,, in D. In this time, we have

log| f* D (2)| < —Ki(Q)T (1, f), on I7.

From Lemma 2.1.3, (2.6.1) and 3) of Definition 1.1.1 for relaxed Pdlya peak, it
follows that

logM(eMr,, F*+DY <3m(2eMr,, FE)) < Kae"MT (1, f)
and
logM(e ™Mr,, f4TV) < 3m(2e ™M, fETV) < Koe MM (1, f),

where K is independent of n. Application of the two constant theorem of harmonic
measure yields that

log |4V (2)] < ~0(. I}, D)KI T (12, f)
+w(Z7B7D)Kze”MT(rnaf) + w(Z7BaD)K2€7”MT(rn7f)

< —%T(rmf) +9v2 x 27Ky exp((p — g)M)TWf)
+Kyexp(—uM)T (ry, f)

K (s ), on {J2] = r} (D

<_7
4

holds for sufficiently large M. Thus for any two points 71,22 € {z: |z| = r,} N D,
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(k) (0) K
|f*(z1) = [ (z2)] < 27ryexp _ZT(rnaf) — 0, asn — oo,

this deduces definitely that a = b, a contradiction is derived. Theorem 4.1.4 follows.
O

4.2 Retrospection

In 1962, A. Edrei and W. H. J. Fuchs published two papers [1] [2] in which they
estimated the number of deficient values in terms of the distribution of argument of
zeros and poles of a meromorphic function. Here we state some of their celebrated
results.

Theorem 4.2.1. (Edrei and Fuchs, 1962) Let f(z) be a transcendental meromor-
phic function. Assume that there exist a number § (0 < 6 < 1) and a positive, in-
creasing, unbounded sequence {py} such that the annuli Ay defined by

P e <o, k=1,2,3,--
Ok

with o, = 1+ {log T (py, f)} ¢ have the following property.
With each Ay it is possible to associate s(= 1) arguments

0oy <y < -+ < Qg < O +27

such that there are at most O(T(py, f)) (1 > d = constant) zeros and poles of f(z)
in the portion of Ay and outside the s sectors

|argz — o] < {logT(0upr, )}, j=1,2,- 5 § < 1 = constant.
Then f(z) has at most s+ 1 deficient values. Moreover, if s+ 1 values are exactly

deficient, then 0 and o are among them.

Theorem 4.2.2. (Edrei and Fuchs, 1962) Let f(z) be an entire function of the finite
order A and let Li,Ly,--- ,Ls (Lj: z = z(t) = tel%")) be the s B- regular paths.
Given a fixed 0 > 0, fig(r) denotes the number of distinct zeros of finro < |z] <r
but outside the s sectors:

aj(t)— 6 <argz< a;(t)+ 6, |z| =1.
Assume that for every fixed 8, we have

lim ns(r)

=0.
r—o0 T(r’ )

If p is the number of finite non-zero deficient values of f(z), then p < min{2A,s}.
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Theorem 4.2.3. (Edrei and Fuchs, 1962) Let f(z) be an entire function of the finite
order A. Set '
Q={60¢€0,2r): 7= |z[e'® is a zero of f}.

If Q is of measure zero, then f has at most 2. deficient values other than 0 and o.

In 1954, A. A. Gol’dberg proved that for any A and an at most countable set
E C C, there exits a meromorphic function with order A and exactly with each
element of E as its deficient value. N. U. Arakelyan in 1966 and A. E. Eremenko
in 1987 obtained the same result for the case of an entire function. These describes
significance of Theorems of Edrei and Fuchs in some extent.

Oum K. in [3] proved that an entire function of order 0 < A < o0 has at most 24
finite deficient values if it is of completely regular growth. In 1975, Yang and Zhang
[8] considered and revealed a relation between the number of deficient values and
the number of the Borel directions.

Theorem 4.2.4. (Yang L. and Zhang G. H., 1975) Let f(z) be a transcendental
meromorphic function with the finite positive order A. If we denote by q the number
of Borel directions and by p the number of deficient values, then p < q.

In [9], for the case of entire function, they obtained more precise result than
above Theorem 4.2.4.

Theorem 4.2.5. (Yang L. and Zhang G. H., 1975) Let f(z) be an entire function of
order A(0 < A < +o0). If the number of Borel directions, denote by q, is finite, then

sz < min{2l,g}.
1=0 2

Let f(z) be a transcendental meromorphic function with the finite positive order
A. Aray argz = 0 is called a cluster line of order A of f for a-points, if for arbitrary
€>0,(3.3.4) holds for p = A.

Theorem 4.2.6. (Yang L. and Zhang G. H. [10], 1982) Let f(z) be a transcendental
meromorphic function with the finite positive order A. Suppose that q is the number
of cluster lines of order A of f(2) for zeros and poles. Then

Moreover, if f is entire and q < oo, then
L
pj <minq =24 ¢. 4.2.1)
=0 2

Theorem 4.2.5 follows immediately from Theorem 4.2.6 and Valiron Theorem
2.7.5.

In 1985, Zhang Q. D. and Pang X. C. [14] and Pang X. C. and Ru M. [4] took into
account this subject on small deficient functions together with ( common ) Borel di-



204 4 Argument Distribution and Deficient Values

rections of a meromorphic function and its derivatives. Let f(z) be a transcendental
meromorphic function with finite positive order. Let U (r) be a type function of f(z).
For a small function a(z) with respect to f(z), define

8%(a, f) =1—limsup N(rU]E;a) a(z) # o
N(r.f)

0*(a,f) = 1—1limsup

r—

Ui a(z) = oo.

If 6*(a, f) > 0, a(z) is called a precise deficient function of f(z).

Theorem 4.2.7. (Zhang and Pang, 1985) Let f(z) be a transcendental meromor-
phic function with finite positive order. Let p* be the number of precise deficient
functions of f(z) and q* the number of common Borel directions of f\V)(z)(j =
0,1,2,--+). Then p* < ¢* or p* < 1.

In 1988, Yang [7] considered the case of the lower order.

Theorem 4.2.8. (Yang L., 1988) Let f(z) be a transcendental entire function with
the finite positive lower order W. If f has finitely many Borel directions of order |,
then

Y pi<ou
=0

Since a T direction must be a Borel direction of the lower order u, Theorem
4.1.4 is a generalization of Yang Lo’s Theorem 4.2.8. In fact, under the assumption
of Theorem 4.2.8, f(z) has only finitely many 7T directions.

In 1978 and 1983, Zhang [13] and [12] discovered a relation among the numbers
of deficient values, asymptotical values and the Julia directions of an entire function.

Theorem 4.2.9. (Zhang G. H., 1978, 1983) Let f(z) be a transcendental entire
function with the finite lower order . Then (1) 2p+1 < J and (2) p+1 < 2u if
J < +oo, where p is the number of finite deficient values, | the number of finite
distinct asymptotic values which are not deficient values and J the number of the
Julia directions.

Therefore, an entire function of the finite lower order has finitely many asymp-
totic values if it has finitely many Julia directions. In 1986, Zhang (see Theorem
5.14, [11]) generalized in fact the above-mentioned Theorem 4.2.9 and obtained
the second inequality in Theorem 4.2.9 with “J < o” replaced by J directions
argz = 6, k=1,2,---,J such that

. 10g+n(r,U£:lQ(6k+£,9kH—8),f:0)
lim sup

=0.
r—soco logr

In 1978, Zhang at the same paper [13] considered the case of meromorphic func-
tions and established the inequality p + 7 < J with f being meromorphic and with
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asymptotic values replaced by direct singularities of the inverse of f (see Theo-
rem 6.2, [11]) and in 1983, the inequality (2) under some additional condition (see
Theorem 6.1, [11]).

Finally we conclude this section with the following questions.

Is Theorem 4.2.9 still true, provided that “the Julia directions” is replaced by “the
Borel directions”?

And could we consider the Nevanlinna deficient values of the derivatives and the
primitive in Theorem 4.2.9?

References

1. Edrei, A. and Fuchs, W. H. J., Bounds for the number of deficient values of certain classes of
meromorphic functions, Proc. London Math. Soc., 12(1962), 315-344.
2. Edrei, A. and Fuchs, W. H. J., On meromorphic functions with regions free of poles and zeros,
Acta Math., 108(1962), 113-145.
3. Oum Ki-Chou, Bounds for the number of deficient values of entire functions whose zeros
have angular densities, Pacific J. Math., 29(1969), 187-202.
4. Pang, X. C. and Ru, M., On total sum of deficient entire functions of entire functions, Chin.
Ann. Math., (4)6A(1985), 411-424.
5. Tsuji, M., Potential theory in modern function theory, Maruzen Co. LTD. Tokyo, 1959.
6. Yang, L., New researches on value distribution, Science Press of China, 1982.
7. Yang, L., Deficient values and angular distribution of entire functions, Trans. Amer. Math.
Soc., (2)308(1988), 583-601.
8. Yang, L. and Zhang, G. H., Recherches sur le nombre des valeurs déficientes et le nombre des
directions de Borel des fonctions méromorphes, Sci. Sinica, 18(1975), 23-37.
9. Yang, L. and Zhang, G. H., On total sum of deficiencies of entire functions, Acta Math. Sinica,
18(1975), 35-53.
10. Yang, L. and Zhang, G. H., Distribution of zeros and poles of meromorphic functions and
their filling disks, Scientia Sinica (Series A), (4)XXV(1982), 371-383.
11. Zhang, G. H., Theory of entire and meromorphic functions (in Chinese) , Science Press
Sinica, 1986.
12. Zhang, G. H., On entire functions with finitly many Julia directions, Science in China,
9(1983), 775-786 (in Chinese).
13. Zhang, G. H., On the relations among deficient values, asymptotic values and Julia directions
of entire and meromorphic functions, Science in China, Extesion 1, (1978), 1-80 (in Chinese).
14. Zhang, Q. D. and Pang, X. C., Relations of the numbers of precise deficient functions and
common Borel directions of meromorphic functions, Chin. Ann. Math., (4)6A(1985), 455-
466.



Chapter 5

Meromorphic Functions with Radially
Distributed Values

Jianhua Zheng
Department of Mathematical Sciences, Tsinghua University, Beijing 100084, P. R. China
jzheng @math.tsinghua.edu.cn

Abstract: A value on the extended complex plane is a radially distributed value
of a transcendental meromorphic function if most of points at which the value is
assumed distribute closely along a finite number of rays from the origin. In this
chapter, we study the growth order of a meromorphic function with two radially
distributed values and a distinct deficient value (in other words, this hints a condi-
tion under which deficient values do not exist). We respectively treat two cases: one
is without assumption about the growth of the function considered and the other is
under assumption of the function being of the finite lower order. The Nevanlinna
characteristic for an angle plays crucial role in the investigation of this subject. Ac-
tually, the idea to study this subject is the following: the Nevanlinna characteristic
T (r,f) for {|z| < r} is controlled by the corresponding proximate function m(r, x) to
a deficient value; there exists a solid relation between m(r,*) and the sum of B(r,*)
on the finitely many angular domains; and according to some fundamental theorems,
we estimate B(r,*) in terms of two C(r,*x), which describes the number of poles
of the function *x in the angle. Thus T'(r, f) is controlled in terms of the number of
value-points in the angles. This way also produces discussion of the growth order
dealing with other type of radially distributed values. Finally, we simply survey the
background and other main results of the subject.

Key words: Angle Nevanlinna characteristic, Growth order, Radially distributed
value

This chapter is devoted to discussing how the growth of a meromorphic function
could be affected by distribution of the arguments of its a-points (i.e., points at which
the function assumes the value a). Radially distributed values mean such values that
most of corresponding value-points distribute nearly along a finite number of rays
from the origin. We shall determine an simple approach to make discussion of this
subject, roughly speaking, certain radially distributed values will affect the growth
of function provided that in an angle B(r,*) can be controlled by C(r,*x) related
to these values. Therefore, we shall proceed with the Nevanlinna characteristic on
an angle. In the first part, we shall consider the functions with radially distributed
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values without any restriction on its growth and then in the second part, take those
functions of finite lower order into account.

5.1 Growth of Such Meromorphic Functions

In this section, our basic idea is to use B(r,*) on angles to control the Nevanlinna
characteristic on disks and then use C(r, *x*) and further the number of value-points
on angles to estimate B(r,*) so that the Nevanlinna characteristic on disks can be
controlled by the number of value-points on angles. Thus we attain the purpose that
the order of the function with suitable radially distributed values is bounded from
above in term of the arguments of rays in question.
Given
Lo <0< <0y <T, Oy = 0 +27, (5.1.1)

we set
D(au, 00, ,0) = UI_ {z: argz = o}

and consider the following quantity
; 1 :
W(r,D, f =a) =max{ r* B, a;,, r,f— 1<j<qy,
: —a

where @; = ﬁ and ® = max{w; : 1 < j < g}. Our first result is to control the
characteristic in terms of W, i.e., B.

Theorem 5.1.1. Let f(z) be a transcendental meromorphic function. Assume that
a is a Nevanlinna deficient value of fP) for an integer p. Then for a fixed T > 0 and
for all r possibly outside a set of finite logarithmic measure, we have

T(r.f) < Ki(logT(r,f))* "W (rD, /") = a) (5.1.2)
and if, in addition, W(r,D,f(P) = a) is of finite order, then given € > 0, we have
T(r.f) <KW(rD,f” =a), r ¢ E

(for negative p, f(l’) stands for the |p|th primitive of f, if it exists), where K| and K,
are positive constants and K, depends on € and logdens(E) < €.

Proof. Here we assume p > 0, while we leave the proof of the case p < 0 to the
reader. For each r let £(r) be a positive number which will be determined in the
sequel. From the definition of By g(r, ), we have

i1 —£(r) 1 T 1
log" 4 de < . “IBojaj | 7
/aj+s(r) o8 | f(P)(rei®) —al 2a)js1n(£(r)coj)r %G1 (r fp) _a)
)
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In view of Lemma 2.1.5 for R = r(1+ (log T (r, f(P)))~1=7), it follows that

oj+e(r)
[ ot o d0 < {1+ (log T(r /) TR, )

aj—&(r) |f(P)(rei®) —al
1
-
x2¢€(r) <l +log 28(r)>

< 29e(log T (r, fP) 5T (1, £1P))
1
x&(r) (1 +1log™® 8(1’)) 5 (5.1.4)

where the second inequality follows from Corollary 1.1.1 for r outside a set of finite
logarithmic measure. Now choose

)

£(r) = 3 790 10T (1 F) 1%, 6 = 8(a.f)

and hence

e(r) (1108 115 ) < § g (oe (7)) (49

for sufficiently large ». Thus combining (5.1.3) and (5.1.4), by noting that a is a
deficient value of f (P) we have

Srtes <)
< gT(r,f(P)) +K(1og T (r, f PN *2*W (r,D, fP) = a),
for a positive constant K and therefore
T(r,f) < 4§K(logT(",f(p)))HzTW(r,D,f(l’) —a).
In virtue of Theorem 2.6.2, we have

T(r,f) < T(r,fP)(log T (r, fP))1*7

for all r outside a set of finite logarithmic measure. Thus noting 7 (r, f (1’)) <(p+
2)T(r,f), we have

T(r,f) < (logT(rf 23 W (D, fP) = a)

< z%(logT(r,f>>2+3fw<r,z>,f<ﬂ> ~a)
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for all r outside a set of finite logarithmic measure. This yields (5.1.2) by replacing
37 with 7.

Now assume that W(r, D, f r) = a) is of finite order. Employing (5.1.2) deduces
that 7'(r, f) and hence T'(r, f(P)) is of finite order A(f). Take a number C > 1 with

A(f) llggé < € and set

E={r: T2rfP)>Cr(rf")}.

In virtue of Lemma 1.1.8 we know that logdensE < €.
In the above discussion we fix the €(r) = 1, a positive constant, such that

1 0
+ ) ==
56Cn <l+log 77) 7

Then as in above we have

1)

Oy £0) e
2 TR < ’"<r’ f(P)—a>

< 14 x 2T (2r, fP))27 (1 +log™ 211;> +KW(r,D, ") = a)
S gT(r»f(”HKW(nD,f(") =a), r¢E,

so that, in view of Chuang’s inequality (see Theorem 2.6.1),

4C,CK
1)

Thus Theorem 5.1.1 follows. O

T(r,f) < GT2r fP) <CCT(r, f7) < W (D, f\") =a),r ¢ E.

From Theorem 5.1.1 and a modified version of the Milloux inequality (2.2.8),
we come to estimate the growth of meromorphic functions in terms of distribution
of arguments of points of two values. This is one of our main purposes of this chap-
ter. This process immediately deduces some remarkable results of Ostrovskii and
actually we can get more. However, the proof of Theorem 5.1.1 is simpler and more
elementary than that of Ostrovskii’s Theorem 5.3.4 (I). The reader is referred to
Section Retrospection for further review about that.

Let us begin with the following lemma which follows from the Milloux inequal-
ity (2.2.8).

Lemma 5.1.1.  Let f(z) be a meromorphic function in C and consider an angular
domain Q(a,B). Then
(1) for two integers p > k > 0 and a € C\ {0}, we have
B L ) <p-kt1)T 2p+1-2K)C !
B ram S(p—k+1)Cop(rf)+(2p+1-2k)Cqp ryﬁ
+Re g (1 f); (5.1.5)
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(2) for k > p and a € C, we have

1 — — 1
Bo g <r7f<1’)—a> <Cop(nf)+Cqp (nf(k)—l) +Ro g (1, f)- (5.1.6)

Proof. We first prove the case (1). From (2.2.8), we have

1 1
B (’G f(")—a) <S(nfP)-c <r’f(f)>—a> +0(1)

()
<S <r, %) +8(r, W) —cC <r, f(p)l_a> +0(1)

<<p—@C@f»up—mc(n;b)+CMf®>

1 1
¢ (s ) = (r gm )+

< (p+1-k)C(r,f)+2p+1-2k)C (r, f(lk)> +R(r, f).

This is (5.1.5). To prove the case (2), by (2.2.8), we have

1
B (r’f(l’)—a) =S(r,fP —a)—-C (r’f(/’;—a) +0(1)

Clr ) _ LT DDy U S
<Cs -0+ ¢ (kg ) ~€ (n e ) RO

This is (5.1.6) a
Now we consider the quantity concerning value points
V(r,D,f =a) =max{r®%Cq; q, (nf=a): 1< j<q}
and V(r,D, f = a) for Eaj_’aj“ (r,f = a). Combining Theorem 5.1.1 and Lemma
5.1.1 yields the following

Theorem 5.1.2. Let f(2) be a transcendental meromorphic function and a € C \
{0,00}. Assume that a is a Nevanlinna deficient value of f'P)(z) (p >k > 0). Then
for >0,

T(rvf) < K(logT(r,f))”T(V(r,D,f(k) = 0)+V(F,D,f= °°)
+r®logrT (1, f)), (5.1.7)

for all r outside a set of finite logarithmic measure.
If. in addition, V(r,D, f*) = 0) +V (r,D, f = o) is of finite order, then for € >0
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T(rf) SKV(r,D, fM =0)+V (D, f =) +r°), r ¢ E,

where K is a positive constant and logdensE < €.

Proof. From (5.1.5) it is easy to see that
W (D, f?) =a) < @p+ D(V(rD, Y = 0) + V(r.D.f = e0)) +1°R(r. f),

where R(r, f) = max{Rq;,q;,, (1, f) : 1 < j < g}. In view of Lemma 2.5.3 we have
R(r,f) = O(logrT (r,f)) and furthermore if f(z) is of finite order, then R(r, f) =
O(1). Thus application of Theorem 5.1.1 yields our desired results. O

Obviously, the same argument as in above yields a result corresponding to the
case (2) of Lemma 5.1.1, that is to say, we also have the inequalities in Theorem
5.1.2 for k> p and a € C with V(r,D, f®) = 1)+ V(r,D, f = o) in the place of
V(r,D, f®) = 0) +V(r,D, f = o).

In what follows, we connect the growth of meromorphic functions with the num-
ber of value points in the angular domains. To the end we need

Lemma 5.1.2. Let f(z) be a meromorphic function in an angular domain Q (o, ).
If for p > 0,
logn(r,Q2,f =

<
F—sc0 logr

P, (5.1.8)
then for arbitrary small € > 0 with p + € # (= B%a) and all sufficiently large r,

we have

20?2

(rf—a) <4w+|p+£—a)

>rP“’+€+0(1).

Proof. In view of Lemma 2.2.2 it suffices to estimate the integrate in (2.2.14). This
is because that it follows from (5.1.8) that

logN(r,Q. f =
lim sup oeNInLS, S =a) (rl’og f=4a) <
oo r

and thus for all r > ro > 1, N(r,Q, f = a) < rPT€. This also implies

"N(t,Q, f=
/ (t, 7f1 a)dt</ pre—o—14, ~ (rp—a)+e_~_1)'
o tﬂH‘ 1 ‘p+8_ a)|
Thus Lemma 5.1.2 follows. O

Lemma 5.1.2 still holds for # and C in the places of 7 and C.

Theorem 5.1.3.  Let f(z) be a transcendental meromorphic function such that
for some a € C \ {0,0} and an integer p >0, 8 = 5(a )Y > 0. Given q radii
argz = o (1 < j < q) satisfying (5.1.1), setY = C\ U {z: argz=«;}. Letk be an

J=1
integer with 0 < k < p.
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(1) If for some p = 0,

log(7(r.Y. f®) =0)+7(rY. f = oo
imsap YA = 0) 47(r Y f = )
F—00 logr

<p, (5.1.9)

then A(f) < max{®,p}:
(2) If for some T >0

N(Y, fO = 0)+N(rY, f = ) = o(T(r, f)(log T (r, f)) >"7), r ¢ F, (5.1.10)

where densF < 1, then A(f) < @.
Here ® = max{w; : 1 < j <gq}.

Proof. (1) Under (5.1.9), in view of Lemma 5.1.2 we have for arbitrary € > 0 and
all sufficiently large r > 0

V(r,D,f(k) =0)+V(r,D,f =) <rPTE+0(r?).

This with the help of Theorem 5.1.2 implies that A (f) < max{®,p}.
(2) Set

N() =N(Y, [ =0)+ N(rY, f =) = o(T (1, /) (10g T (1, £)) 7).

We first of all want to show that N(r) is of order not greater than . Suppose that it
fails. Then from Lemma 1.1.3 and Theorem 1.1.3 for some ¢ > @, there exists an
unbounded sequence {r,} of positive numbers such that

t o
N(7) Se() N(ry), for 1 <t < rp.

Let F; be the except set outside which Ry g(r, f) = O(log T (r, f)) for the error term
in (5.1.5) holds and then dens(F UF}) = densF < 1. For d with d > (1 —densF)~!
we can find vy, € [ry,dr,]\ (FUF). Thus

"n N(1) " N(1) "n N(1)
‘/1 t(l)+1 dr = /] tﬂ)+l dt+/r,, tw+1 dr
e N(r,) 1N(7,)
c—0 rp o re

/
<( ° 4 l)d‘*’N(,rw")
n

o—0 (0] r

so that in view of (2.2.14) and then by using (5.1.10) we have
V(0D fO =0) 4V (D, f =) = o(T (r'n, f)(10g T (r'n, £)) 7).

It follows from (5.1.7) that
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T (', f) = o(T(r'n, f)) + O(r,* (10g T (1}, f))*Flogr, T (1}, )

and noting that the order of T (r/,,, f) is at least o, we have T'(¥,,, ) = o(T (¥, f)),
this is impossible.

Thus we have proved that N(r) is of order at most @ and employing (1) yields
that A(f) < @

Theorem 5.1.3 follows. O

We remark we can obtain the corresponding results to above Theorems if that
a(# 0,0) is a Nevanlinna deficient value is replaced by that a(# 0,) is a Borel
exceptional value.

Recall that 7(r,Y, f = a) is the number of distinct roots of f(z) =ain {z: |z] <
r}NY, that is, ignoring the roots lying on the rays argz = o;(j = 1,2,--- ,g). Ac-
tually from the proof of Theorem 5.1.1 we can redefine W(r,D, ) and V(r,D, )
with & and ;4 replaced respectively by «; + £(r) and oj1 — &(r), where £(r) is
chosen suitably such that €(r) = O(log T (r, f)) ~! 7. Therefore, we can replace Y in
Theorem 5.1.3 with

Z=U" {z=r’ aj+e(r) <0 <oy —g(r)}.

Finally, according to a result of Ostrovskii (see Theorem 5.3.4(2) in below Sec-
tion 5.3) we get

Theorem 5.1.4. Let f(z) be a transcendental meromorphic function such that for
some a € C\ {0,c0} and an integer p >0, § = 8(a, fP)) > 0. Assume that

r

N(Qj,f =0)+N(rQj,f =) +N(rQ;,f=a) =0 ((logr)7> . (5.1.1D)

where T> 1, Q; = Q(0j,ajy1) and @ =max{w; : 1 < j < q}. Then

log| f(re'®)| = r®c;sin(w;(0 — o)) + o(r®)

uniformly relative to 0, a; < 0 < a1, with c; € R as r — o perhaps passing
outside a set of finite logarithmic measure.

Proof. In view of (2.2.14) and (5.1.11), we have
roCCo; q;, (nf =X) < 4@iN(r, Q) f =X)r @

TN(t,Q;,f =X)
-0 ]
+2w /—twﬁl dr

r tw a)]
r®i “’ ——dt

( ) 1t10gt)
(/1 tlogt )

= O((logr)™™)

= O((logr)™")+0

= 0(1)
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X = 0,00,a, and therefore the condition in (2) of Theorem 5.3.4 in below Section
5.3 is satisfied. Theorem 5.1.4 follows. a

5.2 Growth of Such Meromorphic Functions with Finite Lower
Order

It is noted that in Theorems 5.1.1-5.1.4, no restriction is imposed on the growth
of the meromorphic function considered. In what follows, we always assume that
transcendental meromorphic function f(z) has the finite lower order and thus we
can impair the requirement on the argument distribution of value points.

Let

<o <Pi<H<Po< <oy <Py <, Qg1 =0y +2r, (5.2.1)

and by D we denote the corresponding ray system D(¢oy,Bi, -+, 0y, By). Define for
D
o' =o' (D) =max{n/(B;— o) : 1 < j< g}

and
0" = 0 (D) = min{zx/(aj1 — B) : 1 < j < q)-
In [14], we studied this topic and established two fundamental theorems which

are formulated in the following form, which make the discussion of this subject very
simple and elementary.

Theorem 5.2.1. Let f(z) be a transcendental meromorphic function with the finite
lower order U(f) and for N distinct values a; € C (1 <i<N) and an integer
p =0, &= 8(a;, fP)) > 0. For q pair of real numbers {a;,B;} satisfying (5.2.1)
and arbitrary sequence of Pélya peak {r,} of f\P)(z) of any order & outside E(f)
such that i(f) < 0 < A(f) and 6 > w; = ﬁ, 1 < j < q (if exists), for each i
we have

1 T(rnvf) .
By, p; <rmf(1’>—a,-) = 0< ; ) +Kjlog(raT (ra, f)), 1< j<gq, (5.2.2)

I'n

(we replace By, g (1, 1/(f?) —a)) by By, p, (1 P ifa=co.), where K is a positive
constant only depending on j and o. If

q N . £(p)
Z (ajy1—Bj) < %Z arcsin %, (5.2.3)
j=1 i=1

vy =max{®' (D), u}, then
A(f) < @' (D).
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Proof. 'We assume that a € C. By the same argument we can show Theorem 5.2.1
for the case when a = oo. Suppose conversely that A (f) > @’. We need to treat two
cases.

M A(f) > . Then () =A(f) > y>u(f) = u(f). And by the inequality
(5.2.3), we can take a real number € > 0 such that

C 4 s
;(ajH —Bj+2¢e)+2e< 728 i:1arcs1n > (5.2.4)

where 041 =27+ @, and
APy > y42e > .

Applying Theorem 1.1.3 to f(P)(z) determines the existence of a sequence {r,} of
the Pélya peaks of order v+ 2¢ of () outside E(f). Set A(r) = I''/?(r) and

o0 Ba g (rn, 1/ (fP) —a;
Ir(r) —max{rnj ]ﬁj(;(r /j(f(P>) & :

1<J<q,1<i<zv}, (5.2.5)

o1 <r<ry.

From the Chuang’s inequality and (3) in Definition 1.1.1 it follows that
T(raf) = O(T 2ra, f'7)) = O(T (1. /7). (5.2.6)

Thus from (2) in Definition 1.1.1 and by noting y+¢& > @’ > ®;, we have

P 10g(raT (ray £)) = o(T (r, f))), 1 — oo,

From this, using (5.2.2) to the sequence of Pélya peak {r,} of f (P) of order o =
v+ 2¢€, we can deduce that as r — -0, I'(r) — 0 and A (r) — 0. Then from Theorem
2.8.1 for sufficiently large n we have

N

N N
4 /&
mes UDA (rn,a;) = ;mesDA (rn,ai) > P ; arcsin 576 (5.2.7)

i=1
since ¥+ 2€ > 1/2. We can assume for all the n (5.2.7) holds. Set
N q
K, = mes (U D (ry,a:) N U (otj+¢€,Bj— 8)) .
i=1 j=1

Then from (5.2.4) and (5.2.7) it follows that
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N

q
K, > mes| | Dy (ry,a;) — mes <[7T77f)\ U(“ﬂrgvﬁje))
=1

i=1

N
= mes | J DA (rn,a;) — mes <

i=1

IC=

(Bj—&, a1+ 8))

N

q
= mes | DA (rn,a) — Y (atjp1 — Bj+2€) > £ >0.
i=1 J=1

It is easy to see that there exists a jj and a iy such that for infinitely many n, we have

K, €
mes (D (rq,aiy) N (0, +€,Bj, —€)) = ch > N (5.2.8)
We can assume for all the n (5.2.8) holds. Set E,, = D (ry,a) N (o, + €, Bj, — €)
with @ = aj,. Thus from the definition of D4 (r,a) it follows that

apre o (e —a| " 7 Jr E fP)(raei®) —dl
> mes(Ep)A (ra)T (rn, f1P))
> qiNA(rnT(rn,f(P)). (5.2.9)

On the other hand, by the definition of B, g (r,%) and (5.2.5), we have

Pio + 1 T ; 1
n d6 é n JOB . ) y ————
‘/OCJ'()J'_8 o ‘f(p) (rnele) - a| 2(0]0 Sln(ga)jo) I O‘J()vﬁ./o (rl f(p) — a)
T
= 7A2 w)T (n (P) . 5.2.10
2wj, sin(ewj, ) (r) T (s 7). (€ )
Combining (5.2.9) with (5.2.10) gives

- 2ewj, sin(€wj,)
TgN

0 < A(ry) — 0, n— oo
This is impossible.

(I) A(f) = p. Then y = pu = A(f). By the same argument as in (I) with all the
Y+ 2€ replaced by ¥ = u, we can derive a contradiction.

Theorem 5.2.1 follows. O

‘We remark on a condition of Theorem 5.2.1. If there exist no ¢ such that for each
Jj, 0 > j, then it is easy to see that A(f) < (D).

Theorem 5.2.2. Let f(z) and a;(i = 1,2,--- ,N) be given as in Theorem 5.2.1.
For q pair of real numbers {aj, B;} satisfying (5.2.1) and arbitrary small € > 0, for
each i we have
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1 iy .
Boy b, (r’ f(l’)) <Kj[rPm 1og(rT(n )], r ¢ E, 1< j< g, (52.10)

(we replace Baj,ﬁj("; 1/(f ) —a)) by Bajﬁj(r,f(l’)) ifa=oo.), where ®; = ﬁ, 1<
J < g, p is a positive number, K; a positive constant only depending on j and €. If
(5.2.3) holds for y = max{®'(D),p,u}, then

A(f) < max{@'(D),p}.

Proof.  Suppose conversely that A(f) > max{®’, p}. We shall derive a contradic-
tion by making a minor modification of the proof of Theorem 5.2.1, so below we
put the same meanings on the same notations in the proof of Theorem 5.2.1.

(D) A(f) > u. {r,} is a sequence of the Pélya peaks of order y+2€ of f(P) outside
E(f).Set A(r) = [logr]~!. Then we can deduce

og

[ (»)
/ " Jogt ;Hde 5 & T f) (5.2.12)
ajy+e | £(P) (r,ei®) —q] gN logr,

On the other hand, from (5.2.11), we have for r ¢ E

Bj,—€ 1 T 1
log® : de < : %B, 5 (r——
/f".fo+€ % |f(P)(rei®) —al 20j, sm(ea)jo)r %jo-Bio <r £() a)
< Ko [PPE 4 10 log(rT (1, ). (5.2.13)

Combining (5.2.12) with (5.2.13) gives
NK: )
T(r,,,f(p)) < quologrn[r,ﬁ’+£ —&—rz)jo log(r, T (ru, f))]

and then applying (5.2.6) gives that
log T (ry, fP)) < 2loglogr, + max{p + &, w;, } logr, + loglog T (r,, fP)) + O(1).

Thus from (2) in Definition 1.1.1 for Y+ 2¢, we have

loe T (p)
Y+2¢e < limsupw <max{p+e€ w;} <y+e.

n—oo IOg 'n

This is impossible.
(I) A(f) = u. Then y = u = A(f). By the same argument as in (I) with all the

Y+ 2€ replaced by vy = u, we can derive
p=y<max{p,0'} +& < A(f).

This is impossible.
Theorem 5.2.2 follows.
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In what follows, we deal with the argument distribution of value points in term of
Theorem 5.2.1 and Theorem 5.2.2. First of all let us establish connection between
C(r,*) and the number of corresponding value points in an angle.

Lemma 5.2.1. Let f(2) be a transcendental meromorphic function with the finite
lower order L and 0 < A = A(f) < 4oo. If for d > 1 and an integer k > 0,

n(r,Q(a,B),f* =a) = o(T(dr, f)), (5.2.14)

then for arbitrary sequence of the relaxed Pélya peaks {r,} of f) (p > 0) of any
order o outside E(f) suchthatu <6 <A and o > ® = B%a’ we have

Cap <rn, ﬂk)l_a) =0 <T(;wf)) : (5.2.15)

(Ifin (5.2.14), 7 is in the place of n, then we have (5.2.15) for C in place of C).
Proof.  From (3) in Definition 1.1.1 and the Chunag’s inequality (2.6.2), we have
T(dru, f) < KpT Qdry, f7) < KpKa.oT(ra S 7))
and since r, € E(f), in view of (2.6.1) and (2.5.1) we have
T (ras f ) < CpT (ras f),

where K,, K; 5 and C,, are constants depending on their subscripts.
Applying the Chunag’s inequality (2.6.2) again and then (4) in Definition 1.1.1,
we estimate the following integral

Tn Tn (p)
[(TDy < g, [*TEIN,
1 1

tw+l ~ ta)Jrl

2, T (¢, f(P)
_ Kp(2d)“’/ %dt

2d
, < t )G_E" T (ra, f*)

7’1 tw+1

< KK,(2d)® / dr

2d
(P)y p2dry

= KK,,(Zd)“’T(:Z,’]; ) /2 ) om0l
KK,(2d)° = T (r,, fP))

T o-g-o ro

_ KK,(2d)° =& T (r,, fP))

C—&—0 ry
< KK,Cp(2d)° ™ T (ra, f)

X .

C—&—0 ry

gmara 1)
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Now in view of (2.2.14) (also see the proof of Lemma 2.2.2) and (5.2.14), we

obtain
1 rnn(t, 2, f* = a)
Coc,ﬁ (rm 7}((1{) _a> < 4()0/1 —thrl dr

([ )+ (75)

this is (5.2.15). O

Combination of Lemmas 5.1.1 and 5.2.1 with Theorems 5.2.1 and 5.2.2 yields
the following

Theorem 5.2.3. Let f(z) be given as in Theorem 5.2.1. Then the following two
statements hold.

() If
q (p)
Z Oy — i Z arcsin M, (5.2.16)
= Rz 2
vy =max{® (D), u}, and for some d > 1
A(nY, f0 = 0)+7(rY, f = o) = o(T(dr, f)), (5.2.17)

whereY = U {z: aj <argz < Bj}, then A(f) < &'(D).
(2 )If(5JZ 16) holds for y = max{®'(D),p,u}, and

n (k>: n — oo
imsup DEEL Y =0) 47017 =)

<p, (5.2.18)

then A(f) < max{w'(D),p}.

Proof. Here we only provide the proof of (1) of Theorem 5.2.3. In fact, (5.2.3) fol-
lows from (5.2.16) for some N and hence it suffices to prove (5.2.2) under (5.2.17).
Given arbitrarily a sequence of Pélya peak {r,} of f(P)(z) of any order & outside
E(f)suchthat u(f) <o <A(f)and 6 > w; = ﬁ7 1 < j < g (if exists), in view
of (5.2.17) and Lemma 5.2.1, we have '

= 1 T(ry, f
Caj,ﬁj <Vn7f( )> +Cocj,/i/(”naf) ( (:31 )>

and then from Lemma 5.1.1 it follows that for any a € C \ {0, 0}, we have

1 s .
Bajﬁj (rn,f(p) 0( (V f)) ‘|’I<jIOg(I’nT(}’n,f))7 1 gj < q.

—a K

This is (5.2.2) and hence Theorem 5.2.3 (1) follows. O
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It is clear from the above proof that the result (2) in Theorem 5.2.3 still holds if
the condition (5.2.18) is directly replaced by the inequality

6ocj.ﬁj(’"vf(k) :0)+Eajaﬁj(r7f: o) < K;(rP~ %" +logr), r ¢ E.

Corollary 5.2.1.  Let f(z) be given as in Theorem 5.2.1. Then in any angular
domain Q = {z: a < argz < B} such that

4 /6
B — a > max E,Zﬂf—arcsin — 5,
u u 2

6 =96(a, f) >0, there exists a radial argz = 0 such that for arbitrary small € > 0,

, (r,Z, f0) = 0) +7(r,Z, f = oo
limsup (nZ.f T(Eir f)( f )

whereZ={z: 6 —e <argz<0+¢€e}landd>1

>0,

Let us discuss significance of Theorems 5.1.1, 5.2.1 and 5.2.2. Actually, they
assert that as long as we can estimate B(r,*) in terms of a few C(r,xx), we can
establish the results on the growth order of a meromorphic function with suitable
restriction imposed on distribution of arguments of value points expressed by the
corresponding C(r,*x), and further by n(r, 2(ca, B),*+*) by noticing the closed rela-
tion between n(r, (o, 8),*) and Cy (1, *). The above statements prove important
and thus it made those very simple and elementary the discussions on the growth of
transcendental meromorphic functions dealing with some radially distributed val-
ues. Let us make it clear once more by establishing the following result.

Theorem 5.2.4. Let f(z) be given as in Theorem 5.2.1 with § = (e, f) >0
instead of 8(a, fP)) > 0 and

d 4 )
; i1 —Bj) < yarcsm 5

y=max{®'(D),u} or max{'(D),p,u}. Then the results of Theorem 5.2.3 hold,
provided that (5.2.17) and (5.2.18) are respectively replaced by

a(rY, f2f =1)=o(T(dr,f)), d > 1

and )
logn(r,Y. =1
lim sup ogn(r,Y,f*f' =1)
F—so0 logr

<p. (5.2.19)

Proof.  Analyzing the proof of Theorem 5.2.3, it suffices to show an inequality
of that B(r, f) is controlled by C(r, f2f" = 1). Using the Milloux’s fundamental in-
equality (2.2.8) on an angle to 3 /3, we have



222 5 Meromorphic Functions with Radially Distributed Values

38(nf) =S (r, ]:> +0(1)

SC ) +C(rf2 =0)+C(r (f7/3) =1) = C(r,(£*/3)" = 0) +R(r, f)
< C(rf)+2C(r,f =0)+C(r, f2f = 1)+R(r, f),
and hence B
B(r,f) =S(r,f) —C(r,f) <C(r,f2f = 1)+ R(r, f).
Thus Theorem 5.2.4 follows. O

Yang and Yang [11] proved Theorem 5.2.4 for entire function f(z) under (5.2.19)
with “f2f' = 1" replaced by “ff' =17 and ¥ = U’JI-ZI{Z tojte<argz < Oy — €}
for arbitrary small € and 8; = ofj;.

5.3 Retrospection

The discussion on this subject considered in this chapter can go back to the result
obtained by Bieberbach in 1919, which says that an entire function of finite order A
assumes infinitely often every finite value with the possible exception of one value
in each angular domain Q (¢, 3) such that

ﬁ—a>max{%,2n—%}. (5.3.1)

Therefore if an entire function has only finitely many zeros and 1-points in Q (e, ),
then we have the inequality opposite to (5.3.1), which implies that

T
B—a

We state the Bieberbach’s result in the following way which is suitable to the point
of view we consider in this paper.

T
or2r+a—pf >

< =.
A< 1

Theorem 5.3.1. (Bieberbach, 1919) Let f(z) be a transcendental entire function
with order A < +oo. If f(z) has only finitely many zeros and 1-points in Q(a, )
and -

Q2r4+o)—B < T (5.3.2)

then .

B—oa

The Bieberbach Theorem 5.3.1 reveals that the order of entire function can be
estimated in term of distribution of points of its two values. There seems to be
a little relationship between the Bieberbach Theorem 5.3.1 and Nevanlinna Theo-

rem 2.7.7, the former asserts that distribution of its two value points in an angular
domain determines the growth of an entire function not only in the angle consid-

A<
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ered but also in the complement of the angle whose opening is not too large and
however, the latter impairs the restriction imposed on the number of value points
in the angular domain considered. Actually, the Bieberbach Theorem 5.3.1 is able
to follow from the Nevanlinna Theorem 2.7.7 and the Phragmén-Lindeldf Theo-
rem demonstrated in 1908 (see Corollary 4.2, page 139 in [1] and Theorem 4.3.2,
page 102, in [15]) by noting the fact that the condition (5.3.2) produces inequality
logM(r, f) < r™/(n+e=B)=¢ for all sufficiently large  and a suitable small positive
€. Therefore, the Nevanlinna Theorem 2.7.7 is actually an extension of the Bieber-
bach Theorem 5.3.1.

The Bieberbach Theorem 5.3.1 was also extended by Valiron in 1932 and
Cartwright in 1932 and 1935. Their results can be stated in the following format.

Theorem 5.3.2. (Valiron, 1932 and Cartwright, 1932 and 1935) Let f(z) be a
transcendental entire function with order A < +oo. If f(z) has no Borel direction of
maximal kind in Q (o, B) and (5.3.2) holds, then A < ﬁ%a.

Here we remark on that Valiron and Cartwright Theorem 5.3.2 without “maximal
kind” follows immediately from Nevanlinna Theorem 2.7.7 and Valiron Theorem
2.7.5 and the Phragmén-Lindelof Theorem as mentioned previously by noting the
finite covering property of a compact set. Theorem 5.3.2 without “maximal kind”
was extended by Yang Lo [10] to the case of meromorphic functions with some
Nevanlinna deficient value (see Theorem 3.1.6 for the Borel directions) in terms of
the spread relation proved by Baernstein II.

A. Edrei[2] in 1955 turned to this problem. He seems to be the first one who in-
vestigated this aspect dealing with meromorphic function, its derivative and Nevan-
linna deficiency to extend in some extent the Bieberbach Theorem 5.3.1.

Theorem 5.3.3. (Edrei, 1955) Let f(z) be a transcendental meromorphic function
and such that all but finitely many roots of the three equations

F@) =0, fl&) ==, f"(2) =1
(n >0, = f) lie on the radii D(ay,--- , ;). If

8(0, ) +8(c0, £)+ (1, £™) >0,

then
T

A(f) gmax{ajJrl ok 1 gqu}.

After A. Edrei’s work, many mathematicians revealed and discovered the new
connection among the growth of a meromorphic function, distribution of arguments
of a-points of it and / or of its derivative and the Nevanlinna deficiency of it and /
or of its derivative in different approaches, and so essentially developed the Bieber-
bach’s Theorem 5.3.1. From the Milloux inequality about a disk, when f has a
Nevanlinna deficient value, the growth order of f can be controlled by the order of
the number of points of other two values, while the role of a deficient value is not

obvious in consideration of an angular domain. A. Ostrovskii in 1957-1961 and in
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1970 was successful in generalizing Edrei’s result (Theorem 5.3.3) in this direction.
In his result, he used Cy g(r, f = @) to characterize the distribution of argument of
a-points, and actually, this quantity measures not only the distance of a-points from
the sides of the angle, but also is related to the number of a-points in the angle.

In 1970, A. Ostrovskii first took the following quantity into account in the dis-
cussion of the growth of meromorphic functions with radially distributed values

U(r,D, f=a) max{thJ Cajaﬁltf a): <t<r}

and U(r,D, f = a) for Cq, a,., (1, f = a) and proved the following

Theorem 5.3.4. Let f(z) be a transcendental meromorphic function and a,b

~

and c three distinct points in C. Assume that a is a Nevanlinna deficient value of

S"(z) (n>0).
(1) Then for the fixed € > 0 and d > 1,

T(r,f) <Kr®U(r,D,f =b)+U(r,D,f = c)+logrT(r,f))?, r ¢ E,

where densE < €.
If. in addition, U(r,D, f = X) is of finite order for X = b and c, then for some
d > 1 and all sufficiently large r,

T(r,f) <Kr®(U(dr,D,f =b)+U(dr,D,f =c)+1),

where K is a positive constant.
2)1f
U(rD,f=a)+U(r,D,f=b)+U(1,D,f =c)=0(1),

then for r — oo perhaps passing outside a set of finite logarithmic measure, we have
log |f(re'®)| = rc;sin(;(8 — ;) +o(r™)

uniformly relative to 6, o; < 0 < aji 1, withc; € R.

We shall sketch the proof of result (1) of Ostrovskii’s Theorem 5.3.4, for it is an
excellent representation of the related results without any assumption imposed on
the growth.

The sketch proof of the result (1) of Theorem 5.3.4. For the simple sake,
assume n = 0, b = 0 and ¢ = . From the equality

1 :lf(Z)< f'(z) _f’(Z)>
f@)—a af(\flz)—a [f(2)

and in view of the definition of the Nevanlinna deficiency, for all sufficiently large r

we have
T(r,f)<m <r’fia> Sm( J{,) +8(r, ).
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Below we estimate m (r, %,) in terms of U(r,D, f = 0,e0). Applying Lemma
2.2.3 and the first Nevanlinna fundamental theorem for angular domains, we have

m(r,j{/) = ilmaj,ajurl (rv‘]]:/)
q f d
< ZK/”wj (Sa/aam <r,,) + 1)
j=1 ' 4
q f d
< ZKjrwj (So‘j-,o‘jﬂ <V,) +0(1))
= f

<KFO(U(rD, f=0)+U (1D, f =) +logrT (1, f))",

r ¢ E. This completes the proof of Theorem 5.3.4. a
Obviously, we can also deduce the result (1) of Theorem 5.3.4 in terms of Theo-
rem 5.1.2 by noting
V(r,D,f =a) <r°U(r,D, f =a)

and for fixed € > 0 with d = (1 —¢&)~! and sufficiently large r, (logT(r, f))? <
T(r,f)%. Theorem 5.3.4 covers Theorem 5.3.3 since if all but finitely many a-points
lie on the radii system D, then U(r,D, f = a) = O(1).

A. Edrei and W. H. J. Fuchs [3] in 1962 considered the case of that a-points lie
on a finite system of pairwise non-intersecting curves tending to oo, that is, so-called
B regular curves (for definition please see the paragraph after Definition 3.1.2) and
proved the following.

Theorem 5.3.5. (Edrei and Fuchs, 1962) Let f(z) be a transcendental meromor-
phic function and D be a finite system of B-regular curves which divides |z| > 1y into
finitely many curvilinear sectors such that each sector has opening > ¢ > 0, that is,
the intersection of every circle |z| = r > ty and the sector is an arc of length > cr.

Assume that all but finitely many zeros and poles of f lie on the system D and
ik (p = 0) has a finite and non-zero Nevanlinna deficient value. Then

A < 78

c

There does not seem to be further results in improving Theorem 5.3.5 and devel-
oping the point of view of Edrei and Fuchs since 1962. It is interesting to consider
weakening of restriction imposed on the number of zeros and poles of the function
considered in the curvilinear sectors, for example, we take into account the Problem:
under the assumption of that the number of zeros and poles in the intersection of the
curvilinear sectors and the disk {z : |z| < r} equals o(T (r,f)) instead, is Theorem
5.3.5 true? Up to now we do not know whether the upper bound obtained in The-
orem 5.3.5 is precise. When the B-regular curve is a ray from the origin, the upper
bound is not precise, while the precise upper bound is that divided by 9.
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In what follows, we discuss the case of meromorphic functions with finite lower
order. Let us consider the system of rays

D = D(ay, B, ,04,By)
= U;1-=1({Z rargz = ;U {z:argz = f;}).

Following Goldberg and Ostrovskii [5], we shall say that almost all a-points of f(z)
lie in small angles if

min{f; —a;: 1< j<q} >max{a; —B;:1<j<q},
that is, 0" (D) > @'(D), and
Eaj’ﬁj(r,f =a) <K;r® "%,

where Kj is a positive constant. This implies that for at least one j, 6oc_,,ﬁ_,~ (r,.f=a)
is bounded.

Ostrovskii in 1960, Gol’dberg and Ostrovskii in 1970 and Glejzer in 1985 and
1990 investigated the growth of a meromorphic function most of whose a-points
for two values of a lie in small angles. Most general results among them are ones
obtained finally by Glejzer [4].

Theorem 5.3.6. (Glejzer, 1985, 1990) Let f(z) be a transcendental meromorphic
function with finite lower order. Assume that almost all its zeros and poles lie in
the small angles of the system D of rays. Then for L < p < A (in the case A = oo,
naturally, L < p < A), no one of the relations

4
o' (D) < p < —@"(D)arcsin 8(a.f)

T 2

and

/(D) < p < min{ 20/(D), 5 ¥ arcsiny/ 2%S)

¥ (01 — ) 20
j=1

can hold.

We can restate Theorem 5.3.6 in the following equivalent form which is however
convenient and natural for us in the point of view of this chapter.

Write 1 = 2" (D) arcsin @ Assume that @' (D) < 1. Theorem 5.3.6 as-
serts

(1, 2)N /(D)) =
and hence if 4 < 1, we have A < @’'(D). This yields the result that if
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max{oj1 —fj:1<j<q} < ;i/arcsin @, (5.3.3)

y=max{®' (D),u}, then A < 0'(D).
Write

4 Z arcsin M

7=min< 20" (D), 5
(tj1 = Bj) 470

Tras

J

Assume @'(D) < 7 and then in view of Theorem 5.3.6, (u,A) N (&' (D),7) = @.
Therefore, if it < 7, we have A < @' (D). However, the inequalities @’(D) < 7 and
U < T are equivalent to

q
Z ajr1—Bj) <} Z arcsin @ (5.3.4)

a#0,00
and 1 < 20" (D), that is,

2
max{aj 1 —Bj:1<j<q} < o (5.3.5)

Thus we have the following

Theorem 5.3.7. Under the assumption of Theorem 5.3.6, if (5.3.3) or (5.3.4) and
(5.3.5) hold, then A < @' (D).

Glejzer [4] considered the Pélya lower order and indeed, we can also take into
account the Pélya lower order in the place of the lower order in Section 5.2. Theo-
rem 5.2.3 improves the result of Theorem 5.3.7 under (5.3.4) and (5.3.5) because a
stronger restriction is given in Theorem 5.3.7 to the number of zeros and 1-points
in the angular domains. However, we do not know if we could get the results of
Theorems 5.2.1, 5.2.2 and 5.2.3 under the assumption of (5.3.3) replacing (5.2.3)
and (5.2.16). A few papers we do not mention here investigate this subject, some of
which are listed in the Reference.

The well-known methods to treat this subject on the growth order of meromor-
phic functions with radially distributed values are mainly those by mapping con-
formally the angular domain onto the unit disk and then by using the Nevanlinna
theory on the unit disk or by the Nevanlinna theory on the angular domains only
and/or by that together with the Baernstein’s spread theorem 2.8.1 or the Baern-
stein’s *-function. It is obvious that Baernstein’s Theorem 2.8.1 is available only to
a transcendental meromorphic function with a sequence of Pélya peaks, so in this
case, it should be assumed that the meromorphic function in question is of finite
lower order or of finite P6lya lower order.
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Chapter 6
Singular Values of Meromorphic Functions
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Abstract: This chapter is devoted to discussing singular values of a transcendental
meromorphic function. The singular value is that in any neighborhood of which the
inverse of the function contains a multiple-valued branch. A value is a singular value
if and only if it is an asymptotic value or a critical value. We show the construction
of the parabolic simply connected Riemann surface associated with a fixed mero-
morphic function, and point out that every boundary point of the Riemann surface
is an asymptotic value of the function. Next we consider dense properties of sin-
gularities of the inverse of a meromorphic function including relationships among
singular values and between the number of direct singularities and the growth or-
der. We then exhibit Eremenko’s construction of a meromorphic function with every
value on the extended complex plane as its asymptotic value. Finally, we discuss the
existence of (repelling) fixed-points of a meromorphic function of finite type, that
is, the set of its singular values is bounded, and consider the case when the singular
values do not distribute along a sequence of annuli.

Key words: Riemann surface, Asymptotic values, Critical values, Fixed-points,
Bounded type

Let f(z) be a meromorphic function on C. Associated with this meromorphic func-
tion there exists a Riemann surface. According to Nevanlinna, Ahlfors and Te-
ichmiiller, the center problem of meromorphic function theory is to investigate how
we could determine properties of meromorphic functions in terms of geometric
properties of their associated Riemann surfaces. The topological properties, such as
the number of omitted values, asymptotic values and critical values, are parts of the
geometric properties mentioned here. Indeed, corresponding to a boundary point of
the associated Riemann surface is an asymptotic value of a meromorphic function.
This chapter is devoted to discussing singular values, namely asymptotic values and
critical values, of meromorphic functions composing of two aspects: one is the ex-
istence and properties of singular values; the other is to characterize meromorphic
functions in terms of their singular values.
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6.1 Riemann Surfaces and Singularities

Let us begin with the definition of Riemann surface.

Definition 6.1.1. Ler W be a connected Hausdorff space. The pair (W, ®) is
called a Riemann surface provided that W is equipped with a family of pairs
D = {(Uq, o)} satisfying the following items

(1) {Uq} is an open covering of W, that is, each Uy is open and W = Jo Uq;

(2) each @q is a homeomorphism of a domain of C from Uyg;

(3)ifUsNUp # 2, @po 05" 0o (Ug NUg) — @(Uy NUp) is analytic, which
is called analytically compatible;

(4) @ is maximal with respect to (2) and (3), that is, if a pair (U, @) satisfies (2)
and (3), then (U, ) € .

A complex atlas means a family of pairs @ = {(Ug, @)} satisfying (1), (2) and
(3) and an element in @ is a complex chart. The maximal complex atlas @ is called
a complex structure on W. One usually writes briefly W instead of (W, @) whenever
no confusion occurs in the context. Sometimes one also writes (W, @*) where @* is
a complex atlas.

For a complex chart (Uy, Qg ), Uy is called a local coordinate neighborhood of
any point p € Uy and @y a local coordinate and so for p € Uy, z= @u(p) € C is
a coordinate of p. Obviously we can choose a special local coordinate ¢, which is
required to map Uy, onto the unit disk.

Definition 6.1.2. Ler (X, ®) and (Y,¥) be two Riemann surfaces and let f 1Y — X
be a continuous mapping. If for arbitrary two pair of charts (Uy, @) € ¥ and
(Vg,wp) € @ with f(Ug) C Vg,

Vo fo®y' : 0u(Us) — wp(Vp)

is analytic, that is, f, Qo and Yg are analytically compatible, then we say that f is
analytic, or holomorphic fromY to X.

Actually to show that the function f(z) is analytic, it suffices to verify that f is
analytically compatible with @y and g for corresponding complex atlas.

A mapping f : Y — X is called conformal if it is bijective and both f:Y — X
and f~! : X — Y are holomorphic and in this case we say ¥ and X are conformally
equivalent.

By a meromorphic function on a Riemann surface X we mean that for an open
subset X’ of X with X \ X’ containing only isolated points, f: X’ — C is holomorphic
and for each p € X \ X/, lim,_,, | f(x)| = oo, and p is called a pole of f. If f: X — C
is meromorphic, then defining f(x) = o at all poles of f we have f: X — C is
holomorphic. Conversely, if f: X — Cis holomorphic, then f is either identically
equal to oo or else f~!(e0) consists of isolated points and f : X — C is meromorphic.

Let X and Y be two Riemann surfaces. A mapping f : Y — X is called a covering
map if for each point x € X there exists a neighborhood U of x in X such that



6.1 Riemann Surfaces and Singularities 231

o)y =Uv;, 6.1.1)

jer

where the V;, j € J, are disjoint open subsets of Y, and every restriction of mapping
fin V; is a homeomorphism of U from V;. Therefore f is a local homeomorphism
in Y. We say that Y is a covering space of X if there exists a covering mapping
from Y onto X and if Y is simply connected, then covering mapping f : Y — X
is called universal covering. In fact, the universal covering is determined by the
following universal property. Let f : ¥ — X be a universal covering. For every cov-
ering g : Z — X and every pair of yyp € Y and zo € Z with f(yo) = g(z0), there exists
unique continuous fiber-preserving mapping 4 : Y — Z, namely f = g o h, such that
h(yo) = zo. For any Riemann surface there must be its universal covering space. Any
simply connected Riemann surface is conformally equivalent to the Riemann sphere
S or the complex plane C or the unit disk A. Here “conformally equivalent” means
that there exists a conformal analytic mapping between them. Therefore a Riemann
surface is called in turn elliptic, parabolic or hyperbolic provided that the Riemann
sphere S, the complex plane C or the unit disk A is its universal covering space. In
particular, C\ {a} and C\ {a,b} are parabolic Riemann surfaces and any domain X
on C with C \ X containing at least three points is hyperbolic.

Now we come to discuss holomorphic map between two Riemann surfaces. At
this time, we take branch points into account. Let X and Y be two Riemann surfaces
and f : Y — X be a non-constant holomorphic map. A point y € Y is called a branch
point or ramification point of f, if there is no neighborhood V of y such that f is
injective on V. A holomorphic map then is unbranched if it has no branch points.
What we mention is when we say a holomorphic map to be covering, it is allowed to
have branch points, namely it may not be local homeomorphism on the whole sur-
face, while it is local homeomorphism on remaining part from the Riemann surface
punctured at branch points. If there exist no branch points at all, we shall specifically
emphasize that the holomorphic map is unbranched.

Theorem 6.1.1. Let X be a Riemann surface and f : X — A* is an unbranched
holomorphic covering map where A* is the punctured unit disk {z: 0 < |z| < 1}.
Then one of the following statements holds:

(1) there exists a conformal mapping W of X onto the left half plane H = {z :
Rez < 0} such that f = expoy;

(2) there exists a conformal mapping W of X onto A* such that f = (y)" for
some natural number n.

Proof. 1Itis clear that exp : H — A* is the universal covering and since f: X — A*
is a covering in the sense of (6.1.1), in view of the universal property we therefore
have a holomorphic mapping ¢ : H — X such that exp = f o ¢. It is easy to show
that ¢ : H — X is also a universal covering. If ¢ is injective, then it is conformal and
its inverse mapping V is the desired one stated in (1); If ¢ is not injective, then there
exist two distinct point z; and z, in H such that ¢(z;) = ¢(z2) and so exp(z;) =
exp(z2) and equivalently z; — zo = 2mmi for some non-zero integer m. It follows
from ¢ : H — X being a universal covering that there exists unique holomorphic
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mapping & of H onto H such that ¢(z) = ¢ o h(z) and h(z2) = z;. Therefore it is
easy to see that A(z) is conformal and a Mobius transformation and from expoh =
fopoh= fo@p=exp, wehave h(z) = z+2mmi and so ¢ (z) = ¢ (z+2mmi), Vz€ H,
namely ¢(z) is periodic. Assume that 7 is its primitive period and hence there exists
abijective mapping ¥ : X — A* with yo ¢ =exp(z/n) and from (exp(z/n))" =expz
it follows that (yo §)" = fo ¢, namely f = ()", from which it is easy to show that
y is holomorphic.

Thus Theorem 6.1.1 is proved. a

Given a fixed point a € C and a function f(z) meromorphic at a, we consider
the pair (f,a) and introduce an equivalent relation in the family of all such pairs.
Two pairs (f,a) and (g,b) are equivalent if a = b and f(z) = g(z) at a neighborhood
of a. It is clear that this is an equivalent relation. By notation [f], we denote the
equivalent class determined by (f,a), that is,

[fla={(g,D): a€ D and g(z) = f(z) at a neighborhood of a},

where (g,D) is a meromorphic element, namely g(z) is a meromorphic function in
domain D. And [f], is called the germ of f at a.
Let U be an open set on C. Set

ZL(U)=A{[fla: a€U and f is meromorphic at a},

namely, .Z(U) is the family of all germs at points of U and define a project of U
from Z(U):
n([fl:) =z V[fl. € Z(U).

Through 7 we can induce a topology to .Z(U) from the topology of C such that
Z(U) becomes a topological space and 7w : £ (U) — U is continuous. Indeed, a
neighborhood of [f], can be obtained in the following way. Since f(z) is meromor-
phic in a domain D containing a,

N (f,D)={[f]:: Vze D}

is a neighborhood of [f], and then 7 is a homeomorphism of D from .4 (f, D). Thus
Z(U) becomes a Hausdorff space.

In what follows, we consider .2 (@) and its connected components. Let .,%(((AI)
be a connected component of .2’ ( ) and therefore ZO(A) is a connected Hausdorff
space. Now to make .%(C) be a Riemann surface we equip .,%( ) with the fol-
lowing complex structure: for each point [f]. € %4 (C), we have a neighborhood
N (f,D) of [f]; and then (A (f,D), | y(s,p)) is a complex chart and we obtain a
complex atlas

@y = {(AN(f.D), x|y (r.0)) ¥ [f]: € Z(C)}

which decides a complex structure @. Importantly, associated with the Riemann
surface (fo((C) ®) is a function .F : %(C) — C which is defined as follows: for
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~

each [f], € £4(C),
F([f]z) = f(2).

Let us show that .# is meromorphic. For each element (A" (f,D), 7| 4 (s p)) of Po,
it is clear that

F o (al ()~ (@) = Z(f]:) = f(2)

is a meromorphic function from D to C so that .% is meromorphic over .,%(((A:).
Since Zo(@) is a component of .Z (@) that is, maximal in the connected sense, we
say that .Z is a complete meromorphic function determined by .%(C) and .%(C)
is the Riemann surface associated with 7.

We can obtain the Riemann surface .%)(C) and the associated complete mero-
morphic function .7 by meromorphic continuation of a meromorphic function ele-
ment (f,D) where D is a domain on C and f(z) is a meromorphic function on D.
In order to make this process clear let us recall the concepts and basic results of
meromorphic continuation. N

Let D; (j =1,2,---,n) be n domains on C and {D{,D5,---,D,} is a chain
of domains provided that D;_1 ND; # @ (2 < j < n). A collection (f;,D;) (j =
1,2,---,n) of meromorphic function elements is a meromorphic continuation along
the chain of domains {D,D,---,D,} if fj_1(z) = fj(z) in D;—; N D; and in this
case we say that (f1,D;) can be continued to (f,,D,) along the chain of domains
and (f,,D,) can be obtained by a meromorphic continuation of (fi,D;) along the
chain of domains. Let y: [0,1] — C be a path. If for each ¢ € [0,1] there is a mero-
morphic function element (f;,D;) such that y(t) € D; and in a neighborhood I of
t €10,1] we have D;N D, # &, Vs € I, and

fs(z) = fi(z), Vz € DyN Dy, (6.1.2)

then we say that one meromorphically continues (fy,Dy) to (f1,D1) along the path
v and (f1,D;) is the meromorphic continuation of (fy,Dp) along the path v. It is
obvious that (6.1.2) can be rewritten in terms of germs into

[fs} y(s) = [ft]y(t) .

Thus we understand the meaning of meromorphic continuation of a germ [f], to an-
other germ [g], along a path connecting two points a and b. By that a germ [f], or a
meromorphic function element (f, D) can be continued to b along a path connecting
a and b we mean that a germ [g], can be obtained from [f], or (f,D).

The continuation along a fixed path is unique in the sense of that [g{], and [g2],
are meromorphic continuation of, respectively, [f], and [f2], along a path connect-
ing two points a and b, if [f1], = [f2]4 then [g1], = [g2]5-

That we say to continue meromorphically a germ or a function element in a
domain without any restriction means that this germ or element is continued along
any path in the considered domain along which we can do. And we say that we can
continue meromorphically a germ or a function element in a domain without any
restriction provided that this germ or element can be continued along any path in
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the considered domain. Thus we can state the monodromy theorem as follows. If
a germ [f], can be continued in a domain U without any restriction, then for any
b € U we obtain the same germ along any two paths connecting a and b which are
homotopic in U. N

Now we go back to the construction of .%j(C) and the associated complete mero-
morphic function .# over fo(@). Notice that 7 (fo(@)) is a domain on C, denoted
by U, and hence .%(C) is a component of .£(U). Take a point [f], € .%(C) and we
have a corresponding meromorphic function element (f,D) with a € D C U. Then
we can meromorphically continued (f,D) in U without any restriction to obtain
its complete meromorphic function .# and the associated Riemann surface .,%(((A:).
This is asserted in the following theorem.

Theorem 6.1.2. 901 is a component ofﬁ(@) if and only if arbitrarily choosing a
fixed point [f], € M, we have

M = {[g]»: [g]» is obtained from the continuation of [f], along a curve}. (6.1.3)

Proof.  Assume that 90 is a component of ¥ (((A?) and therefore 9 contains point
[¢]» which is a continuation of [f], along a curve. On the other hand, for any point
[g]» € O there exists a path 7: [0, 1] — 9T connecting [f], and [g],. Write ¥ = 7(7)
and it is a path in C connecting a and b. Then 7(t) = [fily) with [folyo) = [fla
and [fi]y1) = [glp- It is easy to see that {[ft]y} satisfies (6.1.2) and so [g], is a
continuation of [f], along y. This immediately implies (6.1.3).

Now assume that (6.1.3) holds. This means that 91 is arcwise connected and
contains any connected open subset of .Z(C) containing [f],. Then it is clear that

M is a component of Z(C). O

~

Below let us consider the boundary of .%,(C) and meromorphic extension of .%.
Every boundary point of fo(@) is produced by (f, D) corresponding to some germ
and some path y with an end point a such that (f,D) cannot be meromorphically
continued to a along 7y but can be done to the other points in 7, such boundary point
will be denoted by notation [f], 4.

For an isolated boundary point Q of Zo(@) if there exists a neighborhood W on
% (C) such that (W \ {0}) = B*(a,8) with 0 < 6 < 1 (here we assume a # o)
and 7 : W\ {Q} — B*(a, §) is finitely sheeted, then define 7(Q) = @ and Q is called
an algebraic singular point or branch point of the Riemann surface fo(@) If wis
m-sheeted, then m — 1 is the order of this branch point. In this case, .% is bounded
in W\ {Q}, in view of the Riemann’s Removable Singularity Theorem .% can be
meromorphically extended to Q. If 7 : W\ {Q} — B*(a, §) is infinitely sheeted, then
Q is called a transcendental singular point or branch point of the Riemann surface
£(C).

In order to make these clear we observe two special examples: e and z". Take
a branch of Logz and continue it in C without any restriction to produce a Rie-
mann surface which is formed by gluing along their cutting lines remaining parts
of infinitely many complex plane cut down the negative real axis. Obviously, this
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Riemann surface is simply connected and 0 and o are only two boundary points of
it. Therefore both 0 and oo are the transcendental singular points of this Riemann
surface. We continue a branch of /z to obtain a Riemann surface and 0 and o are
the algebraic singular points of this Riemann surface, which shall become simply
connected after adding 0 and o onto it. R R

In what follows we add all algebraic singular points onto -%(C), namely %, (C)
is obtained through analytic continuation with algebraic character. Analytic continu-
ation with algebraic character means that function f(z) in analytic function element
may have the following expansion

too
f@) =Y an(z—z0)"", (6.1.4)

n=ngp

where ng is an integer and p is a positive integer. When p = 1, that is the ana-
Iytic continuation mentioned previously. Therefore an algebraic singular point is
expressed as [f], for some f(z) with the form (6.1.4), which is an algebraic singu-
lar point of order p — 1.

Now let us give a complete description to the above process. Let O = [g]4, be an
algebraic singular point of .,%(@) and W is a vicinity of Q. Define 7(Q) = a so that
(W) is a vicinity of a in C and take a 8 > 0 such that D = {z: |z—a| < 8} C T(W).
Set D* = D\ {a}. When § is chosen to be sufficiently small, 7 : Wy — D* is an
unbranched holomorphic covering, where W is the component of n~1(D*) lying in
W. Draw a closed curve T around Q in W and then 1 = (1) goes around a. It is clear
that 1 is homotopic to a™ in D* where ¢« is the circle {z: |[z—a| = €} with € < 8.
Hence g(z) is continued meromorphically m times along « starting from a point b
of o Ny, the resulting germ coincides with [g],, namely it goes back to the starting
germ. In view of Theorem 6.1.1, there exists a conformal mapping Y, of Wy onto

A* ={{:0<|¢| < ¥/8} such that T = a+ (yp)P for some positive integer p. Set

~

Fo(§) = F oy (§):A° — F(Wy) C C.

It is an analytic function in A*. Since C\ .# (Wp) contains at least three points, in
view of the Picard Theorem a is not an essential singular point of Fp({) and thus
we have the Laurant series

oo

Fo(§) =), anl"

n=n

for some integer ng. Set z = a+ {” and fp(z) = Fp({) and then fp(z) has the
Puiseux series with the form (6.1.4). It is easy to see that [g], is a germ from a

~

branch of fy(z). Set O = [fp]a, which is added onto .%(C). Define 7([fpls) = a
and .Z ([fpla) = Fp(0). Thus 7 and .% are extended forward algebraic singular point

o~

of f() ((C) .
We denote by % (C) the union of #;(C) and all its algebraic singular points. We

~

want to show that % (C) is a Riemann surface equipped with a complex structure
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such that .ZO((E) becomes its Riemann sub-surface. We add all neighborhoods of
algebraic smgular points to the topology system of fo( ) to obtain the topology
system of .,%((C) and make .,%((C) become a topological space. Since all algebraic
singular points are isolated, under the topology formed in the above way % (A)
is connected and Hausdorff and fo( ) is an open subset of fo( ). As did in the

above, w and . are well defined on .,%(C) and it is easy to show that they are
continuous.

Theorem 6.1.3. % (C) is a Riemann surface. Furthermore, if for each [f], €
2(C), f(z) is injective in a vicinity of a and for each Q € £5(C)\ 4 (C), Fy is
injective in a vicinity of 0, then

7 : %(C)— F(£(C) cC

is an unbranched holomorphic covering and if, in addition, F (% (((A:)) is simply-
connected, then .7 is a conformal map of £(C) onto F(%y(C)) and so £ (C) is
simply-connected.

Proof.  Set N
By = Dy U{(Wo, Wo) : ¥V 0 € £(C)\ %(C)}.

We want to show that @y is a complex atlas. Obviously it suffices to prove that
| _y(r,p) and Yy are analytically compatible when Wy intersects 4" (f, D). In fact,

moyy' wo(Won A (f,D)) — a(WoN.A (f,D))

is with the form
moy,'(z) = 7(Q)+2

for some natural number p, which is certainly analytlc Consequently, @0 is a com-
plex atlas and produces a complex structure of .,%((C) to make it be a Riemann
surface. R

For a point [f], € £(C), we have an associated function element (f,D) and
under the assumption of Theorem 6.1.3 f(z) is required to be injective in D. It
is obvious that .# is injective of 4(f,D) onto f(D). For a point Q € %(@)\
A (((A:), then .# = Fj o Yy is an injective map of Wy onto .# (Wy). The reason for
the result is that yp : Wy — A is injective and Fp : A — .F (W) is injective under
the assumption of Theorem 6.1.3 (if necessary, we reduce the radius of A) where
A={¢:|¢| < {/8}. Thus we have proved that .7 : ,,%( ) — ﬁ(,ﬁfo( )) is a local
homeomorphism. .% has the curve lifting property and so it is a covering.

Thus Theorem 6.1.3 follows. O

Assume that % (@) is simply-connected. Then there exists a conformal mapping

@:QH%(@)



6.1 Riemann Surfaces and Singularities 237
of © onto %(@), where 2 is one of @, C and A. Set
F(z) =m00(z): Q —C

and it is a meromorphic function. We shall call .,%((E) the Riemann surface associ-
ated with F(z) and the boundary of Q the natural boundary of F(z). Actually, we
can obtain % (@) from the inverse of F(z) with the help of meromorphic continu-
ation with algebraic character, which will be explained later and we shall point out
the connection of .% and ©.

Concerning .% ((C) three possibilities occur: (1) Q = C, _%((C) is elliptic, and
then 7 is a m-fold mapping of (C from .,%((C) namely, F(z) is a rational function
with degree m; (2) Q =C, EO( ) is parabolic, and then F(z) cannot be extended to
oo and it is a transcendental meromorphic function in the whole plane; (3) 2 = A,
Zo (C) is hyperbolic, and F (z) has the natural boundary {z: |z| = 1}, namely, F can
not be continued through {z : |z| = 1} forward to outside of A.

In the final case (3), we may consider as an example

It is well-known that the natural boundary of F(z) is the unit circle and so the Rie-
mann surface associated with it is hyperbolic.

In what follows, we confine our discussion to the case when % ((E) is simply-
connected and parabolic. In this case, the associated function F(z) is a transcenden-
tal meromorphic function in C. Conversely, given a meromorphic function w = F(z)
in C, we come obtain the Riemann surface associated with it. Actually, starting from
a branch of the inverse f(w) of w = F(z) in the w-plane, we continue this branch
meromorphically with algebraic character without any restriction in the extended
w-plane to generate a Riemann surface .,%((C) Then we have

Theorem 6.1.4. .fo((C) is simply-connected and parabolic if and only lf the as-

sociated function is a transcendental meromorphic function in C, namely, .,%( ) is
generated by the inverse of a transcendental meromorphic function in C.

Proof. 1t suffices to prove that .:??(; (@) is simply-connected and parabolic if it is
generated by the inverse of a transcendental meromorphic function F(z) in C in
the previous way. Set V = F(C) and then V = C, C or C\ {a} for some a € C.
Since F~!(V) = C, for b € C we have a branch g of F~! sending F(b) to b and

g has at most algebraic singularity over F(b). We therefore have [g]r(,) € ,,%((C)
Z ([glrp)) = b and ﬁ(%(@)) = C. In view of Theorem 6.1.3, % : .,%( )—Cis
conformal and .% (@) is simply-connected. Set @ =.Z ! : C — %, (@) and hence
Z ((E) is parabolic. It is easy to see that the following diagram
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%(C) —— %(C)
A
c - ¢
is commutative, that is, F = 10 .Z ' =10 0. O

Usually, one does not distinguish F(z) from ©(z) when no confusion may occur.
Thus we say that F(z) maps conformally C onto its associated Riemann surface
Z(C)). Below by Ry we denote the associated Riemann surface .%(C)) of a
transcendental meromorphic function F(z) in C.

In above point of view, both of the Riemann surfaces associated with e* and 7"
are simply-connected and Re: is parabolic and R;» is elliptic. Both of ° : C — Re:
and 7" : C — R,» are conformal.

According to a theorem of Iversen [14], all boundary points of the parabolic
surface are accessible. This means that for every boundary point Q there exists a
curve I' in %(C) tending to O and in the point of view of continuation, namely,
there exist a curve ¥ in the complex plane with 7(Q) as an end point and a function
element (f,D) such that DNy # & and f can be continued meromorphically with
algebraic character forward to 7(Q). This will be used in the sequel.

Now we observe the singular points of Ry from F(z). A point zg in C is called
a critical point of F(z) if F/(z9) = 0 or zg is a pole of F(z) with multiplicity greater
than 1. The value of F(z) at a critical point is called a critical value of F(z). A value
a € C is called an asymptotic value of F(z) if there exists a curve I' in C tending
to oo such that F(z) — a as z € I — oo and in this case we call I" the corresponding
asymptotic curve. We call critical values together with asymptotic values of a tran-
scendental meromorphic function its singular values. The following is reason of the
names. We observe the behavior of the inverse in vicinities of singular values. Let
2o be a critical point of F(z) and then a = F(zo) is a critical value of F(z). First of
all we consider the case a # . We can write

F(z)=a+(z—20)"9(2)

for some p > 1 with ¢(z) # 0 in a neighborhood V., of zo, that is, 0 & ¢(V,,). Then
¢o(z) = (z—20)9'/?(2) is univalent on V,, where ¢'/7(z) is chosen to be an analytic
branch. Let y({) be the inverse of @(z), namely there exists a disk A centered at
0 such that y({) : A — V,; is analytic and univalent with ¢o(y({)) = . Then the
inverse F ! (w) of F(z) can be expanded into the Puiseux series

Fl'w)y=yo(w—a)/? =Y a,(w—a)"/?, we B(a,?)
n=0

where ag = zo and a; = ¢ ~'/?(z9) # 0. When a = oo, we consider 1/F(z) in the
same method as above to obtain y({) and hence we have the expansion in the
Puiseux series from F~'(w) = ywow /P with a; # 0. Therefore, there exists a
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branch of F~! which cannot be continued up onto @ meromorphically, but can be
done with algebraic character. This implies that a produces an algebraic singular
point of M. For sufficient small 7 > 0, thus F~!(B(a, r)) has a bounded component
U (r) containing zo and for r > ¥ > 0, U(r') C U(r) such that N,~oU (r) = {z0}.

Now we come to consider asymptotic values. Let a be an asymptotic value of
F(z) with asymptotic curve I'. Tt is clear that for arbitrarily r > 0, F~!(B(a,r))
has a component U (r) containing tail of I" and for r > ¥ > 0, U(¥') C U(r). Then
Nr>oU (r) = @. Indeed, if we have a point zg € N,~oU(r) # &, Ny=oU(r) is a con-
tinuum connecting zo and oo at which F(z) = a, but this is impossible. For any r > 0,
F :U(r) — B(a,r) is not univalent. Suppose that it would not be true and then we
have a branch G of F~! which is an univalent analytic map from B(a, r) onto U (r)
for all sufficient small r > 0 (Since G(B*(a,r)) C U(r), a cannot be a pole or es-
sential singular point of G and thus G can be analytically extended to a so that we
have G(B(a,r)) = U(r).) This implies the existence of a point z € U(r) such that
F(z;) = a and we can choose a 0 < ¥/ < r such that z, € U(r') and so z # z,
which contradicts the univalence of F(z) on U(r). This implying process shows that
F :U(r) — B(a,r) is co-to-one. Conversely, assume that there exists a component
U(r) of F~'(B(a,r)) such that for r > ¥ > 0, U(r') C U(r) and N,~oU(r) = 2.
Take a sequence of decreasing positive numbers {r,} with r, — 0 and a sequence
of points {z,} with z, € U(r,). We draw a curve ¥, from z, to z,1 in U(r,) and so
I' = Uy, is a curve tending to oo. Since for each n, F(¥,) C B(a,r,), we therefore
have F(z) — aas z € ' — oo, that is, a is an asymptotic value of F(z) and I is the
corresponding asymptotic curve.

From the above discussion, we have known that for each asymptotic value of
F(z) there exists a branch of the inverse of F(z) which cannot be continued up
onto a meromorphically with algebraic character. Therefore the asymptotic value
a will produce a boundary point of the Riemann surface R associated with F(z).
Conversely, let Q be a boundary point of $Rr. Draw a curve ¥ tending to Q on Rp
(The existence of ¥ is shown by a theorem of Iversen as mentioned above) and write
7 = 7(y), which tends to a point a € C. Set a = 1(Q). Therefore I' = .7 (y) is
produced via a meromorphic continuation of a branch of F~! along 7. If I" tends
to a finite complex point zy as going to Q along ¥ and clearly F(zo) = a in view of
F=mo0% ! thus F~'(B(a,r)) has a bounded component containing I" so that the
branch can be continued onto q, this is a contradiction. This implies that I" tends to
ooand F(z) — aasz € I’ — oo, that is, a is an asymptotic value of F.

Up to now we have known that there exists at least a branch of F~! which is not
single-valued in any vicinity of a if and only if a is a singular value of F(z). Below
once the case takes place, we say that F ! has singularity over a, precisely speaking,
F~! has algebraic singularity over a critical value and transcendental singularity
over asymptotic value of F(z). Thus we have proved

Theorem 6.1.5. Let F(z) be a transcendental meromorphic function. Then a € C
is an asymptotic value of F(z) if and only if a corresponds to a boundary point of
Rr under T, in other words, there exists a transcendental singularity of F~' over a.
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It is reasonable that we call .# ! (U(r)) a vicinity of the boundary point of R
associated with a and sometimes we directly say U(r) to be a neighborhood of
the corresponding transcendental singularity of the inverse of F(z). Iversen [14] is
the first one to introduce the following classification of transcendental singularities.
A transcendental singularity over a is called direct if for some r > 0, F(z) # a
in its neighborhood U(r), namely the projection 7 misses 7(Q) in .# ! (U(r)).
If F:U(r) — Bo(a,r) is a universal covering, then we call this direct singularity
logarithmic. Actually, in the case of logarithmic singularity, it follows from Theorem
6.1.1 that there exists a conformal mapping y of the half plane H = {z: Rez < logr}
from U (r) such that F = expoy — a and the singularity of the inverse of F(z) is
characterized by the singularity of Log(z —a). A direct transcendental singularity
which is not logarithmic exists. Let us observe the function f(z) = zsinz and g(z) =
%exp(—eZ ). It is clear that the singularities of f~! over e and g~! over 0 are direct.
A simple calculation implies that o is a limit point of critical values of f(z) and 0
that of critical values of g(z). Actually, g'(z) = —%(% + %) exp(—e?) and all critical

points come from the roots of —e* = % and thus the critical value of g at critical point

zis %el/ <. This shows that 0 is unique limit point of sequence of the critical values. A
transcendental singularity over a is called indirect if it is not direct, namely, for each
r, F(z) can take a in U(r) and so takes a infinitely often. Let us observe the function
h(z) = %nz to show the existence of indirect singularity. It is obvious that % —0as
7 — oo along the positive real axis and the U (r) containing tail of positive real axis
contains infinitely many zeros nz of 4(z). And a simple calculation implies that 0
is a limit point of critical values of /(z). These hint the existence of certain possible
connection among singularities, which will be discussed in the sequel.

Transcendental singularities are determined not only by asymptotic values and
also their associated asymptotic curves. However, asymptotic curves are obviously
not unique. Actually two different asymptotic curves may determine the same sin-
gularity and there may exist several singularities over a fixed value. For example,
the inverse of e has two distinct logarithmic singularities over oo, one is decided
by the positive real axis and the other by the negative real axis. Hence an equivalent
relationship is necessary among asymptotic curves over a fixed value. Two asymp-
totic curves Ij(j = 1,2) associated a are called equivalent if there exist a sequence
of curves {7} connecting I and I3 such that

lim dist(%,0) =cand  lim F(z) =a.
k—o0 ZEUZ’ZIY]{H“’

In other words, the branch of F~! can be meromorphically continued from I to
I; along every curve ¥, to produce a common branch and thus (a,I3) and (a,I3)
correspond the same boundary point of Sir. These equivalent classes of asymptotic
curves are in a bijective correspondence with transcendental singularities of F~!
over a.
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6.2 Density of Singularities

Let F(z) be a transcendental meromorphic function and R its associated Riemann
surface. Then the boundary of R is totally disconnected, which can be proved by
the following Gross Theorem.

Theorem 6.2.1. For every point a € ((A:, every single-valued analytic branch of F~!
can be analytically continued up to its antipodal point on the sphere along direction
arg(z—a) = 0 (argz = 0 for the case a = o) originated from a with exception of a
set of 0 of measure zero.

In other words, Theorem 6.2.1 is to say that PRf contains a geodesic ray from a
to its antipodal point in almost every direction.

Let us observe the function f(z) = z>(z — 1)e?. 0 is a critical value as well as
an asymptotic value of f(z). There exist an algebraic singularity and a logarithmic
singularity over 0 and at the same time, f(z) maps conformally a simply-connected
domain containing 1 onto a vicinity of 0. There exist two distinct indirect singu-
larities of the inverse of sinz/z over 0 and two distinct direct ones over e. We can
construct an example whose inverse has logarithmic, non-logarithmic direct and in-
direct singularities over a fixed value a.

From Theorem 6.1.1 we have the following

Theorem 6.2.2. [f a is an isolated singular value of F(z), then all singularities of
F~! over a are algebraic or logarithmic.

Proof.  Choose a 6 > 0 such that By(a,d) does not contain any singular values
of F(z). For every component U(8) of F~!(By(a,$)), F : U(8) — By(a, ) is an
unbranched holomorphic covering. Then Theorem 6.2.2 immediately follows from
Theorem 6.1.1. O

In view of Theorem 6.2.2, an asymptotic value must be a limit point of other
singular values if there exists at least one transcendental singularity over it which is
not logarithmic. The following result is formulated from the proof of Theorem 1 of

[3].

Theorem 6.2.3.  Assume that F~' has an indirect singularity over a fixed value
a on C. If a is not a limit point of critical values, then there exists a sequence of
asymptotic values {an} of F(2) satisfying

|an —a| > lans1 —al =0 (n — )

together with the property that there exists a sequence of disjoint unbounded simply-
connected domains U, and a sequence of asymptotic curves I,, C U, associated to ay
such that F (z) is univalent in U,, D,, = F (Uy) is the disk {w : |(w—a) — %(an —a)|<

\a,,;a| }

Proof. Let U(R) be a neighborhood of the indirect singularity over a such that no
critical points are in U (R) according to the assumption of Theorem 6.2.3. Assume
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that we have found a,, (n=1,2,--- ,m) with U,, I}, and D,, mentioned as in Theorem
6.2.3. Now since a ¢ Dy, we can choose a Ry with 0 < Ry < |a,, —a| and Ry < R
such that U(Ro) NU; = @ (1 < k< m) and U(Ry) C U(R). Since U(Ry) is also a
neighborhood of the indirect singularity over a, there exists a point z,,11 € U(Rp)
with F(z,4+1) = a. We have an analytic branch ¢ of F —1 which sends a to Zm+1 and
we expand ¢ in the power series with the radius 7, of convergence.

Suppose that 7,41 > Ro. Then ¢({w : [w —a| < Rp}) is a component of
F~'(B(a,Ry)) and noting that z,,+1 € U(Ry) N¢({w : |w —a| < Ro}) # @, then
U(Ry) = ¢({w : |w—a| < Rop}). This implies that F(z) : U(Ry) — B(a,Rp) is of
one-to-one, a contradiction is derived. We have shown that 0 < 7,41 < Rp.

Let a,,+1 be a singular point of ¢ on |w —a| = ry,+1, that is, ¢ cannot be analyti-
cally continued through a4 forward outside of the disk {w : [w —a| < ry;41}. Thus
am+1 is a singular value of F(z) and hence a1 is an asymptotic value of F(z) by
the assumption of Theorem 6.2.3. Set

2 Ayl —a
Do = {ws ov=)= J s -0l < 2=}
and write Uy+1 = @(Dyyr1) and Iy = @ (Lyt1) wWhere Ly, is the radius of Dy,
terminal at a,,4+. It is obvious that U,,4 is unbounded and I, — oo and F(z) —
Amy1 a8 Z € Iy — oo,
By induction, we have proved Theorem 6.2.3. d

Generally, direct singularities are rare, which is asserted by the following result
due to Heins [13].

Theorem 6.2.4. The set of asymptotic values over which there is at least one direct
singularity is at most countable.

The situation for a transcendental meromorphic function with finite order is few
complicated. In order to make further discussion of singularities of the inverse of a
meromorphic function with finite order, we first of all establish the following lemma,
whose idea is essentially due to Ahlfors (see the proof of Theorem 4.19 of Zhang
[22] and Page 305 of Nevanlinna [18]).

Lemma 6.2.1. Let F(z) be a transcendental meromorphic function. Assume that
there exist p values a; in C, p non-negative integers kj and p disjoint unbounded

domains U;j (j=1,2,---, p) bounded by certain analytic curves such that Fki)(z) #
ajinz e Ujand

inf{|[F*)(z) —a;| : z € U;} < min{h;,1}
where hj = inf{|F %) (z) —a;| : z € dU,}(here for aj = o we use 1/|F %) (z)| in the

place of |F%) (z) —aj]).
Then we have

. T(nF)
h;llo?f 2 >0, (6.2.1)

and hence p < 2U(F).
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Proof.  Assume without any loss of generalities that each a; # . For each j we
take a point z; from U; such that [F%/)(z;) —a;| < min{h;,1} = b;(say). Then the
circle {z: |z] =t} fort > |z;] intersects U, and set

6;(1) = mes{6 € [0,27) : te'® € U;},

Dj(t)=U;jn{z:|z] <t} and Ij(r) =U;N{z: |z] =t}. In view of Lemma 4.1.4 and
two constant theorem on the harmonic measure, for all sufficiently large r we have

1
< w(Zj,an,Dj(r))lOg;

log————
SIFE () —aj] ]

1
+(zj,I;(r),Dj(r))logM (r, Uj,(k,)>
FYi) —a;
1 rode
< log — +9v2exp _”/
b; ( J2|zj] tej(t)

1
xlogh | rU;, ———— |,
0og (r J F(k'/)_aj>

1
2" dt 1
T LloglogM | nU;, ———— | +logc;, 6.2.2
/2|z,~\ tej(t) gloe ( ! F(k!')—aj> 8¢ ( )

and equivalently

-1
- b
where ¢; = 9v/2 (log F(k/)(zj)aj|> > 0.

Next to complete our proof we estimate logM | r,U;, F(kji) from above in

—4j
term of the characteristic T'(4r, F) and hence produce a lower bound for the charac-
teristic. In virtue of Lemma 2.1.3 and (2.6.1) we have a R; € [r,2r) such that on the
circle {z: |z] =R;}

< d;T2rF%))+0(1)
< d;K;T(4r,F)+0(1)

for positive constants d; and K;. This implies that

1

aj
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Combining (6.2.2) and (6.2.3) yields that

Bl—=

n/ér dr <7r/ YA e T(arF)+0(1)
< <logT (4r,
202/ 10;(1) 20z 16;(1)

and thus

/ 1 (4r,F)+0(1), (6.2.4)

where ro = max{2|z;| : 1 < j < p}. Noting that ):57:1 0;(t) < 2w because all U; are
disjoint and in view of the Schwarz inequality, thus we have

p—(Zr\ﬁ> Zpl Xpl

]: j=1

1 Zp;
<2z
0;(1)

=165

This is applied to (6.2.4) to obtain

Elog2 LlogT (4r,F)+0(1),

that is, for some positive constant K

T(nF)

—p/2
o = K(8n) P2,

Lemma 6.2.1 follows. O

Denjoy [7] conjectured in 1907 that an entire function of order A has at most
2 distinct finite asymptotic values. When asymptotic curves are rays from the ori-
gin, Denjoy himself confirmed the conjecture. Carleman [5] proved in 1921 that
the number of finite asymptotic values is less than 5A. Finally, the conjecture was
demonstrated in 1930 and extended to the following format in 1932 by Ahlfors.

Theorem 6.2.5. Let F(z) be a meromorphic function. If the inverse F~' has p
distinct direct singularities, then we have (6.2.1).

Proof.  Under the assumption of Theorem 6.2.5 we have p disjoint neighborhoods
Uj(r) of direct singularities and we can choose a suitable r such that the boundary
of U,(r) consists of analytic curves, namely it does go through no critical points of
F(z). Thus Theorem 6.2.5 immediately follows from Lemma 6.2.1. O

Basically, we can deal with the derivatives of F(z) in the condition of Theo-
rem 6.2.5. Usually, this theorem is known as Denjoy-Carleman-Ahlfors Theorem.
Now we use Theorem 6.2.5 to confirm the Denjoy conjecture. Let I'1 and I be two
asymptotic curves associated to two distinct finite asymptotic values a; and a; of
entire function F(z). We can assume that I and I divide the complex plane C into
two simply-connected domain U and U,. In view of the Lindel6f Theorem, F(z) is
unbounded in both of U; and U, and for sufficiently large r, F~!(Bo(co,r)) has un-
bounded components U (r) and U (r) with Ui (r) C Uy and U, (r) C Uy. Then U;(r)
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is a vicinity of direct singularity over oo, that is, there exist two direct singularities
over oo. This yields that corresponding to p distinct finite asymptotic values are at
least p direct singularities over oo and in view of Theorem 6.2.5 the lower order of
F(z) is atleast p/2, namely p < 2 (F). The Denjoy conjecture is proved. However,
the situation is not simple for an entire function with infinite order. Actually, Gross
[12] found an entire function of infinite order the set of whose asymptotic values
is the extended complex plane. In view of Theorem 6.2.4, all but at most countable
singularities for the Gross function are indirect.

We can say more for a neighborhood of a direct singularity. The following is a
improving version of a result of W. Fuchs [11] and a result of Zhang [22].

Theorem 6.2.6. Let f(z) be a transcendental meromorphic function and U an un-
bounded domain in C whose boundary contains at least one unbounded component.
If f(2) is analytic in U and for each § € U \ {},

limsup|f(z)| < 1,
zeU—¢

then we have either |f(z)| < 1 for z € U or a curve I in U tending to o such that

liminf M > l

M- loglz] 2
Proof.  Assume that there exists a point zo € U such that |f(z9)| > 1. Take a real
number d with 1 <d <|f(zo)|- The set {z:|f(z)| > d} has a component U (d) which
contains zo. It is clear that U(d) C U. We can choose d such that U (d) consists of
analytic Jordan curves. The maximal principle yields that U (d) is unbounded. As in
the proof of Lemma 6.2.1, we have

1
27 dt ,
n / ’ < loglogM (r,U(d), f) +1og9v2 — loglog /(o) (6.2.5)
2z 10(1) d
and by noting 6; < 27, this implies that
loglogM 1
liminflo8logM(n U, f) 1 62.6)
r—00 logr 2

The main idea of the proof of the remainder comes from Zhang [22]. Write n,, =
% for n > 7 and we take a sequence of positive numbers {7, } such that

for1 = (36V2)" gl

that is,

Mn+1 _
il =36v2e0n,

and
17 > (36\/5)]+2+3+4+5+6
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and in view of (6.2.6) t; can be chosen for the existence of a point z7 in U with
|z7] = 7 such that

log|f(z7)| > |Z7|%_r’7.
We shall complete our proof in induction. Assume that we can take a point z,, in
U with t, = |z,| such that
log | (zn)| > Jeal 2™
Write C, = |Zn|%_n" and we can find an A, € [$C,,C,] such that the set {z:

log|f(z)| > Ay} has a component U, containing z, whose boundary consists of Jor-
dan analytic curves. It is clear that U, C U as C,, > 4. Then as in (6.2.5) we have

| ~1/2
el <ol a4, < V2 () g (kU,.)
n

and equivalently
1

36v2

so that we have a point z,,11 in U, with £,,4.1 = |z,41] satisfying

r%t;"" <logM(r,Uy, f)

1_
10g|f(zn+1)| :|Zn+1|2 Mt

36\[n+1;

Draw a curve L, in U, connecting z, and z,+ and L, C {z: |z] < #,+1}. Consider a
point z € L,. If |z| < 7,,, then we have

1 1, 1
log|f(z)| > A, > ZCn = Z|Z|jinn;

If |z| > £, then we have

1 t 1/2—n,
log|f(2)] > 717 ™ = mm ()

4 Iyl

_ |Z|7_n"(36\/>) (n+1)(n— 2/2n 2n277n

Z 1|z|f""<3mr"/2r;f"".

From the definition of 7, it is easily seen that ,, > (36y/2)H(1=D++1 5 (36y/2) 21(n+1)
and hence 1" > (36+/2)"/2. This deduces for |z| > ,,

1
log|f(2)| > |2l ~™.

By induction, we have obtained a sequence of curves {L,} which satisfies the
above properties. Set L = U? 7L, and L is in U and tends to oo. It is obvious that L
is our desired curve mentioned in Theorem 6.2.6. ad
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Zhang G. H. [23] took all order derivatives into account and established the fol-
lowing

Theorem 6.2.7. Let F(z) be a meromorphic function with order A and let p; be
the number of non-zero and finite distinct direct singularities of the inverse of ith
order derivative F\). Then we have

The following result is extracted from the proof of Theorem 1 of [3].

Lemma 6.2.2. Let f(z) be a meromorphic function and let U be a component of
f~Y(B(a,R)) containing no critical points. For every 1 <n < 2p, p >3, there exists
a sequence {z, j}7_y inU such that z, j — o, f(2n,;) — an € B(a,R/2) (j — ) with
an # ay, for n # m, and

1f (@) < Jzn 72070

Then f(z) has the order at least p — 3.

For meromorphic functions with finite order, Bergweiler and Eremenko [3] found
connection between critical values and asymptotic values with indirect singularities
and proved the following.

Theorem 6.2.8. Let F(z) be a meromorphic function with finite order. If a is a
value on C over which a non-logarithmic singularity of F~" exists, then there exists
a sequence of critical values {a,} of F tending to a with a, # a.

Proof.  Suppose that a is not a limit point of critical values of F(z). Then in view
of Theorem 6.2.2, a is a limit point of asymptotic values of F(z) each of which is
not a limit point of critical values of F(z). From Theorem 6.2.5, then there exists
an asymptotic value b over which an indirect singularity exists is not a limit point
of critical values of F(z). Then there exist {a, }, {I,} and {U,} for b satisfying the
properties stated in Theorem 6.2.3. Thus for any p > 3, the condition of Lemma
6.2.2 can be deduced and so f(z) has the infinite order, a contradiction is derived.

O

Combination of Theorem 6.2.5 and Theorem 6.2.8 immediately yields the fol-
lowing

Corollary 6.2.1. Let F(z) be a meromorphic function with finite order. If F (z) has
only finitely many critical values, then the inverse of F(z) has only finitely many
logarithmic singularities and algebraic singularities without others.

We have known from Denjoy-Carleman-Ahlfors Theorem that an entire function
of finite order has at most finitely many asymptotic values. The result is not true for
a meromorphic function with finite order, which is deduced by a result of Valiron
[21] which says that there exists a meromorphic function of finite order the set of
whose asymptotic values has the cardinality of the continuum and by Eremenko [8]
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in 1978 who constructed such a meromorphic function which has every value on C
as its asymptotic value.

In what follows, we introduce the result of Eremenko [8]. We write each number
in [0, 1] in base seven excluding the expression in which all entries behind some
position are six and thus the expression of the number in the base seven is unique.
We denote by A,, B,,C, and D, the sets of number in [0, 1] in whose expression the
n-th entries are, respectively, 0,2,4 and 6, for example,

Ap={x=0.a1a2---a,--- €[0,1] : a, = 0}.

Set

and
F,=E,U[r—1,m].

Then F, can be expressed into union of a finite number of intervals. Actually, for
instance, we have

ITn: U [O.a1---a,,,],O.al---an,ll].
aj6{0.1,~-~,6}
1<j<n—1
Lemma 6.2.3.  For each natural number n, there exists a meromorphic function
[n(2) of order one satisfying

(D) <2, argz € F, (6.2.7)
12(0) =0, (6.2.8)
and o
fu(2) = 1, argz € Ay,
4 1, argz F,
fue) =1 . 8= on (6.2.9)
fu(2) = 141, argz € G,
fu(z) =0, argz € D,U[r—1,7],

uniformly in argz as |z| — oo.

Proof. Let{0; }]j\f:l be the set of endpoints of all maximum intervals in F,. Consider
the function )
Y ajexp(ze )

Y exp(ze %)

where a; =1 for 6; € A,; aj =i for 6; € B,; aj = 141 for 6; € Cy; a; =0 for
0, € D, U[m — 1,7]. We check that g(z) satisfies the property (6.2.9). It suffices to
treat the case when argz € A,,. Actually, in this case, there exists a jy such that argz €
[),,0)y+1] CA, and then 0 < argz— 6, <2 (4 ) and |argz—0j,| < 0,41 —0j,| <
|argz— ;] for j # jo, jo+ 1 where the second “=""is possible only for argz = 6/, 1.

8(z) =
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This implies that for j # jo, jo+ 1,
Re(ze %0 — ze %) = [2| (cos(argz — 0),) — cos(argz — 6)) — +eo

or Re(ze %io+! — ze719) — f-o0 uniformly in argz € [6},,8),+1] as |z| — +oo. It is
clear that
—i6),

N . .
Z ajexp(ze %) ~ exp(ze %) +exp(ze %0+ — oo
Jj=1

uniformly in argz € [0, 0j,+1] as |z| — oo and furthermore actually it follows that
g(z) — 1 uniformly in argz € A, as |z| — o

Now we modify g(z) to satisfy the properties (6.2.7) and (6.2.8). Let {b;}}"_, be
all poles of g(z) on U = {z: argz € F,} and in view of (6.2.9), m < co. Consider the

function

W) = (@) +i) " T~ bw).
k=1

Since —i ¢ U, h(z) has no poles in U and still satisfies the property (6.2.9). Then
h(z) is bounded in U, that is, for z € U and for some M > 0, we have |h(z)| < M;
in view of (6.2.9), for |z| > rp and z € U, |h(z)| < 2. Choose a positive number 7 so
small that for |z| < rg, |tz(tz+1) | < 2/M. Now define

1z
Tz

fa(2) h(z).

Obviously f;(z) satisfies (6.2.8) and (6.2.9). Noting that |tz(tz+1i)"'| < I in the
upper half plane, for —i is in the lower half plane, we have |f,(z)| < 2 for z € U,
that is (6.2.7). And it is obvious that f,(z) is of order one. O

Actually, the restriction about “order one” produced in the above construction can
be removed. For arbitrary positive increasing function y/(r) tending to oo as r — oo,
Valiron [21] constructed a meromorphic function g(z) with the property (6.2.9) and
such that
T(r.) = o(y(r)(logr)?), r — .

Then with the help of Valiron’s function g(z) in the place of g(z) in the proof of
Lemma 6.2.3, we obtain f,(z) with the properties mentioned in Lemma 6.2.3 and

T(r, fn) = o(y(r)(logr)?), r — ee. (6.2.10)

Theorem 6.2.9. There exists a meromorphic function F (z) satisfying (6.2.10) with

F(2) in the place of f,(z) and such that every value on C is its asymptotic value and
the corresponding asymptotic curves are the rays on the upper half complex plane.

Proof. In view of Lemma 6.2.3 and the above remark we have a sequence of
meromorphic functions {f,} with the properties mentioned in Lemma 6.2.3 and
(6.2.10). Set
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T(r, fn)
y(r)(logr)*

Then y,(r) — 0 as r — o and we can take a sequence of positive numbers {r,}
such that 11 > r, >nand forr > r,

T(r, ) < 27w, (r)w(r)(logr)?, 6.2.11)

Yu(r) =

and .
Y 27y < -
j=1
Since f,(0) = 0, we can take a J,, 0 < §, < 1 so small that
|fn(8n2)| < 1 for |z < ry.

Thus for r < ry, T (7, fn(642)) = 0 and noting that T (r, f,,(6,2)) < T(r, f») together
with (6.2.11) hence we have for all r
T(r, fu(802)) < 27" (r) y(r) (logr)?.
Define .
=Y 27" f(82).
n=1

The series converges uniformly on any compact subset of the complex plane and
hence f(z) is a meromorphic function in C. We shall obtain the desired function of
Theorem 6.2.9 through f(z). For this end, we check the properties of f(z) we need
in our purpose. First of all for any » > r; we have ry < r < ry4+; for some N > 1
and we have the following estimation that for |z] < 7,

Z 2- fn nZ Z 2" ‘fn n< | < Z 27" < 1.
n=N+1 n=N+1 n=N+1
This yields that

T(r,f) < ( 22 " fu( n2)>+T<r, i 2”fn(5,,z)> +log2

n=N-+1

N
< Y T(r27"fu(8,2)) +logN +log?2
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Next let us check that every complex number in the square
S={z: 0<Rez<1,0< Imz < 1}

is an asymptotic value of f(z). We can write every a € S into the form a =
Y 1 27"b, where each b, € {0,1,1+1,i}. From the expansion of a we construct a
number ¢, € [0, 1] in the base seven

O, =011 1+

where 1, =0 for b, = 1;t, =2 for b, =1, t, =4 for b, =1+1; t, = 6 for b, = 0.
Let us check that a is an asymptotic value of f(z) with asymptotic curve argz = ¢,.
Since ¢, € (i~ Fy, in view of (6.2.7), for each n, |f,(z)| <2 on argz = ¢,. Given
€ >0, we have

Y 27fu(Biz) <€

n=N+1
and

Y 27ba<e
n=N+1
for some N. Now for the fixed N, in view of (6.2.9) for argz = ¢, and |z| > ro we
have

N
Z 2_n|fn(8nz> *bn| <E&.
n=1

Therefore it follows that
f(z) —al = | Z 27" fu(6nz) — Z 27"y
n=1 n=1

oo o N
< X 270G+ X 27l 1 27180~ bl

n=N-+1 n=N+1
< 3g, for argz = ¢, and |z| > rp.

It has been proved that f(z) — a as z — oo along argz = ¢,. The same argument
implies that f(z) — 0 as z — oo uniformly in 7 — 1 < argz < 7.

Consider the function w = M(z) =z (z— ). Set Q = {z: |z— %| <ircs
and hence 0 € M(£2), namely for some 7 > 0, {z: |z] < 7} C M(Q). Thus {z: |z] <
1} C 1M(Q). Set Gi(z) = 1M(f(z)). Then all values in the closed unit disk A are
asymptotic values of Gj(z) and the associated asymptotic curves lie in the angle
{z:0 < argz < 1} and G;(z) — 0 as z — oo uniformly in the angle {z: 71— 1 <
argz < .

The same method is available to construct a meromorphic function G, satisfying
(6.2.10) and such that all values in the unit disk A are its asymptotic values and the
associated asymptotic curves lie in the angle {z: 7 — | < argz < 7} and G»(z) — 0
as z — oo uniformly in the angle {z: 0 < argz < 1}.
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‘We consider the Mobius transformation

Then T'(A) is a neighborhood of e, namely there exists a R > 0 such that {z: |z| >
R} C T(A) and thus C\ A C £T(A).
Define |
F(z) =Gi(z) + ET(Gz(Z)).

A simple calculation yields that F(z) satisfies (6.2.10) and each value on C is an
asymptotic value of F(z) by noting that G;(z) — 0 uniformly in the angle {z: & —
1 <argz < 7} and £T(Ga(z)) — Oin the angle {z:0 < argz < 1} asz — oo

We complete the proof of Theorem 6.2.9. ad

Thus in view of Theorem 6.2.9, for arbitrary A € (0, +ec), we can find a meromor-
phic function F (z) with order A (Fy) < min{1, A} satisfying the result of Theorem
6.2.9. Now find a meromorphic function F»(z) with order A which tends to zero as
|z| — oo uniformly on the upper half plane. Then F(z) = Fi(z) + F»(z) has the order
A and has every value on C as its asymptotic value. Namely, the following result
have been obtained.

Theorem 6.2.10. Given arbitrarily a A € (0,+o0), there exists a meromorphic func-

A

tion F(z) with order A such that every value on C is its asymptotic value.

We know that every meromorphic function has an at most countable number of
critical points and so of critical values. However, combining Theorem 6.2.10 and
Theorem 6.2.8 yields directly the following

Theorem 6.2.11. Given arbitrarily a A € (0,+o0), there exists a meromorphic func-
tion F(z) with order A such that critical values of F is dense on C.

Theorem 6.2.11 holds because a meromorphic function with finite order has only
finitely many asymptotic values over which direct singularities exist.

6.3 Meromorphic Functions of Bounded Type

It is an interesting topic to study properties of meromorphic functions on which
some restrictions on their singular values are imposed. In this section, we mainly
discuss fixed points of meromorphic functions of bounded type. A transcendental
meromorphic function is said to be of bounded type if the set of its finite singular
values is bounded and of finite type if the set is finite. We denote by £ the set
of all meromorphic functions of bounded type and by .7 the set of all finite-type
functions.
Consider the functions
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1 . 1
f(z) = 5 +e‘and g(z) = - +tanz.
Z Z

Both of f(z) and g(z) are of bounded type. Here we only check g(z) is in 8. g(z)
has only two asymptotic values =i. Since g’(z) = —z 2 +cos 2z, the critical points
of g(z) are exactly the roots of cos” z = z> and hence tan®z = —1 4z~ at all critical
points. This deduces that all limit points of the critical values are +i. Thus it has
been proved that g(z) is of bounded type.

In view of Theorem 6.2.2, for a function in %, oo may only be its critical value and
asymptotic value over which none but logarithmic singularities exist. The inverse of
f(z) has algebraic and logarithmic singularities over oo without others. However oo
is neither critical values nor asymptotic values of g(z), that is, oo is a normal point
of the inverse of g(z). A finite-type function may have only asymptotic values over
which logarithmic singularities exist. Obviously for a non-zero polynomial P(z) and
a non-constant polynomial Q(z), [*P(z)e?(?dz is in . and there exist elements in
- with other forms. Actually, the composition of a finite-type meromorphic func-
tion and a finite-type entire function is of finite type.

In view of Theorem 6.2.5, a function f(z) in . has lower order at least p/2
where p is the number of asymptotic values. Therefore if f(z) is of lower order less
than 1/2, then it has no asymptotic values at all. In Langley and Zheng [17], the
following result is proved.

Theorem 6.3.1. Let ¢ (r) be an unbounded increasing positive function. Then there
exist a transcendental entire function g(z) and a transcendental and meromorphic
function f(z) such that F = fog(z) isin.? and T (r,F) = O(¢(r)(logr)?) as r — oo,

The proof of Theorem 6.3.1 needs the following lemma, which is Lemma 2 of
[17].

Lemma 6.3.1. Assume {w,} is a sequence of complex numbers such that for some
fixed R > 1 and for all large r, the annulus {z: R~'r < |w| < Rr} contains at least
one element of the sequence {wy, }. Then there exists a transcendental entire function
g(z) with T(r,g) = O(¢(r)(logr)) as r — oo such that all but finitely many critical
values of g(z) are elements of {w, }.

The proof of Lemma 6.3.1 is omitted here and the reader is referred to the paper
[17].

Proof of Theorem 6.3.1. Let p be the Weierstrass Pe function with period 1 and
2ri such that

(0')> =4(p—e1)(p—e2)(p—e3)

for three distinct complex constants e, j = 1,2,3. Define the function as in [4]
f(z)=p(ogv), v4v =2z
f(z) is a meromorphic function satisfying the first order equation

(& =4)(f'(2)? =4(f(2) —e))(f(2) — e2) (f(2) —e3)
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and T (r, f) = O(logr)?, as r — o. Thus f(z) has finitely many critical values and in
view of Corollary 6.2.1, f(z) is in .. It is well-known that the set of points where
p=ej, j=1,2,3, namely the set of critical points of p is

{aj+m+2nmi: mneZ}
here a; = %7 ay =Ti, az = %—Hri. Then for each m € Z,
w{;,:exp(aj+m)+exp(—aj—m),j: 1,2,3

are critical points of f(z). For large r > 0, the annulus {z: e~ !r < |z| < er} contains
at least one element of {w}, }. In view of Lemma 6.3.1, there exists a g(z) having the
properties mentioned in Lemma 6.3.1 for {w},} and /¢ (r/2). Set F(z) = fog(z).
Obviously, F(z) is in .7 and

T(r,F)=T(r,fog) <T(M(rg),f)
= O(logM(r,8))* = O(T (2r,8))*
= 0(\/9(r)log2r)? = 0(¢(r) (logr)?).

Theorem 6.3.1 follows. O
Langley proved in [15] that a meromorphic function f(z) with finitely many sin-
gular values must satisfy
T
liminf L /)

r—e (logr)?

and in [16] that for every € > 0 there exists a meromorphic function g(z) with four
singular values such that
T
lim sup () <&

reo (logr)?

while a function %(z) with three singular values satisfies

where c is an absolute constant, which has been precisely determined by Eremenko
[9] to be equal to g

For a function f € %, o is a normal point or a logarithmic singularity of its
inverse. In view of this property, an inequality concerning the first order derivative
can be established, which will be used in our later discussion of the existence of
fixed-points of the function. And the case when the singular values do not distribute
along a sequence of annuli will also be discussed as an extension of the above result.

To the end, we collect some basic knowledge about the hyperbolic metric. Let
D be a hyperbolic domain on C, that is, C\ D contains at least two points. In other
words, the unite disk A is the universal covering space of D. Then there exists the
hyperbolic metric on D whose hyperbolic density is denoted by Ap. The hyperbolic
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density of A is
2

TR

and Ap can be found from the following equality

Aa(2) VzeA

Ao(p(EIP (0 = = e,

where p : A — D is an universal covering. Therefore the right-half plane H, U = C\
B(0,R) and the annulus A = {z: r < |z| < R} have in turn the hyperbolic densities:

1

2u(z) = (Re2) ™!, Ay(z) = |z|(log|z] — logR)

and
T

24 = S mod(a) sin(elog R/ <])/mod(4))

where mod(A) is the modulus of 4, i.e., log g.
Using the Schwarz-Pick Lemma yields the following Principle of Hyperbolic
Metric.

Lemma 6.3.2. Ler f(z) be a holomorphic mapping from a hyperbolic domain D,
into a hyperbolic domain D;. Then we have

Ap, (F@)If (@) < Ap, (2), z € Dy.

Here the equality holds if and only if f is a covering from Dy onto D;.

Now we can establish a fundamental inequality for functions in A.
Theorem 6.3.2. Let f(z) be in % and all its finite singular values are in B(0,R)
for some R > 0. Then for a with | f(a)| < R we have

|f(2)|(log|f(2)| —logR)

4|z —al

1f'(2)] > . (6.3.1)
Proof.  Clearly, it suffices to prove (6.3.1) for z with |f(z)| > R. Then there exists
a component V of f~!1(U),U = C\ {w: |w| < R}, containing z. Since the inverse of
f(z) has at most a logarithmic singularity over oo, f : V — U is either a conformal
map or a universal covering, and V is simply connected. In view of Lemma 6.3.2,
we have

_ £
/()| (log|f(z)| —TogR)’
In order to obtain (6.3.1) we estimate Ay (z). Set Oy (z) =inf{|z—c|: ¢ € IV} and

certainly 6y (z) < |z— al. In view of the Koebe distortion theorem, it can be proved
that 8y (z)Av(z) > 1, and so Ay (z) > ﬁ. This implies immediately (6.3.1). O

My (2) = A (f(2)I £ (2)] Z€eV.
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Theorem 6.3.2 is essentially due to Eremenko and Lyubich [10] and Rippon and
Stallard [20], while the above proof was offered by Zheng [26] in which a corre-
sponding inequality to a finite isolated singular value instead is also established and
used to study of the complex dynamics.

The case considered in Theorem 6.3.2 is essentially that in a disk punctured at the
center. Recently, in [28] we consider the case of an annulus where we also establish
a fundamental inequality. To the end, we need a lemma which is directly produced
from Lemma 4.3.1 and Lemma 4.3.2 of Zheng [27].

Lemma 6.3.3. Let U be a hyperbolic domain on C. Then for a ¢ U U {e}, we have
A (@)lz—al > (Mod(U) +2k),
where k = I'(1/4)*/(4%*) and
Mod(U) = sup{mod(A) : A is a doubly connected domain in U

separating the boundary of U}.

Theorem 6.3.3. Let f(z) be a transcendental meromorphic function. Let U be a
component of f~1 (W) where

W={z:r<|z| <R}

with 0 < r < R < oo, Assume that U contains no critical points of f(z). Then for
7€ U and a ¢ U U{eo}, one of the following statements holds:
(1) if a is in an unbounded component of complement of U, then

mod(W) |£(z)| . m(logR—log|f(z)]).

"(2)| = ; 6.3.2
7 2 |z—a mod(W) (6.3.2)
(2) if a is in the bounded component of complement of U, then
2mi logR —1
£ > min{mod(W),m} |f(z)| . m(logR—log|f(z)]) 633)

2x+1)m |z—al mod(W) ’
where m is the covering number of f(z) from U onto W.

Proof.  Since U does not contain any critical points of f(z), f is a covering from U
onto W and further, in terms of Lemma 6.3.2 and the formula of hyperbolic density
of an annulus, we have

7l (2]

Ao (@) =2 (FEDI Q) = 37 fmod (W) sin(x log (R 7@} fmod (W)

Next step is to estimate Ay (z) from below. Since f is a covering, U is simply con-
nected or doubly connected. We need to treat two cases.

(I) a is in an unbounded component of C\ U. Then we can choose a curve I"
starting at a forward to oo such that U C C\I". We have
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1
Ay(2)lz—al = Aevr(@)|z—al = 5

4
and therefore, combining the above inequalities yields (6.3.2).

(1) a is in the bounded component of C\ U. Then U is doubly connected and
separates a and co. In terms of Lemma 6.3.3, we have

2y(2)|z—a| = (mod(U) +2x) " (6.3.4)
There exists a conformal map ¢ : U — {w: ro < |w| < d} with rg = r'/" and then

foo~':{w:ry<|w| <d}— W is proper and it has the form fo¢~!(w) = w™ and
further, d” = R. Thus mod(U) = mod(W)/m. In terms of (6.3.4), we obtain

' 2mod(W)m  |f(z)| . 7#(logR—log|f(z)])
P2 rod) +2xm)z o=l ™ mod(W)
2mod(Wim |f()| . wllogR ~log|f(2))
~ max{mod(W),m}(1 +2x)x |z —a| mod(W)
_ 2min{mod(W),m} |f(2) __m(logR ~log|f(2))
N (1+2K)7 |z—al mod(W)
This is our desired inequality (6.3.3). O

We discuss the number of fixed-points of meromorphic functions in terms of The-
orem 6.3.2 and Theorem 6.3.3. A root of f(z) = zis called a fixed-point of f(z) and
the first order derivative f’(z) at fixed-point z is called multiplier of this fixed-point.
Furthermore, a fixed-point z is said to be attracting, indifferent or repelling if the
modulus of its multiplier is less than, equal to or greater than one. A meromorphic
function f(z) may have no fixed-points, for instant, z+ e has no fixed-points. How-
ever, for a function whose singular values are restricted, especially in %, we can
say something about the number of fixed-points of the function. In what follows, we
show the main results of [17] and [28].

Theorem 6.3.4. Let f(z) be a transcendental meromorphic function in 9. Then
we have

m (r, 1) = O(logrT(r,f)), (6.3.5)
f—z
as r — oo outside E(f), and in particular, 8(0, f —z) = 0.

Proof.  Set g(z) = f(z) —zand E(r) = {6 € [0,27) : |g(re'®)| < 1}. Then for all
sufficiently large > 0, in view of (6.3.1), for z = re’® with @ € E(r), we have

@I > 1@ 13 (Z)Wozgx'szi' —logR)

5 (2l = D)(log(jz| — 1) — logR)
4|z—al

—1

—-1>1.

Thus
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IR g(ré?) 1
m(ﬂg) = E./E(r) log g(rei?) g/(reif)
1 g (re'?)
< — -
S on /E(r) lo g(rel?)

< () =0tor7 )

for all r outside E(f). O

Theorem 6.3.4 is proved in [17]. The following is an extension of the theorem
with f being entire and essentially attained in [28].

Theorem 6.3.5. Let f(z) be a transcendental meromorphic function with finitely
many poles. Assume that there exist a sequence of annuli W, = {z: R, < |z| < cR,}

with ¢ > exp (%) and R,, — o as n — oo such that for each n, W, contains

no singular values of f. Then for any R, € (/cRy,\/cR,) \ E(f), we have

m (En, fiz) — O(logR,T (R, f)). (63.6)

as n — oo and in particular, 5(0, f —z) = 0.

Proof.  Since v/cR, — /cR, = (y/c — /c)R, — o0 as n — oo and E(f) has finite
measure, for all sufficiently large n, € (V/cRy,+/cRy) \E(f) # @.Set g(z) = f(z) —z
and for an R, € (/cRy,\/cRy) \ E(f), set

E,={6 €[0,27) : |g(R,e'®)| < 1}.

Then for z = R,e'® with 6 € E,, we have R, — 1 < |f(z)| <R, + 1 and hence f(z) €
W, that is to say, z € f~!(W,). We assume that 0 & f~!(W,,). Actually, if £(0) = o,
clearly 0 ¢ f~1(W,); if £(0) is finite, then we consider R, > |f(0)| and so 0 ¢
f~1(W,). Now we claim that |f'(z)| > K|f(z)|/|z] with a constant K > 1, which
will be proved by using Theorem 6.3.3.

Noting that /cR, — 1 < |f(z)| < v/cR,+ 1, we have

nlogcRn —log|f(z)] S nlogcR,, —log(v/cR,+ 1) oz
logce - logce 2

and
ﬂlogcR,, —log|f(z)] < xlogcRn —log(/cR, — 1) _ 2n
logc = logc 3

as n — oo. Therefore for all sufficiently large n, we have

. mllogeR, —log|f()]) _ V3

logce ~ 4
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Let U, be the component of f~!(W,) containing z. If U, does not separate 0 and
oo, then from Theorem 6.3.3 we have

' loge |f(z)| . m(logeR, —log|f(z)]) _ V3loge|f(2)]
F @)= 2 |7 - logc T lz| -

For our purpose, now we can assume that U,, separates 0 and oo for all sufficiently
large n. Let I, be the simple analytic curve in U, around O which f maps onto
the circle {z: |z| = /cR,}. Obviously, dist(I;,0) — o as n — co. Let m,, be the
covering number of f from U, onto W, and n(y,b) be the winding number of the
closed curve y going around b. Then by the argument principle, n(f(I;),0) equals
to the deference of the numbers of zeros and poles of f inside I,. Since f has
only finitely many poles, we can assume that f has infinitely many zeros, otherwise
(6.3.5) holds in view of the Nevanlinna second fundamental theorem. Then we have
my, = n(f(I;),0) — oo as n — co. By Theorem 6.3.3, we have

2loge |f(2)| . 7(logeR, —loglf(z))  V3loge |f(z)]
2k+ D)z [4] loge Zo20k+)m [

1f'(@) =

Letting K = 22?(‘12%)‘ — > 1, we complete the proof of our claim.

For z = R,e'® with 6 € E,,, we have

K K-1
MO IRy < APPSR S St
2l ol = 2
so that
L 2 |d@
8] ~ K—1]3(2)
The same argument as in the proof of Theorem 6.3.4 yields (6.3.6). a

Actually, Theorem 6.3.4 provides a criterion of that a meromorphic function
would not be in %, that is, if 8(0,f —z) > 0, then f(z) is not in A. An alternate
version of Theorem 6.3.5 is that if f(z) is a transcendental meromorphic function

with finitely many poles such that §(0, f —z) > 0, then for all sufficiently large R

and ¢ > exp (%), the annulus {z: R < |z| < cR} contains singular values of

f@).

From Theorem 6.3.2, we know that for a function f € 4, all but finitely many
fixed-points z of f(z) satisfy the inequality |f(z)| > dlog|z| > 1 for some d > 0 and
so they are repelling. However, the following results were proved in [17].

Theorem 6.3.6. Let f(z) be in P with order A(f) such that 0 < 6 < A(f) < oo.
Then f(z) has infinitely many fixed-points z with

F(@)] > 127
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In order to prove Theorem 6.3.6 and for application in the sequel, we need the
following lemma, which directly comes from the Koebe distortion theorem.

Lemma 6.3.4. Let U be a simply connected domain and W¥(z) a conformal map
Sfrom U onto B(a,r) with W(z0) = a and zo € U. Then for each z € U, we have

1 (r=|y(z)—al)’

/ ) 1 (r+|y(z) —al)’
r2 V+|U/(Z)*a| |V’(Z0)|<|W(Z)|<*—

S 2 v —dl W (z0)]  (63.7)

and
2 @) —a >y —a]
C v —ar SF 20l |¥' (z0)| < 7 Ty =l (6.3.8)
And furthermore, we have the inclusion
v~ ' (B(a,r/2)) C B(z0,2r|¥(20)| ") (6.3.9)

Proof.  Using the Koebe distortion theorem to the inverse of y(z) immediately
yields (6.3.7) and (6.3.8), for y~!(w) is a conformal map of U from B(a,r).

For each z € w~!(B(a,r/2)), we have y(z) € B(a,r/2). In view of (6.3.8), we
have |z —zo||¥/(z0)| < 2r and this implies (6.3.9). 0

Lemma 6.3.5. Let f(z) be in A. Set

Then there exists a positive number € such that all but at most finitely many com-
ponents U of h~1(B(0,2¢)) are simply-connected and h(z) maps them conformally
onto B(0,2¢€). Furthermore, h(z) has only finitely many singular values in B(0,2¢).

Proof.  First of all we consider critical values of /(z) near 0. Let b be a critical
point of h(z) such that |(b)| < 3. A simple calculation implies that

ey @) (loglf(b)| ~logR)
h(b)+1] = 1 ()] > i

_ |pl|n(b) + 1| (log|f(b)| —logR)
o 4b—al ’

where we have used the equality /#'(b) = 0 and (6.3.1) and furthermore we have

|b—al
b

2Rexp(4(1+al[b|™")) > 2Rexp (4 ) > 2|f(b)] =2[b|[n(b) + 1| > |b],
so that |b| < |a| or |b| < 2e¥R. Thus there exist no critical points of 4(z) in {z: |z| >
max{|a,2¢8R}} such that its critical values are in the disk {z: |z| < 1} and /(z) has
only finitely many critical values in {z: |z| < $}.
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Obviously, z is a zero of A(z) if and only if zp is a fixed-point of f(z) and in this
case, 7 is a critical point of /(z) only when f’(z9) = 1. We have known that f(z)
has only finitely many non-repelling fixed-points. Thus all but at most finitely many
zeros of h(z) are not its critical points. Choose two positive numbers R; and R, with
R, > 2R; > max{|al, (2¢3R)?} such that every fixed-point of f(z) lying in |z| > R,
satisfies |f(z )| > dlog|z| > 1 and on |z| = Ry, h(z) # 0 and furthermore we have €
with 0 < & < 1 such that |A(z)| > 2€ on |z| = R,. For every fixed-point z; of f(z)
with |z;| > R», we have an analytic branch w(w) of A~!(w) sending 0 to z;. Let r|
be the radius of convergence of the power series of y(w) at 0 and then there exists a
point w; = r1e'% for some real 6; such that y(w) can not be analytically continued
to wy along the path y: 7e'%,0 <1 < ry.

Suppose 1 < 2¢. Let U be the component of 4! (B(0,r)) containing z; and
hence U C {z: |z| > Ro} so that w(y) C {z: |z| > R»}. Since h(z) maps U into
B(0,2¢), thatis, on U, | f(z)| = |z||h(z) + 1| > (1 —2¢€)|z| > %|z| > SR, we therefore
have

zf'(2)
f(2)
|z|(log | f(z)| —logR)
4|z —d|
g 10
R, 172 1/2

1
log ~2R}
8ng

2 (2) ’_
h(z)+1|

_1’

—1

WV

\\/

\%

]
~ JogR
T

and so

1
|z (2)| > |h(z) + 1|—10gR2 (1—-2€)—1logR, >

16 2 35 ok

On 7, for w = h(z) we have % = zh/( 3 and it follows that

[w]
‘1ogw<w>‘ < /
21 JO

This implies that y(y) is bounded and then wy is a critical value of A(z), while
this contradicts the result obtained in the first paragraph of this proof. Hence we
have proved r; > 2¢ and the component of 4! (B(0,2¢)) containing z; is simply-
connected and A(z) maps it conformally onto B(0,2¢). The same argument as above
yields that A(z) has no asymptotic values in B(0,2¢). O

v/ (1eif1) <Iw] 32 64e
y(re®)

< .
logR, logR;

Now we are in position to prove Theorem 6.3.6.

Proof of Theorem 6.3.6. Consider the function h(z) = @ — 1. In view of
Lemma 6.3.5, there exists a positive number € such that A(z) maps conformally
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all but finitely many components of 2~ !(B(0,2¢)) onto B(0,2¢). Set

s =3 (F2-1).

Then g(z) maps conformally every component U of g~!(B(0,2)) containing a fixed-
point of f(z) in {z: |z| > R} for some R > 0 onto B(0,2).

In view of Theorem 6.3.4, we can choose arbitrarily large r > 4R such that there
exist

N(r) =n(r.f =2) =n(r/2,f = 2)(#0)
fixed-points of f lying in the annulus I(r) = {z: r/2 < |z| < r}. Consider a fixed-
point ¢ of f(z) in I(r) and then c is a zero of g(z). There exists a single-valued
analytic branch of g~! in B(0,2) sending 0 to ¢, namely g(z) conformally maps a
simply connected domain containing ¢ onto B(0,2) and hence in view of Lemma
6.3.4, the component V, containing ¢ of g~!(B(0, 1)) satisfies

1 3
V. C B(c,4lg'(c)| ™) CB(c7§|c|) C {z:R <zl < zr} =J(r),
where we have used the inequality

1 f/(C)—1‘> (=1 _ dlogle[~1 _ 8

€

!
gl c el e

and R is chosen such that R > exp(9/d). Obviously V. does not intersect each other
and Area(J(r)) < 37r%. Then

9
Z Area(V,) < anz.

cel(r)
Set )
E(r)= {c :Area(V,) < ]9\/72;) }
and so o2 0
(N() —#E(r))NTz:) < Y AwaV) < g

cel(r)\E(r)

This yields #£(r) > 3N(r). For each ¢ € E(r), we have

n= [ I¢/(©)Pdo < g (z) PArea(v)

for some z. € V., so that

T 1 1
e \/;(V) : m =3 N,
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In view of Lemma 6.3.4 with y = g, z0 = ¢, a = 0 and r = 2, we have

4 4
1g'(c)| = E'g (z0)] = ﬁr lN(r)l/2
and so .
7)) elellg ()]~ 1> oN (/2 1.

In view of Theorem 1.1.3 and Lemma 1.1.5, there exist a sequence of positive num-
bers {r,} tending to +oeo such that N(r,) > rf with ¢ < p < A, as in view of Theo-
rem 6.3.4, n(r, f = z) has the order A. Theorem 6.3.6 follows. O
From the proof of Theorem 6.3.6 it is easily seen that for all sufficiently large r
there exist at least 1n(r, f = z) fixed-points of f(z) at which
£l > ol -,
where N(r) = n(r,f =z) —n(2R, f = z) and Cp is a positive constant. Indeed, we
can obtain the result by using the same argument as in the proof of Theorem 6.3.6
to the annulus 7(r) = {z: 2R < |z| < r} instead. Thus if A(f) > 2, there exists a
sequence of positive numbers {r,} tending to -+ such that for each r,, f(z) has
at least 1n(ry, f = z) fixed-points of f(z) at which |f'(z)| > |2|9/>~1 If u(f) = oo,
then for arbitrarily large K > O and for all sufficiently large r there exist at least
n(r, f = z) fixed-points of f(z) at which |f’(z)| > |z/¥. When an entire function
f(z) is considered, the following further result is proved in [17].

Theorem 6.3.7. If f(z) is a transcendental entire function in 9, then for 0 < a0 < 1,
f(2) has infinitely many fixed-points z with

|f'(z)| > eclogM (alz], f),
where c is an absolute constant and € is one in Lemma 6.3.5.

In order to prove Theorem 6.3.7, we need the following result which is due to
Pommerenke [19].

Lemma 6.3.6. Let g(z) be a transcendental entire function. Then the set g~ ' (B(0,1))
contains infinitely many points z,, tending to oo such that

208’ (z0)| = K1ogM (|24, ), (6.3.10)

where K is an absolute constant.

Now we come to

The proof of Theorem 6.3.7. Assume without any loss of generalities that
f(0) = 0. As in the proof of Theorem 6.3.6, consider the inverse of g(z) on B(0,2)
and g(z) is a transcendental entire function. The set g~ (B(0,2)) consists of in-
finitely many components which contain a fixed-point of f(z) and in which g(z) is
univalent possibly except finitely many members of them. Let {z,} be a sequence
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of points for g(z) determined by Lemma 6.3.6. We can assume with any loss of
generalities that each z, is in a component {U, } of g~!(B(0,1)) which contains a
fixed-point of f(z) written into c,. Thus

4 4
8 (en)| = 5518/ (en)| > 25 leal ' KlogM (2] )

and z, € B(cn, (1 — @)|ca|) and so o0 < | 2| <2 -
Since () 1
/ _ 1! Cn) —
el = 5| =2,
we have
4 lenl
"(cp)| > —eK 2 1ogM(|z,],8) — 1
4eK
> ——(logM(|z,], —-1)-1 -1
573~y 1oeM (sl £ /2= 1) ~loge)
2eK
> — (logM([zu|, f) —log|zu| —log2 —loge) —1
> eclogM(alcn), f)

for sufficiently large n and some absolute positive constant c.

The proof of Theorem 6.3.9 is complete. ad

We remark that Theorem 6.3.6 and Theorem 6.3.7 were extended by Clifford [6]
to the roots of f(z) — Q(z) for a rational function Q(z) with Q(z) ~ az?, p > 1, as
g] — oo.

Finally we simply discuss periodic points of an entire function. Let f(z) be a tran-
scendental entire function. A point zg € C is a periodic point of f if for a positive in-
teger n, f"(z0) = zo, where f" means the nth iterate of f, namely f"(z) = f*~(f(z))
and f!(z) = f(z). The smallest n such that f"(z9) = zo is called the order of peri-
odic point z9. Bergweiler [1] in 1991 proved the existence of infinitely many peri-
odic points of order n > 2 for a transcendental entire function, which confirms the
conjecture of I. N. Baker. And Zheng [25] in 1999 gave a quantity estimate of the
number of periodic points of order n > 2 in {z: |z| < r} in terms of logarithmic of
maximum module of the function.

Theorem 6.3.8. Let f(z) be a transcendental entire function. For m > 2, we have

1
i | r,——— | = KlogM(r, f™
o () > ot
Sor an unbounded sequence of v, where Ty, (1, 1/ (f™(2) — z)) is the number of distinct

periodic points of order m and K is an absolute constant and d > (1500)72.

The proof of Theorem 6.3.8 can be found in [27]. Bergweiler [2] in 1997 shown
furthermore that a transcendental entire function has infinitely many repelling pe-
riodic points of period n which do not lie on a given straight line. There exists an
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example of infinite growth order all but a finite number of whose periodic points lie
in a small angular domain. However, this phenomenon cannot happen to an entire
function with finite growth lower order (see [29]) (Note: if all but a finite number of
periodic points of an entire function f(z) lie in a small angular domain, then the Ju-
lia set of f(z) lie in the small angular domain). It stimulates us to ask whether or not
all but finitely many periodic points with the fixed order lie on finitely many straight
lines which are not parallel or on finitely many angles whose openings are very
small for an entire function with the finite lower order. However, it is well-known
that tan z has all periodic points on the real axis.

If f(z) is an entire function in %, then for n > 1, " is in Z. In view of Theo-
rem 6.3.4, we have §(0, /" — z) = 0 and actually, from this we can attain a precise
estimate of the number of periodic points of order nin {z: |z| < r}.
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Chapter 7
The Potential Theory in Value Distribution

Jianhua Zheng
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Abstract: This chapter is mainly devoted to introducing the proof of the Nevan-
linna’s conjecture which Eremenko provided in terms of the potential theory. This
conjecture proposed by F. Nevanlinna in 1929 had been at an important and spe-
cial position in the Nevanlinna’s value distribution theory. It was proved first by
D. Drasin in 1987, but the Drasin’s proof is very complicated. In our attempt to
help readers easily grasp the Eremenko proof, we begin with the basic knowledge
about subharmonic functions and discuss especially the normality of family and the
Nevanlinna theory of 8-subharmonic functions. This reveals an approach of that
some problems of value distribution of meromorphic functions are transferred to
those of subharmonic functions. Finally, we make a simple survey on recent devel-
opment and some related results of the Nevanlinna’s conjecture.

Key words: Subharmonic functions, Subharmonic Normality, Subharmonic Nevan-
linna theory, Nevanlinna conjecture, Deficiency

The potential theory is itself an important theory which studies mainly subharmonic
functions and related problems. The subharmonic functions seem to be functions
which are equipped with some distribution mass, while harmonic functions have
zero distribution mass. The potential theory has proved powerful in study of value
distribution of meromorphic functions, which was heavily stressed by the celebrated
works of A. Baernstein, J. M. Anderson, A. E. Eremenko, M. L. Sodin, M. Tsuji
and others. In fact, the logarithm of module of a meromorphic function is a defence
of two subharmonic functions, called §-subharmonic function, and its distribution
mass on a domain D is defence of the number of its +oo valued points, i.e., zeros
and poles of the meromorphic function lying in this D. Therefore, some problems
(of value distribution) of meromorphic functions can be transferred toward those
of subharmonic functions. This is basically a natural idea, but all the concrete ap-
proaches are not simple, direct or smooth. Thus remarkable approaches have been
revealed in order to solve some important problems.

In this chapter, we will mainly introduce the proof of the Nevanlinna conjec-
ture which Eremenko gave in 1987 and 1993 in terms of the potential theory. This
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conjecture stood at an important and special position in the Nevanlinna’s value dis-
tribution theory and have attracted great interests. It was proposed by F. Nevanlinna
in 1929 and proved first by D. Drasin in 1987. In order that the content of this chap-
ter can be self-contained, we will collect some basic knowledge about the potential
theory before we carry out our center purpose of this chapter.

7.1 Signed Measure and Distributions

Let (X,2() be a measurable space. An extended real-valued function y defined on
2 is called a signed measure if (i) u(2) = 0 and (i) u(U7_,E;) = L7 u(E;) for
all pairwise disjoint sequences {E;} of elements of 2(. Obviously, a signed measure
can assume at most one of the values +oo and —oo. A complex-valued function
on 2 is a complex measure if it satisfies (i) and (ii). Let yu;(E) = Rep(E) and
W2(E) =Imu(E) for all E € A and then p; and p, are signed measures on 2 and
W= +ip. If u >0, that is to say, u(E) > 0 for all E € 2, then u is a measure
on 2.

Let i be a signed measure on a measurable space (X,2/). A set P € 2 is said to be
non-negative for it if 4 (PNE) > 0 for all E € 2 and non-positive if u(PNE) < 0 for
all E € 2. There exists a non-negative set P for i such that the complement set P¢ of
P in X is non-positive. The ordered pair (P, P¢) is called a Hahn decomposition of X
for 1. The Hahn decomposition of X for y is unique in the sense of that if (P, P¢) and
(Q,Q°) are both Hahn decompositions, then for every E € 2, we have u(PNE) =
U(QNE) and u(P°NE) = pu(Q°NE). In terms of the Hahn decomposition (P, P°)
of X, we can produce the Jordan decomposition of u, that is,

p=put—pu"
where ut and u~ are defined by
p(E)=p(ENP)and u~ (E) = —pu(ENF)

for all E € 2. Define |u| =pu"+u~ on A by |u[(E) = u*(E)+ u (E) for all
E €2, and then |u|, u* and u~ are well-defined measures on (X,2l), which are
called in turn the total variation of u, the positive variation of y and the negative
variation of u.

Now we take into account the case when X is an open subset of R” (for n = 2
we consider the complex plane C.). Let Cp(X) be the set of all bounded complex-
valued continuous functions f(x) on X such that for every positive number &, there is
a compact subset F of X satisfying for allx € X NF€, | f(x)| < €. C.(X) is the subset
of Cp(X) consisting of functions f(x) with compact support, that is, the closure of
the set of points at which it does not vanish, denoted by suppf, is compact. Co(X)* is
the dual space of Cy(X), that is, the set of all bounded linear functionals from Cy(X)
into C. Let .# (X) be the set of all complex-valued regular Borel measures on X. For
T € Co(X)*, we write (T, f) for the value of T at f € Co(X) and (u, ) = [y fdu
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for u € .#(X). The Riesz Representation Theorem says that T € Cp(X)* if and
only if there exists a 4 € .#(X) such that for all f € Co(X), (T, f) = (U, f), and
writing L, for T determined by p, then the mapping I" defined by I'(u) = Ly, is
a norm-preserving linear mapping of .# (X) onto Co(X)*. Thus Cp(X)* and .# (X)
are isomorphic as Banach spaces.

Let % be a Banach space and %" the dual space of Z. A sequence of elements
{fu} in B* is said to weakly* converge to f € Z#*, write w*-lim,_.. f, = f, if for
all x € A, we have lim,_.. f;,(x) = f(x). The Alaoglu Theorem asserts that every
closed bounded ball of #* of a separable Banach space % is weakly* sequently
compact, that is to say, every bounded sequence of %* contains a weakly* conver-
gent subsequence. This immediately deduces the following result.

Proposition 7.1.1. Let {u,} be a sequence of elements in A (X). If {un} is uni-
Sformly bounded, that is, for some positive constant M, |U,|(X) < M for all n, then
there exist a subsequence of {1, } which weakly* converges to a u € . (X).

By C*(X) (resp. C"™(X)) we mean the family of all complex-valued functions
which have continuous partial derivatives of all orders (resp. orders of 1 to m) and
CZ(X) is the subset of C*(X) consisting of functions f(x) with compact support.
CZ(X) is a vector space and the members of C2°(X) are usually called test functions.

For f € C*(X), we write the partial derivatives as d;f = df/dxj, j=1,2,---,n
and when X C C, we have

_9f_L(of .of
af3z2<3x 18y>
and of 1 /df .Of

Thus the Laplacian A = 499. We consider derivatives of high order in terms of
the multi-index. A multi-index is an n-tuple & = (o, 00, -+, &) of non-negative
integers; its length is || = @ 4 - - - + @, In the natural way, define the addition of
two multi-indices and w
a o
gm0
d%xy---d%x,
A linear functional L : C°(X) — C is called a distribution if for every compact
subset K of X there exists a C > 0 and a non-negative N such that

(L,¢)| <C Y sup|d®g|, (7.1.1)

lot| <N

for all ¢ € C°(X) with suppg C K. By 2 '(X) we denote the set of all distributions
on X and then 2 '(X) is a vector space over C whose addition and scalar multipli-
cation are defined as follows, for /,J € 2 '(X) and ¢ € C,

<I+‘]v¢> = <Iv¢>+<‘]7¢> and <CI’¢> :C<Iv¢>7 ¢ GCZO(X)



270 7 The Potential Theory in Value Distribution

There is an equivalent definition of distributions. A linear functional L: C*(X) — C
is a distribution if and only if it is sequential continuity in C°(X), that is, for any se-
quence {¢;} in C°(X), if suppg;(j = 1,2,---) are contained in a fixed compact sub-
set of X and for each multi-index &, d*¢; — 0 uniformly as j — oo, then (L, ¢;) — 0
as j — oo,

There are two kinds of simple but important distributions.

(1) For each u € .# (X), the restriction of the linear functional on Cy(X) deter-
mined by i to C°(X) is a distribution on X ((7.1.1) is easily shown for this case),
and hence sometimes below we consider the complex measure as a distribution,
which won’t be emphasized if no confusion occurs.

(2) We say a complex-valued function f(x) on X to be locally integrable on X,
denoted by f € ZL (X), if [x|f|dm < o for all compact sets K C X where m is
the Lebesgue measure on X. Then each f € £} (X) determines a distribution L
defined by

(L. 0) = /X £o dm, ¢ € C(X).

Obviously, if f,g € ,,kal)c (X) with f = g almost everywhere with respect to m, then
Ly = L; and hence we often write f for the distribution Ly.

Now we introduce the notion of convergence of distributions. Let {L;} be a
sequence of distributions on X. The sequence is said to converge in 2'(X) to
Le 9'(X),if

lim (L;,0) = (L.9), 79 & € (X).
Actually, it is a natural extension of the notion of weak* convergence.

The idea of distributions is remarkable. We can consider the derivatives of a
distribution and therefore talk about the derivatives of a complex measure and a
locally integrable function in the sense of distribution, which is a natural extension
of the original derivatives of a smooth function, that is to say, for a smooth function,
its derivative coincides with its derivative as a distribution. Let L € 2'(X ). We define
gL (i=1,2,--- ,n) by

in terms of the Green formula for smooth functions. It is easily seen from a simple
calculation that d;L is a distribution on X, and it is called the first order derivative of
L. Then for any multi-index ¢, from (7.1.2), we have

(9%L,¢) = (—1)®(L,0%9), ¢ € CT(X).

7.2 5-Subharmonic Functions

In this section, we will first of all state some basic knowledge about subharmonic
functions and then some results which themselves are important in this theory and
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will serve the main purpose of this chapter. The proofs of the basic results concern-
ing subharmonic functions we collect below will be omitted when they can be easily
found in some textbooks. The reader is referred to Conway’s book [6], Hayman’s
book [17], Ransford’s book [24] and Tsuji’s book [26].

7.2.1 Basic Results Concerning 6-Subharmonic Functions

We take into account functions with range in [—eo, o) defined on a complex domain
D of C and by Z(D) denote the set of all such functions u : D — [—oo, +-o00). There
is a natural partial order “>” on Z(D): u > v means u — v > 0. Then for a subfamily
F of R(D), define V,egu=sup{u:u€ F}and Ayegu =inf{lu:u e F}. Itis
obvious that A,c zu is always in Z(D), while V,c zu may not be. Thus A,c zu is
the greatest lower bound of .% under the order and when V,c zu € #Z(D), it is the
least upper bound of .%. For u,v € Z(D), we have u\Vv € (D) and u A\v € Z(D)
and indeed, u Vv = max{u,v} and u Av = min{u,v}.

A function u € Z(D) is upper semi-continuous (abbreviated usc), provided that
for every ¢ in [—co, 40), the set {z : u(z) < c¢} is an open subset of D. That u is usc
is equivalent to that for each z € D, u(z) > limsup,_,.u(&). An important property
of a usc function is that it is bounded above on any compact subset of its domain
and assumes its smallest bound at some point.

A function u in Z (D) is subharmonic on D if it is usc and satisfies the submean
inequality, that is, for every closed disk B(a,r) contained in D, the inequality

21 .
u(a) < 1/ u(a+re'®)de (7.2.1)
0

Y
holds. For a usc function u# on D, u is subharmonic if and only if u satisfies the
Maximum Principle, that is to say, for every compact set K contained in D and
every harmonic function 2 on K, u < h on K whenever u < h on JdK. It is easily
seen that a subharmonic function u on D will be a constant if it attains the global
maximum on D at a point of D and that u < 0 on D if limsup,_, u(§) < 0 for
z € dD. The subharmonic function is very flexible, which can be illustrated by the
following result.

Lemma 7.2.1. Let v be an usc function on D that is subharmonic on an open
subset U of D. Then v is subharmonic on D, ifv >z uon U and v =u on D\U fora
subharmonic function u on D.

This brings us convenience to construct some subharmonic functions according
to our requirement.

By .(D) we mean the set of all subharmonic functions on D. Then for u(z) €
(D) with u # —co, we have u € £ (D) and fozﬂu(a—&— rel?)d6 > —oo for any
B(a,r) C D.Foru,v €. (D), itis easy to see thatu+v € (D) and uVv € (D).
Let .Z be a subfamily of .(D) which is locally bounded above. Define u(z) =

limsup_.. Ve #v(§) and then u(z) is subharmonic on D. If V,.c 7 v(z) is usc, then
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u(z) = Vyez v(z). And you is subharmonic for an increasing convex function y
on R and u € ¥(D).

Let u(z) be a subharmonic function on the disk B(0,R) with u = —co. For 0 <
r <R, define

M, (r) = sup u(z),

[zl=r
1 21 .
J(ru) = E/ u(re'®)de.
0

Then we have the following basic results:

(1) both M,,(r) and J(r,u) are increasing convex functions of logr;

(2) u(0) < J(r,u) < My(r);

(3) lim,_g+ M, (r) = lim,_o+ J (r,u) = u(0).

There is a close relation between subharmonic functions and Borel measures,
which was revealed by F. Riesz. Since a subharmonic function u(z) is locally in-
tegrable, it therefore determines a distribution and Au is well defined in the sense
of distribution, which is usually known as the generalized Laplacian of u. Indeed,
Au is a Radon measure, that is, a Borel measure such that for every compact subset
K, Au(K) < co. The Weyl Theorem asserts that for u,v € (D), if Au= Av, then
u = v+ h where h is harmonic on D.

We shall write .#/ (C) (., (C), resp.) for the set of all real-valued (positive,
resp.) elements of .# (C) with compact support on C. Let p € .#(C). Define the
logarithmic potential of u to be the function

pu(2) = [loglz=wldu(w) (z€ C).

Then py (z) has the following properties:

(4) pu(z) is a locally integrable function and harmonic on the complement of
suppu on C;

(5) pu(2) = H(C) log|z| + O(|z ) as z — oo.

(6) Apy =27 in the sense of distribution. Moreover, py (z) is the unique solu-
tion of this equation, that is to say, if u € £} (C) with u(z) — u(C)log|z| — 0 as
z — oo and such that Au = 27, then u = py;, a.e..

(7)If u € A (C), then py(z) is subharmonic on C.

An extended real-valued function u € £} (D) is a §-subharmonic function if
there exist two subharmonic functions #; and u; on D such that u = u; —u» a.e..
Then we have the Riesz Decomposition Theorem which says that, for arbitrary rel-
atively compact open subset G of D, we can decompose u as

u=h+p,onG

where & is harmonic on G and U = ﬁAu|G. Since Au = Auj; — Auy, Au therefore
is a signed measure and it is called the Riesz charge of u, denoted by [u]. Thus
W[u]T = Auy and p[u]™ = Au,. From here it follows that a §-subharmonic function
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is subharmonic if and only if its Riesz charge is positive, in other words, its charge
is a Borel measure, and it is equivalent to u[u]~ = 0.

A set E is a polar set if there is a non-constant subharmonic function « on C such
that E C {z: u(z) = —oo}. Then if u is a subharmonic function on a domain D with
= —oo, then E = {z € D : u(z) = —oo} is a polar set. Let D be a domain on C and
let ¢ : dD., — R be an extended real-valued function. Define

P(¢,D) = {u: uis subharmonic, bounded above on D and
limsupu(z) < ¢(a) for every a in duD}.

Z—a

The associated Perron function Hp¢ of ¢ is defined by
Hp¢ =sup{u:uec Z(¢,D)}.

Then Hp¢ is harmonic on D if it is not identically t-eo. Specially, if ¢ is bounded,
then Hp¢ is harmonic on D and

sup|Hp¢| < sup |¢].
D oD

Now let us introduce the harmonic measure. Let B(dD) be the c-algebra of
Borel subsets of dD. A harmonic measure for D is a function @p : D x B(dD) —
[0,1] such that

(1) for each fixed z € D, wp(z,*) is a Borel probability measure on B(dD);

(2) for each continuous function ¢ : dD — R, we have

Hp¢(z) = /anb(C)de(a ), zeD.

The integral in the right side of the above equality is usually called the general-
ized Poisson integral of ¢ on D, denoted by Pp¢. When dD is non-polar, a unique
harmonic measure ®p for D exists and for a fixed Borel subset o of dD, wp(z, @)
is harmonic and 0 < wp < 1 on D because @p(z,0) = HpYa(z). There exists fol-
lowing integral relation between the Green function and the harmonic measure for
a bounded domain D:

Gp(z,w) = /aDlog|C —wl|dwp(z,§) —log|z—w|, z,w € D.

A harmonic majorant of a subharmonic function # on a domain D is a harmonic
function i on D such that 4 > u there and £ is called the least harmonic majorant of
u if h < H for every other harmonic majorant H of u.

The following is also known as the Riesz Decomposition Theorem.

Theorem 7.2.1. Let D be a domain on C with non-polar 0D and let u be a sub-
harmonic function on D with u Z —e and a harmonic majorant. Then
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where h(2) is the least harmonic majorant of u.

In discussion of our center purpose of this chapter made in next section, we need
the following results.

Lemma 7.2.2. Ifu; > up are two 8-subharmonic functions and u1(z) = uz(z),z €
E, for some Borel set E, then [[u)]|g < Luz]|E.

The lemma can be found in Grishin [16]. The next is main lemma of Eremenko
[11] and also a modified version of the main lemma of Eremenko [10].

Lemma 7.2.3. Let uy, (k=1,2,---,q) be non-negative subharmonic functions in
a simply connected domain D with the Riesz measures W, (k=1,2,---,q) and have
disjoint connected supports. Assume that

q

q
Y =2\ e (7.2.2)
k=1 k=1

Then there exist a Riemann surface X with a two-sheeted ramified covering p :
X — D and a function h harmonic on X such that uo p = |h|, where u = ZZ:I Ug.
Furthermore, the covering p is ramified over at most q — 2 points in D and each
ramification point of p is a zero of h of order at least 3.

We know a subharmonic function is usc, but may not be continuous. Consider-
ation of continuity of subharmonic functions leads to the introduction of another
topology, the fine topology. This topology was suggested by H. Cartan in 1944 and
has been found to have many pathologic properties and applications in the potential
theory.

Definition 7.2.1. The fine topology is the smallest topology on C under which each
subharmonic function becomes a continuous function from C to [—eo,0). The fine
topology will be denoted by § and the usual topology by L.

We will use terminologies such as finely open, finely closed and finely contin-
uous, etc., when we consider topological phenomena relative to the fine topology.
We will mean notations under the usual topology when we do not use the adjective
“fine” before them. In what follows, we collect some basic properties related to the
fine topology. The fine topology contains the usual topology, that is, 4{ C § and £l is
a proper subset of §. The fine topology is a Hausdorff topology, which can follow
from the following result. All sets with the form

wn ﬁ{z qug(z) > e}
k=1

for W € 4l and subharmonic functions u; and constants ¢; (k=1,2,--- ,n) composes
a base for the fine topology. Any polar set has no fine limit points, all its points are
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finely isolated, and a finely compact set is finite. Thus it is not a locally compact
topology. A fine domain, i.e., finely connected open set, is polygonally connected
(see B. Fugleds [15]). If D € § and zg € D, then the set of all r > 0 such that {z:
|z— zo| = r} is contained in D has positive linear measure and thus a finely open set
has positive area (see M. Brelot [5], Proposition IX.2 and Proposition IX.10). This
implies that a finely open set has at most countable fine components. For a function
u and a set E, define a function ug on C as follows:

up(z) =u(z), z€ Eandug(z) =0, z€ C\ E.

Lemma 7.2.4. Let u(z) be a non-negative subharmonic function in a simply con-
nected domain D on C. Then
u= ZME,

where the sum is taken over all fine components E of {z € D : u(z) > 0}. Further-
more, ug (z) is subharmonic on C and has disjoint support for different E’s.

Proof. Let E be a fine component of {z : u(z) > 0} and so E is a fine domain. We
denote by E' the union of all discs whose boundaries are in E and then E’ is open,
indeed it is a domain as E is polygonally connected. It is clear that E C E’ C D. Let
F be other fine component of {z : u(z) > 0} than E. Suppose that F NE’ # & and
20 € FNE'. Then for some r > 0 and some z1, we have 79 € {z: [z—z1| <r} CE’
and {z: |z—z1| = r} C E. This together with F NE = & implies that F C {z:
|z—z1] < r} C D, but from the Maximum Principle F cannot be relatively compact
in D, otherwise, u = 0 on F. Therefore F NE’ = @. We have proved that ug (2) =
u(z), z€ E'andug(z) =0, z€ C\ E', that is, ug (z) = ugs(z). Since 0 is subharmonic
on C, in terms of Lemma 7.2.1 it follows that ug is subharmonic. O

Consider two §-subharmonic functions u; and u, and then the set {z: u;(z) >
u(z) } is finely open. The following result is often used in the sequel (see Doob [7]).

Lemma 7.2.5. Let uj and up be two §-subharmonic functions. Assume that u; (z) =
uy(z) in some finely open set E. Then the restrictions of their Riesz charges to E
coincide.

Since an open set is also finely open, Lemma 7.2.5 holds for an open set and this
strengthens the result of Lemma 7.2.2 for E being open.

7.2.2 Normality of Family of 6-Subharmonic Functions

Let D be a domain in C. For a sequence of functions {f,} in C"(D) with 0 < m < oo
(here C° = C), we say that {f,} converges to f € C"(D) in C'", if for any compact
subset K of D and any multi-index o with |a| < m, we have [|0%f, — d%f||x =
max{|0%f,(z) —9%f(z)| :z€ K} — 0 (n — o). Actually, ||0%f, — 0% f||x = 0 (n—
) is equivalently that {d* f, } converges to d*f in C(K), i.e., uniformly on K with
respect to the Euclidean metric. If each f,(z) is analytic or harmonic on D, then
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/n(2) has derivatives of all orders on D and if {f,} converges in Cj,, then for any
multi-index o, {d% f,,} converges in Cioc.

When we put o in our consideration, we use the spherical metric d.. instead of
the Euclidean metric, that is to say, dw(f,(z), f(z)) — o as n — oo uniformly on any
compact subset of D, which we mean by saying that {f,} converges to f in Cgc s,
and it is equivalent to || f,, — f||k.s = sup{de(fn(2), f(2)) : 2€ K} — 0 (n — o) for
any compact subset K of D. In the same way, we define that {f,} converges to a
f€C™(D) in C%_ . and thus we can consider the uniform convergence of functions

loc,s
meromorphic on a domain D.

Definition 7.2.2. A family F of functions in C"(D) for 0 < m < oo is called
normal in C™ (resp. in Cy') on a domain D if any sequence of its elements contains
a subsequence which converges in Ci\\. (resp. in C}l'. ). And we say F to be normal
in C" (resp. in C') at a point a if it is normal in C™ (resp. in Cy') at a neighborhood

of a.

For an analytic or meromorphic or harmonic function family § on D, in the sequel
whenever no confusion occurs we mean § is normal in C or in Cs for short by simply
saying it to be normal.

A large number of results about normality of analytic or meromorphic function
family were established and a great number of connections between normality and
value distribution were revealed. Some of them applies the harmonic function fam-
ily. For example, a family of harmonic functions on D is normal if it is locally
uniformly bounded. The Montel Theorem asserts that an analytic function family is
normal on a domain D if its member does not take two finite fixed values on D. From
this we easily get that a harmonic function family is normal on D if its member does
not take a fixed finite value on D. And we can also prove the following version of
Zalcman’s Lemma for harmonic function family.

Theorem 7.2.2. Let F be afamily of harmonic functions on D. If F is not normal
at 7o € D, then there exist a sequence of elements {h,} C F, a sequence of complex
numbers {z,} in D and a sequence of positive numbers {p,} and a non-constant
harmonic function h on C such that as n — oo, we have z, — zo, pn, — 0 and

h(2n + pnz) — h(z) (7.2.3)
uniformly on any compact subset of C.

Proof. 'We can find a harmonic function v(z) with v(z9) = 0 for each u € % in a
fixed neighborhood U C D of zp such that u +iv is analytic on U. Then the family
{u+iv: u e Z} isnot normal at zg € U. Theorem 7.2.2 follows from the Zalcman’s
Lemma about analytic function family. a

However, the usual criterion of normality on families of harmonic or analytic
functions may not be valid in ensuring normality of families of subharmonic func-
tions. We do not know if Theorem 7.2.2 holds for subharmonic function family.
However, we guess that it would be this case if we suitably and uniformly restrict
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in the local sense the total variation of the Riesz charges related to the family as
Arsove did in [2].

In this section, we discuss a weaker version of normality than the usual normality
mentioned above, that is, normality in the sense of Diﬂléc, i.e., under the metric of Q?jéc
instead of the metric of Cjoc. Let D be a Borel set on R or R?. We say that a sequence
of functions {u, } in £ (D) converges in %! . to a functionu € %! (D) on D, if for
any compact subset K of D, |[un — ul| o1 (k) = [x [un(x) —u(x)|dm(x) — O as n — o
where m is the Lebesgue measure over D. {u,} in %! (D) is said to converge to
u€ £} (D) weakly in £} if for every locally bounded measurable function g on
D, we have

n—oo

lim [ u,gdm= / ug dm
K K

1

oc» then it con-

for every compact subset of D. Obviously, if {u,} converges in .Z,

verges weakly in i”léc

Definition 7.2.3.  Let F be a family of functions in £} (D). F is called normal
in .,Sfl(l)c on D, if every sequence of elements in .F contains a subsequence which
converges on D in ﬁéc to a function in £} (D). And we say F to be normal in

,Zj(l)c at a point a if it is normal in ,Zj(l,c at a neighborhood of a.
The following result is obvious.

Proposition 7.2.1.  Let .7 be a family of functions in £} (D) for a domain D. F

is normal in ,2”1(1)0 on D if and only if it is normal in aiﬂl(l)c at every point of D.

If h,(z) is a sequence of harmonic functions on D and tends to a harmonic func-
tion A in ,iﬂléc, then /,, — h uniformly on any compact subset of D. This result is not
always true when A, and & are subharmonic functions, while in this case we have
that for every compact subset K of D, h, — h on K in the Lebesgue measure m, that

is, for arbitrarily small € > 0, we have
m({z€ K : |hy(z) —h(z)| > €}) = 0 (n — );

In view of Riesz Theorem (Theorem III.11.26 of [18]) and Egorov Theorem (Theo-
rem II1.11.32 of [18]), {h,} contains a subsequence which converges uniformly on
K with respect to the Lebesgue measure m, that is, for any small € > 0, uniformly
on K\ E for some set E with m(E) < €. This is also true for the Carleson measure,
which was proved by Azarin [3] (see below Theorem 7.2.4). Let E be a bounded
subset of C. For a fixed real number o > 0, define

o_mesE =inf)_ r¥,

where the inf is taken over the disks which forms a covering of E and 7;’s are the
radius of these disks. Here a_mes is the a-Carleson measure. For a subset E of C
which is allowed to be unbounded, define

a_mes(E) = limsup{a_mes(ENB(0,r)) }r .

r—o0
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It is obvious that when a; > o, we have a;_mes(E) < op_mes(E). A set E is
called a C§ set if a_mes(E) = 0 and a C] set if a_mes(E) = 0 for all a > 0.
Obviously, a bounded set E is a Cg set.

According to the Arzela-Ascoli Theorem, a family .% is normal in .Zj(l)c on D,
then it is locally bounded in ,,?j(l)c on D. The main purpose of this section is to
investigate possibility of the inverse of the result for a subharmonic function family.

The Riesz decomposition of subharmonic function leads us to begin our below
discussion of normality of subharmonic function family with normality of family of

the logarithmic potentials.

Lemma 7.2.6. Let {l,} be a subsequence of elements in .#.(C) with suppp, C X
Sfor some fixed compact subset X of C, which weakly* converges to a u € #,(C).
Then

(1) for 0 < r < oo, we have

2 . .
lim [ |py,(re'®) — pu(re'®)|d6 = 0; (7.2.4)

n—oo J

(2) pu, converges to p, in iﬁée on C;
(3) for o« >0, py, converges to py in the a-Carleson measure and furthermore
contains a subsequence which converges to py uniformly with respect to the o-

Carleson measure.

Proof. Toprove (1), we are given ar € (0,0). Define a linear operator T : .£*(0,27)
— C(X) by the formula

2 .
(Tf)(Z)Z/O log|re'® —z|f(0)d0, zeX.

Noting that sup,y J3% | log|re® — z]|d6 < oo and [ |log |re'® — z| — log |ret® —
w||d6 — 0 as |z—w| — 0, it is easy to see that

S(r)=ATf:fe2£0,2m),[fll <1}

is uniformly bounded and equicontinuous on X, and therefore S(r) is relatively com-
pact in C(X). We have

[ 1o r6) — pure)1a0 = sup [ (p (r6) — pure®)) 1 (6)d0
0 7 Jo
= sup [ (7A@ —pE),  (125)
f JX

where the supremum is taken over all f on the unit ball of £ (0,27) and so T f goes
over S(r). Since [ (Tf)(z)d(t.(z) —u(z)) — 0 as n — oo for each T f € S(r), by
noting the relatively compactness of S(r) we deduce that the final quantity in (7.2.5)
will tend to zero as n — . In another word, we have shown that [y (7 f)(z)d(u,(z) —
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1(z)) — O uniformly in f on the unit ball of .£*(0,27) as n — oo (The observations
will be used in other form in the sequel.)
To prove (2), we consider sufficiently any closed disk on which p,, — py in Zoc
and then the same argument as above yields our desired result (2).
To prove (3). Set
[logx]e = max{logx,loge}

and for a point z € C

Inl2) = | log |z = Eled (= )

and
J@) = [ {logle~ ]~ loge}d(p ).
B(z.€)

We write
[108lz = §ldu(©) - [ oglz— Cldu(§) = [ toglz~ Lld( ~ )(E)
= e o8 Gl ) @)+ [ t0glz—Cla(u—m) )

 Jewse)
= Jln(Z) +J2n(Z)~

Since [log|z — {|]¢ is continuous in (z,§), it follows from the weak* convergence
of u, to u that Jy,(z) — 0 uniformly on X as n — oo. Therefore, to complete our
proof it suffices to prove that J,,(z) converges to zero in the a@-Carleson measure.
Set o (t) = |1 — | ({€ = [ — 2] <1}) for 0 <1 < &, and for B < &, Ef = {z:

Mon(t) < g B1*} Forz e Eg we have

€
0< Van ()] = — | [logs ~logelden(1)
t € dr
= —pen(tog £l + [ ea)S

t
€
< e_ﬁ/ 1ol = lso‘_ﬁ.
0 (04

We need to estimate the ¢-Carleson measure of the complement Eg‘ of Eg For

= EE’" we have a 7, such that y,(t.) > € B+%. The disks B(z,1,),Vz € EE” form

a covering of Eg'c. In terms of Lemma 3.2 of Ahlfors and Landkof in Section 4

of Chapter III [21], from the covering we can extract a subcovering {B(z j,tzj)}ljyzl
(1 < N < o) with absolutely finite multiplicity v. Then
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j=1 J=1
< SﬁV“i_.unl(U]jy:IB(Z/’th))
< veP|u— | (x).

Obviously, there exists a M > 0 such that |g — p,|(X) < M forn € N.
Given arbitrarily two small T and &, we choose € so that aled B <1 /2 and
vePM < §. Set
Wen = {2 Vin(z) +J2.(2)| > 7}

Take a ng = no(€) such that |J1,(z)| < 7/2 when n > ng and for z € W ,, we have
|J24(z)| > 7/2 for n > ng. This implies that Wy, C EE"C and thus

o_mes(Wr,) < OLmes(EE"C) <9

so that o_mes(W; ,) — 0 as n — oo.
Thus Lemma 7.2.6 follows. O

We remark that using a translation we can transfer the result (1) on the circle
{z:|z| = r} to acircle centered any point. Actually, p; (z+a) = py(z) forv=poT
and T(w) = w+a. Result (1) in Lemma 7.2.6 was proved in [1] and Result (3) in
[3]. The following result immediately follows from Lemma 7.2.6 and Proposition
7.1.1.

Theorem 7.2.3. Let o be a subfamily of #(X) for a compact subset X of C.
If o/ is uniformly bounded, then & = {p, : L € &/} is normal in .,Zj(l)c on C and
every sequence in &/ contains a subsequence {l,} such that for some u € A (X),
the results in Lemma 7.2.6 hold.

The following is Theorem 4.4.1 of Azarin [3], which establish a relation between

the convergency in %! and in a-Carleson measure.

Theorem 7.2.4. Let u,, be a sequence of subharmonic functions on D. Assume that
u, — win 9'(D). Then on each compact subset of D, for arbitrary & > 0, u, — u in
the a-Carleson measure and furthermore contains a subsequence which converges
to py uniformly with respect to the a-Carleson measure.

Proof.  Given arbitrarily a closed disk K of D, u, = ﬁAun| K — ﬁAu| kK =M in
2'(K), equivalently week* convergence. We have the Rieze decomposition

Un(2) = hn(2) + pu, (2), u(z) = h(z) + pu(2), z€ K,

where h,(z) and h(z) are harmonic in K. In terms of the result (2) of Theorem
7.2.6, hy, converges in 2’ (K) to h and then this implies uniform convergence in any
disk Kp € K. This together with the result (3) of Theorem 7.2.6 yields that u, — u
uniformly on K with respect to the ¢¢-Carleson measure. O



7.2 &-Subharmonic Functions 281

We have the following corollary of Theorem 7.2.4 by noticing that the conver-

gence in %! implies that in 2’, which has be used in the above proof.

Corollary 7.2.1. Let u, and D be given as in above. Assume instead that u,, — u
in £} on D. Then the result of Theorem 7.2.4 holds.

loc

Below we establish a basic criterion of normality of subharmonic function family

in the sense of .%] .. To the end, we need the following

Lemma 7.2.7. Let u(z) be a subharmonic function on the disk B(0,R) with u(0) #
—oo, Then we have

— 63(R+r)
1(B(0,r)) < mlluu 21BOR)) (7.2.6)
and 3R
u(B0.1) < T (k.1 - (), 7.27)

where L = ﬁAu.

Proof.  First of all we estimate J(r, |u]) in terms of ||ul| 415 z))- It is easily seen
that

u B = u(z)|dm
Il @omy = o 1@ 10
2n R .
:/ /|mw%mm9
0 0
R
:/ tJ (¢, |u|)dz.
0

Since J(z, |u|) is continuous in ¢, we have for some r < r| < r+ %(R —r)
r+%(R7r) 1
[ e luhar = g Jul) 5
p

<r+ ;(Rr)>2r2‘|
R(R—7)

> TJ(’”MMD

and for some r+ J(R—r) <r, <R

N 1 1 2
/r+§(R—r)tJ(t’u)dt - J(”27|“D§ [Rz— <r—|— 2(R—r)) ]

> 2B s .

Thus )1
J(r2, [ul) +J(r1, |u]) < m“””ﬂ(ﬁ(ox))-
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In terms of the Poisson-Jensen formula (7.2.9) for subharmonic functions, we
have

J) =u(0) + [ og” au(D))

where D, = B(0,1) and so
— _ rn 1 _
J(ra,u) —J(ri,u) = u(Dy,)logr, — u(D,,)logry +/ 1og;du(D,)
Jr
-
:/LL(D’) dr
ry t

J— }"2
= ,u'(Drl)logZ

3(R+r)

2(R+2r)
R—r

3R+r)

> u(Dy)log

=/

> u(Dy)

Combining the above inequalities implies (7.2.6) and by noting u(0) < J(rj,u) <
J(ry,u) < J(R,u), the final inequality yields (7.2.7). O
Lemma 7.2.8. Let u be a Radon measure on C. Then for any compact subset K,

we have

1

2 .
57 | Ipu(re:K)[d6 < Ci(ru(K),

where

pulzK) = [ loglz = wldi(w) = pyc ),

1 27 .
Ck(r) = sup E/o |log |rel® —w||d@

wek

and Uk is the restriction of U to K. Furthermore, we have

R
a1y < HUK) [ rCrlr)ar
Proof. Lemma 7.2.8 follows from the following implication:

L ojao= L [T/ du(w)|de
o= | Iputre®lde = — [T [ toglz—widu(w)

1 2 0
< /Kd/,L(w)E/O log |rel® — w||dO
1 2 .
< ulK)sup 5 [ [log|rel® — wljdo
wekK 27 Jo

with
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1 21 .
Ck(r) = supﬁ/0 |log|re'® —w||dO

wek

1
sup {m(r,z—w)—i—m(r, )}
wek i—w

{1 (4 w)) + ~ log ™ —— } 1/”/21 (1 cos6)d6
su 0O, r w — 10 = — (0] — COS y
WGE g 2 08 r2+|w|? 7 Jo &

N

by noting that |re'® — w|?> = 12 + |w|® — 2r|w|cos(argw — 8) > (r* + |w|*)(1 —
|cos(argw — 0)]). O

Under previous preliminary discussion, now we give out a sufficient condition of

a subharmonic function family being normal in ,iﬂléc

Theorem 7.2.5. Let F be a family of &-subharmonic functions on D. Assume
that F in £ (D) and A (F)~ = {ulu|” : u € F} on D are locally uniformly
bounded from above, that is to say, for every compact subset K of D, there exists a
positive number M(K) such that for each u € F, we have

[lull 21(x) < M(K) and (ut[u])” (K) < M(K).

Then .Z is normal on D in £}

loc*

Proof. In terms of Proposition 7.2.1, it suffices to establish the result of Theorem
7.2.5 on the closed disk B(a,R) with B(a,2R) C D. And we can assume a = 0 for
simplicity.

First of all we prove that p[u]™ for u € % is uniformly bounded from above
on B(0,R). According to the Riesz Decomposition of subharmonic functions, each
u € F can be written into

U=1uy—py

where u; is subharmonic on B(0,R) and v = p[u]~ [ z)- Applying Lemma 7.2.8
yields that

lurll 21 @0.2r)) < 4l 21 B0,20)) + 1PV 1| 21 B(0.28)) < M

where M is a positive constant only depending on R. From Lemma 7.2.7 it fol-
lows that p[u]™(B(0,R)) = p[u1](B(0,R)) < 95M. Now we write u = h+ pi — py
for some harmonic function 4 on B(0,R) and here x = u[u] | r). The previous
argument also deduces that ||| &1 5o g)) is uniformly bounded. Then the family
consisting of /4 is normal in €. Theorem 7.2.5 follows from Theorem 7.2.3. O

We consider the case of the whole complex plane.

Theorem 7.2.6. Let A(r) be a positive real-valued function on (0,0) and F be a
Sfamily of 8-subharmonic functions on C. Assume that for all r € (0,00), we have

[l 1 g0,y + (1[u])~ (B(O, 7)) <A(r). (7.2.8)
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Then (1) F is normal on C in £} ; (2) for each sequence {u,} in F, there exist a
0-subharmonic function u on C and a subsequence {u,, } of {u,} such that for all
r € (0,00)

,}EEQJ(r’ |ttn, —u|) =0 and I}iigoj(r,unk) =J(ru).

Result (2) in Theorem 7.2.6 is essentially Theorem 4 of Anderson and Baern-
stein II [1]. Their assumption is J(r, [u|) + (p[u]) = (B(0,r)) < A(r) instead of (7.2.8),
while this inequality implies (7.2.8).

Proof.  Under the assumption (7.2.8), applying Theorem 7.2.5 we conclude the
result (1) in Theorem 7.2.6.

Below we prove the result (2). As in the proof of Theorem 7.2.5, we have |t |[uy]
is locally uniformly bounded. Take a sequence of positive numbers {r,,} such that
T'm < Fmy1 — o0 as m — oo, Then the usual diagonal argument implies the existence
of subsequence of {{t[u,]}, which we still denote by {t[u,]}, such that as n — oo,
W [un)* — py weak* respectively on each B(0,r,). Set Kym = ius] |5, and
Vi = Ulun] ™ |B(07,m). We can write

Up = hym + P = PVpm>

where £, , is harmonic on B(0, r,). Obviously, in view of Lemma 7.2.8 and (7.2.8),

{hnm} is uniformly bounded from above in £ Lon B(0,r,,) and in view of Theorem

7.2.5, {hy m} contains a subsequence which converges uniformly on B(0,rpu_1).
Thus for m = 2, we extract a subsequence from {hn,z} which converges to a

harmonic function A, uniformly on B(0,r;). Let {u,(,z) } be the corresponding sub-
sequence of u, and set u? = hy + py,. In view of Lemma 7.2.6, for r € (0,r1] we
have J(r, |u§,2) — um\) — 0 as n — . We can extract a subsequence from {u,(f)},
denoted by {u,(f)} such that for a harmonic function A3 on B(0,r3), for r € (0, r2] we
have J(r, |u£3) —u®]) — 0asn — oo, where u® = h3 + py,. Since u® and u® are
subharmonic on B(0, r1 ), we have u®) (z) = u®® (z) on B(0, ;). Thus we extract suc-
cessive convergent subsequences on each B(0,r,,) and the limit functions coincide
on their common domains and hence produce uniquely a function # subharmonic on
C. Now by the usual diagonal argument we have a subsequence of {u,} such that
the result (2) of Theorem 7.2.6 holds for the u.

We have completed the proof of Theorem 7.2.6. a

The final is a version of the Zalcman Lemma for normality of subharmonic func-

tion family in the sense of ;Zjéc

Theorem 7.2.7. Let % be a family of subharmonic functions on D and {|[u] :

u € F} locally uniformly bounded at a neighborhood of zo € D. Then the result of
Theorem 7.2.2 holds with (7.2.3) in 4] .
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7.2.3 The Nevanlinna Theory of 3-Subharmonic Functions

Let us start from the equality in Theorem 7.2.1. When D is a bounded regular do-
main and u is subharmonic on a neighborhood of D, there we have h(z) = Ppu(z)
and thus we attain the Poisson-Jensen Formula for subharmonic functions

u(z) = /a Du(g)de(z,g)—ﬁ /D G (zw)Au(w), z € D, (7.2.9)

which is a generalization of Theorem 2.1.1. This formula is true for a §-subharmonic
function u.

For a d-subharmonic function u on a neighborhood of the closure of a bounded
regular domain D and a point a € D, define

m(D.aw = [t (£)dap(a,0),

aD

ND.au) = 5 | Golaw)(au)(v)

and
T(D,a,u) =m(D,a,u)+N(D,a,u).

It follows from (7.2.9) that
T(D,a,u) =T(D,a,—u)+u(a). (7.2.10)

When D = B(0,r), we write m(r,u) for m(D,0,u), N(r,u) for N(D,0,u) and T (r,u)
for T(D,0,u).
For z € D with u(z) # oo, we have an analogy of (2.1.28):

u(z) <m(D,z,u) +N(D,z,u).

If D is a finitely connected Jordan domain and I" = dD consists of analytic

curves, then dwp(z,§) = ﬁ %%(z, {)ds. Therefore, when u(z) is subharmonic and

D = B(0,R), we have

1 (2 R~z ., R+r
w(z) <m(D,z,u) = E/o R pt (Re)00 < p T m(R.w)

This shows that R+
,

< T(R,u). 7.2.11

u(2) < T (R) 72.11)

For a §-subharmonic function u, in view of (7.2.9), we have
(a) 1/ (a+re®)do 1/10 T Au(w) (7.2.12)
ua)= — ula A —_ — AU\Ww L.
27 Jop 27 Jp g|W—a| 7

where D = {z: |z—a| < r} and specially, we have
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N(ryu) =J(r,uz) —uz(0).

Noting Gp(0,w) = log %; for D = B(0,r), we have

o
N(r,u) /10 " du (w)
ru) = — w

where 1 = ﬁAu. In terms of the formula for integration by parts, setting n(z,u) =
1= (B(0,t)), we have

N(r,u) :/ loggdn(t,u)
0

. r "n(t,u)
=1 —n(€,u)log— —=dt
1rr(1)( n( ,u)0g8+/€ . )

E—

— lim " n(t,u) —n(e,u)
e—0.J¢ t

dr.

Since for arbitrary fixed ry € (g,r),

/’ n(t,u)—n(s,u)dt < /r n(t,u)—n(s,u)dt <

~
0 t t

/’ n(t,u) —n(0,u) ar,
0

t

the Lebesgue Theorem implies that

/r n(t,u) —n(0,u) d <N(rn) < /~r n(t,u) —n(0,u) ds
o t ~ ’ ~ 0 t I
where n(0,u) = lin(l)n(e, u). Thus we attain
E—
"n(t,u) —n(0
N(r,u) = / Mdt. (7.2.13)
0

If u(0) # +oo, then ™~ has no mass at 0, and write u = u; —uy with up(0) 7# —eo.
It is easy to see that N(r,u) = N(r,u) and n(0,u) = n(0,u) = 0.

T(r,u) and N(r,u) is a non-negative increasing function in r and 7' (r,u) — o as
r — oo if u is not a constant. Define the order and lower order of u by those of T'(r,u)

and i
8 (co,u) = liminf — 1 —limsup (r,u)
r—oo T(V,M) oo T(V,I/t)

m(r,u)

and 6(0,u) = O(e0, —ut).
The following is a modified format of Theorem 5 of Anderson and Baernstein

[1].

Theorem 7.2.8. Let u = uy — up be a 6-subharmonic function on C. Assume that
{rn}, {t} and {€,} are three sequences of positive numbers such that r, — oo,
T, — 0 and &, — 0 and for n > 0 and © > 0, we have
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[04
T(ru) <(l+1,) (:) T(rp,u), €y <r<Mrp; (7.2.14)
n
+\P
T(r,u) < (1+1,) () T (ry,u), Try <1 <€ 'ry. (7.2.15)
I'n
Set (o)
~u(zr,
va(2) = T(rn,u)’

Then there exist a subsequence of {r, }, which is denoted by the same notation, such
that for a 8- subharmonicfunction uw=1uy —up on Cwith u(0) =0, we have
(1) va(z) —win L. asn— oo;

(2) for each r € (0,00),

4
lim
n—oo 0

va(rel®) —i(rel®)| do = 0;

(3) T(r,u) < 7forO<r<17andT(ru) B for v <r < oo

4) if, in addltlon u is subharmonic, then for some ¢ > 0, we have u(z) < c|z|*
for 0 < |z < /2 and i(z) < clz|P for t/2 < |z| < ce.

(5) T(l,n)=1;

(6) N(r,it) < (1 —=98)T (r,u) for 0 < r < oo, where & = O (oo, u).

Proof.  We write v,(z) = vﬁ,”(z) — 2 (z), where vﬁ,l)(z) = uy(zrn) /T (ry,u) and
W (2) = ua(zrn) /T (rp,u). We want to prove that {v,(z)} satisfies the assumption
of Theorem 7.2.6.

Take a fixed r € (0,0). Since rr, — oo, it is obvious that we may assume u; and
up are harmonic in |z| < 1 and #;(0) > 0 and u(0) > 0, otherwise we replace u;
and up with their Poisson integrals along |z| = 1 and add suitable constants. Thus

J(r,u;) 2 u;(0) > 0(i = 1,2) and in terms of (7.2.12), we have
N(r,—u) =J(r,u1) —u;(0)

and further in terms of (7.2.10), we have

J(r;|u]) = m(r,u) +m(r, —u)
= m(r,u) + T (r,u) = N(r,—u) —u(0)
= m(r,u) + T (r,u) = J(r,ur) +u2(0)
< 2T (r,u) +u2(0), V r € (0,00).

In terms of (7.2.15), for all large n, we have
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J(r7n, |u|) o 2T (rrp,u) +u2(0)
T(rp,u) T(rp,u)
2T ((r+ t)ry,u) +uz(0)
T (ry,u)
< 4(r+1)P.

J(r;|val) =

X

Thus sup,, J (7, [v|) < +eo. Similarly, we have

J(rry,uz) < T (rrp,u)+uz(0)

< B
T (rp,u) = T (ry,u) S2r+7)

J(r, vﬁ,z)) =

and so suan(r,vﬁlZ)) < +oo. Set A(r) = sup,J(r,|va]) + suan(r,v§,2>) < +oo. In

terms of (7.2.7), we have shown that {v,(z)} satisfies the assumption of Theorem
7.2.6.

In terms of Theorem 7.2.6, for a subsequence of {r, }, there exists a §-subharmonic
function & = &} — 2 on C with 2(0) = 0 such that (1) and (2) hold and in view of
(7.2.12)

lim N(r,v,) = lim (J(r,v\2)) —v{2(0)) = J (1, i12) = N(r, ).

n—oo n—oo

Noting |v;f — @™ | < |v, — 1], from (2) it follows that

m(r,vy) =J(r,v) — J(ru") = m(r,n)

as n — oo and therefore T'(r,v,) — T (r,it) as n — oo.
In terms of (7.2.14) and (7.2.15), we have

T
T(r,v,) = m < (14 71)r%, fore, <r<n,
T
T(r,vn) = m < (1—1—‘L’,,)1’B7 forr<r<8,:l7
n

and T'(1,v,) = 1. This immediately implies that (3) and (5) hold. Since

NG = J2) 2 (0) = Lmt2) —2(0)

T(rp,u)
_ N(rry,u) . (L=6+0(1)T(rry,u)
T(rp,u) T (ry,u)

= (1=5640(1))T(r,vn),

we immediately deduce N(r,u) < (1 — 8)T (r,u) and (6) follows.
Now assume that #(z) is subharmonic. In terms of (7.2.11) and (3) which we
have proved, we have

i(z) <3T(2na) <3x 2P|z, V |z > /2
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and u(z) < 3 x 2%|z]%, V |z] < 11/2 and hence (4) follows.
We have completed the proof of Theorem 7.2.8. O

For a §-subharmonic function u of the finite order, we consider its type function
U (r) replacing its characteristic 7'(r,u) in Theorem 7.2.8 as V. S. Azarin [3] did.
That is to consider the function

ur(2) = u(rz)r 0,
where A (r) is a proximate order of u. Noting that for all sufficiently large r, T (r,u) <
2U(r) and for any fixed d > 0, U(dr) = (1+0(1))U(r), by the same argument as
in the proof of Theorem 7.2.8, then we can verify that for an arbitrary sequence
rp — oo, the results (1), (2) of Theorem 7.2.8 hold and T'(r,u) < r*, 0 <r<ocand
if 7(z) is subharmonic, then i(z) < ¢|z|*, 0 < |z| < oo, where 4 is the order of u.

In what follows, we consider the special case when u(z) = log|f(z)| for some
meromorphic function f(z) on D. Obviously, u(z) is a d-subharmonic function. It
is easy to see from their definitions that m(D,a,u) = m(D, a, f) where m(D,a, f) is
the approximated function of f in the sense of meromorphic functions. Noting the
following basic equalities

aZ10g|z_‘4/| = [Z(Z_W)]_la gz(z_w)_l = ﬂ:aw

and
A log |z —w| =276,

where 6, is the unit point mass at w, that is, the Dirac measure at w, we have
u = Zaav
a

where the sum is taken over all poles of f(z) in D counted with their multiplicities
and thus

N(D,a,u) = /D Gpla,w)du~(w) = Y. Gp(bn.a) = N(D,a,f).
by,eD

This implies that the characteristic T (D, a,u) of u coincides with the characteristic
T(D,a,f) of f(2).
When D = B(0,r), n(r,u) = u=(B(0,r)) = n(r, f), where n(r, f) is the number of
poles of f(z) in the disk {z: |z| < r}.If O is not a pole of f(z), then N(r,u) = N(r, f).
Below we establish a following analogy of the lemma on logarithmic derivative
of meromorphic functions, which is Lemma 2 of Eremenko [11].

Theorem 7.2.9. Let {f;} be a sequence of meromorphic functions in D and t; —
0 be a sequence of positive numbers. Assume that the sequences of tjlog|f;| and
tjlog |fj’| are normal in ,,2”1(')0 on D and converge to u; and up respectively in D?j(l)c
on D. Then uy(z) < ui(z) on D and on each fine component B of the set {z: uz(z) <
u1(2)}, uy is identically equal to some constant t and B is precisely a fine component
of the set {z: ux(z) < t}.
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Proof.  Given arbitrarily a fixed point a € D, take a R > 0 such that B(a,R) C D.
We may assume a = 0 for simple statement. In terms of (2.1.2), we have

1 2= 0\ Re® +z
log fi(z) = 2—/ log|fj(Re‘9)|R T d6
7210g +Zlog "Z) +iC,
Aam by

where C is a real number, and differentiating both of the sides yields

filz) 1 g 0y, 2Re'®
o E/o log 15 (Re")| 7240

am 1 Em 1
+ - - — - )
%(Rz—amz am—z> bzm’<R2—bmz bm—Z>

where the sums are taken over all zeros a,, and poles b, of f; in B(0,R). Thus

/ 21 :
:28: S (Rlir)Z/o |log|;(Re'®)||d®

1
+Z|am g’\bnfz“—

where n; = n(R, f) +n(R,1/f). Since {t;log|f;|} is normal in %}, we have

loc?

—7]

27 . 1 1
[ ol w0 =0 (1) s = BO.R) =0 1) =

J
where p; is the measure associated with log|f;(z)|. In terms of Lemma 1.2.3, for a
fixed 0 < d < 1 it follows that

fi@) ‘
fi(2)

dm(z)

tj/ log* |f;(z)|dm(z) < tjd 'nrtlogt | (mr?)! /
Jeon ~ 1fi(2)] B0

+tjlog2

1
< O(tjlogt;) +t;d ' mr? log+2/
am

B(0r) |am —z|? dm(z)

1
+t;d '’ log® / —dm(z
J g % B(0,r) |bn_Z|d ( )

= O(tjlogtj) — 0, ast; — 0,

so that
/ (2 — ) Hdm(z) <0, Y0 < r <R.
B(0

")
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This yields u3(0) < u1(0) and furthermore, u;(z) < u;(z) in D.
Now we prove that u; is a constant on B. For a fixed point zg € B, we can choose
an arbitrary small r such that C, = {z: |z —zo| =r} C B and

tilog|fj| — ua, tjlog|fi| — uy

hold uniformly on C, as j passes a subsequence of positive integers to oo by means
of Theorem 7.2.4. Take two real numbers 7 and 7’ such that

u(z) <7 <t <u(z), V2€C,.
For a fixed point z; € C, with |f;(z)| > |f;(z1)],Vz € C,, we have

‘ 1i(@)
fi(z1)

1‘ <™ [ el

1z

T 7
< exp (—> exp () 2nr
lj j
o
= 27rexp (— Tt ) ,
lj

where 7,7 is a part of C, from z; to z, so that

|tjlog|f(z)| —t;log|f(z1)]] < tjlog <1+‘ ]{;J((z?) 1‘)
| L@ | ‘
Sl B!

/
T—7T
<27rrtjexp(— ” )—>0,
J

as j — oo. This shows that u; (z) = u;(z1) on C,. We have proved that for every point
20 € B, we can take arbitrary small circles around it on which u; is a constant.

Now consider two arbitrary points a and b in B. Since B is polygonally connected,
we can have a polygonal curve I" C B to connect a and b. Noting that

1 2 .
]' i0 —
rgr(l)—zﬂ/o uj(a+re'”)d0 = uy(a),

given an arbitrarily small € > 0 we have a sufficiently small r such that on C! = {z:
|z—a| =r}, uj is a constant and on C'

1 2= .
lui(z) —ui(a)| = |E/0 ui(a+re®)d —u;(a)| < €.

The same argument implies the existence of a small circle C? centered at b such that
on C2%, u; is a constant and
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lui(z) —ui1 (D)| < €.

From the previous result we have attained, it follows that each point of I" is the
center of some arbitrarily small circles on which u; is a constant. We can choose
a finite collection of these circles together with C! and C? such that their interiors
cover I" and the union of these circles is connected. Therefore, u; is a constant on
the connected union so that |u; (a) —u; (b)| < 2€ and this implies u; (a) = u; (), that
is to say, u;(z) is a constant on B.

Finally, set u;(z) =¢ on B and ¢ is a real number. Then B C {z: ux(z) < t}. Let
B’ be the fine component of {z : ux(z) < ¢} containing B. The same argument as in
the preceding paragraph yields that u;(z) =t on B, otherwise, we can find a circle
C' CB,butC' ¢ Band C'NB # @ such that on C’, uy(z) < t — & for some § > 0,
while as in above we have u; =t on C’, a contradiction is derived. This implies
B=FH.

We complete the proof of Theorem 7.2.9. a

7.3 Eremenko’s Proof of the Nevanlinna Conjecture

In 1929, F. Nevanlinna raised the following famous conjecture which attracted a
great of interests.
Nevanlinna’s Conjecture Let f(z) be a meromorphic function with finite order
A such that
Y 8(a.f)=2. (7.3.1)

aeC

Then all of the following statements hold:

(1) 2A is a natural number > 2;

(2) 8(a, f) = p(a)/A, where p(a) is a non-negative integer and v(f) < 24 where
v(f) is the number of deficient values of f;

(3) all deficient values are asymptotic.

In order to solve this conjecture, many remarkable methods of analysis, geometry
and potential theory as well have been introduced into the study of value distribution
of meromorphic functions. This conjecture for entire functions was proved in 1946
by A. Pfluger [23] with the order A being a natural number instead and moreover,
he proved that for an entire function f with finite non-integer order A, ¥, 6(a, f) <
2 —k(A, where k() =1, 0 < A < 1/2; k(A) =sin(zwd), 1/2 <A < L k(A) >
(g+1-2)(A—q)/{2A(¢+1)[2+10ogq]}, 1 < A,q = [A]. A substantial step for
the proof of the conjecture was walked by A. Weitsman [27] in 1969 who proved
that under the assumption of the conjecture, v(f) < 2u(f), u(f) is the lower order.
Up to 1983, it is D. Drasin who gave a complete proof of this conjecture in [8].
However, his proof is very complicated and his paper has about 100 pages. A simple
proof of using the potential theory was found by A. Eremenko, which is what we
will introduce in this section.

Recall the quantity
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M) =20 ) -G )+ (77 )

appearing in Theorem 2.1.4. Set

() =20 f) =nlr ) (57 ).
which counts the multiple points of f including the multiple poles. Then N, (7, f) is
the integrated counting function for n;(r, f) and so it is known as the ramification
term. In terms of the basic inequality (2.1.13), for arbitrary finite number of points
aj E(C( < j < gq) we have

: . Ni(r,
; (aj,f) < —hrrILS;Ip 7"]((r’:jj:))
If (7.3.1) holds, then
Ni(r,f) =o(T(r.f)), as r — oo. (7.3.2)

It is natural to ask if (7.3.2) implies (7.3.1) as well as the results stated in the
Nevanlinna’s conjecture. D. F. Shea [25] proved that if the lower order pu(f) < 1/2,

then
N
inflim sup 1(f)
A reA—oo T(V,f)

where the inf is taken over all the set A with density one.
The following is theorem Eremenko [11] proved, which is main result introduced
in this section.

> cos(mp),

Theorem 7.3.1. Let f(z) be a meromorphic function with finite lower order satis-
fying (7.3.2). Then the results in the Nevanlinna’s conjecture hold. If we normalize
such that 8(eo, f) = 0, then we have

1
logm = nr’lh(r)|cos/1(9 — ¢(r))‘ +0(rlh(r))7 as r — oo, (733)
uniformly with respect to 0 outside a C(l) set; On

Vi = {z = re® %(Zk—l)gefq)(r) %(2k+1)}(k 1,2, .9),

there exists a ay € C such that

= h(r)|cosA(8 — @ (r))| +o(r*h(r)), as r — oo, (7.3.4)

1
1 - ., =A< _ .
8 TF(rei®) —ar]

uniformly with respect to 0 outside a C} set, while h(r) and ¢ (r) are continuous with
h(cr) ~h(r) and ¢ (cr) = ¢(r) +o(1) as r — oo uniformly with respect to ¢ € [1,2].
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Moreover,
T(r,f)~ rlh(r), as r — oo, (7.3.5)

To prove Theorem 7.3.1, we need the following

Lemma 7.3.1. Let U be a subharmonic function on C such that for arbitrarily
small & >0
0<U(z) <cle*2 Izl < m,

0< U () <cld**P, 1< e,

where N and T depend on § and the set {z € C:U(z) > 0} has precisely q fine
components. Assume that there is a Riemann surface X with a two-sheeted ramified
covering p : £ — C and a function h harmonic on X such that U o p = |h| and p is
ramified over at most q — 2 points on C and each ramification point of p is a zero of
h of order at least 3. Then we have g =2\ and

U(re'®) = |a|r*|cos A.(6 — 6)| (7.3.6)
for some 6y € [0,27] and a complex number a.

Proof.  First of all, we prove that ¢ = 2. Consider a disk Dy = B(0,r) so small
that p is unramified over Dy \ {0}. Then we have a multi-valued analytic function
H (z) on Dy which has the expansion of the Puiseux series

H(z) =Y ad?
k=s

with ¢, # 0 such that U(z) = |ReH(z)| in Dy. Thus we obtain an asymptotic repre-
sentation of U (z)

U(z) = |Re(c,’?(1+0(1)))], z— 0. (1.3.7)

Using the inequality 0 < U(z) < c|z]*~9 yields s > 2(A — §). From U o p = |h| and
that / is harmonic, it follows that {z: U(z) = 0} contains s distinct simple piecewise
analytic curves y,(n = 1,2,---,s) starting at the origin. Every pair of distinct },
and 7, cannot intersect each other, otherwise in terms of the maximum principle
of subharmonic functions, U vanishes identically in the domain surrounded by 7,
and 7, and this contradicts the representation (7.3.7) of U(z). And we can assume
that 7, end at a boundary point of Dy. Since DyN{z € C: U(z) > 0} has at most ¢
components, we get ¢ > 5. On the other hand, from the Denjoy-Carleman-Ahlfors
Theorem for subharmonic functions (cf. Lemma 6.2.1) it follows that ¢ < 2(A + §).
This implies that ¢ = s = 24, as 0 is arbitrarily small.

Since 4 is harmonic on X, we can get a multi-valued analytic function 7 on X
such that 7 = ReT. The derivatives of the conjugate harmonic function of & with
respect to the coordinates equal to the derivatives of & with respect to the suitable
coordinates, that is to say that these derivatives are single-valued. For any point &
on X a neighborhood Xy of which is conformly mapped by p onto a disk B on C,
the derivatives of all branches of T o py ! (z) are equal, where p;, !is a branch of p!
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from B onto Xy, and hence % °py !(z) is single-valued in B and % is single-valued
at &. Tt is easily seen that y = 3—; is a single-valued meromorphic function on X, for
p has only finitely many ramified points.

Next we want to prove in terms of y that p is ramified only over 0. Noting that
each ramification point of p, that is, zero of dp, is a zero of & of order at least 3 and
dp has only simple zeros, we easily see that y vanishes at each ramification point of
p. Therefore, v is analytic on X. We add the points of p~! () to X to get a compact
Riemann surface £, and the points will be called the infinite points on o}

Take a large R > 0 such that p has no ramified points over B = {z: |z| > R}. Since
p is a covering mapping, we have an analytic function H(z) in a neighborhood of a
pointin B = {z: |z| > R} such that ho p~!(z) = ReH(z). We will get a multi-valued
analytic function by continuing analytically A (z) in {z : |z| > R}, which is denoted
still by H(z). Then we have U (z) = |[ReH (z)| and s0 0 < [ReH (z)| < c[z|**!/* in B.
Now we expand H (z) in B into the Puiseux series

2A
A(z)= Y, ar?. (7.3.8)

k=—oco

It follows that a5 # 0 from the assumption of that the set {z € C: U(z) > 0} has
precisely ¢ = 24 tract and furthermore, we can write

U(z) = Re(anz* (1 +0(1)))], z— o.

Noting that T = H o p yields that y has poles only in the infinite points of £ whose
total multiplicity is g — 2.

The same argument as the above implies that 0 is a zero of U(z) with order at
least ¢. Consider a neighborhood of 0 and as in the above discussion, we can get that
the total multiplicity of zeros of y over 0 is at least ¢ — 2. Since on X the number
of zeros of y equals the number of poles of y, therefore y has no other zeros than
those over 0. This immediately implies that p is ramified only over 0, because y
vanishes at each ramification point of p.

Thus we can continue H(z) toward C\ {0} so that (7.3.8) holds in C \ {0}. Em-
ploying the inequality 0 < U(z) < ¢|z|*~?, |z| < 1 to (7.3.8)yields

A(z) = an*.
From this (7.3.6) follows. O
Now we are in position to prove Theorem 7.3.1.

Proof. From the Shea’s result mentioned before Theorem 7.3.1 we can assume that
w(f) = 1/2. First of all, we prove (7.3.3) and the results stated in the Nevanlinna’s
conjecture in the case when

m(r,f) = o(T(r,f)) (7.3.9)



296 7 The Potential Theory in Value Distribution

as r — oo, that is, oo is not a Valiron exceptional value of f. This together with (7.3.2)
yields

N(r,f) ~N(r,f) ~T(r.f). (7.3.10)
In terms of Lemma 2.5.1 on the logarithmic derivative and (7.3.10), we have
N ! T !
70.7) = N ) 40T 1) = Y or ) <« TEL o ),

and

T(rf") S2N(nf)+m(r f)+m(r.f'/f) <2T(r.f) +o(T (21, f)).

Consider a positive number 3 and a sequence of positive numbers {r;} tending
to oo such that there exist two sequences {€;} and {;} with €; — 0 and 7; — 0 and
for any small &, we have

B-6
.
1 <45) (L) 100, e <<,
J
o\ B 1
T(r,f) < (1+47)) <r]) T(rj,f), tri<r< € 1)

where 1 and 7 are two positive numbers only depending on §.

For a fixed B € [f.,A*] with B > 0, where A* and p, are respectively the Pélya
order and Pélya lower order of T'(r, f) (for their definition, see the paragraph before
Lemma 1.1.3), the Drasin and Shea Theorem [9] asserts the existence of a sequence
{r;} of Pélya peak of order 3, which obviously satisfies the above inequalities with
n<landt>1.

Then

T(rj,f') ~2T(rj, f) (7.3.11)

as j — oo,
Define a sequence of d-subharmonic functions

1 1
Uj(z) = o0 log el (7.3.12)

From (7.3.11) and Theorem 7.2.8, it follows that {r;} contains a subsequence, which

we still denote by {r;}, such that for a §-subharmonic function U on C, we have for
each r € (0,),

2 ‘ ,

lim Uj(re'®) —U(re'®)|d8 =0

J—=J0

and for arbitrarily small & > 0, we have

0<UZ)<clzlP2, |zl < mand 0 < U(z) < |z, 1 < |2, (7.3.13)
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where 11 and 7 depend on 8. The left side of above inequality comes from the fol-
lowing implication. Since U; (z) = ﬁ log™ | f'(r;z)|, we have therefore
Jo.

r ; 1
og'o U; (re'?)d6 = T ) m(rjr, f)
1 /
< m(m(”j”af)er(”j”af/f))
1
= mo(T(err,f))HO

as j — oo, In terms of Theorem 7.2.4, U j_ converges to 0 in the 1-Carleson measure.
This together with the Maximal Principle for subharmonic functions implies that
U~ =0andso U > 0. It is clear that

1
T(rj7f) f/(,;z):()

(AUJ‘)7 = 6er-

For arbitrary r > 0, we have

1 1
T(rj, f) T(rj,f)

as j — oo, This yields that the Riesz charge of U is a measure, denoted by 2u, and
therefore U is subharmonic.

In what follows, we want to characterize the behavior of U in terms of Lemma
7.2.3 and Lemma 7.3.1, through which we will complete the proof of Theorem 7.3.1.
An application of the Denjoy-Carleman-Ahlfors Theorem to (7.3.13) yields that the
set {z:U(z) > 0} has a finite number of fine components, denoted by Ey,E», - - - , E,.
By means of Lemma 7.2.4, U has the decomposition

(AU;)™(B(0,r)) = ni(rrj, f) < Ni(2rrj, f)(log2) ™" —0

q
U=Y Ug, (7.3.14)
k=1

where each Ug, is subharmonic on C.
Choose g+ 1 complex numbers b,(n = 1,2,--- g+ 1) such that b,’s are not
Valiron exceptional values and all b,-points of f are simple. Then

m(r,f —by) +m(r,(f = b)) = o(T(r.f))

and it shows that

I b,|| —0
(]7f)|0g‘f(rJZ) H

in .4} with respect to the linear measure on {z : |z| = r}. For each n, the sequence
of §-subharmonic functions
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(f_lbn)'mz)

log|f'(rjz)| +

)

nj(z) = — log

1
(rj’f)

( J;f) 10g|f(rjz) |

has the same limit function U (z) as U;(z) does.
Given an arbitrarily large R > 0, by noting that U is unbounded in each Ej; we
can find circles C; C Ej such that

(]af)

U(z) >My(R),z€ C, 1 <k< q; (7.3.15)

and {U;} and {U, ;} converges to U uniformly on Cy.

The next aim is to get a decomposition of U satisfying the assumptions of Lemma
7.2.3. To do this, we choose a point z; € Cy and a subsequence of {rj}, denoted still
by {r;}, such that

f(rizk) = cxj — cr, 1 <k < gq, (7.3.16)

as j — oo and ¢ € C. Take a complex number b from {b1,--- ,bgs1} such that
b#c(1<k<q). Setay = (ck —b)~" (aqx = 0if ¢} = o), akjf(ck]fb) Iand
F(z)=(f(z)=b)~".

Define ¢ sequences of §-subharmonic functions

Wi j(z) = (7.3.17)

L o 1
T(rj,f) °IF(rjz) —a;l

Since a;’s are finite and a; j — ay as j — oo, the sequence {ax j:k=1,2--- ,¢q;j =
2,---} are bounded. This implies that

T(nF—ay;)=T(nF)+0(1)=T(r,f)+0(1)

uniformly in j. In terms of Theorem 7.2.8, there exists a subsequence, which we
still denote by {r;}, such that for a §-subharmonic function Wy on C, we have for
each r € (0,),
27
lim

J—=>.J0

Wi j(re'®) —Wi(re'®)|d6 =0

as j — oo. Noting the fact that m(r,F —ay ;) = m(r,F )+ O(1) = o(T(r, f)) and in
terms of Theorem 7.2.9, we immediately attain

0<W,<U, 1<k<q. (7.3.18)

In terms of (7.3.15) and uniform convergence of {ﬁ,, i} to U on Ci, we have
|F'(z)| < exp(—My(R)T (rj,f)), z € rjCy and hence
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log|F(z) — ay j| = log|F(z) — F(rjz)|
<tog [ _IF'(¢)]dg]
2,1
< My (R)T(rj,f) —‘r]Og(Zﬂ'erj), ZE erk7
where Ry, is the radius of Cj so that

1
Wi.i(z) = My(R) — ———log(2tRr;), z € C.
! T(rjaf) !
This yields that
Wi(z) > My (R), z € ;. (7.3.19)

Define g functions uy(z) = Wi(z) for z € E and ui(z) =0 for z € C\ E;. We
want to prove that u; (1 < k < g) satisfies the assumptions of Lemma 7.2.3. Since
Y4k Uk, = 0 for z € Ex and Wy < X, 4 Ug, for z € C\ E, we have

uy = (Wk ZUE,,>+

n#k

and then uy, is 6-subharmonic. It is easy to see from (7.3.18) that
0<u, <U, 1 <k<q. (7.3.20)

We want to prove that the support of u; is Ej and connected. From Theorem 7.2.9
it follows that on each fine component Dy ,, of the set {z € Ey : Wy (2) < U(2)}, Wi =
txm»> a real constant, and the fine component is also equal to a fine component of the
set {z: U(z) > tgm}. In terms of (7.3.13) and Denjoy-Carleman-Ahlfors Theorem,
for each ¢, the number of fine components of the set {z: U(z) >t} is bounded from
above and hence the set {z € Ej : W(z) < U(z)} has only a finite number of fine
components. This implies that we have only finitely many f ,,. Set fo = ming ,, {tx n }
and then ¢ty > 0.

Suppose that #p = 0 and then some #; ,, = 0. In terms of the result in the final state-
ment of Theorem 7.2.10, Dy ,, = Ey, that is to say Wy, = 0 in E}, but this contradicts
(7.3.19), noting that C; C E;. We prove ty > 0.

It is clear that ug (z) = Wi (z) = 1o in the set {z € Ey : Wi(z) < U(z)}, while in the
set {z € Ey : Wi(z) =U(2) }, uk(z) = Wi(z) = U(z) > 0. Thus ux(z) > 0 for z € Ey,
that is to say, the support of uy is E.

In view of (7.3.13), U(0) = 0 and hence the set {z: U(z) < #o} has a component
D(to) containing 0. Since the subharmonic function U is upper semi-continuous,
D(tp) is an open set. The maximum principle for subharmonic functions yields that
D(to) must be simply connected. Set D = D(1y). If z € Ex N D, then U(z) <ty and
furthermore z & {z € Ex : Wi(z) < U(z)} and this deduces ux(z) = U(z) = Ug,(z).
An application of Lemma 7.2.4 to D and U(z) yields that u;(z) is subharmonic in D
and we have the following decomposition
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Uz)=Y w(z), z€D. (7.3.21)

M-

k=1

Let uy be the Riesz charge of u; and 7, be the Riesz charge of W;. We want to
prove that the restriction of y; and u to D satisfies (7.2.2) in Lemma 7.2.3. From
(7.3.21) it follows that 2u = ZZ:I Ux. Thus it is sufficient to prove that for each %,
1 > . We know that u[Wy ;] weakly converges to 1" as j — o and

1 1~
(AW )T = — 8= = (AU, ;)"
2] T(rj,f) _f(rgzb J 2 J

for some n with b, = b, that is, ﬁn, j(z) is the function in (7.3.12) with f’ replaced by
F', Recalling that each ﬁn, () has the limit function U, then we have u = n,". From
the definition of uy, in view of Lemma 7.2.5 we have i |g, = Mk|g, and p|g, =0
form # k. E=C\UE; = {z:U(z) <0} is a Borel set and u,(z) =0 in E and
ug(z) = 0 on C. Then using Lemma 7.2.2 yields fi|r < 0 and thus we get (, < 1,°
so that p; < . This immediately implies (7.2.2).

Now we can use Lemma 7.2.3 to get a Riemann surface X with a two-sheeted
ramified covering p : ¥ — D and a function /4 harmonic on X such that Uop =
|i]. As in the proof of Lemma 7.3.1, we get ¢ = 2f3. Since 8 can be chosen to be
arbitrary positive number between (1, and 1*, we immediately have p, = A* = ¢/2.
Furthermore, we have A = A(f) = u(f) = ¢q/2. Hence we have proved result (1) in
the Nevanlinna conjecture.

And it together with the Denjoy-Carleman-Ahlfors Theorem also produces that
for each r > 0, {z: U(z) >t} has at most g fine components, while {z: U(z) > 0}
has just ¢ fine components. Then {z: U(z) > ¢} has just ¢ fine components. Since
each fine component of the set {z € Ey : Wi(z) < U(z)} (k=1,2,---,q) is a fine
component of {z € E; : U(z) > t;.} for some ;. > 0, therefore Dy = {z € E; : U(z) >
fr} (k=1,2,--- q) has only one fine component, that is, Dy, is finely connected. It
is easy to see that u(z) = U(z) <t for z € E; \ Dy and in terms of Theorem 7.2.9,
ur(z) = Wi(z) =t for z € Dy so that uy(z) < ty,z € Ej.

Employing (7.3.19) deduces that u;(z) = Wi(z) = My (R),z € Cy so that 7, >
My (R). Now for t = ming{#;} > 0 we define D = D(¢) which is the component of {z:
U(z) <t} containing 0. Then D contains the disk B(0,R). The previous argument is
used to this D, by noting that R can be chosen to be arbitrarily large, to show that
the assumption of Lemma 7.3.1 is satisfied by U. Therefore, we have (7.3.6)

U(re'®) = |a|r*|cos 1.(6 — 6p)|

for some complex number a and some 6y € [0,27).
Since in terms of (7.3.10)

m (r,, ;) —m(r f') = N(rjo f) - N (r,, ;) +o(1)
=2T(rj, f) +o(T(r}.[)),
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we have

1 2 . 1 1

1
2n

This immediately yields |a| = &, that is, we have

so that
27 )

/ U(el")de =2, j— oo
0

U(re'®) = tr* | cos A (6 — 6))|. (7.3.22)
Then for any fixed ¢t > 0, we have

1

— AMU i0 d49—>—1 2ﬂU Y49 =24, j — oo
(1 t t .
27r/o ’(e) 277:/0 (re ) ’]

On the other hand, we have

1 21 0 _ 1 . ‘ l
27 )y Uj(te'”)do = 00 <N(tr,,f)—N<trj,f/) +0(1))
~ 2(14o0(1))T(try, f)
= T(r1.f) 122 +o(1).
This implies that
T(trj f)/T(rj,f) —1t*, as j— co. (7.3.23)

Since A* = ., every sequence of positive numbers tending to infinity satisfies
the requirement of the sequence {r;} in the above discussion and so contains a sub-
sequence, denoted by {r;}, such that U;(z) — U(z) in 4.  as j — o and U(z) has
the form (7.3.22). Furthermore we also have (7.3.23) and therefore every unbounded
sequence of positive numbers contains a subsequence such that (7.3.23) holds. Thus
it is not difficult to see that

T([I",f) A

— r — oo,

T(r.f) ’

Write i(r) = T (r, f)r—*, and the above limit yields that i (tr) ~ h(r), r — oo uni-
formly with respect to # € [1,2].
Denote by X the set of all subharmonic functions of the form

u(re'®; 6y) = wr*|cos A (6 — 69)|, 60 € [0,27].

Set : :
U(z) = ——log———,1t>0
@)= T e )
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The result we have previously obtained yields that for each sequence {¢;} tending to
infinity, U;; (z) converges to an element in X in L. Letting u,(z) = u(z: (1)) € X
be the closest element to Uy, then we have

d(U[,M;) :d(U[,X) — O,t — 00

so that
Ui(z) =u(z:9(1)) +o(1), 1 — oo, (7.3.24)

where d(u,v) denotes the distance of u and v in %! _ and o(1) stands for a function

loc
which tends to 0 in .,iﬂléc ast — oo and thus

log LI ot h(t)| cos A (8 — ¢ (1)) +0(1), z = re'®. (7.3.25)
|f'(t2)]

In terms of Theorem 7.2.4, (7.3.25) holds uniformly with respect to 1-Carleson mea-
sure, that is, uniformly with respect to 0 outside a C(l) set E.
Now we prove that ¢ (¢) satisfies the requirement of Theorem 7.3.1. It is sufficient

to prove that
d(ug,uer) = 0, 1 — oo, (7.3.26)

In fact, if (7.3.26) holds, then we find a r > 0 and a 6y such that u,(re'%) —
uc,(releo) — 0 as t — oo, This immediately implies that

A(¢(ct) — () — 0 modr. (7.3.27)

Now suppose that (7.3.26) fails. There exist a sequence ¢, € [1,2] and a sequence
t, — oo such that for some fixed € > 0

d(”lnaucntn) >e>0.
Since ¢ *u(cz) = u(z) for all u € X and ¢ > 0, we have

ey, (2) = Ueyr, (2) +0(1)
= U, (caz) +0(1)
= ¢, uy, (caz) +0(1)
=, (z) +o(1),

which contradicts our assumption for ¢, and ¢, and hence (7.3.27) holds.
Therefore we have (7.3.3) in terms of (7.3.25) and h(ct) ~ h(t) and (7.3.27).
Next we want to prove the asymptotic formula (7.3.4) and results (2) and (3) in
the Nevanlinna conjecture. Consider the domain

T

T (2k=1)<0-0(r) <

sz{z:reiez (2k+1)}

N
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k=1,2,---,24 and curve y(¥) = {re® : 6 — ¢(r) = ¥} for ¥ € [0,27). Let I
be the curve which is constructed from y(%%) by replacing the part of y(1) inside
exceptional disks in E with parts of their circles so that I'y is outside all the excep-
tional disks in E. It is clear that I}y = {rel® :  — ¢(r) = ¥ +o(1)}. Take a complex
number z; and a curve I" from z; to oo in Vj outside all exceptional disks in £ and
define

a= [ £'(§)a + £(z).
In terms of the asymptotic representation (7.3.3) of log|f’(z)l, a is in fact indepen-

dent of choice of I" and z;. For any point z = re'® € V; outside all the exceptional
disks in E, it is easy to see that

f(z) —ax 1 + f/(C)
T(t,f) 7@ ngﬁbgAwnﬂ@)

where ¥ = 0 — ¢ (r) € [53 (2k— 1), 75 (2k+1)] and Iy (z;) is the part of Iy from z
to oo and z; € Iy, || =tr, argz, = O + ¢ (¢r) + o(1). Therefore,

+

[d8] =0, 1 — oo,

log

1 1 1 1
I — 1
T f) S @ —al  Twf) 1)
f'(z) J(z) —ax
= log™ — log™ — 0,1t — o
) F | fe)—al TGN rE |
in . and furthermore, we have
1 1
07 log 0 —al =U(z2)+o0(l1),tz€V, t —
in ﬁéo This implies that
log 18y ] = nr*h(r)|cos A (6 — ¢(r))| +o(r* h(r)), (7.3.28)

uniformly for z = re'® € V; outside E as r — co. From this it follows that for a € C,

w/2A
m(rfla) — L@t /  cos(A8)d6 + o(rh(r)

2 J—m/2)

_ pla)

= Trxh(r)—l—o(rlh(r))
p(a)

= TT<r?f)+0(T(r7f))7 r— 0o,

where p(a) is the number of a;’s equal to a and hence A(a, f) = 6(a, f) = p(a)/A;
the total sum of deficiencies is 2 and all deficient values are asymptotic values of

f(2).
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In general case, we choose a complex number b such that F = (f —b)~! satisfies
the above requirement for f(z), that is, all b-points of f(z) are simple and A(b, f) =
A(eo,F) = 0. Then employing the above argument to F we get the results in the
Nevanlinna’s conjecture for F and further for f and A(eo, f) = 8(eo, f).

Assume that §(co, f) =0 and so A(ee, f) = 0. Therefore using the above argument
yields (7.3.3) for f(z).

We have completed the proof of Theorem 7.3.1. a

The following consequence is immediate from the final part of the above proof.

Corollary 7.3.1.  If f(z) is a meromorphic function with the finite lower order.
Then (7.3.1) is equivalent to (7.3.2).

Below let us make a simple survey on the development of the Nevanlinna’s con-
jecture. Dealing with the derivatives, Yang and Zhang [28] established the following

Theorem 7.3.2. Let f(z) be an entire function with finite lower order [ If

o

Y Y 8(arfV)=1,

j==at0eo

then N
Z Pj < u,

j=—o0

where p; is the number of finite and non-zero deficient values of f (). Furthermore,
every deficient value of f(j) (j=0,%+1,42,---) is its a asymptotic value and the
deficiency is the multiple of ﬁ

It is natural to ask if the results stated in the Nevanlinna’s conjecture is true
when the derivatives are dealt with. Another approach develops the Nevanlinna’s
conjecture by considering a in (7.3.1) as small function with respect to f. For an
entire function with finite lower order u, Li and Ye [22] extended some of the re-
sults of Pfluger [23], that is to say, they proved that if A = A(f) is not an integer,
Y d(a,f) < 2—k(A) where the sum is taken over all deficient small function of
f and consequently if (7.3.1) holds for all small functions with respect to f, then
A(f) = u(f) is a positive integer. Under (7.3.1) for all small functions with respect
to f, Jin and Dai [19] [20] proved that the number of deficient small functions of
entire function f does not exceed p(f) and every deficiency is the multiple of ﬁ

Eremenko and Sodin [12] solved the problem on the Nevanlinna conjecture deal-
ing with the small functions. They proved that if f(z) is a meromorphic function of
the finite lower order and satisfies (7.3.1) for an at most countable number of small
functions a of f, then the results in Theorem 7.3.1 holds without (7.3.3), where
a(z) is an asymptotic small function of f means that O is an asymptotic value of
f(z) —a(z).

Finally, let us take the singular directions of the function into account under the
condition of the Nevanlinna’s conjecture. According to the method which was used
by F. Nevanlinna to study his conjecture, we consider the case when N;(r, f) =0,
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that is, f(z) has no multiple points. Since the Schwarzian derivative of f has poles
only at multiple points of f,
ZE 11\ 2
s 3 (1
E f/ 2 f/

is an entire function and from the lemma on logarithmic derivative, T'(r,Sy) =
m(r,Sy) = O(logr). This yields that Sy is a polynomial and from Theorem 3.7.5
we have that the Julia, Borel and T'-directions coincide and the number of these sin-
gular directions equals to 2A4. However, the author do not know if this result is true
for the general case and therefore this leads us ask the following conjecture.

Conjecture 7.3.1. Under the condition of the Nevanlinna’s conjecture, does the
number of the singular directions of f equal to 2.
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Riesz Representation Theorem, 267
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