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Preface

Rien n’est plus fécond, tous les mathématiciens le savent,
que ces obscures analogies, ces troubles reflets d’une théorie

à une autre, ces furtives caresses, ces brouilleries inexplicables;
rien aussi ne donne plus de plaisir au chercheur.

André Weil (1960)

The analogy between number fields and function fields in one variable was observed
at least as early as the second half of the 19th century. It became an important heuristic
principle in the hands of Dedekind. It led him to set up a completely algebraic theory
of algebraic curves as a counterpart to the transcendental theory of algebraic curves
established by Riemann. In this analogy, a prime of a number field is viewed as
being similar to a point on an algebraic curve. Indeed, each gives rise to a valuation.
This point of view led, for instance, to the introduction of the infinite primes of a
number field.

In the famous paper by Dedekind and Weber, published in 1882 in Crelle’s Jour-
nal, the analogy between number fields and function fields is worked out in detail.
A few years later, in his once-famous “Grundzüge’’ paper, Kronecker made an at-
tempt to develop a general theory encompassing both function theory and arithmetic.
In a related development, Weil and van der Waerden established in the first half
of the 20th century the foundations of algebraic geometry along algebraic rather
than analytic lines, but it was not until the 1960s that Grothendieck’s theory of
schemes provided a satisfactory framework for the unified point of view envisioned by
Kronecker.

In the meantime, E. Artin had discovered that the zeta functions of Riemann
and Dedekind have analogues for function fields over finite fields and that Riemann’s
hypothesis concerning the zeroes of his zeta function translates into a conjecture about
the absolute values of the eigenvalues of the Frobenius endomorphism associated to
curves over finite fields. This revealed a much deeper analogy than the one presented
by Dedekind and Weber. Once the Riemann hypothesis for curves over finite fields
was proved by Hasse for curves of genus 1 and by Weil for curves of any genus, a
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better understanding of the analogy became a Holy Grail, holding a promise for a
proof of the Riemann hypothesis.

Weil himself popularized this point of view on various occasions. In the 1960s,
perhaps inspired by a remark in a 1942 letter of Weil to Artin, Iwasawa developed
his theory of Zp-extensions. Guided by the analogy, he was led to the so-called Main
Conjecture in Iwasawa Theory. It was proved in 1982 by Mazur and Wiles. Rather
unexpectedly, the analogy also provided to be an inspiration in the other direction
when the theory of cyclotomic fields led to the development of an analogous theory
for Drinfeld modules. Similarly, Deligne’s mixed Hodge theory was largely inspired
by the properties of the Frobenius endomorphism on the cohomology of varieties in
characteristic p.

A new exciting chapter was written in the 1970s when Arakelov, at the instigation
of Shafarevich, showed how to compactify a curve over a number field. This led to the
concept of an arithmetic surface, which is the analogue of a compact surface fibered
over a curve. Arakelov invoked the differential geometry of Riemann surfaces and
constructed a good intersection theory on arithmetic surfaces that mimicked the inter-
section theory of compact algebraic surfaces. The analogy between the finite places
and the infinite places of a number field is extended to a more subtle analogy between
curves over p-adic fields on the one hand and Riemann surfaces over the complex
numbers on the other. Arakelov’s point of view has become a guiding principle. Basic
results such as the Riemann–Roch Theorem and Noether’s Theorem have been ob-
tained by Faltings. They have been generalized to higher dimensions by Gillet, Soulé,
and others.

Perhaps Arakelov theory has not yet fulfilled its initial promises. But its phil-
osophy has had a profound influence on the recent development of number theory.
Deepening the analogy between geometry and arithmetic as much as possible seems
to be a worthwhile enterprise. The same can be said of other, perhaps less traditional,
analogies. Here one may think of the analogy between number fields and knot theory
as observed by Mazur, or the existence of the mysterious mathematical object that
plays the role of a “field with one element.’’

In this volume we present different aspects of this parallelism. It is published on
the occasion of the 4th Texel Conference, which was devoted to the analogy and held
during the last week of April 2004.

We would like to take the opportunity to thank the participants and speakers
who made the conference a success. We also would like to thank the institutions
that financed the conference: the Korteweg-de Vries Instituut at the Universiteit van
Amsterdam, NWO, the Thomas Stieltjes Instituut, and the Koninklijke Nederlandse
Akademie van Wetenschappen.

Gerard van der Geer
Ben Moonen
René Schoof
Amsterdam

March, 2005
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Arithmetic over Function Fields:
A Cohomological Approach

Gebhard Böckle

Institut für Experimentelle Mathematik
Universität Duisburg-Essen
Campus Essen
Ellernstraße 29
45326 Essen
Germany
boeckle@iem.uni-due.de

1 Introduction

The present article is a survey of some recent developments on a particular aspect
in the arithmetic of function fields. It is not intended to be a survey on all recent
developments, of which there are many, nor on all the foundations of the subject, for
which there is a number of good references available, such as [Al96], [Ge86], [Go96].
The main emphasis, as expressed by the subtitle, is to advertise some developments
that are based on a cohomological theory, introduced by R. Pink and the author [BP04].

This survey is aimed at a reader who has some familiarity with the arithmetic of
elliptic curves over number fields, with algebraic geometry and étale sheaves, and
has perhaps some (vague) ideas about motives, and who wants to learn more about
parallel aspects in the arithmetic of functions fields.

Our starting point in Section 2 is a short review of the similarities between elliptic
curves on the one hand and Drinfeld modules on the other hand. We emphasize
motivically interesting information that is encoded in them, namely their analytic and
étale realizations. The subsequent section gives a rapid introduction into some aspects
of Anderson’s theory of t-motives. It generalizes the theory of Drinfeld modules and
thereby provides some additional flexibility.

Section 4 introduces the cohomological viewpoint introduced by R. Pink and the
author; cf. [BP04]. It is a natural generalization ofAnderson’s theory. The construction
starts with a theory that looks very much like the theory of coherent sheaves, where
as an additional piece of data the sheaves are equipped with an endomorphism. (The
endomorphism itself needs the absolute Frobenius endomorphism which is present
in the characteristic p situation we consider. A similar type of object in characteristic
zero would be a vector bundle with a connection.)

Then comes a crucial point. We localize this first category at a suitable multiplica-
tively closed subset. The resulting category is called the “category of crystals over
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function fields.’’ The reader should not be deterred by this two-step construction, but
instead realize all the improvements to the theory that result from the localization.
The motivation for the construction is that in [BP04] we realized that in the local-
ized category there would exist a functor “extension by zero’’ which is not present
in the original category. The introduction of crystals is perhaps the main novelty in
comparison to some earlier concepts generalizing Drinfeld modules.

As a test case, we compare the theory of crystals over Fp with the theory of
constructible étale sheaves of Fp-modules over schemes of characteristic p, and
establish an equivalence of categories.

The following section gives two applications of the cohomological theory. The
first is a rationality proof for L-functions that can be attached to families of t-motives
or for Drinfeld modules. An analytic proof had previously been given by Taguchi
and Wan (cf. [TW96]) using Dwork-style methods. A similar development had taken
place in the rationality proofs of L-functions of varieties over finite fields. Again, it
was first Dwork who gave an analytic and then Grothendieck who gave an algebraic
proof. It was precisely this parallel that motivated the construction of the theory of
crystals and led to [BP04].

The second application in Section 5 is the proof of the existence of a meromorphic
continuation of global L-functions attached to t-motives by Goss to a mod p analogue
of the complex plane. Here again, the pioneering work [TW96] of Taguchi and Wan
had yielded a first p-adic analytic proof (at least in an important special case).

In the last section, we explain yet another application, namely the construction of
something that could be called a motive for Drinfeld modular forms. This “motive’’ is
an arithmetic object whose analytic realization is the space of Drinfeld cusp forms for a
fixed weight and level. Its étale realization allows one to attach Galois representations
to Drinfeld cusp forms.

There are many interesting open problems in this subject, and throughout the last
two sections, we describe a number of them. It is hoped that they will further stimulate
the interest in the arithmetic of function fields.

2 The basic example

Let us first recall some arithmetic properties of an elliptic curve E over Q which are
basic for its realization as a motive:

1. Via Q ↪→ C the curveE becomes an elliptic curve over C. Its first Betti homology
is � := H1(E(C),Z), and one has a pairing

�×H 0(E(C),�E(C)/C)→ C : (λ, ω) �→
∫
λ

ω

so that E(C) ∼= HomC(H 0(E(C),�E(C)/C),C)/� ∼= C/�.
2. Furthermore for any rational prime � of Z one has the �-adic Tate module Tate�(E)

of E. As a group it is isomorphic to Z2
�, and it provides us with a representation

of the absolute Galois group GQ := Gal(Qsep/Q) of Q on Tate�(E), i.e., a
homomorphism ρE,� : GQ → GL2(Z�).
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The Betti cohomology of E may be viewed as its analytic realization, the Tate module
of E as its �-adic étale realization. (The motive of E in the sense of Grothendieck also
contains parts in degree 0 and 2—but these are not particular to E, and we therefore
do not consider them.)

Let Fq be the finite field of q elements, and let F be a function field of transcen-
dence degree 1 over its constant field Fq . We fix a place, denoted by ∞, of F , and
let A denote the ring of functions in F which have a pole at most at ∞. Then A is a
Dedekind domain.

The completion F∞ of F at∞ is a discretely valued field. By q∞ the cardinality
of its residue field is denoted and by val∞ its normalized valuation. The latter extends
uniquely to a valuation on the algebraic closure F

alg∞ of F∞. The completion C∞
of F

alg∞ with respect to val∞ remains algebraically closed. Denoting the extended
valuation again by val∞, the expression |.|∞ := q

−val∞∞ defines a norm on C∞ which
is often abbreviated |.|. Finally, ι denotes the composite homomorphism A ↪→ F ↪→
F∞ ↪→ C∞.

We fix a finite extension L of F and a Drinfeld A-module φ of rank r on L of
characteristic ιL : A ↪→ F ↪→ L. (Below we recall them and some further definitions.)
With φ one associates

1. its analytic realization, which is a discrete A-lattice � ⊂ C∞ of rank r , such that
φ base changed to C∞ arises from �;

2. for every place v of L which is not above∞, its v-adic étale realization, which is
a representation of the absolute Galois group GL of L on the v-adic Tate module
Tatev(φ) of φ. If Av is the completion of A at v, then Tatev(φ) is isomorphic to
Ar

v . The action of GL yields an Av-linear representation on Tatev(φ).

We owe some definitions, at least to the novice in function field arithmetic. For any
ring R over Fq one defines R{τ } as the noncommutative polynomial ring subject to
the noncommutation rule τr = rqτ for any r ∈ R. An alternative description of R{τ }
is as follows. Let R[z]Fq

denote the set of Fq -linear polynomials in the (commutative)

polynomial ring R[z], i.e., of polynomials of the form
∑

i βiz
qi

. These are precisely
the polynomials p with p(αx + y) = αp(x) + p(y) for all α ∈ Fq and all x, y in
some R-algebra, i.e., they define Fq -linear maps on R-algebras. Then R[z]Fq

is a ring

under addition and composition of polynomials. Moreover, the substitution τ i �→ zq
i

yields an isomorphism of rings R{τ } −→ R[z]Fq
. In the sequel, we will always use

a small Greek letter to denote a polynomial in R{τ }, and the corresponding capital
letter to denote its image in R[z]Fq

—for instance, φa ↔ a .
A Drinfeld A-module φ on some field K is a ring homomorphism φ : A→ K{τ } :

a �→ φa such that its image φ(A) contains some nonconstant polynomial of K{τ }.
There is a unique positive integer r ∈ N, called the rank of φ such that for any a ∈ A

the highest nonzero coefficient of φa occurs in degree r deg(a).
The composition ιK : A → K of φ with the projection K{τ } → K onto the

zeroth coefficient is a ring homomorphism which is called the characteristic of φ. The
Drinfeld A-module φ is called of generic characteristic if ιK is injective. Otherwise,
it is called of special characteristic. The case of generic characteristic is the one
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analogous to that of an elliptic curve over a number field. The other case corresponds
to the case of an elliptic curve over a field of positive characteristic.

If K ↪→ C∞ is a field homomorphism, the base change of φ to C∞ is obtained by
composing φ with the induced monomorphism K{τ } ↪→ C∞{τ }. We will only con-
sider homomorphisms α : K ↪→ C∞ such that αιK agrees with the homomorphism
ι : A→ C∞ defined above.

A discrete A-lattice � ⊂ C∞ is a finitely generated projective A-submodule of
C∞ (via ι) such that the set {λ ∈ � | |λ| ≤ c} is finite for any c > 0. Given such
a lattice � of rank r , there is a unique power series e� of the form

∑∞
n=0 anz

qn
,

an ∈ C∞, with infinite radius of convergence, with a0 = 1 and with simple zeros
precisely at the points of �. The entire function e� is Fq -linear and surjective and
hence one has a short exact sequence of Fq -vector spaces

0 −→ � −→ C∞
e�−→ C∞ −→ 0.

Thus if we let a ∈ A act by multiplication on the middle and left term, there exists a
unique Fq -linear function a(z) on the right such that the diagram

C∞
z �→e�(z) ��

z �→az

��

C∞
z �→a(z)

��
C∞

z �→e�(z) �� C∞

commutes. One verifies that a lies in C∞[z]Fq
, and denotes by φa the corresponding

polynomial in C∞{τ }. Then A→ C∞{τ } : a �→ φa defines a Drinfeld A-module of
rank r . It is known that any Drinfeld A-module on C∞ of characteristic ι arises in
this way.

Suppose now that φ is a Drinfeld A-module on L of rank r and generic charac-
teristic ιL : A ↪→ F ↪→ L. Fix a place v of A, and denote by pv the corresponding
maximal ideal of A. Then one defines

φ[vn] := {λ ∈ Lalg | ∀a ∈ pnv : a(λ) = 0}.
The derivative of a(z) is the constant ιL(a). Since φ is of generic characteristic,
ιL(a) is nonzero, and so the polynomial a is separable. From this one deduces
that φ[vn] defines a finite separable Galois extension of L. The module of v-primary
torsion points of φ is

φ[v∞] :=
⋃
n

φ[vn] ⊂ Lsep.

It is stable under the action of GL and, as an A-module, isomorphic to (Fv/Av)
r ,

where Fv is the fraction field of Av . Finally by Tatev(φ) := HomA(Fv/Av, φ[v∞])
one denotes the v-adic Tate module of φ.

Example 1. Let F := Fq(t), A := Fq [t] and L a finite extension of F . The point ∞
therefore corresponds to the valuation v∞ which to a quotient f/g of polynomials



Arithmetic over Function Fields 5

assigns deg g − deg f . A Drinfeld A-module φ : A → L{τ } is uniquely determined
by the image of t . If ιL : A ↪→ F ↪→ L is the characteristic of φ and if φ is of rank
r , then φt must be of the form

t + a1τ + · · · + arτ
r ∈ L{τ }

with ar ∈ L×, and where we identify t = ιL(t). Conversely any such polynomial
defines a Drinfeld A-module of characteristic ιL and rank r .

Suppose v is the place corresponding to the maximal ideal (t). Then t(z) =
tz+ a1z

q + · · · + arz
qr

and

φ[v∞] = {λ ∈ Lsep | ∃n : t ◦ · · · ◦t︸ ︷︷ ︸
n

(λ) = 0}.

To generalize the notion of a Drinfeld A-module to arbitrary schemes over Fq ,
we now give an (equivalent) alternative definition of a Drinfeld A-module on K . Let
Ga,K be the additive group (scheme) onK . By EndFq

(Ga,K)we denote the ring of Fq -
linear endomorphisms of the group scheme Ga,K . This ring is known to be generated
over K by the Frobenius endomorphism τ of Ga,K , and thereby isomorphic to K{τ }.
Thus we may define a Drinfeld A-module as a nonconstant homomorphism

φ : A→ EndFq
(Ga,K).

Since the elements of a ∈ A act as endomorphisms of the group scheme Ga,K , they
induce an endomorphism ∂φa on the corresponding Lie algebra. This is called the
derivative of φ and yields a ring homomorphism

∂φ : A→ End(Lie Ga,K) ∼= �(SpecK,OSpecK) = K. (1)

This homomorphism is precisely the characteristic of φ.
Over an arbitrary Fq -scheme X one defines a Drinfeld A-module as follows:

Let L denote a line bundle on X (i.e., a scheme which is a Ga-bundle on X), and
EndFq

(L) the ring of Fq -linear endomorphisms of the group scheme L over X. A
Drinfeld A-module of rank r on (X,L) is a homomorphism

φ : A→ EndFq
(L),

such that for all fields K and all morphisms π : SpecK → X the induced homomor-
phism φ : A→ EndFq

(π∗L) is a Drinfeld A-module of rank r on K .
In the same way as (1) was constructed, φ induces a homomorphism ∂φ : A →

�(X,OX). The corresponding morphism of schemes charφ : X → SpecA is called
the characteristic of φ. Via the characteristic, X becomes an A-scheme (i.e., a scheme
with a morphism to SpecA).

A morphism from a Drinfeld A-module φ on L to φ′ on L′ is a morphism α ∈
HomFq

(L,L′)which isA-equivariant, i.e., such that for alla ∈ Aone hasαφa = φ′aα.
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3 Anderson’s motives

In the preceding section we encountered an object defined over function fields, namely
a Drinfeld A-module, which has properties seemingly similar to those of an elliptic
curve. Therefore, it seemed natural to look for a category of motives which would
naturally contain all Drinfeld A-modules (of generic characteristic). In particular, this
category should beA-linear, it should allow for constructions from linear algebra such
as sums, tensor, exterior and symmetric products, and it should have étale as well as
analytic realizations. It was Anderson in his seminal paper [An86] who first realized
how to construct such a theory, perhaps motivated by the earlier definition of shtuka
due to Drinfeld. Some further details can be found in [vdH03, Chapter 4].

We fix a subfield K of C∞ containing F , denote by σ the Frobenius on K relative
to Fq , and set ιK : A ↪→ F ↪→ K .

Definition 1. An abelian A-motive on K consists of a pair (M, τ) such that we have
the following:

1. M is a finitely generated projective K ⊗ A-module.
2. τ : M → M is an injective σ -semilinear endomorphism of M , i.e., for all m ∈ M ,

x ∈ K and a ∈ A one has τ((x ⊗ a)m) = (xq ⊗ a)τ(m).
3. The module M/Kτ(M) is of finite length over K⊗A, and annihilated by a power

of the maximal ideal generated by {ι(a)⊗ 1− 1⊗ a | a ∈ A}.
4. M⊗K Kperf is finitely generated over Kperf {τ }, where Kperf denotes the perfect

closure of K .

Using that Kperf {τ } is a left principal ideal domain, it is shown in [An86] that for
any abelian A-motive M the module M ⊗K Kperf is free over Kperf {τ }. The rank of
M ⊗Kperf over Kperf {τ } is called the dimension of M , its rank over K ⊗A is called
the rank of M .

If K is perfect, condition 3 can be simplified using M/Kτ(M) = M/τ(M). The
maximal ideal in 3 defines a K-rational point of Spec(K ⊗ A).

Definition 2. A pair (M, τ) which satisfies conditions 1–3 only, is called an A-motive
on K .

This definition differs significantly from [Go96, Definition 5.4.2], while Defini-
tion 1 is the same as in [Go96] and [An86]. One has the following obvious result.

Proposition 1. If (M, τ) and (M ′, τ ′) are abelian A-motives on K , then so is (M ⊕
M ′, τ ⊕ τ ′).

If (M, τ) and (M ′, τ ′) are A-motives on K , then so is their tensor product, as
well as all tensor, exterior, and symmetric powers of (M, τ).

To define the analytic realization of an A-motive, we have to introduce some
further notation. The Tate algebra over C∞ is defined as

C∞〈t〉 :=
{∑

ant
n
∣∣ an ∈ C∞, |an| → 0 for n→∞

}
.
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Any monomorphism Fq [t] ↪→ A is finite and flat. Fixing one, any module M under-
lying some A-motive can be regarded as a (free and finitely generated) module over
K[t]. We set

M〈t〉 := M ⊗K[t] C∞〈t〉,
and define M〈t〉τ as the Fq [t]-module of τ -invariant elements of M〈t〉. The module
of τ -invariants is a projective (left) A-module and satisfies

rankA M〈t〉τ ≤ rankK⊗A M. (2)

Definition 3. If equality holds in (2), then (M, τ) is called uniformizable.

Anderson gave examples of abelian A-motives of dimension greater than 1 which
are not uniformizable. If (M, τ) is uniformizable, we regard the A-module M〈t〉τ as
its analytic realization. It is also shown in [An86], that for any uniformizable motive
M of dimension d and rank r , there is a related short exact sequence

0 −→ �M −→ Cd∞
eM−→ Cd∞ −→ 0,

where �M is a discrete A-lattice in Cd∞ of rank r . Let �A denote the module of
Kähler differentials of A over Fq . Then by [An86, Section 2], there is the following
isomorphism which relates �M with the analytic realization of M:

HomA(M〈t〉τ , �A) ∼= �. (3)

Following Anderson [An86, Section 2], one has a fully faithful functor from
Drinfeld A-modules to uniformizable A-motives of dimension 1: Let φ be a Drinfeld
A-module on K of generic characteristic ιK . Via left multiplication by K and right
multiplication by φa for a ∈ A, we regard M(φ) := K{τ } as a module over K ⊗ A.
Left multiplication by τ defines a σ -semilinear endomorphism τ : M(φ)→ M(φ).

Theorem 1. The assignment φ �→ (M(φ), τ ) defines a functor which identifies the
category of Drinfeld A-modules of rank r with the category of abelian A-motives M

of rank r that satisfy M ∼= K{τ }. Any such A-motive is uniformizable. Moreover, if
K = C∞ and φ arises from a lattice �, then � and M〈t〉τ are related via (3).

To define étale realizations, one proceeds as follows: Let pv be the prime ideal of
A corresponding to the place v of A. Then

M ⊗K⊗A (Ksep ⊗ A/pnv)

is free and finitely generated over Ksep ⊗ A/pnv . By condition 3 for a motive, the
induced τ -action is, in fact, bijective. From Lang’s theorem [An86, 1.8.2], one easily
deduces that

Mv,n :=
(
M ⊗K⊗A (Ksep ⊗ A/pnv)

)τ
is a free A/pnv-module of rank r . Because M is defined over K , the actions of GK

and of τ commute on M ⊗K⊗A (Ksep ⊗ A/pnv), and so GK acts A/pv-linearly on
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Mv,n. The inverse limit Mv,∞ := lim←−Mv,n is thus a free Av-module of rank r with a
continuous linear action of GK . This we regard as the v-adic étale realization of M .
It exists independently of the uniformizability of M . One has the following result due
to Anderson.

Proposition 2. Suppose φ is a Drinfeld A-module of rank r and generic character-
istic, and (M, τ) := (M(φ), τ ). Then there is a canonical isomorphism

HomAv (Mv,∞, lim−→ p−n
v �A/�A) ∼= φ[v∞].

4 A cohomological framework

In the previous section, we have seen that Anderson’s category of A-motives has a
number of very useful properties. It allows constructions from linear algebra, it has
realizations as one would expect from motives, and it contains the category of Drinfeld
A-modules. Also pullback along morphisms Y → X for families of A-motives on a
scheme X is easily defined.

Anderson’s theory does not, however, provide a cohomological theory of A-
motive like objects, which is also desirable and by which we mean the following:
On every base scheme X over Fq we would like to have a category of objects similar
to families of A-motives. For any morphism f : Y → X, there should be (derived)
functors Rif∗ between these categories, and perhaps also other ones such as f ∗, ⊗,
Hom, Rf!, etc.

In [BP04] such a theory is developed in joint work with R. Pink. Much of the ma-
terial described in the previous section was inspirational for this. The main motivation
for the work in [BP04] was to give a cohomological proof of a rationality conjecture
by Goss, that had, by analytical methods, previously been established in work of
Taguchi and Wan; cf. [TW96]. This is discussed in greater detail in Subsection 5.1.

An alternative construction of such a cohomological theory was recently also
described by M. Emerton and M. Kisin in [EK04]. The main reference for the present
section is [BP04].

Conventions. Throughout, X, Y , etc. will be noetherian schemes over Fq . By σX or
simply σ we denote the absolute Frobenius endomorphism of X relative to Fq . We
fix a morphism of schemes f : Y → X.

The symbol B (or B ′) will always denote an Fq -algebra which arises as a local-
ization of an Fq -algebra of finite type. Typically, B will be A, or A/a for some ideal
of A, or the fraction field F of A.

Whenever tensor or fiber products are formed over Fq , the subscript Fq at⊗ and
× will be omitted.

By pr1 : X × SpecB → X the projection onto the first factor is denoted.

4.1 τ -sheaves

Definition 4. A τ -sheaf over B on a scheme X is a pair F := (F, τF ) consisting of
a coherent sheaf F on X × SpecB and an OX×SpecB -linear homomorphism
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(σ × id)∗F τ �� F .

A homomorphism of τ -sheaves F → G over B on X is a homomorphism of the
underlying sheaves φ : F → G which is compatible with the action of τ .

We often simply speak of τ -sheaves on X. The sheaf underlying a τ -sheaf F will
always be denoted by F . When the need arises to indicate on which sheaf τ acts, we
write τ = τF .

The category of all τ -sheaves over A on X is denoted by Cohτ (X,A). It is an
abelianA-linear category, and all constructions like kernel, cokernel, etc. are the usual
ones on the underlying coherent sheaves, with the respective τ added by functoriality.

In this survey we focus on coherent objects. To alleviate our notation, we deviate
from the terminology in [BP04]. What is called a τ -sheaf here is a coherent τ -sheaf
in [BP04].

On any affine open SpecR ⊂ X a τ -sheaf over B is given by a finitely generated
R ⊗ B-module M together with an R ⊗ B-linear homomorphism Rσ⊗R M → M .
The latter homomorphism corresponds bijectively to a σ ⊗ id-linear morphism τ :
M → M . The pair (M, τ) is also called a τ -module.

Example 2. Due to properties 1 and 2 in the definition of a motive, any A-motive on
K is a τ -module, and thus yields a τ -sheaf over A on SpecK . However, the notion
of τ -sheaf is less restrictive than that of A-motive, since we impose no local freeness
conditions, or conditions on the kernel or cokernel of τ .

4.2 Examples

We now describe some further examples of τ -sheaves. All but the first and last of
these correspond to families of A-motives (of fixed rank).

Most of the examples are locally free τ -sheaves; by this we mean τ -sheaves
whose underlying sheaf is locally free. The rank of a locally free τ -sheaf is that of
its underlying sheaf. Locally free τ -sheaves had been considered already in [TW96],
where they were called φ-sheaves.

I. Any (coherent) sheaf F on X × SpecB can be made into a τ -sheaf by setting
τ = 0. As we will see shortly, these τ -sheaves are not interesting to us.

II. The unit τ -sheaf, denoted by X,B , is the free τ -sheaf defined by the pair consisting
of the sheaf OX×SpecB together with the isomorphism

τ : (σ × id)∗OX×SpecB −→ OX×SpecB,

which via adjunction arises from σ ⊗ id : OX×SpecB −→ (σ × id)∗OX×SpecB .
III. The construction φ �→ M(φ) from Drinfeld A-modules to A-motives generalizes

in an obvious way to a functor (L, φ) �→ M(φ) from Drinfeld A-modules over
a general base X to τ -sheaves over A on X. The rank of the Drinfeld module
becomes the rank of the locally free sheaf underlying M(φ).
Similarly, any elliptic sheaf onX gives rise to a τ -sheaf overA onX, by restricting
it to X×SpecA. For details on this, we refer to the excellent article of Blum and
Stuhler; cf. [BS97].
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IV. As we have seen earlier, one can define Drinfeld A-modules over a general base.
So it is natural to consider corresponding moduli problems. As in the case of
elliptic curves (or abelian varieties) these are not rigid, unless one introduces
some level structures. To define such, we fix a proper nonzero ideal n ⊂ A. Then
for any Drinfeld A-module φ : A → EndFq

(L) of rank r over a scheme X, one
defines the subscheme

Lφ[n] :=
⋂
a∈n

Ker(L φa−→ L) ⊂ L.

It carries an action of A/n and is finite flat over X. Its degree over X is the
cardinality of (A/n)r . If the image of charφ : X → SpecA is disjoint from
SpecA/n, we say that the characteristic of φ is prime to n. In this case Lφ[n] is,
moreover, étale and Galois over X.

For a finite discrete group G we denote by GX the corresponding constant group
scheme on X.

Definition 5. A naive level n-structure on φ is an isomorphism

ψ : (A/n)rX
∼=−→ Lφ[n].

A naive level n-structure can only exist if the characteristic of φ is prime to n. In
that case it always exists over a finite Galois covering Y → X.

Let A(n) denote the ring of rational functions in F regular outside ∞ and the
primes dividing n. Then for any fixed r ∈ N one may consider the moduli func-
tor Mr(n) which to an A(n)-scheme X assigns the set of triples (L, φ, ψ) (up to
isomorphism), where

1. φ : A→ EndFq
(L) is a Drinfeld A-module of rank r , and

2. ψ : (A/n)rX
∼=−→ Lφ[n] is a naive level n-structure,

such that the composite of the structure morphism X → SpecA(n) with the canonical
open immersion SpecA(n) ↪→ SpecA is equal to charφ .

Theorem 2 ([Dr76]). The moduli problem Mr(n) is representable by an affine
(noetherian) A(n)-scheme Yr (n). The line bundle Lr (n) in its universal triple
(Lr (n), φr(n), ψr(n)) on Yr (n) is isomorphic to Ga,Yr (n). The structure morphism
Yr (n)→ SpecA(n) is smooth of relative dimension r − 1.

For later use, we record the following.

Proposition 3. The τ -sheaf Mr (n) :=M(φr(n)) is locally free of rank r .

V. One can, in fact, define moduli spaces of more general types of A-motives (which
carry some polarization and level structure). The corresponding universal A-
motive then again yields interesting τ -sheaves. The investigation of some of these
moduli problems is ongoing work by U. Hartl and, independently, by L. Taelman.
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VI. An important notion to study the reduction of abelian varieties is their Néron
model. For τ -sheaves, in [Ga03] Gardeyn introduced and investigated the fol-
lowing substitute.

Definition 6. Suppose j : U ↪→ X a dense open immersion. A τ -sheaf G ∈
Cohτ (X,A) is called a model of F ∈ Cohτ (U,A) with respect to j if j∗G ∼= F . A
model G is called a maximal model of F ∈ Cohτ (U,A) with respect to j if for all
H ∈ Cohτ (X,A) the canonical homomorphism

HomCohτ (X,A)(H,G) −→ HomCohτ (U,B)(H|U×SpecA,F) (4)

is an isomorphism. We write j#F := G.

If it exists, a maximal model is always unique up to unique isomorphism. There
always exists a direct limit of τ -sheaves G which satisfies (4). The crucial requirement
is that G be coherent.

As to be expected, if φ : A → EndFq
(L) is a Drinfeld A-module on X, and

j : U ↪→ X a dense open immersion, then j#M(j∗φ) ∼= j#(j
∗M(φ)) ∼=M(φ).

Theorem 3 ([Ga03]). Suppose X is a smooth projective curve over Fq , and j : U ↪→
X is open and dense. Then for any locally free F ∈ Cohτ (U,A) with τF injective, a
maximal model j#F exists. It is again locally free.

Remark 1. Suppose now that φ : A → K{τ } is a Drinfeld A-module of rank r over
a complete discretely valued field K with ring of integers V , residue field k and
j : SpecK ↪→ SpecV . Suppose also that φ has reduction of rank 0 < r ′ < r over k.
(The latter means that over K the Drinfeld module φ is isomorphic to some Drinfeld
module φ′ whose image lies in V {τ }, and such that the reduction of φ′ to k is a
Drinfeld module of rank r ′ over k.)

Drinfeld (cf. [Dr76, Section 7]) has shown that in this situation, after possibly
passing to a finite extension of K , there exist a Drinfeld module φ′ of rank r ′ over
K , a discrete A-sublattice � ⊂ K (where A acts on K via φ′), and an “analytic’’
A-homomorphism e� : K → K , where on the left A acts via φ′ and on the right via
φ, such that there is a short exact sequence of A-modules

0 −→ � −→ Kalg e�−→ Kalg −→ 0.

The transition from Drinfeld modules to τ -sheaves is contravariant, so the mor-
phism e� turns into an “analytic’’ morphism between A-motives Man(φ) −→
Man(φ′) over K . It is again surjective, and its kernel is the analytification of r−r ′

SpecK,A.
So there is a short exact sequence

0 −→ ( r−r ′
SpecK,A)

an −→ Man(φ) −→ Man(φ′) −→ 0.

Gardeyn shows that: This short exact sequence can be extended to a left exact sequence
over a formal scheme attached to V ⊗A. The left two terms of the extended sequence
arise via analytification from
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0 −→ r−r ′
SpecV,A −→ j#M(φ).

The induced morphism r−r ′
Spec k,A −→ i∗j#M(φ) on the special fiber over Spec k is

injective and some iterate of τ vanishes on the cokernel.
The upshot of this longwinded explanation is that in the present situation the

maximal extension and the Drinfeld module φ′ shed light on opposite aspects of the
given bad reduction situation. Also while φ′ can be obtained from φ only via an
analytic morphism, the relation between φ and j#M(φ) is algebraic. For more on this
interesting topic, we refer to [Ga03]. In this survey maximal extensions will reappear
in Remark 2 and Subsection 6.8.

4.3 Crystals

There is a large class of homomorphism in Cohτ (X,B) which one would like to
regard as isomorphisms. Categorically, the correct way to deal with this is to localize
at this class; cf. [We94, Section 10.3]. The reason in [BP04] to pass to the localized
theory was a practical one: only there we were able to construct an “extension by zero
functor’’ as sketched below Theorem 4. First, we describe the localization procedure:

For a τ -sheaf F , we define the iterates τn of τ by setting inductively τ 0 := id and
τn+1 := τ ◦ (σ × id)∗τn : (σn+1 × id)∗F −→ F . A τ -sheaf F is called nilpotent if
and only if τn

F vanishes for some n > 0. A corresponding notion for homomorphisms
is the following.

Definition 7. A morphism of τ -sheaves is called a nil-isomorphism if and only if both
its kernel and cokernel are nilpotent.

It is shown in [BP04, Chapter 2] that the nil-isomorphisms in Cohτ (X,B) form
a saturated multiplicative system, and so one defines the following.

Definition 8. The category Crys(X,B) of B-crystals on X is the localization of
Cohτ (X,B) with respect to nil-isomorphisms.

The category Crys(X,B) is again a B-linear abelian category with the induced
notions of kernel, image, cokernel, and coimage. Its objects are the same as those
in Cohτ (X,A). However, the homomorphisms are different. Any homomorphism
F −→ G in Crys(X,A) is represented by a diagramF ←− H −→ G in Cohτ (X,A),
for some H ∈ Cohτ (X,A), and where the homomorphism H −→ F is a nil-
isomorphism.

Let us conclude this subsection with the simplest functor that is based on nilpo-
tency. For a τ -sheaf F on X over B, define

F τ := �(X × SpecB,F)τ (5)

as the B-module of global τ -invariant sections of F . The following result is an
immediate consequence of Definition 8.

Proposition 4. The functor F �→ F τ from Cohτ (X,B) to B-modules is invariant
under nil-isomorphisms. It therefore passes to a functor on the category Crys(X,B),
which is again denoted F �→ F τ .
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4.4 Functors

On τ -sheaves, we now indicate the construction of four functors:

(a) f ∗ : Cohτ (X,B) −→ Cohτ (Y, B) (pullback):

For F ∈ Cohτ (X,B), we define f ∗F ∈ Cohτ (Y, B) as the pair consisting of the
coherent sheaf (f × id)∗F on Y × SpecB and the σ × id-linear endomorphism on
(f × id)∗F induced by functoriality from τ . This defines a B-linear functor f ∗.

In an analogous way we define B-linear (bi-)functors:

(b) Rif∗ : Cohτ (Y, B) −→ Cohτ (X,B) (push-forward ) if f : Y → X is proper,
and i ≥ 0.

(c) −⊗− : Cohτ (X,B)× Cohτ (X,B) −→ Cohτ (X,B) (tensor product).
(d) −⊗B B ′ : Cohτ (X,B) −→ Cohτ (X,B ′) (change of coefficients) for any homo-

morphism B → B ′.

Despite the notation, at this point it is not at all clear that theRif∗ are derived functors.
In the same way as the tensor product is defined, following [Ha77, Exam-

ple II.5.16], for the construction on the underlying sheaf, one also obtains higher
tensor, symmetric and exterior powers of a τ -sheaf F . We denote them by ⊗nF ,
Symn F and

∧n F . The latter two are quotients of ⊗nF .
The functors defined in (a)–(d) as well as ⊗n, Symn and

∧n all preserve nil-
isomorphisms. Hence they pass to functors between the corresponding categories of
crystals.

Theorem 4. The functors f ∗, Rif∗,⊗ and⊗BB
′ on τ -sheaves induce B-linear func-

tors:

(a) f ∗ : Crys(X,B)→ Crys(Y, B).
(b) Rif∗ : Crys(Y, B)→ Crys(X,B) for i ≥ 0, if f is proper.
(c) −⊗−: Crys(X,B)× Crys(X,B)→ Crys(X,B).
(d) −⊗B B ′ : Crys(X,B)→ Crys(X,B ′).

If f is proper, then f∗ and f ∗ form an adjoint functor pair on crystals. Moreover,
⊗n, Symn and

∧n induce functors on Crys(X,B).

Now we come to a main point, namely the construction of an extension by zero
in the theory of crystals. Such a functor is not present on τ -sheaves. We shall see how
localization affords this functor on crystals.

To explain the construction, let j : U ↪→ X be an open embedding with i : Z ↪→ X

a closed complement, and denote by I0 ⊂ OX the ideal sheaf of Z. Then I := pr∗1 I0
is the ideal sheaf for Z × SpecB ⊂ X × SpecB. We wish to extend any τ -sheaf F
on U “by zero’’ to X.

By local considerations on X, one can always construct some coherent extension
F̃ on X × SpecB of F . Such an extension is by no means unique, since any sheaf
ImF̃ , m ∈ N, is also an extension of F . To extend τ , we observe that for some m̃ ∈ N
it extends to a homomorphism (σ × id)∗Im̃F̃ → F̃ . The identity (σ × id)∗I = Iq

inside OX×SpecB implies that for any m� 0 one has an extension
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τm : (σ × id)∗ImF̃ → Im+1F̃
(∗)⊂ ImF̃

of τ . By its construction, the pair F̃m := (ImF̃, τm) is a τ -sheaf on X which extends
F . The inclusion (∗) implies that i∗F̃m is nilpotent—in fact, the induced τ is zero—
and so F̃m has the properties of an extension by zero, except the assignment F �→ F̃m

is in no way functorial since there are many possible choices. The key observation is
that all such pairs are nil-isomorphic. Passing to crystals yields the following result.

Theorem 5. There is an exact B-linear functor

j! : Crys(U,B)→ Crys(X,B) : F �→ j!F,

uniquely characterized by the properties j∗j! = idCrys(U,B) and i∗j! = 0.

Having an extension by zero, it is well known how to define cohomology with
compact supports.

Definition 9 (Cohomology with compact support). Say f is compactifiable, i.e.,
f = f̄ j̄ for some open immersion j̄ : Y ↪→ Y and some proper morphism f̄ : Y → X.
Then one defines

Rif! := Rif̄∗ ◦ j̄! : Crys(Y, B) −→ Crys(X,B).

Standard arguments show that the definition is independent of the chosen factor-
ization, e.g., [Mi80, Chapter VI, Section 3]. Furthermore, due to a result of Nagata,
any morphism f : Y → X between schemes of finite type over Fq is compactifiable,
and so in this situation the Rif! exist; cf. [Lü93] or [CoDe].

4.5 Sheaf-theoretic properties

Since Crys(X,B) is an abelian category, one has the notion of exactness in short
sequences. There is also a good notion of stalk at a point x ∈ X, where ix : x ↪→ X

denotes the corresponding immersion: The stalk of a crystal F (on X) at x is defined
as i∗xF . The sheaf underlying the stalk i∗xF is in general not the stalk at x of the sheaf
F underlying F . The following result justifies the definition of i∗xF .

Theorem 6.

1. For any morphism f : Y → X, pullback along f is an exact functor on crystals.
2. A sequence of crystals is exact if and only if it is exact at all stalks.
3. The support of a crystal F , i.e., the set of x ∈ X for which i∗xF is nonzero, is

constructible.

We note that part 1 is established by showing that the higher right derived functors
of f ∗ on τ -sheaves are all nilpotent.

Moreover, crystals enjoy a rigidity property that is not shared by τ -sheaves, but
reminiscent of properties of étale sheaves.
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Theorem 7. If f is finite radical and surjective, the functors

Crys(X,B)
f ∗ ��

Crys(Y, B)
f∗

��

are mutually quasi-inverse equivalences of categories.

In particular, the closed immersion f : Xred ↪→ X yields an isomorphism
Crys(Xred, B) ∼= Crys(X,B). This rigidity property motivates the name “crystal’’:
crystals extend in a unique way under infinitesimal extensions.

4.6 Derived categories and functors

A major part of [BP04] is to extend the functors (a)–(d) and extension by zero to
derived functors between suitable derived categories of crystals. This yields derived
functors f ∗, ⊗, Rf!, and change of coefficients.

There are various good reasons to do so. For instance, only there can one properly
understand derived functors such as Rf!. It can be shown that the ad hoc defined
functorsRif∗ for properf are indeed ith cohomologies of a right derived functorRf∗.
Moreover, derived categories is the correct setting to discuss the theory ofL-functions
needed in Section 5.

The objects introduced so far do not suffice to define derived functors. The reader
may recall that to properly define the cohomological functors on coherent sheaves,
one needs the ambient larger category of quasi-coherent sheaves. Only there can
one dispose of Čech resolutions and resolutions by injectives. Similarly, in [BP04],
two auxiliary categories of τ -sheaves are introduced, namely those of quasi-coherent
τ -sheaves, and of inductive limits of coherent τ -sheaves. In the presence of the endo-
morphism τ , these two and Crys(X,B) are pairwise distinct. It is, in fact, an impor-
tant result of [BP04] that the corresponding derived categories of bounded complexes
with coherent cohomology are all equivalent. Having good comparison results of the
categories, the treatment of the derived functors follows the usual path.

4.7 Flatness

An important prerequisite to discussingL-functions of crystals in Section 5 is flatness.
Only to flat B-crystals can we hope to attach an L-function which takes values in
1+ tB[[t]]. Since flatness can only be fully understood in derived categories, which
we mainly avoid in this survey, we also introduce the notion of crystal of pullback
type, which is less natural, but technically easier to handle.

Definition 10. A crystal F is flat if the functor F ⊗−: Crys(X,B)→ Crys(X,B)

is exact.

A crystal is called (locally) free, if it can be represented by a (locally) free τ -sheaf.
A locally free τ -sheaf is acyclic for⊗ on τ -sheaves, and so it represents a flat crystal.
There are other flat crystals which are easy to describe:
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A τ -sheaf F = (F, τ ) on X is of pullback type, if there exists a coherent sheaf
F0 on X such that F ∼= pr∗1 F0. For an affine scheme X = SpecR, a τ -sheaf is of
pullback type if its underlying sheaf is of the form M0⊗B for some finitely generated
R-module M0. A crystal on X is called of pullback type, if it can be represented by
a τ -sheaf of pullback type. This notion derives its importance from the following
proposition.

Proposition 5. Any crystal of pullback type is flat.
Being of pullback type is preserved under all the functors defined so far, i.e., under

pullback, tensor product (of two crystals of pullback type), change of coefficients, the
functors Rif!, and ⊗n, Symn, and

∧n.

Let us briefly explain the first assertion of the proposition: Since by Theorem 6
exactness can be verified on stalks, a crystal is flat if and only if all its stalks are flat.
From the definition of stalk for a crystal, given directly before Theorem 6, it follows
that if the crystal is represented by a τ -sheaf of pullback type, then its stalk at any
point x of X is represented by a τ -sheaf of pullback type over A on Spec kx . Over
the field kx any module is flat, and hence the pullback of such a module to kx ⊗A is
flat as well. This shows that all the stalks of a crystal of pullback type are flat, which
we needed to verify.

Similarly, one has the following important properties of flatness.

Theorem 8.

1. Flatness of a crystal is preserved under pullback, tensor product (of two flat
crystals), change of coefficients and extension by zero.

2. If f is compactifiable and F • is a bounded complex of flat crystals on Y , then
Rf!F • is represented by a bounded complex of flat crystals.

3. A crystal is flat if and only if all its stalks are flat.

We observed that any locally free crystal is flat. It is, in fact, not a simple matter
to understand precisely when, or in what sense, a flat crystal may be represented by
a locally free τ -sheaf. This is relevant to us since we want to attach an L-function at
x to a flat crystal and a point x ∈ X with finite residue field. Therefore, it would be
desirable that its stalk at x have a representing τ -sheaf whose underlying sheaf is free
and finitely generated over A. Unfortunately this is not true in general. However, we
have the following important special case.

Theorem 9. Suppose that x = Spec kx for some finite field extension kx of Fq , that
A is artinian and that F is an A-crystal on x. Then we have the following:

1. The crystal F has a representing τ -sheaf whose endomorphism τ is an isomor-
phism.

2. The representative from 1 is unique up to unique isomorphism; we write F ss for
it and call it the semisimple part of F .

3. The assignment F �→ F ss is functorial.
4. If F is flat, then the module underlying F ss is free over kx ⊗ A.
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For later use, we also record the following.

Proposition 6. Suppose thatX is the spectrum of a field, andB is regular of dimension
≤ 1 or finite. Then every flat B-crystal on X can be represented by a locally free τ -
sheaf on which τ is injective.

If F is represented by a torsion free τ -sheaf, then the proof in [BP04] shows that
Im(τn

F ) has the asserted property for n� 0.
The most general representability result for flat crystals, shown in [BP04], is that

for any flat F and any reduced scheme X there is a finite cover by locally closed
regular subschemes Xi , so that on each Xi some “j th iterate’’ of F is representable
by a “τ j -sheaf’’ whose underlying sheaf is locally free. Since we will not need this,
we will not give the details. Note, however, that this is reminiscent of the definition
of constructibility of étale sheaves.

4.8 A test case

Throughout this section, we assume that B is finite (and an Fq -algebra). Let Ét(X,B)

be the category of étale sheaves of B-modules and Étc(X,B) its full subcategory of
constructible sheaves. By pr1 : X × SpecB → X we denote the projection onto the
first factor.

It has long been known that for such B there is a correspondence between τ -
sheaves on which τ is an isomorphism and lisse étale constructible sheaves of B-
modules; cf., for instance, [Ka73, Theorem 4.1.1], which we recall in Theorem 10
below. In [BP04], this correspondence was extended to an equivalence of categories
with, on the one hand, Crys(X,B) and, on the other, Étc(X,B). In this section, we
describe the functor which provides this equivalence.

We would like to remark that—under the name of “Riemann–Hilbert corres-
pondence’’—M. Emerton and M. Kisin have, for regular X, constructed another
equivalence of categories between on the one hand Étc(X,B) and on the other again
a category whose objects carry a σ -semilinear operation, cf. [EK04]. It turns out,
and this is currently under investigation by M. Blickle and the author, that their
category is dual to the category of crystals, with the duality given by the duality of
sheaves, as described by Hartshorne in [Ha66]. Emerton and Kisin have extended their
correspondence to formal Zp-coefficients. It would be interesting to see whether in
some way one can extend the concept of τ -sheaf to incorporate Z/(pn)-coefficients.

Let F be a τ -sheaf over B on X. To any étale morphism u : U → X we assign
the B-module (u∗F)τ of τ -invariants of u∗F . This construction is functorial in u and
hence defines a sheaf of B-modules on the small étale site over X, which we denote
by Fét.

The construction is also functorial in F , that is, to any homomorphism φ : F → G
it associates a homomorphismφét : Fét → Gét. Therefore, it defines aB-linear functor

ε : Cohτ (X,B)→ Ét(X,B) : F �→ ε(F) := Fét. (6)

Let us mention some obvious consequences of the definition of ε. For any τ -sheaf F
and étale u : U → X, one has a left exact sequence



18 Gebhard Böckle

0 −→ Fét(U) −→ (u∗F)(U × SpecB)
1−τ−→ (u∗F)(U × SpecB), (7)

which induces a short exact sequence of étale sheaves. In the particular case F =
X,Fq

, sequence (7) specializes to the usual Artin–Schreier sequence

0 −→ ( X,B)ét −→ OX
1−τ−→ OX.

Thus ( X,B)ét is the constant étale sheaf with fiber B.
As another example, suppose (M(φ), τ ) is the A-motive on K attached to a

Drinfeld A-module on K . Then we may apply the functor ε to (M(φ), τ )⊗A A/n for
any nonzero ideal n of A. Essentially by specializing Proposition 2 to finite levels,
one obtains the isomorphism

φ[n] ∼= HomA/n(ε((M(φ), τ )⊗A A/n)(Ksep), n�A/�A).

In particular, ε can be used to define étale realizations of A-crystals.
Generalizing Artin–Schreier theory, the following result is proved by Katz in

[Ka73, Theorem 4.1.1].

Theorem 10. For a normal domain X the functor F �→ Fét defines an equiv-
alence between the categories {F ∈ Cohτ (X,B) : τF is an isomorphism} and
{F ∈ Étc(X,B) : F is lisse}.

Since for nilpotent τ -sheaves F one has Fét = 0, one easily deduces that ε

passes to a functor Crys(X,B) → Ét(X,B). Using this, [BP04, Chapter 9] refines
Theorem 10 to the following.

Theorem 11. The functor Crys(X,B) → Ét(X,B) : F �→ Fét takes its image in
Étc(X,B). The induced functor

ε : Crys(X,B)→ Étc(X,B)

is an equivalence of categories. It is compatible with all of the functors f ∗,⊗,⊗BB
′,

Symn,
∧n and Rif!, and preserves flatness.

Remark 2. The category Étc(X,B) possesses no duality. Therefore, it can neither ex-
ist for Crys(X,B). Also only the functors f ∗, ⊗ and f!, which we have constructed
on crystals, are well behaved on Étc(. . . ). Therefore, one should not expect that all
the functors f ∗,⊗, f!, f∗,Hom, f !, postulated by Grothendieck for a good cohomo-
logical theory, exist for Crys(. . . ).

In special cases, one may construct some further functors. For instance, in [Bö04]
it is shown that for B finite or B = A and any open immersion j : U ↪→ X there
exists a meaningful functor

j# : Crys(U,A) −→ Crys(X,A) (8)

in the sense of Definition 6. It corresponds to j∗ in the étale theory. It is not called j∗,
since in [BP04] this name was reserved for a different functor.
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5 First applications

As explained in the introduction, one of the initial motivations to introduce the cate-
gory of crystals was to give a cohomological proof of the rationality of L-functions
of τ -sheaves. The rationality had been conjectured—at least in the case of families of
Drinfeld modules—by Goss [Go91a], and a first proof had been given by Taguchi and
Wan in [TW96] using analytical tools. Subsection 5.1 describes the cohomological
proof from [BP04].

In addition to the rationality, the algebraic approach yields some extra information.
Namely, the L-function is expressible in terms of cohomology with compact support.
These cohomology modules are in principle computable. The main result described
in Subsection 5.2, makes crucial use of this.

Subsection 5.2 is concerned with a conjecture of Goss on analytic L-functions
attached to families of Drinfeld modules. It asserts that these L-functions (with values
in C∞) have a meromorphic continuation to a function field analogue of the complex
plane; cf. [Go91a]. In the case A = Fq [t], this is the second main result in [TW96].
Later in [Bö02] Goss’s conjecture was completely established for arbitrary A.

In the present section, we want to formulate the notions necessary to state the
precise results and indicate some important steps in their proofs. Since for general
A, Goss’s conjecture on meromorphy is rather technical to formulate, we will only
do this in the case A = Fq [t]. A detailed treatment of Subsection 5.1 can be found in
[BP04], and of Subsection 5.2 in [Bö02].

5.1 L-functions of crystals

In this subsection we assume for simplicity of exposition that B is either a finite ring
or a normal domain. We write Q(B) for the ring of fractions of B, so that in the latter
case Q(B) is a field and in the former it is simply B again. All schemes will be of
finite type over Fq . By |X| we denote the closed points of a scheme X. For x ∈ |X|
we denote its residue field by kx and its degree by dx := [kx : Fq ]. Moreover, F will
denote a flat B-crystal on X.

The aim is to explain how to attach L-functions to flat crystals on X, and state
their main properties, i.e., the rationality, the invariance under Rf!, and the invariance
under change of coefficients.

Ultimately, these L-functions must be defined in terms of their underlying τ -
sheaves, and at the same time invariant under nil-isomorphisms. For artinian B, we
will use Theorem 9 to choose a good canonical representative.

WhenB is reduced, theseL-functions satisfy all the usual cohomological formulas
precisely (except duality). When B possesses nonzero nilpotent elements, however,
these formulas hold only up to “unipotent’’ factors. In some sense these factors cor-
respond to nilpotent τ -sheaves and can therefore not be detected by our theory. So
this defect is built into our theory of crystals by its very construction.

As a preparation we briefly recall the theory of the dual characteristic polyno-
mial for endomorphisms of projective modules. Suppose M is a finitely generated
projective B-module and φ : M → M is a B-linear endomorphism.
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Lemma 1. Let M ′ be any finitely generated projective B-module such that M⊕M ′ is
free over B. Let φ′ : M ′ → M ′ be the zero endomorphism and t a new indeterminate.

1. The expression detB(id − t (φ ⊕ φ′) | M ⊕M ′) ∈ 1 + tB[t] is independent of
the choice of M ′. It is called the dual characteristic polynomial of (M, φ) and
denoted detB(id − tφ | M).

2. The assignment (M, φ) �→ detB (id − tφ | M) is multiplicative in exact se-
quences.

For any x ∈ |X|, the stalk Fx is flat, and so is Fx ⊗B Q(B). By Theorem 9 the
latter is canonically represented by the locally free τ -sheaf (Fx ⊗B Q(B))ss. The
endomorphism τdx is kx⊗Q(B)-linear. By Lemma 1, part 1, the following definition
makes sense.

Definition 11. The L-function of F at x is

L(x,F, t) := det
kx⊗Q(B)

(id − tdx τ dx | (Fx ⊗B Q(B))ss)
−1 ∈ kx ⊗Q(B)[[tdx ]].

Lemma 2.

1. The power series L(x,F, t) lies in 1+ tdxB[[tdx ]].
2. The assignment F �→ L(x,F, t) is multiplicative in short exact sequences.

The proof of part 1 needs our assumption on B.
As the number of points in |X| of any given degree dx is finite, we can form the

product over the L-functions at all points x ∈ |X| within 1+ tB[[t]].
Definition 12. The L-function of F is

L(X,F, t) :=
∏
x∈|X|

L(x,F, t) ∈ 1+ tB[[t]].

To state the main results, we need an equivalence relation on 1+ tB[[t]].
Definition 13. By nB we denote the nilradical of B, i.e., the ideal of B of nilpotent
elements.

ForP,Q ∈ 1+tB[[t]], we writeP ∼ Q if and only if there existsH ∈ 1+tnB [t],
such that P = QH .

If B is reduced, and so, for instance, if B is a normal domain, then nB = (0), and
hence P ∼ Q is equivalent to P = Q.

Finally, if h : B → B ′ denotes a change of coefficients homomorphism, then its
induced homomorphism B[[t]] → B ′[[t]] is also denoted by h.

Theorem 12. Suppose f : Y → X is any morphism between schemes of finite type,
h : B → B ′ is any ring homomorphism and G is a B-crystal of pullback type on Y .
Then

1. L(Y,G, t) ∼∏
i L(X,Rif!G, t)(−1)i ;
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2. L(Y,G ⊗B B ′, t) ∼ h(L(Y,G, t)), with equality if B is artinian.

Working in the context of derived categories, both parts can be proved more
generally for any bounded complex F • of flat crystals on Y , and with the complex
Rf∗F • instead of the crystals Rif∗F . We alert the reader that the complex Rf∗F •

carries more information than the individual Rif∗F .
A rational function (over B) is an element in 1 + tB[[t]] of the form P/Q for

suitable polynomials P,Q ∈ 1 + tB[t]. The rationality of L-functions follows by
applying Theorem 12, part 1, to the structure morphism Y → Spec k.

Corollary 1. With Y , G as in Theorem 12, the function L(Y,G, t) is rational.

Proof of Theorem 12 (sketch). The proof of the two parts are independent. We shall
omit the proof of part 2. Instead, we indicate two alternative proofs of the trace formula
in part 1.

A conventional proof might go as follows, where first we assume B to be reduced:
Standard fibering techniques reduce one to the proof in the case where Y = A1 and
X = Spec Fq . The formula to be proved can then as in [SGA4 1

2 , “Rapport’’ and
“Fonction L mod �n et mod p’’] be reduced to a trace formula over the symmetric
powers of A1

A for the corresponding exterior symmetric product of G. Again by induc-
tion on dimension, it suffices to prove this formula over A1

A. Its proof can be obtained
from the Woodshole fixed point formula for coherent sheaves: see [SGA5, Exp. III,
Corollary 6.12].

Let now B be finite and nonreduced. The assertion can be reduced to affine Y

over Fq and to τ -sheaves which are free over B on Y . Fixing a surjection B ′ :=
Fq [x1, . . . , xk] −→→ B, the τ -sheaf may be lifted to one over the reduced ring B ′. For
B ′ the trace formula has been proved already. Using part 2, it follows for B.

The proof of part 1, as given in [BP04] is significantly different and based on
some ideas of Anderson; cf. [An00]. To sketch it, let us fix the following situation.
Let Y = SpecR be smooth and affine over X := Spec Fq of dimension e with f as
the structure morphism, let B be a field, and suppose that G is a locally free τ -sheaf.

Using coherent duality and the Cartier operator onωY/Fq
:=∧e

�Y/Fq
,Anderson

sets G∨ := Hom(G, ωY/Fq
) and obtains an OY ⊗B-linear homomorphism κ : G∨ −→

(σ × id)∗G∨. Let M be the R⊗B-module underlying G and M∨ that underlying G∨.
Anderson observes that κ is strongly contracting on M∨ in the following sense:

There exists a finite dimensional B-subvector space W of M∨ such that κ(W) ⊂
W and such that M∨ = ⋃∞

i=1{m ∈ M∨ | κi(m) ∈ W }. Such a subspace is termed a
nucleus for (M∨, κ). Using elementary means, Anderson proves that

L(Y,G, t) = det
B

(id − tκ | W)(−1)e−1
.

In [BP04] it is shown that for locally free G the only nonvanishing cohomology Rif!G
occurs in degree i = e, and that furthermore the dual of (W, κ) is via Serre duality
nil-isomorphic to a suitable τ -sheaf representing Ref!G. Combining the above pieces,
the proof is “complete.’’
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The method just sketched has two main advantages. First, Anderson’s proof is
elementary. Second, our interpretation gives a cohomological interpretation for the
nucleus and thus for his trace formula. ��

For finite B we have seen in the previous section that there is an equivalence of
categories ε : Crys(X,B) −→ Étc(X,B) which preserves, in particular, the notion
of flatness. As is well known, to any constructible étale sheaf F of flat B-modules, one
can also attach an L-function Lét(X,F, t), e.g., [SGA4 1

2 , “Rapport’’ and “Fonction
L mod �n’’]. In [BP04] the following is shown, which except for the comparison is
also proved in [SGA4 1

2 ].

Theorem 13. Suppose B is finite and F is a flat B-crystal on X. Then

L(X,F, t) = Lét(X, ε(F), t).

Hence Lét has a trace formula and is compatible with change of coefficients.

5.2 Goss’s L-functions of crystals over A

To a scheme X which is flat and of finite type over Z, one can associate its ζ -function
which is an analytic function that is convergent on a right half plane. A similar con-
struction of global L-functions over function fields has been carried out by Goss for
families of Drinfeld modules. It can easily be extended to τ -sheaves, and we now
sketch this for A = Fq [t]. For further details, for the more general case and for the
case of v-adic L-functions, we refer the reader to [Go96, Chapter 8] and [Bö02].

Throughout this subsection, we fix a morphism g : X → SpecA of finite type,
and assume B = A. By F we denote a flat A-crystal on X. The example considered
originally was that of a Drinfeld A-module φ of rank r on L over some scheme X of
finite type over Fq . It yields a locally free τ -sheaf M(φ) (= F) of rank r , and for g
one takes charφ : X → SpecA.

Exponentiation of ideals

We begin by defining a substitute for the classically used expressionp−s , where s ∈ C
andp is a prime number. Following Goss, one setsS∞ := C∗∞×Zp, which will replace
the usual complex plane as the domain of L-functions. An element s ∈ S∞ will have
components (z, w). One defines an addition by (z1, w1)+(z2, w2) = (z1·z2, w1+w2).
As a uniformizer for F∞ ∼= Fq((1/t)) we take π∞ := 1/t .

Since any fractional ideal a of A is principal, we may write it in the form (a)

for some rational function 0 �= a ∈ F . The element 〈a〉 := aπ
−val∞(a)∞ is a unit in

A∞ ∼= Fq [[π∞]]. We choose for a the unique generator of a for which 〈a〉 is a 1-unit,
and set 〈a〉 := 〈a〉 as well as deg a := −val∞(a). The exponentiation of ideals with
elements in S∞ is now defined as follows.

Definition 14.

{fractional ideals of A} × S∞ → C∗∞ : (a, (z, w)) �→ as := zdeg a〈a〉w.
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The exponentiation is bilinear for multiplication on ideals, addition on S∞ and
multiplication on C∗∞. Note that the exponentiation of any 1-unit with an element
of Zp is well defined. The so-defined exponentiation depends on the choice of the
uniformizing parameter π∞ = 1/t .

One defines the embedding Z ↪→ S∞ : i �→ si := (π−i∞ , i), so that the element
asi ∈ F is the unique generator of the ideal ai such that 〈asi 〉 is a 1-unit.

The definition of global L-functions

Let x be a closed point of X. Since X is of finite type over SpecA, the point x

lies above a unique closed point p = px of SpecA, and one has dp|dx for their
degrees over Fq . Hence L(x,F, t)−1 ∈ 1 + tdxB[tdx ] ⊂ 1 + tdpB[tdp], and so
L(x,F, t)

∣∣
tdp=p−s is well defined. In [Bö02] or in many cases in [Go96, Section 8],

it is shown that there exists c > 0 such that the following Euler product converges
for all s ∈ Hc := {(z, w) ∈ C∗∞ × Zp | |z| > c}.
Definition 15. The global L-function of F at s ∈ Hc is

Lan(X,F, s) :=
∏

p∈Max(A)

∏
x∈|X|

x above p

L(x,F, t)
∣∣
tdp=p−s =

∏
x∈|X|

L(x,F, t)
∣∣
tdpx =p−s

x
.

Thus Lan(X,F,−) : Hc → C∞. The subset Hc ⊂ S∞ is called a half space (of
convergence) of S∞ in analogy with the usual right half plane of C.

Obviously, this definition depends on the morphism g : X → SpecA. If F =
M(φ) for some Drinfeld A-module φ on L over X, then Definition 15 agrees with
the one originally given by Goss.

Meromorphy

For c ∈ R≥0 we define D∗c := {z ∈ C∞ | |z| > c} ⊂ P1(C∞) as the punctured
“open’’disc around∞ of radius c, and D ∗

c := {z ∈ C∞ | |z| ≥ c} as the correspond-
ing “closed’’ disc. In particular, Hc = D∗c × Zp.

To give a precise meaning to “entire,’’ respectively, “meromorphic extension’’ of
a global L-function to S∞, one now changes one’s viewpoint. Namely, for any fixed
w ∈ Zp one regards an L-function as a function D∗c → C∞. With respect to a suitable
topology on the resulting functions D∗c → C∞, the variation over w ∈ Zp will be
continuous. We now describe this topology.

For D = D ∗
c and c > 0, or D = D∗c and c ≥ 0, we define

Can(D) :=
⎧⎨⎩f =

∑
n≥0

anz
−n

∣∣ an ∈ C∞, f converges on D

⎫⎬⎭ .

If D = D ∗
c , then Can(D) is isomorphic to the usual Tate algebra over C∞, and one

can define a Banach space structure on it by defining for any f ∈ Can(D) the norm
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||f ||c := supz∈D∗c |f (z)| (which is also multiplicative). In the case D = D∗c one
can only obtain a Fréchet space. The procedure is slightly more involved. Namely,
let (cn) ⊂ R be a strictly decreasing sequence with limit c. For any two elements
f, g ∈ Can(D), we define their distance as

dist(f, g) :=
∞∑

m=1

2−m ||f − g||cm
1+ ||f − g||cm

.

One can show (a), that with respect to dist the C∞-linear space Can(D) is a complete
linear metric space, and (b), that the topology on this space does not depend on the
choice of the sequence (cn) (provided that cn → c and cn > c for all n). In the
following, Zp is equipped with its usual locally compact topology.

Proposition 7. If L(X,F, (z, w))) converges on Hc, then the function w �→ (z �→
L(X,F, (z, w))) defines a continuous function Zp → Can(D∗c ).

This viewpoint bears some similarities to that of p-adic L-functions, where the
complete, algebraically closed field Cp takes the role of Can(D∗c ).

For c < c′ one has the obvious inclusion Can(D∗c ) ⊂ Can(D∗
c′), given as the

identity on power series. Also since a power series is uniquely determined by its
coefficients, an element in Can(D∗

c′) has at most one extension to an element in
Can(D∗c ). Having this in mind, one introduces the following notions.

Definition 16 (Goss). A continuous function Zp → Can(D∗0) is called entire. The
quotient of two entire functions which are units on D∗c for some c � 0 is called
meromorphic.

A global L-function Lan(X,F, s) is called entire, respectively, meromorphic on
S∞ if there exists an entire, respectively, meromorphic, function h whose restriction
h : Zp → Can(D∗c ) agrees with Lan(X,F, s) for c � 0.

By the remark preceding the definition, there is at most one entire function h

which extends a function Lan(X,F, s). The same holds for meromorphic functions.
For a meromorphic function h, the values h(i), i ∈ Z, are its special values. In the

examples of interest, the special values at−N0 will typically lie in C∞(z). Since both
Z and N0 are dense in Zp, the special values completely determine a meromorphic
function. One has the following criterion in terms of special values for Lan(X,F, s)

to be entire.

Proposition 8. Let Hc denote a half plane of convergence for Lan(X,F, s) and write
h for the corresponding continuous function Zp → Can(D∗c ). Suppose there exists
ε ∈ {±1} such that

1. h(i)ε is a polynomial in z−1 over C∞ for all i ∈ −N0, and
2. the degrees of the polynomials h(i)ε, i ∈ −N0, grow like O(log |i|).

Then Lan(X,F, s)ε is entire.
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The assumptions of the theorem can typically be achieved for X smooth over Fq

of dimension e, for F locally free on X × SpecA, and ε = (−1)e−1.
There are two ways to prove Proposition 8. The path taken in the proof of [Bö02,

Theorem 4.15] uses directly p-adic interpolation properties. In [Go04a], Goss takes
an alternative measure-theoretic approach.

Special values

The Carlitz τ -sheaf C over A on SpecA is the τ -sheaf corresponding to

(Fq [t] ⊗ Fq [t], (1⊗ t − t ⊗ 1)(σ ⊗ id)).

The following result, first observed by Taguchi and Wan, provides the following key
link between algebraic and analytic L-functions.

Proposition 9. Suppose X = SpecA ∼= A1 and g : X → SpecA is the identity. Then
for i ∈ N0 one has

Lan(X,F, (z, 0)+ s−i ) = L(X,F ⊗ C⊗i , t)|t=z−1 ,

where we recall s : Z ↪→ S∞ : i �→ si = (π−i∞ , i).

In light of Proposition 8, one would like to bound the degree of L(X, F ⊗ C⊗i ,

t) while i varies. For this we shall compute Rg!(F ⊗ C⊗i ). If one has a τ -sheaf on
Spec k representing it, its rank will bound the degree of the algebraic L-function. Let
us denote by j the open immersion A1 ↪→ P1 and f̄ : P1 → Spec Fq the structure
morphism.

We proceed as follows: First, one changes the coefficients from A to its fraction
field F . Next, one extends the τ -sheaves F and C (over F ) to τ -sheaves F̃ and C̃
on P1 which represent the crystals j!F and j!C, respectively. Then, one computes
Rif̄∗(F̃ ⊗ C̃⊗i ) as a τ -sheaf over F on Spec Fq . In the case at hand, the τ -sheaves
Rif̄∗, i �= 1, will all be nilpotent. By the trace formula, Theorem 12, we thus have

L(X,F ⊗ C⊗i , t) = det
F

(1− tτ | R1f̄∗F̃ ⊗ C̃⊗i ).

Hence L(X,F ⊗ C⊗i , t) is a polynomial and its degree is bounded by the dimension
of the F -vector space H 1(P1

F , F̃ ⊗ C̃⊗i ).
The sheaf underlying C̃ can be taken as OP1

F
(−2). If we follow the above recipe,

then by the Riemann–Roch theorem, the dimension of H 1(P1
F , F̃ ⊗ C̃⊗i ) will grow

linearly in i. The degree of L(X,F⊗C⊗i , t) ∈ C∞[t] can thus grow at most linearly.

But we can do much better. Namely, the sheaf C⊗pi

is nil-isomorphic to C(i), which
is defined by

(Fq [t] ⊗ Fq [t], (1⊗ tp
i − t ⊗ 1)(σ ⊗ id)).

The latter (considered over F ) has an extension C̃(i) whose underlying sheaf is
OP1

F
(−2). So if we write i = a0 + a1p + a2p

2 + · · · in its p-adic expansion with
ai ∈ {0, 1, . . . , p − 1}, then
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(C̃(0))⊗a0 ⊗ (C̃(1))⊗a1 ⊗ (C̃(2))⊗a2 ⊗ · · ·
also represents the crystal j!Ci , but its underlying sheaf isOP1

F
(−2(a0+a1+a2+· · · )).

It follows that the degree of L(X,F ⊗ C⊗i , t) grows at most logarithmically in i.
This combined with Propositions 8 and 9 proves the following result, which in the
given form with a different proof is due to Taguchi and Wan; cf. [TW96].

Theorem 14. Suppose X = SpecA, g : X → SpecA is the identity, and F is locally
free over A on X. Then Lan(X,F, s) is entire.

Refining the above methods, in [Bö02] the following is shown.

Theorem 15. Suppose X is Cohen–Macaulay and equidimensional of dimension e.
Then for any locally free τ -sheaf F over A on X the function Lan(X,F, s)(−1)e−1

is
entire.

Using the representability results for flat crystals, and the theory of iterates of
characteristic polynomials, as developed in [BP04], one obtains the following con-
sequence by decomposing X into a suitable finite union of regular locally closed
subschemes.

Corollary 2. Suppose X → SpecA is a scheme of finite type and F is a flat A-crystal
on X. Then Lan(X,F, s) is meromorphic.

5.3 Open questions

While on the one hand, we have seen that under some reasonable set of hypotheses
the analytic functions Lan(X,F, s) are meromorphic, there remain many mysteries
concerning these functions. The interpolation procedure seems to identify them as a
kind of p-adic L-function interpolating special values at the negative integers. At the
same time, these functions also have Euler products. We pose some open problems.

Question 1. What is the arithmetic meaning of the special values?

For an analogue of the Riemann ζ -function, already in the work of Carlitz there
appeared identities that are reminiscent of the formulas ζ(n) = πnrn for even n ∈ N
and rational rn. So Carlitz’s formulas have some arithmetic meaning. For more on
this, we refer to [Go96, Section 8.18].

Question 2. Is there a conjecture à la Birch and Swinnerton–Dyer (BSD) for A-
motives?

A naive analogue of BSD cannot hold, since it is known due to a result of Poonen
(cf. [Po95]) that the naive analogue of the Mordell–Weil group for a Drinfeld A-
module over a field L as in Section 2 is of infinite A-rank. In [An96] in certain cases,
a finite rank A-module has been constructed, that could serve as a starting point to
investigate such a conjecture.
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Question 3. Is there a Riemann hypothesis or a (substitute for a) functional equation?

There is no duality to be expected for crystals or τ -sheaves, as explained in
Remark 2. Nevertheless, there are very intriguing calculations along these lines which
are very suggestive although definitive conjectures cannot now be made; cf. [Go00]
and [Go04].

6 Motives for Drinfeld cusp forms

Using geometric means, Scholl in [Sch90] has constructed for the space of cusp forms
(over Q) for each fixed weight and level a motive in the sense of Grothendieck. In
this section, we want to describe a similar construction for Drinfeld modular forms
in the function field case. It attaches a motive in the sense of Anderson to each space
of Drinfeld cusp forms of fixed weight and level. Again for the sake of exposition,
we only consider the simplest case A = Fq [t]. Details of this appear in [Bö04].

6.1 Moduli spaces

Let n be a proper nonzero ideal of A. In Subsection 4.2, in particular in Theorem 2,
we recalled the definition and existence of a fine moduli space Yr (n) for Drinfeld
A-modules of rank r and characteristic prime to n that carry a level n-structure.
From now on, we only consider the case r = 2, and therefore omit the superscript r
whenever r = 2. As in Subsection 4.2, by M(n) we denote the τ -sheaf corresponding
to the universal Drinfeld A-module on Y(n), and by gn : Y(n) → SpecA(n) its
characteristic.

The first observation we will need in the following is due to Drinfeld.

Theorem 16. The morphism gn has a (canonical) smooth compactification

Y(n)

gn

jn
X(n)

ḡn

SpecA(n).

The completion of X(n) along the complement X(n) \ Y(n) (considered as a
reduced scheme) is (formally) smooth over SpecA(n), and may be considered as
a disjoint union of what one might call Drinfeld–Tate curves. They describe the
degeneration of rank 2 to rank 1 Drinfeld modules and have properties analogous to
the usual Tate curve. For details of this construction, cf. [Bö04, vdH03, Le01].

To describe the connectivity properties of Y(n) and the cusps, recall that in the
case of elliptic curves the existence of the Weil-pairing yields a morphism of the
corresponding (compactified) moduli space to Spec Z[ζN , 1

N
]. Over this base the

moduli space is geometrically connected, and so not over Z itself.
Similarly one has a pairing on rank 2 Drinfeld A-modules. It induces a smooth

morphism wn : Y(n) → Y1(n) to the moduli space of rank 1-Drinfeld modules
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with a level n-structure, which may be extended to a smooth proper morphism w̄n :
X(n) → Y1(n); cf. [vdH03]. The situation together with the canonical morphism
Y1(n)→ SpecA(n) is displayed in

Y(n)

wn

X(n)
wn

X(n) \ Y(n)

∂wn

Y1(n)
g1
n

SpecA(n).

(9)

The morphism g1
n is finite étale, of degree d(n); the morphism wn is geometrically

connected. Thus if we pass from A(n) to C∞, the space Y1(n) will decompose into
d(n) copies of C∞. Correspondingly, X(n) breaks up into d(n) components. Finally,
under ∂wn, the scheme X(n) \ Y(n) is isomorphic to a disjoint union of copies of
Y1(n). Their number is denoted by c(n).

6.2 Rigid analytic uniformization

Over Z[1/n], one has a compactification similar to X(n)→ SpecA(n) for the arith-
metic surfaces that arise as the moduli space of elliptic curves with a levelN -structure.
This is described in detail in [KM85]. If instead one works over the complex num-
bers and the finer complex topology, the situation becomes considerably simpler. The
resulting curves admit a uniformization by the upper half plane, and can be realized
as quotients by congruence subgroups.

The analogous procedure in the function field setting is to base change Y(n) via
ι : A(n) ↪→ C∞ to a curve over Spec C∞. Now one regards the curve over C∞ as a
rigid analytic space—we write Y(n)rig—which again yields a finer (Grothendieck)
topology than the Zariski topology. For details on the rigidification functorX �→ Xrig,
we refer the reader to [BGR84].

As observed by Drinfeld, there is an analogue of the upper half plane, usually de-
noted �. The rigidified moduli space Y(n)rig is, in fact, isomorphic to

⊔d(n)
i=1 �(n)\�

for a suitable quotient of �, which we now describe:
The points of � over C∞ are given as �(C∞) := P1(C∞) \ P1(F∞). They are

acted on by the group GL2(F∞) via

GL2(F∞)×�(C∞) −→ �(C∞) :
((

a b
c d

)
, z
)
�→ az+ b

cz+ d
.

To give � the structure of a rigid analytic space, we describe an admissible cover
(which is the analogue in rigid geometry of an atlas in differential geometry). Its
construction can be best understood, if one introduces the reduction map of �(C∞)

to the corresponding Bruhat–Tits tree. The atlas we describe arises via pullback from
a simple combinatorial Čech covering of the tree. Not wanting to introduce these
notions, we now directly define the cover: Let F∞ be the residue field of F∞ and q∞
its cardinality, and define
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U0(C∞) := {z ∈ C∞ | |z− β|∞ ≥ q
−2/3∞ for all β ∈ F∞ and |z|∞ ≤ q

2/3∞ }.
The set U0(C∞) is rigid analytically equivalent to the unit disc with q∞ smaller discs
removed. One can show the following:

1. If for γ ∈ GL2(F∞) the intersection U0(C∞) ∩ γ (U0(C∞)) is nonempty, then
one has precisely q∞ + 2 possibilities: Either the intersection is U0(C∞), or it is

U1(C∞) = {z ∈ C∞ | q1/3∞ ≤ |z|∞ ≤ q
2/3∞ },

or there exists some β ∈ F∞ such that it is of the form

{z ∈ C∞ | q−1/3∞ ≥ |z− β|∞ ≥ q
−2/3∞ }.

2. The sets in 1 different from U0(C∞) are all translates of U1(C∞).
3. The sets γU0(C∞), γ ∈ GL2(F∞), form an admissible covering of �(C∞).

To define a geometry (in this case a rigid analytic structure), one also has to
describe a set of functions on the atlas given. A function f : U0(C∞)→ C∞ is rigid
analytic on U0(C∞), if and only if it can be written as a series∑

n∈N0

anz
n +

∑
β∈F∞

∑
n∈N

bn,β(z− β)−n

which converges on all of U0(C∞). The latter simply means that the sequences
(|an|q2/3n) and (|bn,β |q−2/3n), for all β ∈ F∞, tend to zero.

Definition 17. A function f : �(C∞) → C∞ is rigid analytic on �(C∞), if for all
γ ∈ GL2(F∞) the restriction of f ◦ γ to U0(C∞) is rigid analytic.

To describe �(n)\�, we recall that one defines

�(n) := {γ ∈ GL2(A) | γ ≡ id (mod n)}.
It is a discrete subgroup of GL2(F∞), and thus acts on �(C∞). Say we fix γ ∈
GL2(F∞) and abbreviate U := γU0. Then for γ0 ∈ �(n) one either has γ0U = U
or γ0U ∩ U = ∅. The former case only occurs a finite number of times, so that the
stabilizer Stab�(n)(U) of U in �(n) is finite. One may define rigid analytic quotients
Stab�(n)(U)\U, and these can be glued to define a rigid space �(n)\�.

6.3 Cusp forms

Following the case of elliptic modular forms over number fields, one can define
Drinfeld modular functions (and cusp forms) over function fields as follows.

Definition 18. A rigid analytic function f : �(C∞) → C∞ is called a modular
function of weight k ∈ N for �(n), if it satisfies the identity

f (γ z) = (cz+ d)kf (z) for all γ =
(
a b
c d

)
∈ �(n) and z ∈ �(C∞).
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The modular functions of level n are invariant under the operation of

�∞(n) :=
{
γ =

(
1 b
0 1

) ∣∣ b ∈ n
}
,

i.e., under translation by all b ∈ n. Another such function is

en(z) := z
∏

λ∈n\{0}

(
1− z

λ

)
.

The function tn := e−1
n is, in a suitable sense, a uniformizing parameter of n-invariant

functions near∞. Therefore, any modular function has a Laurent expansion

f (z) =
∑
n∈Z

ant
n
n(z)

convergent for |z|i � 0, where |z|i := inf {|z− a| | a ∈ F∞}.
If f is a modular function of weight k for�(n), then so is f ◦γ for all γ ∈ GL2(A),

because �(n) is normal in GL2(A). Therefore, one can equally consider the expansion∑
n∈Z an,γ t

n
n(z) of f ◦ γ . Since GL2(A) acts transitively on the “cusps’’ of �\�,

following the case of elliptic modular forms, one defines the following.

Definition 19. A modular function f of weight k for �(n) is called a⎧⎨⎩
modular form

cusp form
double-cusp form

⎫⎬⎭⇐⇒ ∀γ ∈ GL2(A) ∀n ∈ Z with

⎧⎨⎩
n < 0
n < 1
n < 2

⎫⎬⎭ an,γ = 0.

By Mk(�(n),C∞), we denote the C∞-vector space of modular forms for �(n) of
weight k and by Sk(�(n),C∞) and Sdc

k (�(n),C∞) its subspaces of cusp and double-
cusp forms.

The number of conditions imposed in Definition 19 is finite, since it suffices
to require these conditions for matrices γ which form a set of representatives of
�(n)\GL2(A).

Elliptic double-cusp forms are usually not considered, since they have no mean-
ingful interpretation. One reason to introduce them in the Drinfeld modular setting is
given below in Theorem 17.

To define modular forms on Y(n)rig one uses its identification with
⊔d(n)

i=1 �(n)\�.
Formally we set

Mk(n,C∞) := Mk(�(n),C∞)d(n), (10)

and similarly for cusp and double-cusp forms.
As in the classical situation, one may define Hecke operators (e.g., as correspon-

dences) which act on Drinfeld modular forms. These preserve the subspaces of cusp
and double-cusp forms. (Depending on their normalization, Hecke operators may also
“permute’’ the components of Y(n)/C∞.)

We conclude this subsection with two examples. For the first, recall that Y(n) is
an affine scheme, equal to SpecRn for some smooth A(n)-algebra Rn. As remarked
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in Theorem 2, the universal rank 2 Drinfeld A-module is a homomorphism A →
EndFq

(Ga,Y(n)), i.e., a homomorphism

φn : A→ Rn{τ }.
There are morphisms from Rn to its rigidification, and then from the latter to the
ring of global rigid analytic sections �(�,Orig

� )d(n) of
⊔d(n)

i=1 �(C∞). This yields a
homomorphism

φ(n) : A→ �(�,Orig
� )d(n){τ }.

Proposition 10. For any a ∈ A consider φ(n)a . The coefficient of its leading term
τ 2 deg a lies in Sq2 deg a−1(n,C∞), the coefficients of the remaining terms τ i lie in
Mqi−1(n,C∞).

As for elliptic modular forms one has an interpretation of the global sections of
the sheaf of differentials on X(n) in terms of modular forms.

Theorem 17. There is a canonical isomorphism

H 0(X(n)rig, �X(n)rig/C∞) ∼= Sdc
2 (n,C∞).

Without going into any details, the reason for the occurrence of double-cusp forms
is the following. Suppose f (z) is a Drinfeld modular form of weight 2 for �(n). Then
f (z)dz is a global �(n)-invariant differential form on �(C∞). To investigate its
behavior near the cusp described by tn, observe that one has den = dz from the
definition of en, and hence

dtn = d(e−1
n ) = −e−2

n dz = −t2
ndz.

Thus near the cusp for tn, the function f (z)dz is a power series in tn times − 1
t2
n

dtn.

Hence if we start with a double-cusp form, we obtain a global differential on X(n),
and vice versa.

6.4 The motive

Following the guide by Eichler–Shimura and Deligne, we now define for any k ≥ 2
the locally free τ -sheaf M(n)(k−2) := Symk−2 M(n), and the A-crystal

S(k)(n) := R1gn!M(n)(k−2) (11)

on SpecA(n). By Proposition 3 the τ -sheaf M(n)(k−2) is locally free of rank k − 1.
Because Y(n) is affine, the corresponding module is projective and finitely gener-
ated. If we extend it to a free module and choose τ = 0 on the complement, we
find that M(n)(k−2) is of pullback type. Also it is not difficult to see that the crys-
tal R0gn!M(n)(k−2) is zero. Since, moreover, ḡn is smooth and proper of relative
dimension 1, Proposition 5 yields the following.

Proposition 11. The crystal Rign!M(n)(k−2) is zero for i �= 1. The crystal S(k)(n) =
R1gn!M(n)(k−2) is of pullback type and hence flat.
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In [Bö04], jointly with R. Pink we computed some explicit examples of such mo-
tives for A = Fq [t] and n = (t). Other explicit examples are given in Corollaries 4, 5
and 6.

Considering geometric correspondences, one can define Hecke operatorsTv for all
places ofAprime ton. They naturally act on the crystalsS(k)(n). Letpv be the maximal
ideal corresponding to v. The Hecke operators will still act as Hecke operators on the
reduction of S(k)(n) to the fiber at v, i.e., its pullback along SpecA/pv ↪→ SpecA(n).
As basically already observed by Drinfeld, one has an Eichler–Shimura relation.

Theorem 18. The action of Tv on the fiber of S(k)(n) at v is given by the action of
the geometric Frobenius Frobv at v on this fiber.

6.5 Its analytic realization

We now follow the guide of A-motives to define an analytic realization of the crystals
S(k)(n). First, we pull back this crystal via A(n) ↪→ C∞ to a crystal over A on
C∞. Because it is flat, we may by using Proposition 6 represent it by a τ -module
(S(k)(n), τ ) over A on C∞ whose underlying sheaf is finitely generated projective,
and on which τ is injective. In [Bö04] the following is shown.

Theorem 19. The τ -module (S(k)(n), τ ) is uniformizable in the sense of Definition 3.

Therefore, we call
(S(k)(n)〈t〉)τ

the analytic realization of the motive S(k)(n). This realization carries an induced
Hecke action. The following main result is shown in [Bö04].

Theorem 20. There is a canonical Hecke-equivariant isomorphism

HomA((S
(k)(n)〈t〉)τ ,�A)⊗A C∞ ∼= Sk(n,C∞).

The result should be compared with equation (3). The proof uses rigid analytic
tools and an explicit combinatorial Čech covering of X(n)rig. It would go beyond the
scope of this article to give details.

Using the Hecke action one may define a Hecke-invariant filtration on S(k)(n)
whose subquotients are flat crystals Sf corresponding to (generalized) cuspidal Drin-
feld Hecke eigenforms f . Neither the filtration, nor the crystal Sf are canonical, and
more precisely the crystal Sf corresponds to the Galois orbit of f , and one has to be
aware that the Hecke action on S(k)(n) may not be semisimple. Nevertheless, these
subquotients are useful.

6.6 Its étale realizations

Let us fix a place v of A. Then S(k)(n)⊗A A/pnv defines a flat crystal over A/pnv on
SpecA(n). Via the functor ε from Subsection 4.8, we obtain a lisse étale sheaf of
A/pnv-modules on SpecA(n), which say we denote by Sét(n, A/pnv). Varying n, these
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sheaves form a compatible system, and thus a v-adic étale sheaf on SpecA(n). Since
all sheaves in this systems are lisse, we obtain a Galois representation

ρn,k,v : GF → GLdn,k (Av),

where dn,k is the dimension of Sk(n,C∞).
The filtration on S(k)(n) described at the end of the previous subsection induces

also a filtration on the compatible system Sét(n, A/pnv). The subquotients yield the
compatible systems ε(Sf ⊗A A/pnv) corresponding to (Galois orbits of generalized)
cuspidal Drinfeld Hecke eigenforms f . The correspondence can be made precise by
using the Eichler–Shimura relation from Theorem 18. One obtains the following.

Theorem 21. Let f be a cuspidal Drinfeld Hecke eigenform (over C∞) and denote
by Ff the field generated over F by the Hecke eigenvalues aw of f , where w runs
through all places of A prime to n. Then [Ff : F ] is finite and for any place v of A
there exists a place v′ of Ff above v and a representation

ρf,v : Gal(F sep/F ) −→ GL1((Ff )v′)

uniquely characterized by
ρf,v(Frobw) = aw (12)

for all places w of A which are prime to npv .

This result is strikingly different from the analogous one for elliptic modular
forms since there the representations are 2-dimensional. To explain this, we recall
the following observation on Hecke operators which dates back to Gekeler and Goss.
Namely, one can define Hecke operator Tm for any nonzero ideal m prime to n. In
characteristic p they satisfy Tmm′ = TmTm′ for any ideals m, m′, and in particular
for m a power of some prime ideal p. This is different from the case of characteristic
zero, but it simply follows from the usual relation by reduction modulo p. Another
reason why one should expect abelian representations is given following Corollary 6.

The characterizing property (12) is basically the same in all places v of A. This
means that the representations ρf,v form a compatible system of v-adic abelian rep-
resentations of GF . (The same holds for the semisimplification of the representations
ρn,k,v .) Thus extending the results of [Kh04] to the function field case, it seems nat-
ural to expect that to any Drinfeld cusp form one can attach a Grössencharacter χf

of type A0 such that the compatible family ρf,v arises from χf in the way described
in [Kh03, Section 4] and [Go92]. Therefore, the following natural question arises.

Question 4. Which Grössencharacters of F of type A0 arise from Drinfeld modu-
lar forms?

Can any Grössencharacter of F of type A0 be twisted by a power of the Grössen-
character arising from the Carlitz-module (as in [Go92]), such that it arises from a
Drinfeld modular form?

Recall that C is the Carlitz-module defined above Proposition 9. Then Question 4
is a generalization of the following problem raised in [Go02].
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Question 5. Can one find for any Drinfeld Fq [t]-module φ on Spec Fq [t] of rank 1
an n ∈ N0 such that M(φ)⊗ C⊗n is the motive of a modular form?

Namely, any such Drinfeld module determines a Hecke-character of type A0 and
is, moreover, uniquely determined by this Hecke-character.

6.7 L-functions

Having the (noncanonically defined) crystal Sf attached to any cuspidal Drinfeld
Hecke eigenform f of level n, using the formalism described in Subsection 5.2 one
can attach an analytic L-function to it. It is independent of the choice of Sf . This
yields nontrivial factors in the Euler product at all primes not dividing n. However,
the function f may be an old form, i.e., defined over some smaller level n′. Thus it
would be desirable to also have Euler factors at primes in SpecA/n\SpecA/n′. One
way to achieve this is to assign to f the analytic L-function of the maximal model of
Sf in the sense of Gardeyn; cf. Definition 6. This assignment is now also independent
of the level in which f was found. Using, in particular, Theorem 14 and Theorem 21,
one shows the following.

Corollary 3. For f a cuspidal Drinfeld Hecke eigenform of minimal level n and with
Hecke eigenvalues av , one has

Lan
f (s) =

∏
v∈Max(A(n))

(
1− av

ps

)−1

for s = (z, w) ∈ S∞ with |z| � 0. The function Lan
f (s) is entire in the sense of

Definition 16.

In [Go91] two further analytic L-functions are attached to a cuspidal Drinfeld
modular form. These are known to be different from the one in Corollary 3.

Question 6. What is the relation between these L-functions, if any?

The assignment f �→ Lan
f (s) described in Corollary 3, attaches to a Hecke eigen-

form an L-function. However, unlike in the situation for elliptic modular forms, there
is no normalization for such forms in the Drinfeld modular setting. In the elliptic
modular setting the typical requirement is that the first Fourier coefficient of f is 1.
As the examples of doubly cuspidal Drinfeld Hecke eigenforms show, this coefficient
may be zero in our setting.

Question 7 (Goss). Is there a canonical normalization of a cuspidal Drinfeld Hecke
eigenform?

If the answer would be yes, then by superposition one could attach an L-function
to any Drinfeld cusp form.

Question 8. Can the assignment f �→ Lf (s) be realized by an analogue of the usual
Mellin transform?
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6.8 Double-cusp forms

We saw in Theorem 17, that double-cusp forms do play an important role in the
theory of Drinfeld modular forms. So one may wonder whether there is also a motive
describing them. The short answer is yes, and we will explain some of it, since it leads
to another interesting question.

Let k ≥ 2. In Subsection 6.4, we defined S(k)(n) = R1ḡnjn!M(n)(k−2), i.e., we
first extended the crystal M(n)(k−2) to X(n) by zero, and then we computed its first
cohomology. In Remark 2, we noted that Gardeyn’s notion of maximal model leads
to a functor j# on A-crystals provided the base X was of finite type over some field.
Therefore, we may define

S(k)
dc (n) = R1ḡnjn#M(n)(k−2).

One can now formulate (by adding the subscript dc) and prove the precise analogue
of Theorems 19 and 20 for double-cusp forms; cf. [Bö04].

It is, in fact, possible to completely determine the discrepancy between cusp and
double-cusp forms. Namely, for any k ≥ 2 one has a short exact sequence

0 −→ j!M(n)(k−2) −→ j#M(n)(k−2) −→ X(n)\Y(n),A −→ 0

of crystals. The long exact sequence of cohomology then yields a four-term exact
sequence of crystals

0 → ḡn∗j#M(n)(k−2) → ḡn∗ X(n)\Y(n),A → S(k)(n)→ S(k)
dc (n)→ 0. (13)

The properties of diagram (9) yield ḡn∗ X(n)\Y(n),A
∼= (g1

n∗ Y1(n),A)
c(n). Moreover,

for k �= 2 the left-hand term vanishes, for k = 2 it is isomorphic to g1
n∗ Y1(n),A.

We define Sk(n,C∞) := Sk(n,C∞)/Sdc
k (n,C∞), and set δk := 0 for k ≥ 3

and δk := 1 for k = 2. Sequence (13) with the above identifications, the duality in
Theorem 20, and the analogous duality for double-cusp forms, prove the following.

Corollary 4. There is a fixed Hecke-module of dimension d(n) depending on n but
not on k, such that Sk(n,C∞) is the direct sum of c(n)− δk copies of it.

The Hecke-module in question arises from the arithmetic of Y1(n).

Question 9. Can one give an explicit basis for the cuspidal Drinfeld Hecke eigenforms
which are not double-cusp forms, in a way similarly explicit to the the description
one has for Eisenstein series?

It is equally interesting to consider the consequences of (13) for the étale realiza-
tion of our motives. With δk as above, one obtains the following.

Corollary 5. The v-adic étale realization corresponding to Sk(n,C∞) consists of
(c(n)−δk) copies ofH 1(Y(n)1/F sep,Fq)⊗Fv , considered as a Galois representation
of GF (which is unramified outside n).
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In particular, this shows that the étale realizations corresponding to the Hecke
eigenforms in Sk(n,C∞) give rise to Galois representations over Fq , and thus with
finite image. The proof of the corollary uses, among other things, the compatibility of
the functor ε of Theorem 11 with coefficient change and with proper push-forward.

Specializing (13) to k = 2, and passing to étale realizations one finds the follow-
ing.

Corollary 6. The v-adic étale realization of S(2)
dc (n) is the Galois representation given

of GF on H 1(X(n)/F sep,Fq)⊗ Fv .

Again this describes Galois representations over Fq and thus with finite image. It
is known that the curve X(n)/F is ordinary, and hence so is its Jacobian, which, say,
we denote by J (n). One therefore has

H 1(X(n)/F sep,Fq) ∼= J (n)[p](F sep) ∼= Z/(p)dim J (n),

where the first isomorphism is an isomorphism of Galois modules. Since, in particular,
the semisimplification of the module in the middle is abelian, this gives another
indication for the abelianess of the representations ρf,v .

The examples in [Bö04] show that the image of ρf,v is typically infinite for
f ∈ Sdc

k (n,C∞) and k > 2. This is related to a notion of weight that one can attach to
(pure) motives.Again this notion goes back toAnderson. Its definition is similar to the
notion of weight for �-adic sheaves due to Deligne. Now for an elliptic cuspidal Hecke
eigenform of weight k one knows that the weight of its �-adic Galois representation
is k − 1, which in turn yields the Ramanujan–Peterson conjecture. By considering
examples we expect that for cuspidal Drinfeld Hecke eigenforms of weight k the
following holds: The weight of their v-Galois representation is well defined and an
integer in [0, . . . , k−1

2 ]. A proof of this is still missing.
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1 Introduction

The aim of this article is to investigate the cohomology (l-adic as well as Betti)
of schemes, and more generally of certain algebraic stacks, X , that are proper and
smooth over Z and have the property that there exists a polynomialP with coefficients
in Q such that for every finite field Fq we have #X (Fq) = P(q). For the precise
definitions and conditions the reader is invited to read the rest of the article, at least
up to the statement of Theorem 2.1. Under those conditions, we prove that for all
prime numbers l the étale cohomology H(X

Q,ét,Ql ), considered as a representation
of the absolute Galois group of Q, is as expected: zero in odd degrees, and a direct sum
of Ql (−i) in degree 2i, with the number of terms equal to the coefficient Pi of P . Our
main tools here are Behrend’s Lefschetz trace formula in [Beh93] and l-adic Hodge
theory combined with the fact that Z has no nontrivial unramified extensions. Finally,
using comparison theorems from l-adic Hodge theory, we obtain a corollary which
says that under the extra assumption that the coarse moduli space of X is a quotient
by a finite group, the Betti cohomology H(X (C),Q) with its Hodge structure is as
expected: zero in odd degree, and Q(−i)Pi in degree 2i.

The results in this article are motivated by a question by Carel Faber on potential
applications to some moduli stacks Mg,n of stable n-pointed curves of genus g. These
stacks are proper and smooth over Z, and they also satisfy the extra hypotheses of
the corollary by results of Pikaart and Boggi [PB00]. We are told that #Mg,n(Fq) is
a polynomial in q for all pairs of the form (0, n) with n ≥ 3, (1, n) with 1 ≤ n ≤ 10,
(2, n) with 0 ≤ n ≤ 5 (probably even up to n = 9), and (3, n) with 0 ≤ n ≤ 3 (and
probably more). For genus 2 and 3 these results are due to Jonas Bergström.

As this article is motivated by its application to certain Mg,n, we have not made
an effort to make our results as general as possible. In particular, we have not tried to
generalize comparison theorems from l-adic Hodge theory from schemes to stacks.
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We hope that this article will be of help to those computing the rational Hodge
structure on the cohomology of certain Mg,n. Counting points, using a suitable strat-
ification, could be easier than having to compute the cohomology, using the same
stratification. We apologize for our lack of expertise in the fields of algebraic stacks
and l-adic Hodge theory. Readers with more competence in these areas will probably
find the contents of this article rather straightforward and the proofs too elaborate.
But there seems to be a lack of “well-known facts’’ in the literature and we have tried
hard to give precise references and proofs understandable also to the nonexpert.

Terminology, conventions

Concerning stacks, our terminology is that of [LMB00]. In particular, algebraic stacks
are by definition quasi-separated.

Let k be a finite field. If X is a Deligne–Mumford stack of finite type over Z,
define its number of points over k to be

#X (k) =
∑
ξ

1

|Aut(ξ)| ,

where the sum is over representatives of isomorphism classes of objects in X (k).
Here Aut(ξ) denotes the finite group of automorphisms of ξ .

If G is a topological group, by a G-representation (over Ql) we shall mean a con-
tinuous representation of G onto a finite-dimensional Ql-vector space equipped with
the l-adic topology. We use the same notation for a representation and its underlying
vector space. For any G and n ≥ 0, the symbol Qn

l denotes the trivial n-dimensional
G-representation.

2 Results

Theorem 2.1. Let X be a Deligne–Mumford stack over Z which is proper, smooth
and of pure relative dimension d for some d ≥ 0. Let S be a set of primes of Dirichlet
density 1. Assume the following:

(∗)
There exists a polynomial P(t) =∑

i≥0 Pit
i , with Pi ∈ Q, such that

#X (Fpn) = P(pn)+ o(pnd/2) (n→∞)

for all p ∈ S.

Then the degree of P(t) is d , and there exists a unique such polynomial satisfying
Pi = Pd−i for all 0 ≤ i ≤ d . Suppose P(t) is of this form. Then it has nonnegative
integer coefficients and satisfies #X (Fpn) = P(pn) for all primes p and all n ≥ 1.
Furthermore, for all primes l and all i ≥ 0 there is an isomorphism of Gal(Q/Q)-
representations



Stacks with a Polynomial Number of Points 41

Hi (X
Q,ét,Ql ) �

{
0 if i is odd;
Ql (−i/2)Pi/2 if i is even.

We remark that part of the theorem can also be stated in terms of the coarse
moduli space associated to X . Indeed, the number of points over a finite field of a
Deligne–Mumford stack equals the number of points of its coarse moduli space; and
furthermore, the cohomologies of both spaces with coefficients in a Q-algebra are the
same.

3 Some results on stacks

Let us make two technical remarks.
In [LMB00, Section 18] the theory of constructible sheaves of Z/lnZ-modules

over the smooth-étale site of an algebraic S-stack is developed, where S is a scheme.
There is a straightforward extension of this theory to constructible l-adic sheaves,
e.g., by working with projective systems of Z/lnZ-modules modulo torsion in the
usual way. We will use this without further comments.

Associated to a Deligne–Mumford stack X are its étale topos (denoted Xét) and its
smooth-étale topos. They however give the same cohomology theory of constructible
sheaves (see [LMB00, Section 12, especially Proposition 12.10.1]). This justifies the
fact that we will only work with the étale topos of a Deligne–Mumford stack, but
freely cite results stated in terms of the other topos.

For schemes the following proposition is classical. By lack of a precise reference,
we have included a proof for the case of stacks.

Proposition 3.1. Let X be a Deligne–Mumford stack which is smooth and proper
over Zp. For every prime l �= p and every i ≥ 0, the canonical map of Gal(Qp/Qp)-
representations

Hi (X
Fp,ét,Ql )→ Hi (X

Qp,ét,Ql ) (1)

is an isomorphism. In particular, Hi (X
Qp,ét,Ql ) is unramified.

Proof. Denote by Qnr
p the maximal unramified extension of Qp in Qp and let Znr

p be
its ring of integers. Set S = Spec(Znr

p ) and denote by s, respectively, η, its closed,

respectively, generic, point. Let η → η correspond to Qnr
p → Qp. Consider the

natural morphisms
Xη

j→XS
i←↩Xs .

These maps induce continuous morphisms between the associated étale sites.
Let (U, u) be an étale neighborhood of XS and let jU be the pull-back of j along u.

By [LMB00, 18.2.1(i)], for every q we have (Rqj∗Ql )U,u = Rq(jU )∗Ql . As U is
smooth, it follows that j∗Ql = Ql and Rqj∗Ql = 0 if q �= 0. Hence the Leray
spectral sequence gives an isomorphism Hi (XS,Ql )→ Hi (Xη,Ql ). But on the other
hand, Hi (XS,Ql ) is naturally isomorphic to Hi (Xs ,Ql ); this follows from the proper
base change theorem [LMB00, 18.5.1] for XS over S and the fact that S is strictly
local. ��
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The next topic is Poincaré duality for the l-adic cohomology of certain stacks (see
Proposition 3.3 below). We will obtain this by considering the cohomologies of their
associated coarse moduli spaces.

Let X be a separated Deligne–Mumford stack of finite type over an algebraically
closed field of characteristic zero. We will denote by X its coarse moduli space and
by q : X → X the corresponding mapping. Note that we can cover X by étale charts
U such that the pull-back of U in X is the quotient stack of an algebraic space by a
finite group [LMB00, Remark 6.2.1].

Lemma 3.2. For every i the pull-back map

q∗ : Hi (X ét,Ql ) −→ Hi (Xét,Ql )

is an isomorphism.

Proof. The lemma follows from the Leray spectral sequence once we have shown
that the canonical map Ql → Rq∗Ql is an isomorphism. This question is étale local
on X and therefore we may assume that X = [V/G] for some algebraic space V

equipped with an action by a finite group G. Denote by p : V → X the canonical
morphism. Note that Ql � (p∗Ql )

G. As p and qp are finite and Q[G] is a semisimple
Q-algebra, we obtain

Rq∗Ql � Rq∗(p∗Ql )
G � ((qp)∗Ql )

G � Ql . ��
Now suppose that X is defined over C and smooth. Consider the complex analytic

space X an
associated to X . It can naturally be equipped with the structure of a V -

manifold, i.e., locally X an
is the quotient of a connected manifold by a finite group;

cf. [Ste77].

Proposition 3.3. Suppose X is a Deligne–Mumford stack which is smooth and proper
over Q of pure dimension d for some d ≥ 0.

(i) Suppose X is integral. For an integer i, consider the cup product mapping

Hi (Xét,Ql )⊗Ql
H2d−i (Xét,Ql ) −→ H2d(Xét,Ql ).

Then the right-hand side is one dimensional and the pairing thus obtained is
perfect.

(ii) SupposeX is a smooth and proper Q-scheme of pure dimension d and let f : X →
X be a Q-morphism which is surjective and generically finite. Then for all i, the
induced map

f ∗ : Hi (Xét,Ql ) −→ Hi (Xét,Ql )

is injective.

Proof. By Lemma 3.2 and the comparison theorem between Betti and étale coho-
mology, it suffices to show that in case (i),

Hi (X an
,Q)⊗ H2d−i (X an

,Q)→ H2d(X an
,Q)
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is a perfect pairing; and in case (ii) that

Hi (X ét,Ql ) −→ Hi (Xét,Ql )

is injective. Now the singular cohomology of a V -manifold satisfies Poincaré duality
([Ste77]), from which these statements follow. ��

4 Proof of the main theorem

We will now prove Theorem 2.1. In this section, all cohomology is with respect to
the étale sites. We begin with an analytic lemma used in the course of the proof.

Lemma 4.1. Let us be given the following integers: d ≥ 0, d ≤ r ≤ 2d, and for
0 ≤ i ≤ r also di ≥ 0. Furthermore, let p > 1 be a real number, let Pi ∈ Q for
all i ≥ 0, with Pi = 0 for i large, and let αi,j ∈ C for 0 ≤ i ≤ r and 1 ≤ j ≤ di .
Assume |αi,j | = pi/2 and

r∑
i=0

(−1)i
∑

1≤j≤di

αn
i,j =

∑
i≥0

Pip
ni + o(pnd/2) (n→∞). (2)

Then di = 0 for i ≥ d odd, Pi = 0 for i > r/2, while for d/2 ≤ i ≤ r/2 we have
Pi = d2i; for these i also α2i,j = pi .

Proof. The lemma follows by induction on r . Indeed, assume that either r = d or
that the lemma holds for r − 1. As |∑1≤j≤di

αn
i,j | ≤ dip

in/2, we have∣∣∣∣∣∣
r∑

i=0

(−1)i
∑

1≤j≤di

αn
i,j

∣∣∣∣∣∣ =
∣∣∣∣∣∣
∑

1≤j≤dr

αn
r,j

∣∣∣∣∣∣+ o(pnr/2) (n→∞)

and also, using (2), that Pi = 0 for i > r/2.
Note that if z is an element of a finite product (S1)s of complex unit circles, then

the closure of {zn | n ≥ 1} contains the unit element. Hence for every ε > 0 there
exists an infinite subset N ⊂ N such that for all n ∈ N and for all i and j we have
|(αi,jp

−i/2)n − 1| < ε and, in particular,∣∣∣∣∣∣
∑

1≤j≤dr

(αr,jp
−r/2)n − dr

∣∣∣∣∣∣ < ε′, (3)

with ε′ = drε.
Now first suppose r is odd. Then∣∣∣∣∣∣

∑
1≤i≤dr

αn
r,j

∣∣∣∣∣∣ = o(pnr/2) (n→∞),
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which by (3) implies dr = 0. Therefore, if r = d we are done, while if r > d, we can
apply the induction hypotheses.

So from now on suppose r is even. From (2) it follows that∣∣∣∣∣∣
∑

1≤j≤dr

αn
r,j − Pr/2p

nr/2

∣∣∣∣∣∣ = o(pnr/2) (n→∞),

or, equivalently,

lim
n→∞

∣∣∣∣∣∣
∑

1≤j≤dr

(αr,jp
−r/2)n − Pr/2

∣∣∣∣∣∣ = 0.

Together with (3), this implies dr = Pr/2. In turn this easily leads to αr,j = pr/2.
Now subtractPr/2p

rn/2 =∑
1≤j≤dr

αn
r,j from (2) and if r > d apply the induction

hypotheses. ��
Let X , d , and S be as in Theorem 2.1 and let P(t) =∑

i≥0 Pit
i be a polynomial

satisfying (∗). Without loss of generality we assume Pi = Pd−i for all 0 ≤ i ≤ d.
We also fix a prime l.

By [LMB00, Theorem 16.6] and resolution of singularities, there exists a smooth
and proper Q-scheme X of pure dimension d and a surjective and generically finite
map f : X → XQ. By removing a finite number of primes from S if necessary, we
may assume that XQp

extends to a smooth scheme over Zp for all p ∈ S. As a
consequence, for all p �= l in S the representation Hi (X

Qp
,Ql ) is unramified and we

can consider the action of Frobenius. By [Del74i], the eigenvalues of Frobenius have
complex absolute value pi/2. Using Proposition 3.3, we obtain the same conclusions
for the subrepresentation Hi (X

Qp
,Ql ).

Fix a prime p �= l in S. By Behrend’s Lefschetz trace formula (see [Beh93] or
[LMB00, Theorem 19.3.4]),∑

i≥0

(−1)i Tr(Frobn,Hi (X
Fp

,Ql )) = #X (Fpn) (4)

for all n ≥ 1. Let αi,1, …, αi,di be the complex roots of the characteristic polynomial
of Frobenius. Applying (∗) and Proposition 3.1, formula (4) becomes

2d∑
i=0

(−1)i
∑

1≤j≤di

αn
i,j = P(pn)+ o(pnd/2) (n→∞).

From Lemma 4.1 we now obtain that P(t) has degree d and for all d ≤ i ≤ 2d we
have that for i even Pi/2 = di and αi,j = pi/2, while di = 0 for i odd. Using Poincaré
duality (Proposition 3.3) we obtain the same conclusions for all i. (Note that P(t) is
defined in such a way that Pi = Pd−i for 0 ≤ i ≤ d/2.)

Hence Hi (X
Qp

,Ql ) vanishes for any odd i, while for all even i it has dimension

Pi/2—in particular, the coefficients of P(t) are nonnegative integers—and further-
more,
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Tr(Frob,H2i (X
Qp

,Ql )) = Tr(Frob,Ql (−i)Pi ). (5)

This holds for all primes p in the set S\{l}. But a semisimple, almost everywhere
unramified, Gal(Q/Q)-representation over Ql is determined by the trace of Frobenius
on a set of primes of Dirichlet density 1. (Aproof of this is outlined in [DDT97, Propo-
sition 2.6].) We conclude that the semisimplification of H2i (X

Q
,Ql ) is isomorphic

to Ql (−i)Pi .
By Proposition 3.1, H2i (X

Qp
,Ql ) is unramified for every primep �= l.As (5) then

holds for every prime p �= l, Behrend’s Lefschetz trace formula gives #X (Fpn) =
P(pn) for all p �= l. Changing l, we see that this formula is valid for every prime p.

All that remains to be proved is that H2i (X
Q
,Ql ) is semisimple, or equivalently,

that its ith Tate twist H = H2i (X
Q
,Ql )(i) is semisimple. Note that H is unramified

outside l and that the semisimplification of H is isomorphic to the trivial representa-
tion QPi

l .
By [LMB00, 16.6] and [DeJ96], there exists a finite extension K of Ql inside

Ql , a proper, semistable scheme X of pure relative dimension d over the ring of
integers of K and a surjective and generically finite K-morphism f : XK → XK . By
[Tsu02, Theorem 1.1], H2i (X

Ql
,Ql ) is a semistable representation of Gal(Ql/K). So

it follows from Proposition 3.3 that H2i (X
Ql

,Ql ) and hence also H are potentially
semistable.

Lemma 4.2. Letn ≥ 1 be an integer. Consider a short exact sequence of Gal(Ql/Ql )-
representations

0 → Qn
l → V → Ql → 0. (6)

If V is potentially semistable, then V is unramified.

Proof. By assumption, there is a finite extension K of Ql inside Ql , such that the
restriction of V to GK := Gal(Ql/K) is semistable. Fix such a K and denote by K0
its maximal unramified subfield relative to Ql . Denote by σ the automorphism of K0
obtained by lifting the automorphism x �→ xl of the residue field of K0.

We will briefly recall some theory about semistable representations and fil-
tered (ϕ,N)-modules; for more details, see [CF00].

Denote by Rep
st
(GK) the category of semistable representations of GK over Ql

and denote by Rep
unr

(GK) its full subcategory of unramified representations. Let

MFf
K(ϕ,N) be the category of (weakly) admissible filtered (ϕ,N)-modules over K .

An object of MFf
K(ϕ,N) is a finite-dimensional K0-vector space E equipped with

a σ -semilinear bijection ϕ : E → E, a nilpotent endomorphism N of E and an
exhaustive and separating descending filtration Fil· EK on EK := K ⊗K0 E. We
must have Nϕ = lϕN and furthermore there is a certain admissibility condition to
be satisfied (cf. [CF00, Section 3]).

All the above categories are Tannakian (so, in particular, they are all abelian Ql-
linear ⊗-categories). Fontaine has constructed a functor Dst,K from Rep

st
(GK) to

MFf
K(ϕ,N) and the main result of [CF00] is that this is an equivalence of Tannakian

categories.
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To the trivial one-dimensional representation Ql corresponds Dst,K(Ql ), which
is just K0 equipped with the trivial maps ϕ = σ , N = 0 and filtration determined
by Fil0 K = K and Fil1 K = 0. By abuse of notation we will denote Dst,K(Ql ) also
by K0.

We obtain natural maps of Ql-vector spaces

Ext1
Rep

unr
(GK)(Ql ,Qn

l )
i

↪→Ext1
Rep

st
(GK)(Ql ,Qn

l )
∼→Ext1

MFf
K(ϕ,N)

(K0,K
n
0 ),

where the second map is the isomorphism induced by Dst,K . We need to show that
i is an isomorphism. Since Ext1 is additive in the second variable, it suffices to treat
the case n = 1. We will show that the dimension of Ext1

Rep
unr

(GK)(Ql ,Ql ) is at least

as big as the dimension of the Ql-vector space Ext1
MFf

K(ϕ,N)
(K0,K0).

First, we consider the extensions in MFf
K(ϕ,N). Let

0 → K0 → E → K0 → 0 (7)

be a short exact sequence in MFf
K(ϕ,N). Choosing a splitting of the short exact

sequence of vector spaces underlying (7), we write E = K0 ⊕ K0 with K0 → E

being x �→ (x, 0) and E → K0 being the projection onto the second coordinate.
As the induced sequence of filtered K-vector spaces is exact, Fil0 EK = EK and

Fil1 EK = 0. Secondly, N has the form ( 0 λ
0 0 ) for some λ ∈ K0. Then Nϕ = lϕN

implies λ = lσ (λ), which is only possible if λ = 0. Hence N = 0 on E. Finally,
we necessarily have ϕ(1, 0) = (1, 0) and ϕ(0, 1) = (α, 1) for some α ∈ K0 and
conversely giving α ∈ K0 uniquely determines ϕ.

Denote by Kv
0 the Ql-vector space underlying K0. To α ∈ Kv

0 associate the
unique extension (7) with E = K0 ⊕ K0 and ϕ(0, 1) = (α, 1). This determines a
surjective map

Kv
0

j−→Ext1
MFf

K(ϕ,N)
(K0,K0),

and one checks that it is in fact Ql-linear. Take x ∈ K0 and let L be the automorphism
of K0 ⊕K0 given by ( 1 x

0 1 ). If we equip the source with ϕ and the target with ϕ′, then
L induces an equivalence of the associated extensions if ϕ′ = L−1ϕL. It follows
that j (α) = j (α + σ(x) − x), so the kernel of j is a sub-Ql-vector space of Kv

0 of
codimension 1; this implies that dimQl

Ext1
MFf

K(ϕ,N)
(K0,K0) ≤ 1.

But on the other hand, dimQl
Ext1

Rep
unr

(GK)(Ql ,Ql ) = 1. To see this, suppose V

is unramified and sits in an extension of Ql by Ql . Taking a suitable basis for V ,
the action of the Galois group is given by ( 1 η

0 1 ), where η is an unramified character
Gal(Ql/K)→ Ql . In other words, η is a morphism of groups Ẑ → Ql which, being
continuous, must factor through Zl . But Hom(Zl ,Ql ) is one dimensional.

Thus we obtain that V in (6) is unramified when restricted to Gal(Ql/K). Then if
g is an element of the inertia subgroup of Gal(Ql/Ql ), the [K : Ql]th power of g must
act trivially. But on the other hand g must act unipotently, as V sits in the short exact
sequence (6). Hence g itself must act trivially and V is an unramified representation
of Gal(Ql/Ql ). ��
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Now let
0 = H0 ⊂ H1 ⊂ · · · ⊂ HPi

= H

be a Jordan–Hölder filtration of H . Hence Hj/Hj−1 � Ql and each Hj is unramified

outside l and potentially semistable at l. Clearly, H1 � Ql ; assume that Hj � Qj
l

for some j (1 ≤ j ≤ Pi − 1). Then Hj+1 is everywhere unramified by the above
lemma. However, as Minkowski’s theorem says that Q has no nontrivial unramified
extensions, we conclude that Hj+1 is isomorphic to Qj+1

l . So by induction, H � QPi

l .
This finishes the proof of Theorem 2.1.

5 The Hodge structure

Let V be an integral, regular, quasi-projective Q-scheme. Consider a finite group G

acting on V from the right. Denote by f : V → Q the canonical projection to the quo-
tient scheme Q = V/G. Note that there is a natural G-action on the module f∗Ω1

V/Q
.

We are interested in the cohomology of the quotient space Q and, in particular, in
the Hodge structure of the singular cohomology of its associated analytic space. For
this we will use [Ste77]. In order to be able to apply some results of [Ste77], we will
need the following result.

Proposition 5.1. Let � ⊂ Q be a closed subset of codimension ≥ 2 containing all
singular points of Q. Let j : U ↪→ Q be the open subscheme complementary to �.
Then, for all p, there is a canonical isomorphism

j∗Ωp

U/Q

∼−→(f∗Ωp

V/Q
)G (8)

of OQ-modules.

Proof. For any Q-scheme Z, we abbreviate ΩZ := Ω
p

Z/Q
. Put W = f−1(U) and

let g : W → U be the restriction of f . Note that G acts on W with quotient U . The
canonical map g∗ΩU → ΩW induces a morphism

α : ΩU
∼−→(g∗g∗ΩU)G −→ (g∗ΩW)G.

This map is an isomorphism in the stalk at the generic point. To define (8), we apply
j∗ to α to obtain a map from j∗ΩU to the sheaf j∗(f∗ΩV )G. This last sheaf is
isomorphic to (f∗ΩV )G, as a consequence of the fact that if Z is a regular Q-variety
and z : Z′ ↪→ Z is a dense open subset with complement of codimension ≥ 2, then
z∗ΩZ′ � ΩZ . Another consequence of this fact is that the map (8) thus defined
is independent of the choice of �. In particular, we have reduced the problem to
showing that for any point η ∈ U whose closure has codimension 1, the map α is an
isomorphism in the stalk at η.

The question being local for the étale topology on U and V , it suffices to consider,
for d ≥ 1 and n ≥ 0, the action of µd on An

Q
, with the quotient map An

Q
→ An

Q

mapping (a1, . . . , an) to (ad
1 , a2, . . . , an). The result follows from an easy calcula-

tion. ��
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Let j : U ↪→ Q be the smooth locus of Q. As a consequence of Proposition 5.1,
there is a canonical isomorphism between the De Rham complexes

j∗Ω•
U/Q

∼−→(f∗Ω•
V/Q)G.

Therefore, for each i we obtain an isomorphism

Hi (Q, j∗Ω•
U/Q)

∼−→Hi (Q, (f∗Ω•
V/Q)G)

∼−→Hi
DR(V/Q)G. (9)

This last isomorphism follows from the fact thatf is finite and that taking cohomology
with Q-coefficients commutes with taking invariants under a finite group action. The
Hodge filtration on the De Rham complex induces filtrations on the vector spaces in
(9) and the isomorphisms in (9) respect those filtrations.

Fix a prime l. Denote by DDR the Fontaine functor (see e.g., [Tsu02]) from the
category of Gal(Ql/Ql )-representations over Ql to the category of finite-dimensional
filtered Ql-vector spaces.

Proposition 5.2. In the above situation, suppose furthermore thatQ is proper over Q.
For every i, there is an isomorphism of filtered vector spaces

DDR(H
i (Q

Ql ,ét,Ql ))
∼−→Hi (Q, j∗Ω•

U/Q)⊗Q Ql .

Proof. As V is proper and smooth, the comparison theorem (see e.g., [Tsu02, The-
orem A1]) states that DDR(Hi (V

Ql ,ét,Ql )) and Hi
DR(V/Ql ) are isomorphic. This

isomorphism preserves the G-invariants. Using (9) we obtain the isomorphism of the
proposition. ��

With these prerequisites, we are finally ready to prove the corollary to the main
theorem.

Corollary 5.3. In the situation of Theorem 2.1, suppose furthermore that the coarse
moduli space X of XQ is the quotient of a smooth projective Q-scheme by a finite
group.

Then for each i, there is an isomorphism of Q-Hodge structures

Hi (X (C),Q) �
{

0 if i is odd,

Q(−i/2)Pi/2 if i is even,

where the left hand side is equipped with the canonical Hodge structure of [Del74ii].

Proof. We may assume that X is integral. Note that Hi (X
Ql ,ét,Ql ) is isomorphic to

Hi (X
Ql ,ét,Ql )by Lemma 3.2. Therefore, combining Theorem 2.1 and Proposition 5.2

it suffices to exhibit an isomorphism of filtered vector spaces

Hi (X (C),C)
∼−→Hi (X , j∗Ω•

U/Q)⊗Q C,

where j : U → X is the smooth locus of X . This is done in [Ste77, Theorem 1.12].��
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Summary. We give an example of a vector bundle E on a relative curve C → Spec Z such that
the restriction to the generic fiber in characteristic zero is semistable but such that the restriction
to positive characteristic p is not strongly semistable for infinitely many prime numbers p.
Moreover, under the hypothesis that there exist infinitely many Sophie Germain primes, there
are also examples such that the density of primes with nonstrongly semistable reduction is
arbitrarily close to one.

Introduction

In this paper, we deal with the following problem of Miyaoka [5, Problem 5.4]:

“Let C be an irreducible smooth projective curve over a noetherian integral
domain R of characteristic 0. Assume that a locally free sheaf E on C is
A-semistable on the generic fiber C∗. Let S be the set of primes of char. > 0
on SpecR such that E is strongly semistable. Is S a dense subset of SpecR?’’

Here a locally free sheaf E on a smooth projective curve over a field is called
semistable, if for every coherent subsheaf F ⊆ E the inequality deg(F)/ rk(F) ≤
deg(E)/ rk(E) holds true. In positive characteristic, E is called strongly semistable
if every Frobenius pullback of E stays semistable. Since semistability is an open
property and since semistable bundles on the projective line and on an elliptic curve
are strongly semistable, this problem has a positive answer for genus g = 0, 1.

Shepherd-Barron “rephrases’’ the question asking “is it true that the set (. . . ) of
primes p modulo which E is not strongly semistable (. . . ) is finite, or at least of
density 0?’’ [7]. He considers also higher dimensional varieties V , and one of his
main results is that for dim V ≥ 2 and rk(E) = 2 the set � of prime numbers with
nonstrongly semistable reduction is finite under the condition that either the Picard
number of V is 1, or that the canonical bundle KV is numerically trivial, or that the
variety V is algebraically simply connected [7, Corollary 6].
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Coming back to curves of genus≥ 2, say over Spec Z, nothing seems to be known
about the following questions on the set S of prime numbers with strongly semistable
reduction: Does S contain almost all prime numbers (as in the results of Shepherd-
Barron)? Is S always an infinite set? Is it even possible that S is empty? Can we say
anything about the density of S in the sense of analytic number theory?

In this paper we give examples of vector bundles of rank 2, which are semistable
in characteristic zero, but not strongly semistable for infinitely many prime numbers.
We also provide examples where the density of primes with nonstrongly semistable
reduction is very high, and in fact arbitrarily close to 1 under the hypothesis that there
exist infinitely many Sophie Germain prime numbers.

The example is just the syzygy bundle Syz(X2, Y 2, Z2) on the plane projective
curve given by Zd = Xd + Yd for d ≥ 5. These bundles are semistable in character-
istic zero. The point is that in positive characteristic p fulfilling certain congruence
conditions modulo d , some Frobenius pullbacks of these bundles have global sections
which contradict the strong semistability. It is also possible that in these examples the
reduction is not strongly semistable for all prime numbers, but this we do not know.

This type of examples is motivated by the theory of tight closure. It was already
used in [2] to show that there is no Bogomolov type restriction theorem for strong
semistability in positive characteristic. We will come back to the impact of these
examples on tight closure and on Hilbert–Kunz theory somewhere else.

1 Main results

In the following we will consider syzygy bundles of rank 2 on a smooth projective
curve C = ProjA over a field K , where A is a two-dimensional normal standard-
graded K-domain. Such a bundle is given by three homogeneous, A+-primary ele-
ments f1, f2, f3 ∈ A of degree d1, d2, d3 by the short exact sequence

0 → Syz(f1, f2, f3)(m)→ O(m−d1)⊕O(m−d2)⊕O(m−d3)
f1,f2,f3→ O(m)→ 0.

Aglobal section of Syz(f1, f2, f3)(m) is a triple (s1, s2, s3) of homogeneous elements
such that deg(si)+ di = m, i = 1, 2, 3, and s1f1 + s2f2 + s3f3 = 0. We call m the
total degree of the syzygy (s1, s2, s3). The degree of such a syzygy bundle is by the
short exact sequence deg(Syz(f1, f2, f3)(m)) = (2m− d1 − d2 − d3) deg(C). If m
is such that this degree is negative and such that there exist global nontrivial sections,
then this bundle is not semistable.

It is in general not easy to control the global syzygies; in the following lemma
however we take advantage of the existence of a noetherian normalization of a very
special type. Let δ(f1, . . . , fn) denote the minimal total degree of a nontrivial syzygy
for f1, . . . , fn.

Lemma 1. Let P(X, Y ) denote a homogeneous polynomial in K[X, Y ] of degree
d and consider the projective curve C given by Zd − P(X, Y ), so that C =
ProjK[X, Y,Z]/(Zd − P(X, Y )). Suppose that C is smooth. Let a1, a2, a3 ∈ N
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and consider the syzygy bundle Syz(Xa1 , Y a2 , Za3)(m) on C. Write a3 = dk + t ,
where 0 ≤ t < d. Then

δ(Xa1 , Y a2 , Za3)

= min{δ(Xa1 , Y a2 , P (X, Y )k)+ t, δ
(
Xa1 , Y a2 , P (X, Y )k+1)}.

Proof. A global section of Syz(Xa1 , Y a2 , Za3)(m) is the same as homogeneous poly-
nomialsF,G,H ∈ K[X, Y,Z]/(Zd−P(X, Y )) such thatFXa1+GYa2+HZa3 = 0
and deg(F ) + a1 = deg(G) + a2 = deg(H) + a3 = m. We may write F =
F0 + F1Z + F2Z

2 + · · · + Fd−1Z
d−1 with Fi ∈ K[X, Y ] and similarly for G and

H . We have Za3 = Zdk+t = (Zd)kZt = P(X, Y )kZt . The polynomials (F,G,H)

(fulfilling the degree condition) are a syzygy if and only if for i = 0, . . . , d − 1,
we have

FiZ
iXa1 +GiZ

iY a2 +HjZ
jZa3 = 0, where j = i − t mod d.

Now let (F,G,H) denote a nontrivial syzygy of minimal degree for Xa1 , Ya2 , Za3

and let i denote the minimal number such that Fi �= 0 or Gi �= 0. Since the degree
is minimal we may assume by dividing through Zmin(i,j) that either i = 0 or j = 0,
which means i = t .

In the first case, we can read the zero-component of the syzygy directly as a
nontrivial syzygy forXa1 , Y a2 , P (X, Y )k+1. In the second case the i = t th component
of the syzygy is

FtZ
tXa1 +GtZ

tY a2 +H0Z
a3 = 0.

Replacing Za3 through P(X, Y )kZt and dividing through Zt we get a nontrivial
syzygy for Xa1 , Y a2 , P (X, Y )k of the same degree −t .

Suppose that we have a nontrivial syzygy F̃Xa1 + G̃Y a2 + H̃P (X, Y )k+1 = 0 in
K[X, Y ]. Then F = F0 = F̃ , G = G0 = G̃ and H = Hd−tZ

d−t = H̃Zd−t gives a
syzygy for Xa1 , Ya2 , Za3 of the same degree.

Suppose that we have a nontrivial syzygy F̃Xa1 + G̃Y a2 + H̃P (X, Y )k = 0 in
K[X, Y ]. Multiplying with Zt , we see that F = FtZ

t = F̃Zt , G = GtZ
t = G̃Zt

and H = H̃ gives a syzygy for Xa1 , Ya2 , Za3 of the same degree +t . ��
Proposition 1. Let d and b denote natural numbers, write b = dk+ t with 0 ≤ t < d .
Suppose that k is even and that t > 2d/3. Then the syzygy bundle Syz(Xb, Y b, Zb)

is not semistable on the Fermat curve given by Zd = Xd + Yd .

Proof. We will look for syzygies for Xb, Yb and (Xd + Yd)k+1 of total degree
d(k + 1) + d#k/2$ = d(k + 1 + #k/2$), which yields syzygies for Xb, Y b, Zb of
the same degree by Lemma 1. To find such syzygies we have to look for multiples
H(Xd + Yd)k+1 ∈ (Xb, Y b), where deg(H) = d#k/2$. We consider for H only
monomials in Xd and Yd , so these are the #k/2$ + 1 monomials

Xd#k/2$, Xd(#k/2$−1)Y d,Xd(#k/2$−2)Y d2, . . . , Y d#k/2$.

The resulting monomials in the products, which do not belong to the ideal (Xb, Y b),
have the form XduY dv with du+ dv = d(k + 1 + #k/2$) and u, v < d(k + 1). So
these are the monomials



54 Holger Brenner

Xd(#k/2$+1)Y dk,Xd(#k/2$+2)Y d(k−1), . . . , XdkY d(#k/2$+1).

These are k − (#k/2$ + 1) + 1 = k − #k/2$ monomials. Since k is supposed to be
even, we have #k/2$+1 > k−#k/2$, and therefore we must have a nontrivial linear
relation ∑

i+j=#k/2$
λijX

diY dj (Xd + Yd)k+1 = 0,

modulo (Xb, Y b). The total degree of this nontrivial global syzygy is d(k+1+#k/2$)
and the degree of the bundle is

deg(Syz(Xb, Y b, Zb)(d(k + 1+ #k/2$))) = (2d(k + 1+ #k/2$)− 3b) deg(C).

Due to our assumptions, we have

2d(k + 1+ #k/2$) = 3dk + 2d < 3dk + 3t = 3b;
hence the degree of the bundle is negative, but it has a nontrivial section, so it is not
semistable. ��
Corollary 1. Let d and q denote natural numbers; write q = d�+ s with 0 ≤ s < d.
Suppose that 2s < d < 3s. Then the syzygy bundle Syz(X2q, Y 2q, Z2q) is not
semistable on the Fermat curve given by Zd = Xd + Yd .

Proof. We apply Proposition 1 to b = 2q = d(2�) + 2s = dk + t . Note that t < d

and 2d < 6s = 3t . ��
Corollary 2. Consider the syzygy bundle E = Syz(X2, Y 2, Z2) on the Fermat curve
CK = ProjK[X, Y,Z]/(Xd + Yd − Zd), K a field. Then EK is semistable in char-
acteristic zero for d ≥ 5, but EK is not strongly semistable in positive characteristic
p = r mod d such that some power s = re fulfills 2s < d < 3s. In particular,
for prime numbers d ≥ 5, EK is not strongly semistable for infinitely many prime
numbers p.

Proof. Suppose first that K has characteristic zero. Then EK is semistable due to
[1, Proposition 6.2]; this follows for d ≥ 7 also from the restriction theorem of
Bogomolov (see [3, Theorem 7.3.5]) since the bundle is clearly stable on the projective
plane.

Suppose now that K has positive characteristic p fulfilling the assumption. Then
we look at q = pe so that q = d�+ s with 2s < d < 3s, and Corollary 1 yields that
Syz(X2q, Y 2q, Z2q) is not semistable. Since this bundle is the pullback under the eth
Frobenius of Syz(X2, Y 2, Z2), as follows from the short exact sequence mentioned at
the beginning of this section, we infer that Syz(X2, Y 2, Z2) is not strongly semistable.
For prime numbers d ≥ 5 there are natural numbers s such that 2s < d < 3s and
such that s is coprime to d . Due to the theorem of Dirichlet about primes in an
arithmetic progression [6, Chapitre VI, Section 4, Théorème and Corollaire], there
exists infinitely many prime numbers p with remainder = s mod d . ��
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Remark 1. The condition in Corollary 2 that d is a prime number is necessary, since
for d = 6 and d = 10 there does not exist such a coprime reminder s in the range
d/3 < s < d/2. Are these the only exceptions?

Remark 2. For p = 1 or −1 mod d we have q = 1 or −1 mod d for all q = pe and
so Corollary 2 does not apply. It is open whether for these prime numbers the bundle
is strongly semistable or not.

2 The example on the Fermat quintic

In this section we take a closer look at the example E = Syz(X2, Y 2, Z2) on the
Fermat quintic Z5 = X5 + Y 5 for various characteristics. Then EK is semistable in
characteristic zero, but EK is not strongly semistable in characteristic p ≡ 2 or ≡ 3
mod 5. In characteristic p ≡ 1 or p ≡ 4 mod 5 this is not known.

Corollary 3. Consider the syzygy bundle E = Syz(X2, Y 2, Z2) on the Fermat quin-
tic CK = ProjK[X, Y,Z]/(X5 + Y 5 − Z5), K a field. Then EK is semistable in
characteristic zero, but EK is not strongly semistable in characteristic p = 2 or = 3
mod 5. For p = 2 mod 5 the first Frobenius pullback of EK is not semistable, and for
p = 3 mod 5 the third Frobenius pullback of EK is not semistable.

Proof. For p = 3 mod 5 we have q = p3 = 2 mod 5, and for p = 2 mod 5
we take q = p. So in both cases we get a situation treated in Corollary 2; hence
Syz(X2, Y 2, Z2) is not strongly semistable. ��
Remark 3. In the case p = 3 mod 5, Corollary 3 shows that the third Frobenius
pullback of the syzygy bundle is not semistable anymore. We show now that already
the first Frobenius pullback is not semistable. Write p = 5u + 3 so that 2p =
5(2u+ 1)+ 1 (and k = 2u+ 1, t = 1 in the notation of Lemma 1). We consider the
syzygies for

X5(2u+1)+1, Y 5(2u+1)+1, (X5 + Y 5)2u+1.

We multiply the last term by the u+ 1 monomials

XY(X5uY 0), XY (X5(u−1)Y 5), . . . , XY (X0Y 5u).

The resulting polynomials are modulo the first two terms expressible in the monomials
X5i+1Y 5(3u+1−i)+1, where i ≤ 2u andu+1 ≤ i, so these are onlyumany. Hence there
exists a syzygy of these polynomials of degree 5(3u+1)+2, and therefore there exists
a global nontrivial syzygy for X2p, Y 2p, Z2p of degree 5(3u+ 1)+ 3 by Lemma 1.
This contradicts semistability, since 2(5(3u+ 1)+ 3)− 3(5(2u+ 1)+ 1) = −2.

For example, for p = 3, we find for X6, Y 6, (X5+Y 5) the syzygy (−Y,−X,XY)

of total degree 7, which yields the syzygy (−YZ,−XZ,XY) for X6, Y 6, Z6 of total
degree 8 on the Fermat quintic.

Example 1. We consider the bundle Syz(X2, Y 2, Z2) on the Fermat quintic for q =
p = 7. Then Z14 = Z10Z4 = (X5+Y 5)2Z4 and we look for syzygies in K[X, Y ] for
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X14, Y 14, (X5 + Y 5)3.

We multiply (X5 + Y 5)3 by the monomials X5 and Y 5. The only monomial in the
products which remains modulo (X14, Y 14) is X10Y 10. Therefore, we must have a
nontrivial syzygy of total degree 20, and indeed we have

−(X6 + 2XY 5)X14 + (2X5Y + Y 6)Y 14 + (X5 − Y 5)(X5 + Y 5)3 = 0.

Going back to our original setting on the Fermat curve, we get the syzygy

−(X6 + 2XY 5)X14 + (2X5Y + Y 6)Y 14 + (X5 − Y 5)ZZ14 = 0.

This shows that Syz(X14, Y 14, Z14)(20) has a nontrivial global section, but its degree
is (2 ·20−3 ·14) deg(C) = −2 deg(C) negative. So Syz(X2, Y 2, Z2) is not strongly
semistable for p = 7. It is easy to see that the syzygy (−X6 − 2XY 5,+2X5Y +
Y 6, (X5 − Y 5)Z) does not have a common zero on the curve; hence we get the short
exact sequence

0 −→ O −→ Syz(X14, Y 14, Z14)(20) −→ O(−2) −→ 0,

which is the Harder–Narasimhan filtration.

Example 2. We consider the example for p = 11, so the remainder mod 5 is 1 and we
cannot expect a syzygy for X22, Y 22, Z22 contradicting the semistability. We have
Z22 = (X5 + Y 5)4Z2 and we look first for syzygies for X22, Y 22, (X5 + Y 5)4. We
have (X5 + Y 5)4 = X20 + 4X15Y 5 + 6X10Y 10 + 4X5Y 15 + Y 20 and multiplication
by X10, X5Y 5, Y 10 yields modulo (X22, Y 22) the three polynomials

6X20Y 10 + 4X15Y 15 +X10Y 20,

4X20Y 10 + 6X15Y 15 + 4X10Y 20,

X20Y 10 + 4X15Y 15 + 6X10Y 20.

The determinant of the corresponding matrix is 50 = 6 mod 11 and so these polyno-
mials are linearly independent.

We look now at syzygies for X22, Y 22, (X5+Y 5)5. If we consider only powers of
5, we multiply only by X5 and Y 5, which yields modulo (X22, Y 22) the monomials
10X20Y 10 + 10X15Y 15 + 5X10Y 20 and 5X20Y 10 + 10X15Y 15 + 10X10Y 20, which
are again linearly independent.

Remark 4. For Fermat curves of degree d < 5, the situation is as follows: for d = 1
the restriction of Syz(X2, Y 2, Z2)(3) = Syz(X2, Y 2, X2 + 2XY + Y 2)(3) is O ⊕
O, hence (strongly) semistable (characteristic �= 2). For d = 2 the restriction of
Syz(X2, Y 2, Z2)(2) = Syz(X2, Y 2, X2 + Y 2)(2) has a nontrivial section; hence
Syz(X2, Y 2, Z2)(3) ∼= O(−1)⊕O(1), so this is not semistable in any characteristic.
For d = 3 the Fermat equation Z3 = X3 + Y 3 yields at once a global section
O → Syz(X2, Y 2, Z2)(3) without a zero. This shows that the bundle is strongly
semistable, but not stable, independent of the characteristic. For d = 4 we have
shown in [1, Example 7.4] that for char(K) �= 2 the restriction is strongly semistable.
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3 Using Sophie Germain primes

Do there exist examples of vector bundles that are semistable in characteristic zero and
where the density of prime numbers for which the bundle is not strongly semistable
is 1 or arbitrarily close to 1? The density of prime numbers might be the analytic (or
Dirichlet) density or the natural density (see [6, Chapitre 5, Sections 4.1 and 4.5]).
Since we will only use the fact that the set of prime numbers p such that p = r mod d,
(r, d coprime), has the density 1/ϕ(d), we will not say much about this point.

If we want to attack this question with the method of the first section, we need to
know for which and for how many remainders r ∈ Z×d there exists a power

re ∈ M = {s : d/3 < s < d/2}.
For r = 1 or= −1 mod d , this is not possible; on the other hand, it is always true for
primitive elements ifM is not empty. For a remainder r there exists some power inside
M if and only if the (multiplicative) group generated by r intersects M . Therefore,
we only have to count the number of generators of all the subgroups of Z×d which
contain an element of M; hence

 {r ∈ Z×d : ∃e such that re ∈ M} =
∑

H⊆Z×d ,H∩M �=∅
ϕ(ord(H)),

whereϕ denotes the Eulerϕ-function. Good candidates to obtain here a big cardinality
are degrees d of type d = 2h+ 1, where both d and h are prime. The numbers h with
this property are called Sophie Germain primes. It is still not known whether there
exist infinitely many such numbers.

Proposition 2. Suppose that h > 5 is a Sophie Germain prime; set d = 2h+1. Then
the primes for which Syz(X2, Y 2, Z2) is not strongly semistable on the curve given
by Zd = Xd + Yd have density at least (2h− 2)/2h = 1− 1/h.

Proof. We will show that for every remainder r �= 1,−1 mod d there exists a power
such that re ∈ M = {s : d/3 < s < d/2}. The residue class ring Zd has 2h
units; therefore every element has order 1, 2, h or 2h. We only have to show that M
contains primitive remainders as well as nonprimitive remainders. Since then there
exist ϕ(2h) + ϕ(h) = 2h − 2 remainders such that some power of them belongs
to M .

We first look for nonprimitive remainders. For d > 75 there exists always an
integer n between

√
d/
√

3 < n <
√
d/
√

2, since the length of the interval is then
> 1. Thus n2 is a square in M and hence nonprimitive. It is also true that there exists
a square in M for the smaller Sophie Germain prime numbers h = 5, 11, 23, 29.

Now to find primitive remainders note first that d = 3 mod 4. Hence −1 is not
a square in Z×d . There exist again squares between d/2 and 2d/3 (check directly for
d ≤ 59). If b is such a square, then −b = d − b is a nonsquare inside M , and so
M contains squares as well as nonsquares (for h = 3 mod 4 one can also show by
quadratic reciprocity law that h ∈ M is a nonsquare). ��
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Remark 5. If we would know that there exist infinitely many Sophie Germain
primes, then we could conclude that the density of primes for which the bundle
Syz(X2, Y 2, Z2) is not strongly semistable on a Fermat curve can be arbitrarily high.
The biggest Sophie Germain prime which I have found in the literature (see [4]) is
h = 2375063906985 · 219380 − 1. There should be known results in analytic number
theory which imply that the density of primes with nonstrongly semistable behavior
is arbitrarily close to 1.

Example 3. Let d = 11 = 2 · 5 + 1. The set M consists only of 4 and 5. We have
22 = 4 and 42 = 5 mod 11; hence both numbers are squares and not primitive.
Thus the density of primes p such that Syz(X2, Y 2, Z2) is not strongly semistable on
Z11 = X11 + Y 11 for char K = p is only ≥ 5/11.

Example 4. Let d = 167 = 2 ·83+1. Here we have M = {56, . . . , 83}. The numbers
s = 64 and s = 81 are squares, hence nonprimitive elements, and 83 is a nonsquare by
Proposition 2. Thus the density of primes p such that Syz(X2, Y 2, Z2) is not strongly
semistable on Z167 = X167 + Y 167 over char K = p is ≥ 165/167.

Example 5. We look now at h = 29, so d = 59. We have M = {20, . . . , 29}. 2 is
a primitive element in Z59; hence computing 2u, u odd (or by quadratic reciprocity
law), we see that the only primitive remainders in M are 23 and 24. So in this range
we have eight quadratic remainders but only two nonquadratic remainders.

We close with an example of a degree which does not come from a Sophie Germain
prime.

Example 6. Let d = 31, which does not come from a Sophie Germain prime. The
remainders s for which we know that Syz(X2q, Y 2q, Z2q) is not semistable for q =
s mod d, are s ∈ M = {11, . . . , 15}. Which remainders p = r mod d have the
property that some power q = pe = re = s = 11, . . . , 15? The number 3 is a
primitive element modulo 31, and we have 11 = 323, 12 = 319, 13 = 311, 14 = 322,
15 = 321. So 11, 12 and 13 are primitive, 14 generates a subgroup with 15 elements
and 15 generates a subgroup with 10 elements. The number of generators of these
groups are eight, eight, and four, so we have altogether 20 remainders for which some
power fulfills the condition in Corollary 2. So the density of primes p for which EK is
not strongly semistable in characteristic char K = p is at least≥ 2/3 (the remainders
for which we do not know the answer are 1, 2, 4, 5, 8, 16, 25, 27, 29, 30).

Acknowledgment. I thank Neil Dummigan (University of Sheffield) for a useful remark con-
cerning Sophie Germain primes.
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Summary. Let ϕ be a non-isotrivial family of Drinfeld A-modules of rank r in generic char-
acteristic with a suitable level structure over a connected smooth algebraic variety X. Suppose
that the endomorphism ring of ϕ is equal to A. Then we show that the closure of the analytic

monodromy group of X in SLr (A
f
F
) is open, where A

f
F

denotes the ring of finite adèles of the
quotient field F of A.

From this we deduce two further results: (1) If X is defined over a finitely generated field
extension of F , the image of the arithmetic étale fundamental group of X on the adèlic Tate

module of ϕ is open in GLr (A
f
F
). (2) Let ψ be a Drinfeld A-module of rank r defined over

a finitely generated field extension of F , and suppose that ψ cannot be defined over a finite
extension of F . Suppose again that the endomorphism ring of ψ is A. Then the image of the

Galois representation on the adèlic Tate module of ψ is open in GLr (A
f
F
).

Finally, we extend the above results to the case of arbitrary endomorphism rings.

Key words: Drinfeld modules, Drinfeld moduli spaces, Fundamental groups, Galois repre-
sentations

Subject Classifications: 11F80, 11G09, 14D05

1 Analytic monodromy groups

Let Fp be the finite prime field with p elements. Let F be a finitely generated field of
transcendence degree 1 over Fp. Let A be the ring of elements of F which are regular
outside a fixed place ∞ of F . Let M be the fine moduli space over F of Drinfeld
A-modules of rank r with some sufficiently high level structure. This is a smooth
affine scheme of dimension r − 1 over F .
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Let F∞ denote the completion of F at ∞, and C the completion of an algebraic
closure of F∞. Then the rigid analytic variety Man

C
is a finite disjoint union of spaces

of the form !\�, where � ⊂ (Pr−1
C

)an is Drinfeld’s upper half-space and ! is a
congruence subgroup of SLr (F ) commensurable with SLr (A).

Let XC be a smooth irreducible locally closed algebraic subvariety of MC. Then
Xan

C
lies in one of the components !\� of Man

C
. Fix an irreducible component " ⊂ �

of the preimage ofXan
C

. Then"→ Xan
C

is an unramified Galois covering whose Galois
group !" := Stab!(") is a quotient of the analytic fundamental group of Xan

C
.

Let ϕ denote the family of Drinfeld modules over XC determined by the embed-
ding XC ⊂ MC. We assume that dim XC ≥ 1. Since M is a fine moduli space, this
means that ϕ is non-isotrivial. It also implies that r ≥ 2. Let ηC be the generic point
of XC and η̄C a geometric point above it. Let ϕη̄C

denote the pullback of ϕ to η̄C.

Let Af
F denote the ring of finite adèles of F . The main result of this article is the

following:

Theorem 1. In the above situation, if Endη̄C
(ϕη̄C

) = A, then the closure of !" in

SLr (A
f
F ) is an open subgroup of SLr (A

f
F ).

The proof uses known results on the p-adic Galois representations associated to
Drinfeld modules [Pi97] and on strong approximation [Pi00].

Theorem 1 leaves open the following natural question:

Question. If Endη̄C
(ϕη̄C

) = A, is !" an arithmetic subgroup of SLr (F )?

Theorem 1 has applications to the analogue of the André–Oort conjecture for
Drinfeld moduli spaces; see [Br]. Consequences for étale monodromy groups and for
Galois representations are explained in Sections 2 and 3. The proof of Theorem 1 will
be given in Sections 4 through 7. Finally, in Section 8 we outline the case of arbitrary
endomorphism rings.

For any variety Y over a field k and any extension field L of k we will abbreviate
YL := Y ×k L.

2 Étale monodromy groups

We retain the notation from Section 1. Let k ⊂ C be a subfield that is finitely generated
over F , such that XC = X×k C for a subvariety X ⊂ Mk . Let K denote the function
field of X and Ksep a separable closure of K . Then η := SpecK is the generic point
of X and η̄ := SpecKsep a geometric point above η. Let ksep be the separable closure
of k in Ksep. Then we have a short exact sequence of étale fundamental groups

1 −→ π1(Xksep , η̄) −→ π1(X, η̄) −→ Gal(ksep/k)→ 1.

Let Â ∼= ∏
p�=∞Ap denote the profinite completion of A. Recall that Af

F
∼= F ⊗A

Â and contains Â as an open subring. Let ϕη denote the Drinfeld module over K

corresponding to η. Its adèlic Tate module T̂ (ϕη) is a free module of rank r over Â.
Choose a basis and let
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ρ : π1(X, η̄) −→ GLr (Â) ⊂ GLr (A
f
F )

denote the associated monodromy representation. Let �geom ⊂ � ⊂ GLr (Â) denote
the images of π1(Xksep , η̄) ⊂ π1(X, η̄) under ρ.

Lemma 1. �geom is the closure of g−1!"g in SLr (Â) for some element g ∈
GLr (A

f
F ).

Proof. Choose an embedding Ksep ↪→ C and a point ξ ∈ " above η̄. Let � ⊂ F r

be the lattice corresponding to the Drinfeld module at ξ . This is a finitely generated
projective A-module of rank r . The choice of a basis of T̂ (ϕη) yields a composite
embedding

Âr ∼= T̂ (ϕη) ∼= �⊗A Â ↪→ F r ⊗A Â ∼= (Af
F )

r ,

which is given by left multiplication with some element g ∈ GLr (A
f
F ). Since the

discrete group ! ⊂ SLr (F ) preserves �, we have g−1!g ⊂ SLr (Â).
For any nonzero ideal a ⊂ A let M(a) denote the moduli space obtained from M

by adjoining a full level a structure. Then πa : M(a) � M is an étale Galois covering
with group contained in GLr (A/a), and one of the connected components of M(a)an

C
above the connected component !\� of Man

C
has the form !(a)\� for

!(a) := {δ ∈ ! | |g−1δg ≡ id mod aÂ}.
Let X(a)ksep be any connected component of the inverse image π−1

a (Xksep) ⊂
M(a)ksep . Since ksep is separably closed, the variety X(a)C over C obtained by
base change is again connected. The associated rigid analytic variety X(a)an

C
is then

also connected (cf. [Lü74, Korollar 3.5]) and therefore a connected component of
π−1

a (Xan
C
). But one of these connected components is (!" ∩ !(a))\", whose Ga-

lois group over Xan
C
∼= !"\" is !"/(!" ∩ !(a)). This implies that g−1!"g and

π1(Xksep , η̄) have the same images in GLr (A/a) = GLr (Â/aÂ). By taking the in-
verse limit over the ideal a we deduce that the closure of g−1!"g in SLr (Â) is �geom,
as desired. ��
Lemma 2. EndKsep(ϕη) = Endη̄C

(ϕη̄C
).

Proof. By construction η̄C is a geometric point above η, and ϕη̄C
is the pullback of ϕη.

Any embedding of Ksep into the residue field of η̄C induces a morphism η̄C → η̄.
Thus the assertion follows from the fact that for every Drinfeld module over a field,
any endomorphism defined over any field extension is already defined over a finite
separable extension. ��
Theorem 2. In the above situation, suppose that EndKsep(ϕη) = A. Then

(a) �geom is an open subgroup of SLr (A
f
F ), and

(b) � is an open subgroup of GLr (A
f
F ).
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Proof. By Lemma 2 the assumption implies that Endη̄C
(ϕη̄C

) = A. Thus part (a)
follows at once from Theorem 1 and Lemma 1. Part (b) follows from (a) and the
fact that det(�) is open in GL1(A

f
F ). This fact is a consequence of work of Drinfeld

[Dr74, Section 8, Theorem 1] and Hayes [Ha79, Theorem 9.2] on the abelian class
field theory of F , and of Anderson [An86] on the determinant Drinfeld module. Note
that Anderson’s paper only treats the case A = Fq [T ]; the general case has been
worked out by van der Heiden [He03, Chapter 4]. Compare also [Pi97, Theorem
1.8]. ��

3 Galois groups

Let F and A be as in Section 1. Let K be a finitely generated extension field of F of
arbitrary transcendence degree, and let ψ : A → K{τ } be a Drinfeld A-module of
rank r over K . Let Ksep denote a separable closure of K and

σ : Gal(Ksep/K) −→ GLr (A
f
F )

the natural representation on the adèlic Tate module of ψ . Let � ⊂ GLr (A
f
F ) denote

its image.

Theorem 3. In the above situation, suppose that EndKsep(ψ) = A and that ψ cannot
be defined over a finite extension of F inside Ksep. Then � is an open subgroup of
GLr (A

f
F ).

Proof. The assertion is invariant under replacing K by a finite extension. We may
therefore assume that ψ possesses a sufficiently high level structure over K . Then
ψ corresponds to a K-valued point on the moduli space M from Section 1. Let η
denote the underlying point on the scheme M , and let L ⊂ K be its residue field.
Then ψ is already defined over L, and σ factors through the natural homomorphism
Gal(Ksep/K) → Gal(Lsep/L), where Lsep is the separable closure of L in Ksep.
Since K is finitely generated over L, the intersection K ∩Lsep is finite over L; hence
the image of this homomorphism is open. To prove the theorem we may thus replace
K by L, after which K is the residue field of η.

The assumption on ψ implies that even after this reduction, K is not a finite
extension of F . Therefore its transcendence degree over F is ≥ 1. Let k denote
the algebraic closure of F in K . Then η can be viewed as the generic point of a
geometrically irreducible and reduced locally closed algebraic subvariety X ⊂ Mk

of dimension ≥ 1. After shrinking X we may assume that X is smooth. We are then
precisely in the situation of the preceding section, with ψ = ϕη. The homomorphism
σ above is then the composite

Gal(Ksep/K) ∼= π1(η, η̄) � π1(X, η̄)
ρ→ GLr (A

f
F )

with ρ as in Section 2. It follows that the groups called � in this section and the last
coincide. The desired openness is now equivalent to Theorem 2 (b). ��
Note. The adèlic openness for a Drinfeld module ψ as in Theorem 3, but defined
over a finite extension of F , is conjectured yet still unproved.
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4 p-Adic openness

This section and the next three are devoted to proving Theorem 1. Throughout we
retain the notation from Sections 1 and 2 and the assumptions dim X ≥ 1 and
Endη̄C

(ϕη̄C
) = A. In this section we recall a known result on p-adic openness.

For any place p �= ∞ of F let �p denote the image of � under the projection

GLr (A
f
F ) � GLr (Fp).

Theorem 4. �p is open in GLr (Fp).

Proof. By construction �p is the image of the monodromy representation

ρp : π1(X, η̄) −→ GLr (Fp)

on the rational p-adic Tate module ofϕη. This is the same as the image of the composite
homomorphism

Gal(Ksep/K) ∼= π1(η, η̄) � π1(X, η̄)
ρp→ GLr (Fp).

Since K is a finitely generated extension of F , and EndKsep(ϕη) = A by the as-
sumption and Lemma 2, the desired openness is a special case of [Pi97, Theorem
0.1]. ��

Next let �
geom
p denote the image of �geom under the projection GLr (A

f
F ) �

GLr (Fp). Note that this is a normal subgroup of �p. Lemma 1 immediately implies
the following.

Lemma 3. �geom
p is the closure of g−1!"g in SLr (Fp) for some element g ∈

GLr (Fp).

5 Zariski density

Lemma 4. The Zariski closure H of !" in GLr,F is a normal subgroup of GLr,F .

Proof. Choose a place p �= ∞ of F . Then by base extension HFp is the Zariski
closure of !" in GLr,Fp . Thus Lemma 3 implies that g−1HFpg is the Zariski closure
of �

geom
p in GLr,Fp . Since �p normalizes �

geom
p , it therefore normalizes g−1HFpg.

But �p is open in GLr (Fp) by Theorem 4 and therefore Zariski dense in GLr,Fp . Thus
GLr,Fp normalizes g−1HFpg and hence HFp , and the result follows. ��
Lemma 5. !" is infinite.

Proof. Let X,K, k and ϕη be as in Section 2. Then, as Mk is affine and dim X ≥ 1,
there exists a valuation v of K , corresponding to a point on the boundary of X

not on Mk , at which ϕη does not have potential good reduction. Denote by Iv ⊂
Gal(Ksep/Kksep) the inertia group at v. By the criterion of Néron–Ogg–Shafarevich
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[Go96, Section 4.10], the image of Iv in �
geom
p is infinite for any place p �= ∞ of F .

In particular, !" is infinite by Lemma 3, as desired.
Alternatively, we may argue as follows. Suppose that !" is finite. Then after

increasing the level structure we may assume that !" = 1. Then �
geom
p = 1 by

Lemma 3, which means that ρp factors as

π1(X, η̄) −→→ Gal(ksep/k) −→ GLr (Fp).

After a suitable finite extension of the constant field k we may assume thatX possesses
a k-rational point x. Let ϕx denote the Drinfeld module over k corresponding to x.
Via the embedding k ⊂ K we may consider it as a Drinfeld module over K and
compare it with ϕη. The factorization above implies that the Galois representations
on the p-adic Tate modules of ϕx and ϕη are isomorphic. By the Tate conjecture (see
[Tag95] or [Tam95]) this implies that there exists an isogeny ϕx → ϕη over K . Its
kernel is finite and therefore defined over some finite extension k′ of k. Thus ϕη, as
a quotient of ϕx by this kernel, is isomorphic to a Drinfeld module defined over k′.
But the assumption dim X ≥ 1 implies that η is not a closed point of Mk; hence ϕη

cannot be defined over a finite extension of k. This is a contradiction. ��
Proposition 1. !" is Zariski dense in SLr,F .

Proof. By construction we have H ⊂ SLr,F , and Lemma 5 implies that H is not
contained in the center of SLr,F . From Lemma 4 it now follows that H = SLr,F , as
desired. ��

The above results may be viewed as analogues of André’s results [An92, The-
orem 1, Proposition 2], comparing the monodromy group of a variation of Hodge
structures with its generic Mumford–Tate group. Our analogue of the former is !",
and by [Pi97] the latter corresponds to GLr,F . In our situation, however, we do not
need the existence of a special point on X.

6 Fields of coefficients

Let !̄" denote the image of !" in PGLr (F ). In this section we show that the field
of coefficients of !̄" cannot be reduced.

Definition. Let L1 be a subfield of a field L. We say that a subgroup !̄ ⊂ PGLr (L)

lies in a model of PGLr,L over L1, if there exist a linear algebraic group G1 over L1
and an isomorphism λ1 : G1,L

∼−−→ PGLr,L, such that !̄ ⊂ λ1(G1(L1)).

Proposition 2. !̄" does not lie in a model of PGLr,F over a proper subfield of F .

Proof. As before we use an arbitrary auxiliary place p �= ∞ of F . Let �̄
geom
p &

�̄p denote the images of �
geom
p & �p in PGLr (Fp). Lemma 3 implies that �̄geom

p is
conjugate to the closure of !̄" in PGLr (Fp). By Proposition 1 it is therefore Zariski
dense in PGLr,Fp . On the other hand Theorem 4 implies that �̄p is an open subgroup
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of PGLr (Fp). It therefore does not lie in a model of PGLr,Fp over a proper subfield
of Fp. Thus �̄

geom
p is Zariski dense and normal in a subgroup that does not lie in

a model over a proper subfield of Fp, which by [Pi98, Corollary 3.8] implies that
�̄

geom
p , too, does not lie in a model over a proper subfield of Fp.

Suppose now that !̄" ⊂ λ1(G1(F1)) for a subfield F1 ⊂ F , a linear algebraic
group G1 over F1, and an isomorphism λ1 : G1,F

∼−−→ PGLr,F . Since !̄" is Zariski
dense in PGLr,F , it is in particular infinite. Therefore F1 must be infinite. As F is
finitely generated of transcendence degree 1 over Fp, it follows that F1 contains a
transcendental element, and so F is a finite extension of F1. Let p1 denote the place
of F1 below p. Since �̄

geom
p is the closure of !̄" in PGLr (Fp), it is contained in

λ1(G1(F1,p1)). The fact that �̄geom
p does not lie in a model over a proper subfield

of Fp thus implies that F1,p1 = Fp.
But for any proper subfield F1 � F , we can choose a place p �= ∞ of F above a

place p1 of F1, such that the local field extension F1,p1 ⊂ Fp is nontrivial. Thus we
must have F1 = F , as desired. ��

7 Strong approximation

The remaining ingredient is the following general theorem.

Theorem 5. For r ≥ 2 let ! ⊂ SLr (F ) be a subgroup that is contained in a congru-
ence subgroup commensurable with SLr (A). Assume that ! is Zariski dense in SLr,F

and that its image !̄ in PGLr (F ) does not lie in a model of PGLr,F over a proper

subfield of F . Then the closure of ! in SLr (A
f
F ) is open.

Proof. If ! is finitely generated, then this is a special case of [Pi00, Theorem 0.2].
That result concerns arbitrary finitely generated Zariski-dense subgroups of G(F)

for arbitrary semisimple algebraic groups G, but it uses the finite generation only to
guarantee that the subgroup is integral at almost all places of F . For ! as above the
integrality at all places �= ∞ is already known in advance, so the proof in [Pi00]
covers this case as well.

As an alternative, we will deduce the general case by showing that every suffi-
ciently large finitely generated subgroup !1 ⊂ ! satisfies the same assumptions.
Then the closure of !1 in SLr (A

f
F ) is open by [Pi00], and so the same follows for !,

as desired.
For the Zariski density of !1 note first that the trace of the adjoint representation

defines a dominant morphism to the affine line SLr,F → A1
F , g �→ tr(Ad(g)). Since

! is Zariski dense, this function takes infinitely many values on !. As the field of
constants in F is finite, we may therefore choose an element γ ∈ ! with tr(Ad(γ ))
transcendental. Then γ has infinite order; hence the Zariski closure H ⊂ SLr,F of the
abstract subgroup generated by γ has positive dimension. Let H ◦ denote its identity
component. Since ! is Zariski dense and SLr,F is almost simple, the !-conjugates
of H ◦ generate SLr,F as an algebraic group. By noetherian induction finitely many



68 Florian Breuer and Richard Pink

conjugates suffice. It follows that finitely many conjugates of γ generate a Zariski-
dense subgroup of SLr,F . Thus every sufficiently large finitely generated subgroup
!1 ⊂ ! is Zariski dense.

Consider such !1 and let !̄1 denote its image in PGLr (F ). Consider all triples
(F1,G1, λ1) consisting of a subfield F1 ⊂ F , a linear algebraic group G1 over F1,
and an isomorphism λ1 : G1,F

∼−−→ PGLr,F , such that !̄1 ⊂ λ1(G1(F1)). By [Pi98,
Theorem 3.6] there exists such a triple with F1 minimal, and this F1 is unique, and G1
and λ1 are determined up to unique isomorphism. Consider another finitely generated
subgroup !1 ⊂ !2 ⊂ ! and let (F2, H2, λ2) be the minimal triple associated to it.
Then the uniqueness of (F1,G1, λ1) implies that F1 ⊂ F2, that G2 ∼= G1,F2 , and that
λ2 coincides with the isomorphism G2,F ∼= G1,F → PGLr,F obtained from λ1. In
other words, the minimal model (F1,G1, λ1) is monotone in !1.

For any increasing sequence of Zariski-dense finitely generated subgroups of
!, we thus obtain an increasing sequence of subfields of F . This sequence must
become constant, say equal to F1 ⊂ F , and the associated model of PGLr,F over
F1 is the same up to isomorphism from that point onwards. Thus we have a triple
(F1,G1, λ1) with !̄1 ⊂ λ1(G1(F1)) for every sufficiently large finitely generated
subgroup !̄1 ⊂ !̄. But then we also have !̄ ⊂ λ1(G1(F1)), which by assumption
implies that F1 = F . Thus every sufficiently large finitely generated subgroup of !
satisfies the same assumptions as !, as desired. ��
Proof of Theorem 1. In the situation of Theorem 1 we automatically have r ≥ 2, so
the assertion follows by combining Propositions 1 and 2 with Theorem 5 for !". ��

8 Arbitrary endomorphism rings

Set E := Endη̄C
(ϕη̄C

), which is a finite integral ring extension of A. Write r = r ′ ·
[E/A]; then the centralizer ofE in GLr (A

f
F ) is isomorphic to GLr ′(E⊗AAf

F ). Lemma
2 implies that all elements of E are defined over some fixed finite extension of K .
This means that an open subgroup of ρ(π1(X, η̄)) is contained in GLr ′(E ⊗A Af

F ).
Thus by Lemma 1 the same holds for a subgroup of finite index of !". The following
results can be deduced easily from Theorems 1, 2, and 3, using the same arguments
as in [Pi97, end of §2].

Theorem 6. In the situation of before Theorem 1, for E := Endη̄C
(ϕη̄C

) arbitrary,

the closure in GLr (A
f
F ) of some subgroup of finite index of !" is an open subgroup

of SLr ′(E ⊗A Af
F ).

Theorem 7. In the situation of before Theorem 2, for E := EndKsep(ϕη) arbitrary,

(a) some open subgroup of �geom := ρ(π1(Xksep , η̄)) is an open subgroup of
SLr ′(E ⊗A Af

F ), and

(b) some open subgroup of� := ρ(π1(X, η̄)) is an open subgroup of GLr ′(E⊗AAf
F ).
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Theorem 8. In the situation of before Theorem 3, for E := EndKsep(ψ) arbitrary,
suppose that ψ cannot be defined over a finite extension of F inside Ksep. Then some
open subgroup of � := σ(Gal(Ksep/K)) is an open subgroup of GLr ′(E ⊗A Af

F ).
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1 Introduction

For a polynomial f (T ) ∈ Z[T ], the frequency with which the values f (n) are prime
has been considered since at least the eighteenth century. Euler observed, in a letter to
Goldbach in 1752, that the sequence n2+1 has many prime values for 1 ≤ n ≤ 1500.
Legendre assumed an arithmetic progression an+b with (a, b) = 1 contains infinitely
many primes in his work on the quadratic reciprocity law. There is also the old question
of twin prime pairs n and n+ 2, but we will focus here only on a single polynomial
(in one variable).

An asymptotic estimate for

πf (x) := |{1 ≤ n ≤ x : f (n) is prime}| (1.1)

as x →∞ amounts to a higher-degree generalization of the prime number theorem
and Dirichlet’s theorem. Conjectural estimates for πf (x) have been around since the
work of Hardy and Littlewood in the early twentieth century, and this will be recalled
later.

Hardy and Littlewood did not pursue a characteristic p version of this topic, but
the framework is simple to set up. Let κ[u] be the polynomial ring in one variable
over a finite field κ . Given f (T ) = f (u, T ) in κ[u][T ], how often is f (g) irreducible
in κ[u] as g runs over κ[u]? We will see that it is trivial to translate Hardy and Lit-
tlewood’s conjectural estimate for (1.1) into the setting of κ[u], but a completely
unexpected development will unfold: the Hardy–Littlewood conjecture in character-
istic p is not always true! This discovery leads to new nontrivial theorems concerning
polynomials over finite fields, and with these results the Hardy–Littlewood conjec-
ture in characteristic p can be corrected. Moreover, the new understanding we gain
in characteristic p leads to an interesting family of elliptic curves over κ(u).

2 The classical situation

Given a nonconstant f (T ) ∈ Z[T ], there are two necessary conditions that f must
satisfy in order for f (n) to be prime infinitely often:
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(1) f (T ) is irreducible in Q[T ].
(2) No prime p divides f (n) for every n ∈ Z. (That is, for no p is the function

f : Z → Z/(p) identically 0.)

The need for (1) is obvious. The role of (2) was first noticed by Bouniakowsky in
1854; it excludes examples (such as T 2 − T + 2) that are irreducible as polynomials
yet have all values on Z containing a common prime factor (such as 2). We allow
negative primes, so we do not requiref to have a positive leading coefficient. Whereas
(2) implies that f (T ) is primitive (i.e., its coefficients have no common factor), (2)
is a strictly stronger condition than primitivity. We call (1) and (2) the Bouniakowsky
conditions, and we consider the failure of (2) to be a local obstruction to the growth of
πf (x). Condition (2) is equivalent to there being at least one pair of relatively prime
values f (m) and f (n) for m �= n, and this is how (2) is checked in practice.

Conjecture 2.1 (Bouniakowsky). For nonconstant f (T ) ∈ Z[T ], f (n) is prime for
infinitely many n ∈ Z if and only if conditions (1) and (2) hold.

Bouniakowsky’s conjecture is known for f of degree 1, but no instance of it has
been established when deg f > 1.

The Hardy–Littlewood conjecture (also called the Bateman–Horn conjecture)
makes the Bouniakowsky conjecture quantitative.

Conjecture 2.2 (Hardy–Littlewood ). If f (T ) ∈ Z[T ] satisfies both (1) and (2), then

πf (x)
?∼C(f )

∑
n≤x

1

log |f (n)| ∼
C(f )

deg f

x

log x
,

where C(f ) =∏
p(1− ωf (p)/p)/(1− 1/p) and ωf (p) is the number of solutions

to f (n) = 0 in Z/(p).

Remark 2.3. When f is irreducible, C(f ) = 0 if and only if one of its factors is 0,
which is exactly when condition (2) fails. Assuming (1) and (2), the product C(f )

converges, although only conditionally when deg f > 1. Rapidly convergent for-
mulas for the Hardy–Littlewood constant C(f ) can be obtained from L-functions by
writing ωf (p) in terms of character values on a Frobenius element at p in the splitting
field of f over Q.

3 The characteristic p (non)analogue

Let κ be a finite field. We consider polynomials f (T ) = f (u, T ) in κ[u][T ] that have
positive T -degree. Let

πf (n) := |{g ∈ κ[u] : deg g = n, f (g) is irreducible in κ[u]}|.
(One might consider a count over deg g ≤ n, rather than over deg g = n, to be

more analogous to the classical setting. If so, two points are worth noting: (i) the
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number of g with degree n grows exponentially with n, so sampling by degree is
substantive, and (ii) the new phenomenon we will see later is essentially impossible
to describe if we count by deg g ≤ n.)

In order for f (g) to be irreducible infinitely often in κ[u], the appropriate Bounia-
kowsky conditions must hold:

(1) f (T ) is irreducible in κ(u)[T ].
(2) There are no local obstructions: No irreducible π in κ[u] divides f (g) for every

g ∈ κ[u].
The following conjecture is the obvious analogue of Conjecture 2.2. We call it

the Naive Conjecture. In many cases it fits numerical data well, but there are cases
where the conjecture is wrong, so the “Naive’’ label is important.

Conjecture 3.1. Let κ have size q. When f (T ) ∈ κ[u][T ] satisfies conditions (1)
and (2),

πf (n)
?∼C(f )

∑
deg g=n

1

deg f (g)
∼ C(f )

degT f

(q − 1)qn

n

as n→∞, where C(f ) =∏
(π)(1−ωf (π)/Nπ)/(1−1/Nπ), ωf (π) is the number

of solutions to f = 0 in κ[u]/(π), and Nπ = |κ[u]/(π)| = qdeg π .

Remark 3.2. The convergence of C(f ) is proved just as in the classical case, and in
particular depends on condition (2). Analogies between number fields and function
fields suggest replacing deg f (g) in the denominator with

log N(f (g)) = (log q)(deg f (g)).

Then C(f ) should be replaced with (log q)C(f ) to maintain the same overall val-
ues on the right side. From the viewpoint of base-change properties, the product
(log q)C(f ) is in fact a better κ[u]-analogue of the classical Hardy–Littlewood con-
stant than C(f ), and it is this product with log q which goes under the label C(f )

in [1].

When degT f = 1, the Naive Conjecture is a theorem (an analogue of Dirich-
let’s theorem) and has been known for a long time. No case has been proved when
degT f > 1.

Numerical data when degT f > 1, at first, present evidence in favor of the Naive
Conjecture. But then we meet examples like those in the four tables below, which
suggest the Naive Conjecture is not true in general. (In each table, the choice of f (T )

and κ is indicated along the top. The irreducibility of f over κ(u) is left to the reader
to check. Since f (0) and f (1) are relatively prime in κ[u], the second Bouniakowsky
condition is satisfied.)

In the headings of the tables, “Naive Est.’’ means the expression just to the right
of the ∼? in Conjecture 3.1, and “Ratio’’ means the ratio of the two sides of the ∼?,
which should be tending to 1 if the Naive Conjecture is true. The ratios do not seem
to be tending to 1 according to the data in the tables. In Table 1, the ratios seem to
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tend to 2 for odd n and equal 0 for even n. In Table 2, the ratios seem to be tending
to the periodic values 1,2,1,0. In Table 3, the ratios appear to be tending to a number
≈ 1.33. In Table 4, it looks like πf (n) = 0 for n > 0. (Clearly πf (0) = 5.)

Table 1. T 4 + u over F2[u]
n πf (n) Naive Est. Ratio

9 24 14.2 1.690
10 0 25.6 0
11 92 46.5 1.978
12 0 85.3 0
13 336 157.5 2.133
14 0 292.6 0
15 1076 546.1 1.970
16 0 1024.0 0

Table 2. T 3 + u over F3[u]
n πf (n) Naive Est. Ratio

9 1404 1458.0 0.963
10 7776 3936.6 1.975
11 10746 10736.2 1.001
12 0 29524.5 0
13 82140 81760.2 1.005
14 455256 227760.4 1.999
15 637440 637729.2 1.000
16 0 1793613.4 0

Table 3. T 12 + (u+ 1)T 6 + u4 over F3[u]
n πf (n) Naive Est. Ratio

9 1624 1168.3 1.390
10 4228 3154.5 1.340
11 11248 8603.2 1.307
12 31202 23658.7 1.319
13 87114 65516.5 1.330
14 244246 182510.2 1.338
15 683408 511028.6 1.337
16 1914254 1437268.0 1.332
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Table 4. T 10 + u over F5[u]
n πf (n) Naive Est. Ratio

1 0 4.0 0
2 0 10.0 0
3 0 33.3 0
4 0 125.0 0
5 0 500.0 0
6 0 2083.3 0
7 0 8928.6 0
8 0 12686.5 0
9 0 173611.1 0

10 0 781250.0 0
11 0 3551136.4 0
12 0 16276041.7 0
13 0 75120192.3 0
14 0 348772321.4 0
15 0 1627604166.7 0
16 0 7629394531.3 0

Unlike the classical case over Z, the Bouniakowsky conditions (1) and (2) over
κ[u] are apparently not sufficient to guarantee that f (T ) takes infinitely many ir-
reducible values in κ[u]. In fact, the Bouniakowsky conditions over κ[u] are not
sufficient to guarantee that f (T ) takes any irreducible values. For an example in
any κ[u][T ], let f (T ) = T 4q + u2q−1, where q is the size of κ . This polynomial is
irreducible in κ(u)[T ] and f (0) and f (1) are relatively prime, so the Bouniakowsky
conditions are satisfied. However, it can be proved that f (g) is reducible for every
g ∈ κ[u]. (We will see a proof in Example 4.3.) This example in the case q = 2 was
found by Swan [7] over 40 years ago, but in a different context. It seems that nobody
noticed the connection to a failure of the Hardy–Littlewood conjecture (and even the
Bouniakowsky conjecture) in characteristic p.

Our explanation for the unexpected examples in the tables (and others that are not
given here, including polynomials f (T ) which are not monic in T ) is a new global
obstruction that has no known counterpart in characteristic 0. This is the topic of the
next section.

4 Möbius fluctuations

We have found many examples that appear to deviate from the Naive Conjecture.
These examples have two common properties:

(a) f (T ) is a polynomial in κ[u][T p], where p is the characteristic of κ .
(b) The sequence of ratios has interlaced limiting trends for n � 0, which fall into

a cycle of one, two, or four limits. (See, respectively, Tables 3, 1, and 2.)

Not all polynomials in κ[u][T p] disagree (numerically) with the Naive Conjec-
ture. For instance, T p+u2 over F3[u], F5[u], F7[u], and F9[u] appears to fit the Naive
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Conjecture. We expect that the Naive Conjecture is correct if f (T ) /∈ κ[u][T p], but
we have not proved anything in that direction.

A closer examination of the data behind the four tables in the previous section
reveals a more subtle third common property:

(c′) There is a Möbius bias: the nonzero values of µ(f (g)), where µ is the Möbius
function on κ[u], are not ±1 equally often.

The Möbius function on κ[u] is defined by analogy with its classical counterpart:
it vanishes on polynomials with a multiple irreducible factor and is ±1 on square-
free polynomials in accordance with the parity of the number of (monic) irreducible
factors.

Let us explain the meaning of (c′) through our four examples. In Table 1, we found
numerically that µ(f (g)) = µ(g4+ u) is−1 when deg g is odd and is 1 when deg g

is positive and even. In particular, if such a pattern persists, g4+ u must be reducible
when deg g is positive and even since the Möbius value is not −1. In Table 2, we
found numerically that µ(g3 + u) is ±1 equally often in each odd degree, while
µ(g3 + u) = −1 for deg g ≡ 2 mod 4 and µ(g3 + u) = 1 for deg g ≡ 0 mod 4.
In Table 3, we found numerically that µ(f (g)) is −1 twice as often as it is 1 when
sampling over g with a fixed degree ≥ 2. (While µ(f (g)) can also vanish, the point
is the apparent bias among nonzero values.) In Table 4, we found numerically that
µ(f (g)) = 1 when deg g > 0. We can prove these numerically observed Möbius
patterns are true in all degrees, as special cases of Theorem 4.4.

That biases in irreducibility statistics of f (g) are linked to biases in nonzero
values of µ(f (g)) was our basic numerical discovery, but this link is a bit more
subtle than the data so far suggest. Consider Table 5, where the ratio of irreducibility
counts to the estimate coming from the Naive Conjecture seems to be approaching
the limiting values 0, 1, 2, 1. In particular, the Naive Conjecture looks good in even
degrees. Consistent with this, computations suggest µ(f (g)) is equally often ±1 in
even degrees. (As before, Möbius value 0 is not taken into account.) However, though
the Naive Conjecture looks bad in odd degrees (bad in different ways depending on
the degree modulo 4), it appears from computations that µ(f (g)) is still equally often
±1 in odd degrees. It turns out that property (c′) has to be amended (which is why it
is called (c′) and not (c)). This will be treated later.

In both Z and κ[u], the definition of the Möbius function is useless for effective
computations. But unlike the case over Z, there is another formula for the Möbius
function in κ[u], and this does not require factoring.

Lemma 4.1. When κ is a finite field with odd characteristic and h ∈ κ[u] is nonzero,

µ(h) = (−1)deg hχ(discκ h). (4.1)

Here χ is the quadratic character on κ×, with χ(0) = 0, and discκ h is the discrimi-
nant of h.

Proof. If h has a multiple irreducible factor, then the result is obvious since both
sides vanish. Assume h is separable. Both sides are multiplicative functions of h,
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Table 5. T 9 + (2u2 + u)T 6 + (2u+ 2)T 3 + u2 + 2u+ 1 over F3[u]
n πf (n) Naive Est. Ratio

5 0 11.0 0
6 28 27.4 1.022
7 146 70.5 2.071
8 173 185.1 0.935
9 0 493.6 0

10 1345 1332.8 1.009
11 7348 3634.9 2.022
12 10138 9996.1 1.014
13 0 27681.4 0
14 77288 77112.5 1.002
15 432417 215915.0 2.003

so it suffices to check the case when h = π is irreducible. Now (4.1) is equivalent
to χ(discκ π) = (−1)deg π−1, which is easily checked using Galois theory of finite
fields: the Frobenius over κ acts as a cycle of length deg π on the roots of π . ��

When κ has characteristic 2, there is a Möbius formula due to Swan [7], in terms
of a characteristic 0 lifting of κ[u] to W(κ)[u], where W(κ) is the Witt vectors of κ .
We omit this formula. The special case when κ = F2 was described by Stickelberger
at the first International Congress of Mathematicians in 1897 using a lift to Z[u] rather
than a lift to Z2[u].
Remark 4.2. When κ = Fp for p �= 2 and h is squarefree in Fp[u], (4.1) can be
rewritten as ( disch

p
) = (−1)n−r , where n = deg h and h has r distinct irreducible

factors in Fp[u]. This goes back to Pellet (1878) and is related to Stickelberger’s
formula (!

p
) = (−1)n−r , where ! is the discriminant of a number field of degree n

in which p is unramified with r prime ideal factors.

Example 4.3. Let q be the size of κ and f (T ) = T 4q + u2q−1. For g ∈ κ[u], clearly
f (g) is reducible when g(0) = 0; in fact, µ(f (g)) = 0. When q is odd and g(0) �= 0,
a calculation using (4.1) shows µ(f (g)) = 1. When q is even and g(0) �= 0, it can
also be shown that µ(f (g)) = 1. Since µ(f (g)) is never −1, we see that f (g) is
reducible for every g ∈ κ[u]. This is an example where the Bouniakowsky conditions
hold but no irreducible values occur.

By a substantial extension of Swan’s ideas in [7], and motivated by our numerical
data, we proved the surprising fact that µ(f (g)) is essentially a periodic function of
g if f (T ) ∈ κ[u][T ] is a polynomial in T p when p �= 2 or is a polynomial in T 4

when p = 2. (When p = 2, the case of polynomials in T 2 which are not polynomials
in T 4 still has not been completely understood.)

Theorem 4.4 ([1]). Let κ be a finite field with characteristicp. Letf (T ) be squarefree
in κ[u][T ] with positive T -degree. Assume, moreover, that f (T ) is a polynomial in
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T p when p �= 2 and is a polynomial in T 4 when p = 2. When p �= 2, let χ be the
quadratic character on κ×.

There is a nonzero M = Mf,κ in κ[u] such that for g1 = c1u
n1 + · · · and

g2 = c2u
n2 + · · · in κ[u] with sufficiently large degrees n1 and n2,

g1 ≡ g2 mod M, n1 ≡ n2 mod 4, χ(c1) = χ(c2) =⇒ µ(f (g1)) = µ(f (g2))

when p �= 2 and

g1 ≡ g2 mod M, n1 ≡ n2 mod 4 =⇒ µ(f (g1)) = µ(f (g2))

when p = 2.

Proof (sketch). Very briefly, the proof of Theorem 4.4 requires a careful study of
resultants.

According to (4.1), µ(f (g)) depends on the discriminant of f (g) when p �= 2.
The discriminant of f (g) can be expressed in terms of the resultant of f (g) and
(d/du)(f (g)) = (∂f/∂u)(g). (This derivative calculation indicates why f (T ) =
f (u, T ) being a polynomial in κ[u, T p] is useful in the proof.) In order to exploit
inductive arguments, we replace the study of the resultant R(f (g), (∂f/∂u)(g)) with
R(f1(g), f2(g)), where f1 and f2 are fairly general polynomials in κ[u, T ]. There are
properties of resultants which resemble the properties of greatest common divisors,
and this suggests a method for computing R(f1(g), f2(g)) by a procedure analogous
to the Euclidean algorithm. However, a moment’s thought about the difference be-
tween, say, R(u2+1, u3+u+1) and R(ug2+(u+1)g+1, g4+u2g+u) for varying
g in κ[u] indicates why a proof that Rκ[u](f1(g), f2(g)) has a periodic structure in g

does not follow right away from any kind of basic elementary property of resultants
for one-variable polynomials.

To correctly handle the varying polynomial g, we view the resultant of f1(g)

and f2(g) as an algebraic function of g. This requires a combination of polynomial
algebra and algebraic geometry, and is the main content of [1]. We study the ge-
ometry of the zero-scheme of R(f1(g), f2(g)) on the space of polynomials g with
a fixed degree in order to get a formula for this resultant function in terms of the
geometry of the intersections of the plane curves f1 = 0 and f2 = 0. (Recall f1
and f2 are in κ[u][T ] = κ[u, T ].) This geometric formula for the resultant has the
asserted periodicity by inspection. (The case of characteristic 2 has its own set of
complications.)

The mod 4 congruence in the conclusion of the theorem has a simple explanation.
It is essentially due to the fact that the discriminant of a polynomial of degree n picks
up a sign of (−1)n(n−1)/2 when written in terms of a resultant, and this sign depends
on n mod 4. ��
Remark 4.5. The Bouniakowsky conditions (1) and (2) are irrelevant for f (T ) in
Theorem 4.4. In particular, the hypotheses on f (T ) in Theorem 4.4 are preserved
when κ is replaced by a finite extension, but the first Bouniakowsky condition does
not have to remain true under a finite extension of κ (for the same f ).

The following two examples illustrate Theorem 4.4.
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Example 4.6. For f (T ) as in Table 1 and g ∈ F2[u] with deg g ≥ 1, µ(f (g)) =
(−1)deg g . Here M = 1 and the mod 4 condition in the characteristic 2 case of
Theorem 4.4 can be relaxed to a mod 2 condition.

Example 4.7. For f (T ) as in Table 5, and g(u) = cun+ · · · in F3[u] with n ≥ 2, the
proof of Theorem 4.4 leads to the formula

µ(f (g)) = (−1)n(n+1)/2
( c

3

)n+1
(
g(1)2 + g(1)+ 2

3

)(
g(2)

3

)
, (4.2)

where ( ·3 ) is a Legendre symbol. All of the conditions from Theorem 4.4 are seen in
(4.2): M = (u− 1)(u− 2), there is a mod 4 dependence on n = deg g, and there is
a quadratic dependence on the leading coefficient c of g.

Furthermore, (4.2) lets us prove µ(f (g)) takes values 1 and −1 equally often in
every degree. This means that the deviations from the Naive Conjecture in Table 5, in
odd degrees, are apparently not “explained’’ by the distribution of nonzero values of
µ(f (g)) in odd degrees. But a closer look at (4.2) reveals something peculiar in odd
degrees: when deg g ≡ 1 mod 4, µ(f (g)) is−1 only when f (g) is divisible by u−1
or u− 2. Therefore f (g) will not be irreducible even in the case that µ(f (g)) = −1.
Similarly, when deg g ≡ 3 mod 4, µ(f (g)) is 1 only when f (g) is divisible by u− 1
or u − 2. In short, if µ(f (g)) is nonzero and deg g is odd, the sign of µ(f (g)) is
fixed when (f (g),M) = 1, where M = (u− 1)(u− 2) is the “modulus’’ from (4.2).
Classically, one would not expect a nonconstant f (T ) ∈ Z[T ] to have the long-range
statistics on µ(f (n)) be affected by a local constraint of the form (f (n),m) = 1 for
some m ∈ Z. But this can happen in characteristic p.

We now revise the incorrect property (c′) from the start of this section, by using
Mf,κ from Theorem 4.4:

(c) There is a Möbius bias: the nonzero values of µ(f (g)) are not ±1 equally often
when (f (g),Mf,κ) = 1.

The idea in (c) will be used later to correct the Naive Conjecture.
Although Theorem 4.4 does not pin down a unique choice of Mf,κ , it turns out

that all possible choices of Mf,κ are multiples of a choice with least degree. Therefore
the choice of Mf,κ with least degree and leading coefficient 1 could be considered
a “canonical’’ selection. However, it is important for the proof of the full version
of Theorem 4.4, as stated in [1], that we can always choose Mf,κ in a geometric
manner, which is not always a choice with least degree. We describe this geometric
construction in characteristic �= 2 for simplicity, first in a special case and then in
general:

• When f (T ) is monic as a polynomial in T , Mf,κ is the radical of the resultant of
f and ∂f/∂u as polynomials in T .

• In the general case, when f (T ) is not necessarily monic in T , view f as a poly-
nomial in the two variables u and T , and let Zf be the zero locus of f in A2

κ .
The projection Zf → A1

κ onto the T -axis has a finite nonétale locus on Zf , and
its projection onto the u-axis is a finite set. Let Mf,κ be the separable (monic)
polynomial in κ[u] having this subset of the u-axis as its zero locus.
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Example 4.8. For f (T ) as in Example 4.7, the resultant of f and ∂f/∂u as polyno-
mials in T is −(u− 1)6(u− 2)9, whose radical is (u− 1)(u− 2). This agrees with
the “modulus’’ for µ(f (g)) according to (4.2).

Definition 4.9. For f as in Theorem 4.4 and satisfying the second Bouniakowsky
condition, define

�κ(f ; n) := 1−
∑

deg g=n,(f (g),Mf,κ )=1 µ(f (g))∑
deg g=n,(f (g),Mf,κ )=1 |µ(f (g))| . (4.3)

The denominator sum in (4.3) is the number of g with degree n such that f (g)

is squarefree and relatively prime to Mf,κ . By work of Poonen [5] on squarefree
values and relatively prime values of polynomials, this denominator is positive for
n � 0. Clearly 0 ≤ �κ(f ; n) ≤ 2. While there is not a unique choice for Mf,κ in
Theorem 4.4, the choice used in (4.3) has no impact on the long-range behavior of
�κ(f ; n): two different choices of Mf,κ from Theorem 4.4 provably give sequences
in (4.3) that agree for n� 0 (depending on f and κ and the choice of the Ms).

Corollary 4.10 ([1]). Let f (T ) satisfy the hypotheses of Theorem 4.4 and the second
Bouniakowsky condition. For n� 0, �κ(f ; n) is periodic in n with period 1, 2, or 4.

Proof (sketch). This follows from a careful evaluation of the formula for µ(f (g))

which is established in the proof of Theorem 4.4 (taking separately p �= 2 and p = 2).
It turns out that �κ(f ; n) depends on n mod 4, so its minimal period as a function of
n is 1, 2, or 4. ��

The periodicity in Corollary 4.10 shows �κ(f ; n) is a much simpler function
of n than its definition suggests! In any particular example, we can use the proof
of Theorem 4.4 to compute the periodic part of the sequence �κ(f ; n). As Table 6
shows, when f (T ) is one of the polynomials from the previous tables, the periodic
part of the sequence �κ(f ; n) appears to fit the deviations from the Naive Conjecture
for πf (n).

Table 6. Examples of �κ(f ; n)
Table for f (T ) Mf,κ Periodic Part of �κ(f ; n)

Table 1 1 2,0 for n ≥ 1
Table 2 1 1,2,1,0 for n ≥ 1
Table 3 u(u− 1) 4/3 for n ≥ 2
Table 4 1 0 for n ≥ 1
Table 5 (u− 1)(u− 2) 0,1,2,1 for n ≥ 1

We believe the following are correct κ[u]-analogues of the conjectures of Bounia-
kowsky and Hardy–Littlewood over Z.
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Conjecture 4.11 ([1]). Let κ have characteristic p �= 2, and let f ∈ κ[u][T ] have
positive degree in T . Then f (g) is irreducible for infinitely many g in κ[u] if and
only if the following conditions hold:

(1) f (T ) is irreducible in κ(u)[T ].
(2) No irreducible π in κ[u] divides f (g) for every g ∈ κ[u].
(3) f (T ) /∈ κ[u][T p], or if f (T ) ∈ κ[u][T p], then the periodic part of the sequence

�κ(f ; n) is not identically 0.

As in the classical case, the second condition in this conjecture is checked in
practice by finding a pair of relatively prime values f (g1) and f (g2). The third
condition can also be checked in practice. When κ has characteristic 2, we believe
Conjecture 4.11 is correct if f (T ) /∈ κ[u][T 2] or if f (T ) ∈ κ[u][T 4]. The case of
polynomials in T 2 that are not polynomials in T 4 still needs further study.

Here is a quantitative refinement of Conjecture 4.11, incorporating part of the
characteristic 2 case.

Conjecture 4.12 ([1]). Let f ∈ κ[u][T ] satisfy the two Bouniakowsky conditions.
Let p = char(κ). If f (T ) /∈ κ[u][T p], then the asymptotic relation in the Naive
Conjecture is true. If f (T ) is a polynomial in T p when p �= 2 or f (T ) is a polynomial
in T 4 when p = 2, then

πf (n) ∼ �κ(f ; n) C(f )

degT f

(q − 1)qn

n
(4.4)

as n→∞.

As in Theorem 4.4, we do not yet have a complete formulation of Conjecture 4.12
in characteristic 2, since the behavior of polynomials in T 2 that are not in T 4 is still
not adequately understood.

The periodicity of �κ(f ; n) is essential for a proper understanding of (4.4).
When 0 is in the period of �κ(f ; n), the meaning of (4.4) is that πf (n) equals 0
for those (large) periodic n where �κ(f ; n) = 0. In fact, it is easy to prove this:
if �κ(f ; n) = 0, then for all g of degree n we have either (f (g),Mf,κ) �= 1 or
µ(f (g)) ∈ {0, 1}. Thus, for n� 0 (depending on Mf,κ ), the vanishing of �κ(f ; n)
implies πf (n) = 0. In this way, by making the condition “n� 0’’effective in specific
examples, we can prove the 0 patterns in Tables 1, 2, 4, and 5 continue for all larger n.
We have not proved a relation between Möbius statistics and irreducibility statistics
for those periodic (large) n where �κ(f ; n) �= 0, but the data in these cases agree
very well with (4.4).

We said at the start of this section that some polynomials in T p appear to fit the
Naive Conjecture numerically, such as T p + u2 over F3[u], F5[u], F7[u], and F9[u].
If the Naive Conjecture and (4.4) are going to be compatible, then any polynomial
in T p (for p �= 2) that satisfies the Bouniakowsky conditions and agrees with the
Naive Conjecture must have �κ(f ; n) = 1 for all large n. This conclusion has been
confirmed in several examples of polynomials in T p (for p �= 2) where the Naive
Conjecture appears to look good, e.g., we can prove �κ(T

p + u2; n) = 1 for n ≥ 1
and κ any finite field of characteristic p �= 2.
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The ring κ[u] corresponds to the affine line over κ . Theorem 4.4 can be extended to
the coordinate ring of any smooth affine curve over κ whose smooth compactification
has only one geometric point “∞’’at infinity. The substitute for the sampling condition
“deg g = n’’ is “ord∞(g) = −n.’’ From this point of view, Theorem 4.4 corresponds
to genus zero. The proof of the higher-genus generalization uses the work in genus
zero as input, and requires additional arguments of a much more elaborate geometric
character. Numerical aspects of this work are still in progress.

5 An application to elliptic curves

Having found a Möbius periodicity that is a global obstruction to the Naive Conjecture
in characteristic p, we ask: why does no analogous obstruction arise over Z? The
belief in the classical Hardy–Littlewood conjecture suggests that the Z-analogue of
the new characteristic p correction factor in (4.3) is 1. This suggests the following: if
f (T ) ∈ Z[T ] is a nonconstant (irreducible) polynomial taking at least one squarefree
value, then ∑

n≤x µ(f (n))∑
n≤x |µ(f (n))| → 0 (5.1)

as n → ∞. The denominator of (5.1) is the number of squarefree values f (n) for
n ≤ x. Granting the abc-conjecture, work of Granville [3] shows the denominator of
(5.1) is proportional to x, so (5.1) should be equivalent to∑

n≤x µ(f (n))

x
→ 0. (5.2)

(The equivalence of (5.1) and (5.2) is unconditional when deg f ≤ 3; the abc-
conjecture is used for deg f > 3.) When f (T ) = T , (5.2) is equivalent to the prime
number theorem. For otherf of degree 1, (5.2) is equivalent to Dirichlet’s theorem [6].
No other case of (5.2) has been proved. Numerical evidence for (5.2) when deg f > 1
looks reasonable. An example in degree 3 is provided in Table 7.

Table 7. (5.2) for f (T ) = T 3 + 2T + 1

x 1
x

∑
n≤x µ(f (n))

102 −.15
103 −.015
104 −.0009
105 .00432
106 .00028

The Ph.D. thesis of H. Helfgott [4] gives a link between a variant on (5.2) and
elliptic curves. Helfgott studies the average root number of an elliptic curve over
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Q(T ), which is essentially the average value of the root number of the smooth spe-
cializations at T = t ∈ P1(Q), with t ordered by height. This average lies in [−1, 1]
if it exists. Assuming two conjectures from analytic number theory about values of
polynomials over Z, Helfgott shows that the average root number of any nonisotrivial
elliptic curve over Q(T ) exists and lies strictly between−1 and 1. (When the elliptic
curve has at least one place of multiplicative reduction, Helfgott can in fact prove the
average is 0.) One of the two conjectures Helfgott assumes is

1

x2

∑
m,n≤x

λ(f (m, n))→ 0, (5.3)

where f (X, Y ) ∈ Z[X, Y ] is a nonconstant nonsquare homogeneous polynomial and
λ is the classical Liouville function. (Recall that λ(±p) = −1 for prime p and λ is
totally multiplicative, e.g., λ(12) = −1.) Considering the similarity of the Möbius
and Liouville functions, (5.3) bears a close resemblance to (5.2).

The natural analogue of the conjectural (5.3) for polynomials with coefficients in
κ[u] rather than Z is false: explicit counterexamples can be constructed from certain
instances of unusual Möbius statistics in characteristic p. Might this imply that some
of Helfgott’s results over Q(T ) are not true over κ(u)(T )? Yes. The following theorem
says nonisotrivial elliptic curves over κ(u)(T ) with average root number 1 do exist
in odd characteristic, with an additional interesting feature.

Theorem 5.1 ([2, Theorem 1.1]). Let κ be any finite field with characteristic p �= 2.
For any c, d ∈ κ×, the Weierstrass model

Ec,d,T : y2 = x3 + (c(T 2 + u)2p + du)x2 − (c(T 2 + u)2p + du)3x (5.4)

defines a nonisotrivial elliptic curve over κ(u)(T ) such that

(a) for every t ∈ P1(κ(u)), the specialization Ec,d,t is an elliptic curve over κ(u)

having global root number 1, and for t �= ∞ there is a κ(u)-rational point of
infinite order;

(b) the Mordell–Weil group Ec,d,T (κ(u)(T )) has rank 1.

The key word in Theorem 5.1 is “nonisotrivial.’’Helfgott’s work strongly suggests
that a nonisotrivial elliptic curve over Q(T ) should not have elevated rank. (We say
an elliptic curve over Q(T ) has elevated rank when the rank of all but finitely many
of its specializations to elliptic curves over Q exceeds the rank over Q(T ).) Granting
the parity conjecture for elliptic curves over κ(u), Theorem 5.1(a) implies the rank
of Ec,d,t (κ(u)) is positive and even for all t ∈ P1(κ(u)) − {∞}, so each Ec,d,T is
nonisotrivial and should have elevated rank over κ(u)(T ).

Proof (sketch). An explicit calculation of the j -invariant of Ec,d,T shows it is non-
isotrivial. (Moreover, j (Ec,d,T ) = j (Ec′,d ′,T ) if and only if c = c′ and d = d ′.)

To verify part (a), the elliptic curve over κ(u) obtained by specialization T �→ t

for any t ∈ P1(κ(u)) has global root number 1 based on an analysis of local reduction
types and a calculation of all the local root numbers. (It is within these local root
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number calculations, which are carried out in detail in [2], that one sees how we
found (5.4) in the first place. This Weierstrass model was not discovered by random
guessing.) We use a function field variant of the Nagell–Lutz criterion to check an
explicit rational point in Ec,d,T (κ(u)(T )) has infinite order and retains infinite order
after specialization of T to any t ∈ P1(κ(u))− {∞}.

The proof of part (b) amounts to showing Ec,d,T (κ(u)(T )) has rank at most 1.
(Part (a) already tells us the rank is at least 1.) The 2-torsion is 〈(0, 0)〉 ∼= Z/2Z, so

dimF2(Ec,d,T (κ(u, T ))/2 · Ec,d,T (κ(u, T ))) = 1+ r,

with r being the rank. We show this dimension is at most 2 by a specialization in the
u-direction rather than the T -direction.

Abbreviate Ec,d,T to E . For any closed point u0 ∈ P1
κ , with residue field κ0

(varying with u0), consider the natural commutative diagram

E (κ(u, T ))/2 · E (κ(u, T )) −−−→ E (κ(u, T ))/2 · E (κ(u, T ))⏐⏐ ⏐⏐ 
Eu0(κ0(T ))/2 · Eu0(κ0(T )) −−−→ Eu0(κ(T ))/2 · Eu0(κ(T ))

where the elliptic curve Eu0/κ0(T ) is the u-specialization at u0, and u0 ∈ κ lies over u0.
The Lang–Néron theorem tells us E (κ(u, T )) = E (κ(u, T )) when κ is replaced

by a suitable finite extension. We make this enlargement of κ at the beginning of the
proof of part (b), so we may take the top map to be an isomorphism. The enlargement
of κ might depend on the choice of parameters c and d. Since part (a) has already
been checked in full generality (i.e., for all finite constant fields), we may apply it to
the new elliptic curve under consideration.

The proof now falls into two parts. Geometric and ramification-theoretic argu-
ments (applicable not just to E/κ(u,T ), but to abelian varieties over function fields of
varieties fibered over P1) show that the map along the right column is one-to-one
for all but finitely many u0. An application of the Chebotarev density theorem and a
calculation in étale cohomology show that the map along the bottom side has image
with dimension at most 2 for infinitely many u0. Therefore, by a suitable choice of
u0, we get 1+ r ≤ 2. ��

Although Theorem 5.1 does not include characteristic 2, further work should
remove this exception.

It required several months of effort to find the curve in Theorem 5.1 and confirm
all of its properties, but we never would have had the intuition that such an elliptic
curve could exist in characteristic p if the investigation of a function field analogue
of the classical Hardy–Littlewood conjecture had not revealed the peculiarities of
the Möbius function in characteristic p. Thus, while the topic of this paper is a non-
analogy between Q and κ(u), the analogies between these fields provided useful
insights during our work.

Acknowledgments. This paper is a summary of joint work. The results pertaining to the Hardy–
Littlewood conjecture in characteristic p are joint work with B. Conrad and R. Gross [1]. The
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Introduction

Jacques Tits wondered in [5] if there would exist a “field of one element’’F1 such that
for a Chevalley group G one has G(F1) = W , the Weyl group of G. Recall the Weyl
group is defined as W = N(T )/Z(T ) where T is a maximal torus, N(T ) and Z(T )

are the normalizer and the centralizer of T in G. He then showed that one would be
able to define a finite geometry with W as automorphism group.

In this paper we will extend the approach of N. Kurokawa, H. Ochiai, and M.
Wakayama [2] to “absolute Mathematics’’ to define schemes over the field of one
element. The basic idea of the approach of [2] is that objects over Z have a notion of
Z-linearity, i.e., additivity, and that the forgetful functor to F1-objects therefore must
forget about additive structures. A ring R for example is mapped to the multiplicative
monoid (R,×). On the other hand, the theory also requires a “going up’’ or base
extension functor from objects over F1 to objects over Z. Using the analogy of the
finite extensions F1n as in [4], we are led to define the base extension of a monoid
A as

A⊗F1 Z := Z[A],
where Z[A] is the monoidal ring which is defined in the same way as a group ring.
Based on these two constructions, here we lay the foundations of a theory of schemes
over F1.

1 Rings over F1

In this paper, a ring will always be commutative with unit element. Recall that a
monoid is a set A with an associative composition that has a unit element. Homo-
morphisms of monoids are required to preserve units. In this paper all monoids will
be commutative, so aa′ = a′a for all a, a′ ∈ A. From now on in the rest of the paper
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the word ‘monoid’ will always mean ‘commutative monoid’. For a monoid A we will
write A× for the group of invertible elements.

The category of rings over F1 is by definition the category of monoids. For a
monoid A we will also write FA to emphasize that we view A as a ring over F1. Let
F1 := {1} be the trivial monoid.

For an F1-ring FA, we define the base extension to Z by

FA ⊗ Z = FA ⊗F1 Z = Z[A],
where Z[A] is the monoidal ring which is defined like a group ring with the monoid
structure of A giving the multiplication.

In the other direction there is the forgetful-functor F which maps a ring R (com-
mutative with 1) to its multiplicative monoid (R,×).

Theorem 1.1. The functor of base extension ·⊗F1 Z is left adjoint to F , i.e., for every
ring R and every FA/F1, we have

HomRings(FA ⊗F1 Z, R) ∼= HomF1(FA, F (R)).

Proof. Let ϕ be a ring homomorphism from FA⊗F1 Z = Z[A] to R. Restricting it to
A yields a monoid morphism from A to (R,×). So we get a map as in the theorem.
Since a ring homomorphism from Z[A] is uniquely given by the restriction to A, this
map is injective. Since, on the other hand, every monoid morphism from A to (R,×)

extends to a ring homomorphism on Z[A], the claim follows. ��

1.1 Localization

For a monoid A write A× for the group of invertible elements. Let S be a submonoid
of A.

Lemma 1.2. There is a monoid S−1A and a monoid homomorphism ϕ from A to
S−1A, determined up to isomorphism with the following property: ϕ(S) ⊂ (S−1A)×
and ϕ is universal with this property, i.e., for every monoid B, composing with ϕ

yields an isomorphism

HomS→B×(A,B) ∼= Hom(S−1A,B),

where the left-hand side describes the set of all monoid homomorphisms ϕ from A to
B with ϕ(S) ⊂ B×.

Proof. Uniqueness is clear from the universal property. We show existence. Define
S−1A to be the set A× S modulo the equivalence relation

(m, s) ∼ (m′, s′)⇔ ∃s′′ ∈ S : s′′s′m = s′′sm′.

The multiplication in S−1A is given by (m, s)(m′, s′) = (mm′, ss′). We also write m
s

for the element [(m, s)] in S−1A. The map ϕ : m �→ m
1 has the desired property. ��
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1.2 Ideals and spectra

For two subsets S, T of a monoid A we write ST for the set of all st where s ∈ S

and t ∈ T . An ideal is a subset a such that aA ⊂ a. This then implies that Z[a] is an
ideal in Z[A]. If ϕ : FA → FB is a morphism and a is an ideal of B, then its preimage
ϕ−1(a) is an ideal of A. For a given subset T of A the set TA is the smallest ideal
containing T . We call it the ideal generated by T .

An ideal a �= A is called prime if xy ∈ a implies x ∈ a or y ∈ a. Equivalently,
an ideal a is prime iff A \ a is a submonoid (compare [1]). We define the spectrum of
FA to be the set Spec FA of all prime ideals in A. Note that this set is never empty, as
the set A \ A× is always a prime ideal.

If p is a prime ideal, then the set Sp = A \ p is a submonoid. We define

Ap := S−1
p A

to be the localization at p. Note that for the prime ideal c = A \ A× the natural map
A→ Ac is an isomorphism.

We now introduce a topology on Spec FA. The closed subsets are the empty set
and all sets of the form

V (a) := {p ∈ Spec FA : p ⊃ a},
where a is any ideal. One checks that V (a)∪V (b) = V (a∩b), and that

⋂
i∈I V (ai ) =

V (
⋃

i ai ). Thus the axioms of a topology are satisfied. The point η = ηA = ∅
is open and contained in every nonempty open set. On the other hand, the point
c = cA = A \ A× is closed and contained in every nonempty closed set.

Lemma 1.3. For every f ∈ A the set

V (f ) := {p ∈ Spec FA : f ∈ p}
is closed.

Proof. Let a = Af be the ideal generated by f . Then V (f ) = V (a). ��

2 Schemes over F1

2.1 The structure sheaf

Let FA be a ring over F1. On the topological space Spec FA we define a sheaf of
F1-rings as follows. For an open set U ⊂ Spec FA we define O(U) to be the set of
functions, called sections, s : U → ∐

p∈U Ap such that s(p) ∈ Ap for each p ∈ U ,
and such that s is locally a quotient of elements of A. This means that we require for
each p ∈ U to exist a neighborhood V of p, contained in U , and elements a, f ∈ A

such that for every q ∈ V one has f /∈ q and s(q) = a
f

in Aq.
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Proposition 2.1. (a) For each p ∈ Spec FA the stalk Op of the structure sheaf is
isomorphic to the localization Ap.

(b) �(Spec FA,O) ∼= A.

Proof. For (a) define a morphism ϕ from Op to Ap by sending each element (s, Us)

of Op to s(p). For the injectivity assume ϕ(s) = ϕ(s′). On some neighborhood U

of p, we have s(q) = a
f

and s′(q) = a′
f ′ for some a, a′, f, f ′ ∈ A. This implies that

there is f ′′ ∈ A with f ′′ /∈ p and f ′′f ′ = f ′′f a′. Assume U to be small enough to
be contained in the open set

D(f ) = {p ∈ Spec FA : f /∈ p}.
Then we conclude that a

f
= a′

f ′ holds in Aq for every q ∈ U and hence s = s′. For
the surjectivity let a

f
∈ Ap with a, f ∈ A, f /∈ p. On U = D(f ) define a section

s ∈ O(U) by s(q) = a
f
∈ Aq. Then ϕ(s) = s(p) = a

f
. Part (a) is proven.

For part (b) note that the natural map A → Ap for p ∈ Spec FA induces a
map ψ : A → �(Spec FA,O). We want to show that this map is bijective. For the
injectivity assume ψ(a) = ψ(a′). Then, in particular, these sections must coincide
on the closed point which implies a = a′. For the surjectivity let s be a global section
of O. For the closed point c, we get an element of A by a = s(c) ∈ Ac = A. We
claim that s = ψ(a). Since c is contained in every nonempty closed set, its only open
neighborhood is Spec FA itself. Since s(c) = a we must have s(p) = a on some
neighborhood of c, hence we have it on Spec FA, so s = ψ(a). ��

2.2 Monoidal spaces

A monoidal space is a topological space X together with a sheaf OX of monoids. A
morphism of monoidal spaces (X,OX) → (Y,OY ) is a pair (f, f #), where f is a
continuous map f : X → Y and f # is a morphism of sheaves f # : OY → f∗OX of
monoids on Y . Such a morphism (f, f #) is called local, if for each x ∈ X the induced
morphism f #

x : OY,f (x) → OX,x satisfies

(f #
x )
−1

(
O×X,x

)
= O×Y,f (x).

A isomorphism of monoidal spaces is a morphism with a two-sided inverse. An iso-
morphism is always local.

Proposition 2.2. (a) For a ring FA over F1 the pair (Spec FA,OA) is a monoidal
space.

(b) If ϕ : A→ B is a morphism of monoids, then ϕ induces a morphism of monoidal
spaces

(f, f #) : Spec FB → Spec FA,

thus giving a functorial bijection

Hom(A,B) ∼= Hom(Spec FB,Spec FA),

where on the right-hand side one only admits local morphisms.
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Proof. Part (a) is clear. For (b) suppose we are given a morphism ϕ : A→ B. Define
a map f : Spec FB → Spec FA that maps p to the prime ideal f (p) = ϕ−1(p). For
an ideal a we have f−1(V (a)) = V (ϕ(a)), where ϕ(a) is the ideal generated by
the image ϕ(a). Thus the map f is continuous. For every p ∈ Spec FB we localize
ϕ to get a morphism ϕp : Aϕ−1(p) → Bp. Since ϕp is the localization, it satisfies
ϕ−1
p (B×p ) = A×

ϕ−1(p)
. For any open set U ⊂ Spec FA we obtain a morphism

f # : OA(U)→ OB(f
−1(U))

by the definition of O, composing with the maps f and ϕ. This gives a local morphism
of local monoidal spaces (f, f #). We have constructed a map

ψ : Hom(A,B)→ Hom(Spec FB,Spec FA).

We have to show that ψ is bijective. For injectivity suppose ψ(ϕ) = ψ(ϕ′).
For p ∈ Spec FA the morphism f #

p : OA,f (p) → OB,p is the natural localization
ϕ : Aϕ−1(p) → Bp and this coincides with the localization of ϕ′. In particular, for
p = c the closed point, we get ϕ = ϕ′ : A→ B.

For surjectivity let (f, f #) be a morphism from Spec FB to Spec FA. On global
sections the map f # gives a monoid morphism

ϕ : A = OA(Spec FA)→ f∗OB(Spec FB) = OB(Spec FB) = B.

For every p ∈ Spec FB one has an induced morphism on the stalks OA,f (p) → OB,p

or Af (p) → Ap which must be compatible with ϕ on global sections, so we have a
commutative diagram

A B

Af (p) Bp

�ϕ

� �
�

f #
p

Since f (p) = (f #
p )
−1(p) it follows that f #

p is the localization ofϕ and hence the claim.
The last part follows since the first bijection preserves isomorphisms by functoriality
and an isomorphism on the spectral side preserves closed points and can thus be
extended to an isomorphism of the full spectra. ��

2.3 Schemes

An affine scheme over F1 is a monoidal space which is isomorphic to Spec FA for
some A.

Lemma 2.3. Every open subset of an affine scheme is a union of affine schemes.

Proof. Let U ⊂ Spec FA be open. Then there is an ideal a such that
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U = D(a) = {p ∈ Spec FA : p ⊃/ a}.
So U is the set of all p such that there exists f ∈ a with f /∈ p. For any f ∈ A, let

D(f ) := {p ∈ Spec FA : f /∈ p}.
Then we get

U =
⋃
f∈a

D(f ).

Let Af = f−1A = S−1
f A where Sf = {1, f, f 2, f 3, . . . }. One checks that the open

set D(f ) is affine, more precisely,

(D(f ),OA|D(f )) ∼= Spec FAf
.

The lemma follows. ��
A monoidal space X is called a scheme over F1, if for every point x ∈ X there is

an open neighborhood U ⊂ X such that (U,OX|U) is an affine scheme over F1. A
morphism of schemes over F1 is a local morphism of monoidal spaces.

A point η of a topological space such that {η} is open and η is contained in every
nonempty open set, is called a generic point. It it exists, it is unique.

Proposition 2.4. Every connected scheme over F1 has a generic point. Morphisms on
connected schemes map generic points to generic points. If for an arbitrary scheme
X over F1 we define

X(F1) := Hom(Spec F1, X),

then we get
X(F1) ∼= π0(X),

where the right-hand side is the set of connected components of X.

Proof. Let X be connected. Every affine subscheme U has a generic point ηU . If U
and V are affine with U ∩ V �= ∅, then ηV = ηU by the uniqueness. Fix an open
affine subset U . By Zorn’s Lemma, there is a maximal open subset V ⊃ U with ηU
as a generic point. This set V must coincide with X. The rest is clear. ��

Let X be a scheme over F1 and let (f, f #) be a morphism from X to an affine
scheme Spec FA. Taking global sections the sheaf morphism f # : OA → f∗OX

induces a morphism ϕ : A→ OX(X) of monoids.

Proposition 2.5. The map ψ : (f, f #) �→ ϕ is a bijection

Hom(X,Spec FA)→ Hom(A, �(X,OX)).

Proof. Let ψ(f, f #) = ϕ. For each p ∈ X one has a local morphism f #
p : OA,f (p) →

OX,p. Via the map OX(X) → OX,p the point p induces an ideal p̃ on OX(X) and
f (p) = ϕ−1(p̃). So f is determined by ϕ. Further, since f #

p factorizes over Af (p) =
Ap̃◦ϕ → OX(X)p̃ it follows that f #

p (
a
s
) = ϕ(a)

ϕ(s)
and so f # also is determined by ϕ,

so ψ is injective. For surjectivity reverse the argument. ��
The forgetful functor from Rings to Monoids mapping R to (R,×) extends to a

functor
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Schemes/Z → Schemes/F1

in the following way: A scheme X over Z can be written as a union of affine schemes
X = ⋃

i∈I SpecAi for some rings Ai . We then map it to
⋃

i∈I Spec(Ai,×), where
we use the gluing maps from X.

Likewise, the base change A �→ A⊗F1 Z extends to a functor

Schemes/F1 → Schemes/Z

by writing a scheme X over F1 as a union of affine ones, X =⋃
i∈I SpecAi and then

mapping it to
⋃

i∈I Spec(Ai ⊗F1 Z), which is glued via the gluing maps from X. The
fact that these constructions do not depend on the choices of affine coverings follows
from Proposition 2.2, Lemma 2.3 and its counterpart for schemes over Z.

As an example of a scheme which is not affine let us construct the projective line
P1 over F1. Let C∞ = {. . . , τ−1, 1, τ, . . . } be the infinite cyclic group with generator
τ . Let C∞,+ = {1, τ, τ 2, . . . } and C∞,− = {1, τ−1, τ−2, . . . }. The inclusions give
maps from U = SpecC∞ to X = SpecC∞,+ and Y = SpecC∞,− identifying U

with open subsets of the latter. We define a new space P1 by gluing X and Y along
this common open subset. The space X has two points, cX, ηX, one closed and one
open and likewise for Y . The space P1 has three points, cX, cY , η, two closed and
one open. The structure sheaves of X, Y,U give a structure sheaf of P1 making it a
scheme over F1.

3 Fiber products

Let S be a scheme over F1. A pair (X, fX) consisting of an F1-scheme X and a
morphism fX : X → S is called a scheme over S.

Proposition 3.1. Let X, Y be schemes over S. There exists a scheme X×S Y over S,
unique up to S-isomorphism and morphisms from X ×S Y to X and Y such that the
diagram

X ×S Y X

Y S

�

�

�
�

�
�� �

fX

�
fY

is commutative and the composition with these morphisms induces a bijection for
every scheme Z over S,

HomS(Z,X)× HomS(Z, Y )→ HomS(Z,X ×S Y ).

This fiber product is compatible with Z extension and the usual fiber product of
schemes, i.e., one has

(X ×S Y )⊗ Z ∼= (X ⊗ Z)×S⊗Z (Y ⊗ Z).
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Proof. This proposition follows via the gluing procedure once it has been established
in the affine case. So let’s assume that X, Y, S are all affine, say X = SpecA, Y =
SpecB and S = SpecL. Then fX and fY give monoid morphisms ϕA : L→ A and
ϕB : L→ B and we define

X ×S Y := Spec(A⊗L B),

where A⊗L B is the monoid A× B/ ∼ and ∼ is the equivalence relation generated
by (ϕA(l)m, n) ∼ (m, ϕB(l)n) for all m ∈ A, n ∈ B, and l ∈ L. In other words,
A⊗L B is the push-out of ϕA and ϕB and so X ×S Y has the desired properties. ��

4 OX-modules

For an F1-ring FA, one defines an FA-module to be a set M together with an action
A×M → M , (a,m) �→ am such that 1s = s and (aa′)s = a(a′s) for every s ∈ S

and all a, a′ ∈ A. One defines M ⊗ Z = Z[M] with the obvious FA ⊗ Z-module
structure. The direct sum M ⊕ N of A-modules is the disjoint union and the tensor
product M ⊗A N is the quotient M × N/ ∼, where ∼ is the equivalence relation
generated by (am, n) ∼ (m, an) for all a ∈ A,m ∈ M,n ∈ N . Then M ⊗A N is an
A-module via a[m, n] = [am, n]. There are natural isomorphisms of FA⊗Z-modules

(M ⊕N)⊗ Z ∼= (M ⊗ Z)⊕ (N ⊗ Z),

(M ⊗A N)⊗ Z ∼= (M ⊗ Z)⊗A⊗Z (N ⊗ Z).

Let (X,OX) be a monoidal space. We define an OX-module to be a sheaf F of
sets on X together with the structure of an OX(U)-module on F(U) for each open
set U ⊂ X such that for open sets V ⊂ U ⊂ X the restriction F(U) → F(V )

is compatible with the module structure via the map OX(U) → OX(V ). If F is an
OX-module and U ⊂ X is open, then F |U is an OU = OX|U -module. A morphism
of OX-modules ϕ : F → G is a morphism of sheaves such that for every open set
U ⊂ X the map ϕ(U) : F(U) → G(U) is a morphism of OX(U)-modules. The
category of OX-modules has kernels, cokernels, images, and internal Hom’s, as the
presheaf U �→ HomOX(U)(F(U),G(U)) is a sheaf called the sheaf Hom for any
two given OX-modules F and G. This then is naturally an OX-module. The tensor
product F ⊗OX

G of two OX-modules F,G is the sheaf associated to the presheaf
U �→ F(U) ⊗OX(U) G(U). Note that F ⊗ OX

∼= F . An OX-module is free if it is
isomorphic to a direct sum of copies of OX. It is locally free if every x ∈ X has an
open neighborhood U such that F |U is free. In this case the rank of F at a point x is
the number of copies of OX needed over any open neighborhood of x over which F
is free. If X is connected, then the rank is the same everywhere.

For a given OX-module F let F∗ := Hom(F,OX) be its dual module. There is
a canonical morphism, called the trace,

tr : F ⊗ F∗ → OX,

given over an open set U by mapping f ⊗ α ∈ F(U) ⊗OX(U) F∗(U) to α(f ) ∈
OX(U).
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Lemma 4.1. If F is locally free of rank 1, then the trace is an isomorphism. So the set
of isomorphism classes of locally free OX-modules of rank 1 forms a group, called
the Picard group Pic(X) of X.

Proof. Clear. ��
Proposition 4.2. Let X be an affine scheme over F1, then every locally free sheaf is
free, so, in particular, Pic(X) is trivial.

Proof. There is a unique closed point c which is contained in every nonempty closed
set, so the only open neighborhood of c is the full space X, which implies that every
locally free sheaf is free. ��
Proposition 4.3. The Picard group of the projective line P1 is isomorphic to Z.

Proof. The space P1 has three elements, cX, cY , and η. The nontrivial open sets are
U = {η},X = {η, cX}, and Y = {η, cy}. We have O(X) ∼= C∞,+, O(Y ) ∼= C∞,− and
O(U) ∼= C∞ with the inclusions as restriction maps. Since X and Y are affine, a given
invertible sheaf F is trivial on X and on Y . We fix isomorphisms α : F |X → OX

and β : F |Y → OY . The restriction of α and β gives two isomorphisms F(U) →
O(U) = C∞. These two differ by a C∞-module automorphism of C∞. The group
of these automorphisms is isomorphic to Z. It is easy to see that this establishes the
claimed isomorphism. ��

Let f : X → Y be a morphism of F1-ringed spaces. If F is an OX-module, then
f∗F is an f∗OX-module. The morphism f # : OY → f∗OX thus makes f∗F into an
OY -module, called the direct image of F .

For an OY -module G the sheaf f−1G is an f−1OY -module. Recall that the functor
f−1 is adjoint to f∗, this implies that

HomX(f−1OY ,OX) ∼= HomY (OY , f∗OX).

So the map f # : OY → f∗OX gives a map f−1OY → OX. We define f ∗G to be the
tensor product

f−1G ⊗f−1OY
OX.

So f ∗G is an OX-module, called the inverse image of G. The functors, f∗ and f ∗ are
adjoint in the sense that

HomOX
(f ∗G,F) ∼= HomOY

(G, f∗F).

4.1 Localization

Let M be a module of the monoid A. Let S ⊂ A be a submonoid. We define the
localization S−1M to be the following module of S−1A. As a set, S−1M is the set of
all pairs (m, s) = m

s
with m ∈ M and s ∈ S modulo the equivalence relation

m

s
∼ m′

s′
⇔ ∃s′′ ∈ S : s′′s′m = s′′sm′.
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The S−1A-module structure is given by

a

s
· m
s′
= am

ss′
.

A given A-module homomorphism ϕ : M → N induces an S−1A-module homo-
morphism S−1ϕ : S−1M → S−1N by S−1ϕ(m

s
) = ϕ(m)

s
. Note that S−1ϕ is injec-

tive/surjective if ϕ is.
Given an A-module M we define an OFA

-sheaf M̃ on X = Spec FA as follows.
For each prime ideal p of A let Mp be the localization S−1

p M at p. For any open set
U ⊂ Spec FA we define the set M̃(U) to be the set of functions s : U → ,p∈UMp

such that s(p) ∈ Mp for each p and such that s is locally a fraction, i.e., we require
that for each p ∈ U there is a neighborhood V ⊂ U of p and m ∈ M as well as
f ∈ A with f /∈ q for every q ∈ V and s(q) = m

f
in mq. Then M̃ is a sheaf with

the obvious restriction maps. It is an OX-module. For each p ∈ X the stalk (M̃)p

coincides with the localization Mp at p. For every f ∈ M the Af -module Ã(D(f )) is
isomorphic to the localized module Mf . In particular, we have �(X, M̃) ∼= M . One
also has (M ⊗A N)∼ ∼= M̃ ×OX

Ñ . For a morphism f : SpecB → SpecA one has
f∗M̃ ∼= (AM)∼, where AM is M considered as an A-module via the map A → B

induced by f . Finally, we have f ∗(Ñ) ∼= (B ⊗A N)∼.

4.2 Coherent modules

Let (X,OX) be a scheme over F1.An OX-module F is called coherent if every x ∈ X

has an affine neighborhood U ∼= Spec FA such that F |U is isomorphic to M̃ for some
A-module M .

Proposition 4.4. Let X be a scheme over F1. An OX-module F is coherent if and
only if for every open affine subset U = SpecA of X there is an A-module M such
that F |U ∼= M̃ .

Proof. Let F be coherent and let U = SpecA be an affine open subset. Let X =⋃
i SpecAi be a covering by affines such that F |SpecAi

∼= M̃i for some modules Mi .
Let f ∈ Ai . Then F |D(f )

∼= (Mi,f )
∼. So X has a basis of the topology consisting

of affines on which F comes from modules. It follows that F |U also is coherent, so
we can reduce to the case when X is affine. Then F must come from a module in a
neighborhood of the closed point, so F comes from a module. ��

5 Chevalley groups

5.1 GLn

We first repeat the definition of GLn(F1) as in [2]. On rings the functor GLn, which is
a representable group functor, maps R to GLn(R) = AutR(Rn). To define GLn(F1)
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we therefore have to define Fn
1, or more generally, modules over F1. Since Z-modules

are just additive abelian groups, by forgetting the additive structure one simply gets
sets. So F1-modules are sets. For an F1-module S and a ring R the base extension is
the free R-module generated by S: S ⊗F1 R = R[S] = R(S). In particular, Fn

1 ⊗ Z
should be isomorphic to Zn, so Fn

1 is a set of n elements, say Fn
1 = {1, 2, . . . , n}.

Hence

GLn(F1) = AutF1(F
n
1)

= Aut(1, . . . , n)

= Sn,

the symmetric group in n letters, which happens to be the Weyl group of GLn. We now
extend this to rings over F1. One would expect that Fn

A = Fn
1⊗FA = {1, . . . , n}×A.

So we define an FA-module to be a set with an action of the monoid A and, in
particular, Fn

A is a disjoint union of n-copies of A. We define

GLn(FA) := AutFA
(Fn

A).

This is compatible with Z-extension,

GLn(FA ⊗ Z) = AutFA⊗Z(F
n
A ⊗ Z)

= AutZ[A](Z[A]n)
= GLn(Z[A])

as required.
Note that GLn(FA) can be identified with the group of all n× n matrices A over

Z[A] with exactly one nonzero entry in each row and each column and this entry
being in the group of invertible elements A×.

Proposition 5.1. The group functor GL1 on Rings /F1 is represented by the infinite
cyclic group C∞. This is compatible with Z-extension as

FC∞ ⊗ Z = Z[C∞] ∼= Z[T , T −1]
represents GL1 on rings.

Proof. Choose a generator τ ofC∞. For any ring FA over F1 we have an isomorphism

Hom(FC∞ ,FA)→ A× = GL1(FA)

mapping α to α(τ). ��
The functor GLn on rings over F1 cannot be represented by a ring FA over F1

since Hom(FA,F1) has only one element.

Proposition 5.2. The functor GLn on rings over F1 is represented by a scheme
over F1.
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Proof. We will give the proof for GL2. The general case will be clear from that. For
FA/F1 the group GL2(FA) can be identified with the group of matrices(

A×
A×

)
∪
(

A×
A×

)
.

We define a scheme X over F1 as the disjoint union X0 ∪ X1 and X0 ∼= X1 ∼=
Spec((C∞ × C∞), where C∞ is the infinite cyclic group. The group structure on
Hom(Spec FA,X) for every FA/F1 comes via a multiplication mapm : X×F1X → X

defined in the following way. The scheme X×F1 X has connected components Xi×F1

Xj for i, j ∈ {0, 1}. The multiplication map splits into components mi,j : Xi ×F1

Xj → Xi+j (2). Each mi,j in turn is given by a monoid morphism µi,j : C2∞ →
C2∞ × C2∞, called the comultiplication. Here µi,j maps a to (εi(a), εj (a)), where
ε0(a) = a and ε1(x, y) = (y, x). This finishes the construction and the proof. ��

5.2 On and Sp2n

The orthogonal group On is the subgroup of GLn consisting of all matrices A with
AqAt = q, where

q = diag(J, . . . , J, 1) with J =
(

1
1

)
,

the last entry 1 in q occurring only if n is odd. A computation shows that

On(F1) ∼= Weyl group

holds here as well. Finally Sp2l is the group of all A with ASAt = S, where S is
the 2l × 2l matrix with anti-diagonal (1, . . . , 1,−1, . . . ,−1) and zero elsewhere.
Likewise, Sp2l(F1) is the Weyl group. Both On and Sp2l are representable by F1-
schemes.

6 Zeta functions

Let X be a scheme over F1. For FA/F1 we write, as usual,

X(FA) = Hom(Spec FA,X)

for the set of FA-valued points of X. After Weil we set for a prime p,

ZX(p, T ) := exp

( ∞∑
n=1

T n

n
#(X(Fpn))

)
,

where, of course Fpn means the field of pn elements and X(Fpn) stands for
X((Fpn,×)). For this expression to make sense (even as a formal power series)
we must assume that the numbers #(X(Fpn)) are all finite.
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Proposition 6.1. The formal power series ZX(p, T ) defined above coincides with the
Hasse–Weil zeta function of X ⊗F1 Fp = XFp

.

Proof. This is an immediate consequence of Theorem 1.1. ��
This type of zeta function thus does not give new insights. Recall that to get a zeta

function over Z, one considers the product

ZX⊗Z(s) =
∏
p

ZXFp
(p−s) =

∏
p

ZX(p, p−s).

As this product takes care of the fact that the prime numbers are the prime places of
Z, over F1 there is only one place, so there should be only one such factor. Soulé [4],
inspired by Manin [3], provided the following idea: Suppose there exists a polynomial
N(x) ∈ Z[x] such that, for every p one has #X(Fpn) = N(pn). Then ZX(p, p−s)

is a rational function in p and p−s . One can then ask for the value of that function at
p = 1. The (vanishing-) order at p = 1 of ZX(p, p−s)−1 is N(1), so the following
limit exists:

ζX(s) := lim
p→1

ZX(p, p−s)−1

(p − 1)N(1)
.

One computes that if N(x) = a0 + a1x + · · · + anx
n, then

ζX(s) = sa0(s − 1)a1 · · · (s − n)an .

For example X = Spec F1 gives

ζSpec F1(s) = s.

For the affine line A1 = SpecC∞,+ one gets N(x) = x and thus

ζA1(s) = s − 1.

Finally, for GL1 one gets

ζGL1(s) =
s

s − 1
.

In our context the question must be if we can retrieve these zeta functions from the
monoidal viewpoint without regress to the finite fields Fpn? In the examples it indeed
turns out that

N(k) = #X(FDk
),

where Dk is the monoid Ck−1∪{0} and Ck−1 is the cyclic group with k−1 elements.
Since (Fpn,×) ∼= Dpn this comes down to the following question.

Question. Let X be a scheme over F1. Assume there is a polynomial N(x) with
integer coefficients such that #X(Dpn) = N(pn) for every prime number p and
every nonnegative integer n. Is it true that #X(Dk) = N(k) for every k ∈ N?
Or another question: Is there a natural characterization of the class of schemes X

over F1 for which there exists a polynomial NX with integer coefficients such that
#X(Dk) = NX(k) for every k ∈ N?
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1 Introduction

In the paper [De-We2], we defined isomorphisms of parallel transport along étale
paths for a certain class of vector bundles on p-adic curves. In particular, these vector
bundles give rise to representations of the fundamental group.

One aim of the present paper is to discuss in more detail the special case of line
bundles of degree zero on a curve X with good reduction over Qp. By [De-We2] we
have a continuous, Galois-equivariant homomorphism

α : Pic0
X/Qp

(Cp) −→ Homc(π
ab
1 (X),C∗p). (1)

Here Homc(π
ab
1 (X),C∗p) is the topological group of continuous C∗p-valued characters

of the algebraic fundamental group π1(X, x).
The map α can be rephrased in terms of the Albanese variety A of X as a contin-

uous, Galois-equivariant homomorphism

α : Â(Cp) −→ Homc(T A,C∗p). (2)

Therefore, we focus in this paper on abelian varieties A over Qp with good reduction.
We also consider vector bundles of higher rank on ACp

= A ⊗
Qp

Cp. In Sec-

tion 2, we define a category BACp
of vector bundles on ACp

which contains all line
bundles algebraically equivalent to zero. Then we define for each bundle E in BACp

a continuous representation ρE of the Tate module TA on the fiber of E in the zero
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section. The association E �→ ρE is functorial, Galois-equivariant and compatible
with several natural operations on vector bundles.

Besides, we show that it is compatible with the theory for curves in [De-We2] via
the Albanese morphism X → A.

Every rank-2 vector bundle on ACp
which is an extension of the trivial line

bundle O by itself lies in BACp
. The functor ρ induces a homomorphism between

ExtBACp
(O,O) � H 1(A,O)⊗ Cp and the group of continuous extensions

Ext1
TA(Cp,Cp) � H 1

ét(X,Qp)⊗ Cp.

Hence ρ induces a homomorphism

H 1(A,O)⊗ Cp −→ H 1
ét(X,Qp)⊗ Cp. (3)

In Section 3, we show that this homomorphism is the Hodge–Tate map coming from
the Hodge–Tate decomposition of H 1

ét(X,Qp) ⊗ Cp. Here we use an explicit de-
scription of the Hodge–Tate map by Faltings and Coleman via the universal vectorial
extension.

In Section 4, we consider the case of line bundles algebraically equivalent to zero
on A. We prove an alternative description of the homomorphism α in (2), which
shows that the restriction of α to the points of the p-divisible group of Â coincides
with a homomorphism defined by Tate in [Ta] using the duality of the p-divisible
groups associated to A and Â.

In fact, the whole project started with the search for an alternative description
of Tate’s homomorphism for line bundles on curves which could be generalized to
higher-rank bundles.

We prove that α is a p-adic analytic morphism of Lie groups whose Lie algebra
map

Lieα : H 1(A,O)⊗Cp = Lie Â(Cp) −→ Lie Homc(T A,C∗p) = H 1
ét(A,Qp)⊗Cp

coincides with the Hodge–Tate map (3).
On the torsion subgroups, α is an isomorphism, so that we get the following

commutative diagram with exact rows:

0 �� Â(Cp)tors
��

-
��

Â(Cp)
log ��

α��

Lie Â(Cp)

Lieα��

H 1(A,O)⊗
Qp

Cp �� 0

0 �� Homc(T A,µ) �� Homc(T A,C∗p) �� Homc(T A,Cp) H 1
ét(A,Qp)⊗ Cp

�� 0.

Here µ is the subgroup of roots of unity in C∗p. If A is defined over K , the vertical

maps are all GK = Gal(Qp/K)-equivariant.
Besides, we determine the image of α. By CH∞(T A) we denote the group of

continuous characters χ : TA→ C∗p whose stabilizer in GK is open. Then α induces

an isomorphism of topological groups between Â(Cp) and the closure of CH∞(T A)

in Homc(T A,C∗p) with respect to the topology of uniform convergence.
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The final section deals with a smooth and proper variety X over Qp whose H 1

has good reduction. Combining the previous results for the Albanese variety of X

with Kummer theory, we obtain an injective homomorphism of p-adic Lie groups

ατ : Picτ
X/Qp

(Cp) −→ Homc(π
ab
1 (X),C∗p)

and determine its image and Lie algebra map.
There is an overlap between parts of the present paper and results independently

obtained by Faltings (see [Fa2]). In [Fa2], Faltings develops a more general theory
where he proves an equivalence of categories between vector bundles on a curve X

over Cp endowed with a p-adic Higgs field and a certain category of “generalized
representations’’ of the fundamental group of X.

The results of the present paper originally formed the first part of the preprint
[De-We1]. However, this preprint will not be published since the results in its second
part are contained in the much more general theory of [De-We2].

2 Vector bundles giving rise to p-adic representations

Let A be an abelian variety over Qp with good reduction, and let A be an abelian
scheme over Zp with generic fiber A.

We denote the ring of integers in Cp = Q̂p by o, and put

on = o/pno = Zp/p
nZp.

We write Ao = A⊗
Zp

o andACp
= A⊗

Qp
Cp. Besides, we denote by An = A⊗

Zp
on

the reduction of A modulo pn.
Let Â = Pic0

A/Zp
be the dual abelian scheme. Its generic fiber Â = Pic0

A/Qp
is

the dual abelian variety of A.

Definition 1. Let BAo be the full subcategory of the category of vector bundles on
the abelian scheme Ao consisting of all bundles E on Ao satisfying the following
property: For all n ≥ 1, there exists some N = N(n) ≥ 1 such that the reduction
(N∗E)n of N∗E modulo pn is trivial on An = A ⊗

Zp
on. Here N : Ao → Ao

denotes multiplication by N .

Note that every vector bundle F on ACp
can be extended to a vector bundle E

on Ao. This can be shown by induction on the rank of F . If F is a line bundle on
ACp

, it corresponds to a Cp-valued point in the Picard scheme Pic
A/Qp

of A. Since

every connected component of Pic
A/Qp

contains a Qp-valued point, there exists a

line bundle M on A such that F ⊗ M−1
Cp

lies in Pic0
A/Qp

(Cp). As Pic0
A/Qp

(Cp) =
Pic0

A/Zp
(o), the line bundle F ⊗M−1

Cp
can be extended to Ao. Therefore, it suffices

to show that every line bundle M on A can be extended to a line bundle on A. Now
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A and M descend to AK and MK over a finite extension K of Qp in Qp with ring
of integers oK . The Néron model AoK

of AK over the discrete valuation ring oK is
noetherian, hence

PicAoK /oK
(oK) ∼= CH 1(AoK

) −→ CH 1(AK) � PicAK/K(K)

is surjective. Therefore, M can be extended to A.
Now let F be a vector bundle on ACp

. Then there exists a short exact sequence

0 −→ F1 −→ F −→ F2 −→ 0,

whereF2 is a line bundle. By induction, we can assume thatF1 andF2 can be extended
to vector bundles E1 and E2 on Ao. Flat base change gives an isomorphism

Ext1(E2, E1)⊗o Cp
∼−→ Ext1(F2, F1),

hence F can also be extended to Ao.
We are interested in those bundles on ACp

which have a model in BAo .

Definition 2. Let BACp
be the full subcategory of the category of vector bundles on

ACp
consisting of all bundles F on ACp

which are isomorphic to the generic fiber of
a vector bundle E in the category BAo .

Consider the Tate module TA = lim←−AN(Qp), where AN(Qp) denotes the group

of N -torsion points in A(Qp).
By xo, respectively, xn, we denote the zero sections on Ao, respectively, An. For

a vector bundle E on Ao we write Exo = x∗oE viewed as a free o-module of rank
r = rank E. Similarly, we set Exn = x∗nE viewed as a free on-module of rank r .
Note that

Exo = lim←−
n

Exn

as topological o-modules, if Exn is endowed with the discrete topology.
Assume that E is contained in the category BAo and fix some n ≥ 1. Then there

exists some N = N(n) ≥ 1, such that the reduction (N∗E)n is trivial on An. The
structure morphism λ : Ao → spec o satisfies λ∗OAo = Ospec o universally. Hence
�(An,O) = on, and therefore the pullback map

x∗n : �(An, (N
∗E)n)

∼−→ �(spec on, x
∗
nEn) = Exn

is an isomorphism of free on-modules. (Note that N ◦ xn = xn.) The group AN(Qp)

acts in a natural way on �(An, (N
∗E)n) by translations. Define a representation

ρE,n : TA→ Auton(Exn) as the composition:

ρE,n : TA −→ AN(Qp) −→ Auton �(An, (N
∗E)n)

∼−−−→
via x∗n

Auton Exn .

Lemma 1. For E in BAo the representations ρE,n are independent of the choice of
N and form a projective system when composed with the natural projection maps
Auton+1 Exn+1 → Auton Exn .
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Proof. If N ′ = N ·M for some M ≥ 1, and (N∗E)n is trivial, it follows from our
construction that

AN (Qp)

·M

Aut(E xn )

AN (Qp)

is commutative. Hence ρE,n is independent of the choice of N .
Fix some n ≥ 1 and assume that (N∗E)n+1 is trivial. Then (N∗E)n is also trivial,

and the natural action of AN(Qp) on �(An+1, (N
∗E)n+1) induces the natural action

of AN(Qp) on �(An, (N
∗E)n). Hence

Auton +1 Exn +1

TA

ρE,n+1

ρE,n

Auton Exn

is commutative, so that (ρE,n)n≥1 is a projective system. ��
By the lemma, we can define for all E in BAo an o-linear representation of TA by

ρE = lim←−
n

ρE,n : TA −→ Auto(Exo).

Since each ρE,n factors over a finite quotient of TA, the map ρE is continuous, if
Auto(Exo) � GLr (o) for r = rank E carries the topology induced by the one of o.

Note that for any morphism f : E1 → E2 of vector bundles in BAo the natural
on-linear map x∗nf : (E1)xn → (E2)xn is TA-equivariant with respect to the actions
ρE1,n and ρE2,n. Hence the association E �→ ρE defines a functor

ρ : BAo −→ RepTA(o),

where RepTA(o) is the category of continuous representations of TA on free o-
modules of finite rank.

We denote by x = xo ⊗ Cp the unit section of A(Cp).
Let F be a vector bundle in the category BACp

. Then F can be extended to a
bundle E in BAo . We define a Cp-linear representation

ρF : TA −→ AutCp
(Fx)

as ρF = ρE ⊗o Cp, where we identify Fx with Exo ⊗o Cp.
If E1 and E2 are two extensions of F lying in BAo , a flat base change for H 0 of

the Hom-bundle yields HomAo(E1, E2)⊗o Cp � HomACp
((E1)Cp

, (E2)Cp
).
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Let ϕ : (E1)Cp

∼−→ F
∼−→ (E2)Cp

be the identifications of the generic fibers.
Then there exists some m ≥ 1 such that mϕ is the generic fiber of a morphism
ψ : E1 → E2. By functoriality, the induced map x∗oψ : (E1)xo → (E2)xo is TA-
equivariant. Therefore, identifying Fx = (E1)xo ⊗o Cp and Fx = (E2)xo ⊗o Cp, we
see that ρE1 ⊗o Cp and ρE2 ⊗o Cp coincide. Hence ρF is well defined.

Theorem 1.

(i) The category BACp
is closed under direct sums, tensor products, duals, internal

homs, and exterior powers. Besides, it is closed under extensions, i.e., if 0 →
F ′ → F → F ′′ → 0 is an exact sequence of vector bundles on ACp

such that
F ′ and F ′′ are in BACp

, then F is also contained in BACp
.

(ii) BACp
contains all line bundles algebraically equivalent to zero. For any bundle

in BACp
the determinant line bundle is algebraically equivalent to zero.

(iii) The association F �→ ρF defines an additive exact functor

ρ : BACp
−→ RepTA(Cp),

where RepTA(Cp) is the category of continuous representations of TA on finite-
dimensional Cp-vector spaces. This functor commutes with tensor products, du-
als, internal homs and exterior powers.

(iv) Let f : A → A′ be a homomorphism of abelian varieties over Qp with good
reduction. Then pullback of vector bundles induces an additive exact functor

f ∗ : BA′
Cp
−→ BACp

,

which commutes with tensor products, duals, internal homs, and exterior powers
(up to canonical identifications). The following diagram is commutative:

BA′
Cp

f ∗ ��

ρ

��

BACp

ρ

��
RepTA′(Cp)

F �� RepTA(Cp),

where F is the functor induced by composition with Tf : TA→ TA′.
Proof. (i) We only show that BACp

is closed under extensions, the remaining asser-
tions are straightforward. So consider an extension 0 → F ′ → F → F ′′ → 0 with
F ′ and F ′′ in BACp

. Fix some n ≥ 1. Then we find a number N such that (N∗F ′)n
and (N∗F ′′)n are trivial. Hence (N∗F)n is an extension of two trivial vector bundles.
We claim that this implies the triviality of ((pnN)∗F)n. It suffices to show that (pn)∗
induces the zero map on Ext1

An
(O,O) = H 1(An,O). The diagram

H 1(An,O)
(pn)∗ �� H 1(An,O)

Lie Pic0
An/on

Liepn

��

-
��

Lie Pic0
An/on

-
��
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is commutative by [BLR, 8.4, Theorem 1]. Since Liepn is multiplication by pn

on the on-module Lie Pic0
An/on

, it is zero. Hence (pn)∗ is indeed the zero map on

Ext1
An

(O,O).

(ii) Since Âo = Pic0
A0/o

is proper, we have

Pic0
Ao/o

(o) = Pic0
ACp /Cp

(Cp),

so that any line bundle LCp
on ACp

which is algebraically equivalent to zero, can be

extended to a line bundle L on Ao giving rise to a class in Âo(o).
Â descends to an abelian scheme ÂoK

over the ring of integers in some finite
extension K of Qp in Qp. The ring on = o/pno = Zp/p

nZp is the union of the finite
rings oL/p

noL, where L runs through the finite extensions of K in Qp. Therefore,

Âo(on) = ÂoK
(on) is the union of all ÂoK

(oL/p
noL). Since ÂoK

is of finite type
over oK , all these groups ÂoK

(oL/p
noL) are finite. Hence Âo(on) is a torsion group.

In particular, we find some N such that N annihilates the class of Ln in Âo(on).
Then (N∗L)n is trivial, which shows that L is contained in BACp

.
If E is a vector bundle in BAo , then by i) its determinant line bundle L is also

contained in BAo . Hence there exists some N ≥ 1 such that N∗L1 is trivial on A1,
where L1 and A1 denote the reductions modulo p. If k denotes the residue field of
o, this implies that N∗Lk is trivial on Ak . Since the Néron–Severi group of Ak is
torsion free, Lk lies in Pic0

Ak/k
(k).

Note that A is projective by [Ray, Théorème XI 1.4]. Hence Pic0
Ao/o

is an open
subscheme of the Picard scheme PicAo/o. Since the reduction of the point in Pic
induced by L lies in Pic0, the generic fiber of L is also contained in Pic0, whence our
claim follows.

(iii) The fact that F �→ ρF is functorial on BACp
follows from the fact that the

corresponding association E �→ ρE is functorial on BA0 . The remaining claims in
iii) are straightforward.

(iv) It is clear that f ∗ induces a functor f ∗ : BA′
Cp
→ BACp

with the claimed

properties. In order to show that the desired diagram commutes, it suffices to show that

BA′
o

f ∗ ��

ρ

��

BAo

ρ

��
RepTA(o)

F �� RepTA(o)

commutes, where f : Ao → A′o comes from the canonical extension of f to the
Néron models. Let E′ be an object in BA′

o
. If x′o is the zero section of A′o, we have

f (xo) = x′o, so that there is a canonical identification of E′
x′o

and (f ∗E′)xo . For every

a ∈ AN(Qp) we have tf (a) ◦ f = f ◦ ta , where tf (a) and ta are the translation maps.
If we now go through the definition of the representation of TA on (f ∗E′)xo , our
claim follows. ��
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Let K be a finite extension of Qp in Qp so that A is defined over K , i.e., A =
AK ⊗K Qp for an abelian variety AK over K . Then GK = Gal(Qp/K) acts in a
natural way on TA and on Cp and hence on the category RepTA(Cp) by putting both
actions together. To be precise, for σ ∈ GK put σV = V ⊗Cp,σ

Cp for every finite-
dimensional Cp-vector space V , and write σ : V → σV for the natural σ -linear map.
For every representation ϕ : TA→ AutCp

(V ), we define σ∗ϕ as the representation

σ∗ϕ : TA
σ−1−−→ TA

ϕ−→ AutCp
V

cσ−→ AutCp

σV ,

where cσ (f ) = σ ◦ f ◦ σ−1.
For every vector bundle F in BACp

the vector bundle σF = F ×spec Cp,spec σ
spec Cp is also contained in the category BACp

.

Proposition 1. For every σ ∈ GK the following diagram is commutative:

BACp

ρ ��

gσ

��

RepTA(Cp)

σ∗
��

BACp

ρ �� RepTA(Cp),

where the functor gσ maps F to σF .

Proof. This can be checked directly. ��
LetX be a smooth, connected, projective curve over Qp. We fix a pointx ∈ X(Qp)

and denote by π1(X, x) the algebraic fundamental group with base point x.
In [De-We2], we define and investigate the category BXCp

of all vector bundles
F on XCp

which can be extended to a vector bundle E on Xo = X ⊗
Zp

o for

a finitely presented, flat and proper model X of X over Zp and which have the
following property: For alln ≥ 1 there exists a finitely presented proper Zp-morphism
π : Y → X with finite, étale generic fiber such that π∗nEn is trivial. Here πn and En

denote again the reductions modulo pn.
Besides, we define in [De-We2] a functor ρ from BXCp

to the category of continu-
ous representations of the étale fundamental groupoid ofX. In particular, every bundle
F in BXCp

induces a continuous representation ρF : π1(X, x)→ AutCp
(Fx) of the

fundamental group; cf. [De-We2, Proposition 20]. Let Repπ1(X,x)(Cp) be the category
of continuous representations of π1(X, x) on finite-dimensional Cp-vector spaces.
Then the association F �→ ρF induces a functor ρ : BXCp

→ Repπ1(X,x)(Cp).
Let us now assume that X has good reduction, i.e., there exists a smooth, proper,

finitely presented model X of X over Zp. Then A = Pic0
X/Zp

is an abelian scheme.

LetA = Pic0
X/Qp

be the Jacobian ofX, and let f : X → A be the embedding mapping

x to 0. After descending to a suitable finite extension of Qp in Qp,A becomes the
Néron model of A. Hence f has an extension f0 : X → A. Besides, f induces a
homomorphism
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f∗ : π1(X, x) −→ π1(A, 0) = TA,

which identifies TA with the maximal abelian quotient of π1(X, x).
Let F be a vector bundle in BACp

, and let E be a model of F on Ao such that for
all n ≥ 1 there exists some N ≥ 1 satisfying (N∗E)n trivial. Consider the pullback
of the covering N : A → A to X, i.e., the Cartesian diagram

Y
g ��

πN

��

A
N

��
X

f �� A.

Then (π∗Nf ∗E)n is also trivial, and we see that f ∗F is contained in BXCp
.

Hence pullback via f induces a functor f ∗ : BACp
→ BXCp

.

Lemma 2. The following diagram is commutative:

BACp

f ∗ ��

ρ

��

BXCp

ρ

��
RepTA(Cp)

f̃ �� Repπ1(X,x)(Cp),

where f̃ is the functor induced by composition with the homomorphism f∗ : π1(X, x)

→ TA.

Proof. One argues similarly as in the proof of Theorem 1(iv). ��

3 The Hodge–Tate map

In this section we show that the functor ρ can be used to describe the Hodge–Tate
decomposition of the first étale cohomology of A, when we apply it to extensions of
the trivial line bundle with itself.

Let K be a finite extension of Qp in Qp such that there is an abelian variety AK

over K with A = AK ⊗K Qp. Put GK = Gal(Qp/K).
The Hodge–Tate decomposition (originating from [Ta])

H 1
ét(A,Qp)⊗ Cp � (H 1(AK,O)⊗K Cp)⊕ (H 0(AK,�1)⊗K Cp(−1)) (4)

gives rise to a GK -equivariant map

θ∗A : H 1(AK,O)⊗K Cp −→ H 1
ét(A,Qp)⊗ Cp. (5)

As Faltings [Fa1, Theorem 4] and Coleman [Co1, p. 379], [Co3, Section 4] have
shown, θ∗A has the following elegant description.
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Consider the universal vectorial extension of A over the ring Zp,

0 −→ ωÂ −→ E −→ A −→ 0.

Here ωÂ is the vector group induced by the invariant differentials on Â, i.e., ωÂ(S) =
H 0(S, e∗�1

ÂS/S
) for all Zp-schemes S, where e denotes the zero section.

For ν ≥ 1 consider the map

Apν (o) −→ ωÂ(o)/pνωÂ(o)

obtained by sending apν to pνbpν , where bpν ∈ E(o) is a lift of apν . Passing to
inverse limits, we get a Zp-linear homomorphism

θA : TpA −→ ωÂ(o).

The Cp-dual of the resulting map

θA : TpA⊗ Cp −→ ωÂ(o)⊗ Cp = ωÂ(Cp)

is the map θ∗A in (5).
In [Co1], Coleman proved that together with a map defined by Fontaine in [Fo],

H 0(A,�1)⊗ Cp(−1) −→ H 1
ét(A,Qp)⊗ Cp,

θ∗A gives the Hodge–Tate decomposition.
Let us write Ext1

BACp

(O,O) for the Yoneda group of isomorphism classes of

extensions 0 → O → O(F ) → O → 0, where F is a vector bundle in BACp
with

sheaf of sections O(F ) and O = OACp
. By Theorem 1, BACp

contains all vector

bundles which are extensions of the trivial bundle by itself. Hence Ext1
BACp

(O,O)

coincides with the group Ext1(O,O) in the category of locally free sheaves on ACp
,

so that

Ext1
BACp

(O,O) = Ext1(O,O) = H 1(ACp
,O) = H 1(AK,O)⊗K Cp.

Since the functor ρ is exact by Theorem 1, it induces a homomorphism of Ext groups

ρ∗ : Ext1
BACp

(O,O) −→ Ext1
RepTA(Cp)

(Cp,Cp).

There is a natural isomorphism

Ext1
RepTA(Cp)

(Cp,Cp) � Homc(T A,Cp),

where Homc(T A,Cp) denotes the continuous homomorphisms from TA to Cp,

which is defined as follows. For every extension 0 → Cp
i−→ V

ε−→ Cp → 0 in
RepTA(Cp) choose any v ∈ V with ε(v) = 1 and define ψ : TA→ Cp by ψ(γ ) =
i−1(γ v − v). Since Homc(T A,Cp) = HomZp

(TpA,Cp), we get an isomorphism

Ext1
RepTA(Cp)

(Cp,Cp) � H 1
ét(A,Qp)⊗ Cp.
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Theorem 2. The following diagram commutes:

Ext1
BACp

(O,O)
ρ∗ �� Ext1

RepTA(Cp)
(Cp,Cp)

-
��

H 1(AK,O)⊗K Cp

θ∗A �� H 1
ét(A,Qp)⊗ Cp,

(6)

where θ∗A is the map (5) appearing in the Hodge–Tate decomposition.

Remark 1. Theorem 2 gives the following novel construction of the Hodge Tate map
θ∗A. Consider a class c in H 1(Ao,O). It can be viewed as an extension

0 → O → O(E)→ O → 0

of locally free sheaves on Ao. The bundle E lies in BAo . Hence, for every n ≥ 1
there is some N ≥ 1, in fact, N = pn will do, such that (N∗E)n is the trivial rank-2
bundle on An. The short exact sequence 0 → on → Exn → on → 0 of fibers along
the zero section of An becomes TA-equivariant if TA acts trivially on the ons and
via the projection TA→ AN(K) and the isomorphism

�(An, (N
∗E)n)

res∼−→ Exn

on Exn . Passing to projective limits, we get a short exact sequence 0 → o
i−→ Ex

q−→
o → 0 of TA-modules. Set g1 = i(1) and choose g2 ∈ Ex such that q(g2) = 1.
Then Ex is a free o-module on g1 and g2, and the action of γ ∈ TA on Ex is given
in terms of the basis g1, g2 by a matrix of the form(

1 β(γ )

0 1

)
,

where β : TA→ o is a continuous homomorphism. Note that β does not depend on
the choice of g2. Viewing β as an element of H 1

ét(A,Zp)⊗ o, we have θ∗A(c) = β.

Proof. Since H 1(Ao,O)⊗o Cp = H 1(ACp
,O), we find for every element in

Ext1
BACp

(O,O) a p-power multiple lying in Ext1
BAo

(O,O). Since ρ∗ is a homo-

morphism between Yoneda Ext-groups, it suffices to show that

Ext1
BAo

(O,O)
ρ∗ �� Ext1

RepTA(o)
(o, o)

-
��

H 1(Ao,O)
θ∗A �� Homc(TpA, o)

commutes. Consider an extension 0 → O i→ F → O → 0 on Ao, where F = O(E)

for some E in BAo .
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Let I = IsoExt(O2,F) be the (Zariski) sheaf on Ao which associates to an open
subset U ⊆ Ao the set of isomorphisms ϕ : O2

U → FU of extensions, i.e., such that

0 �� OU
�� O2

U

p ��

ϕ

��

OU
�� 0

0 �� OU
i �� FU

�� OU
�� 0

commutes. Then c ∈ Ga(U) = �(U,O) acts in a natural way on I(U) by mapping

ϕ �−→ ϕ + i ◦ fc ◦p,

where fc : OU → OU is multiplication by c. Note that I is a Ga-torsor on Ao and
that the class [I] of I in H 1(Ao,O) = H 1

Zar(Ao,Ga) coincides with the image of
the extension class given by F under the isomorphism

Ext1(O,O)
∼−→ H 1(Ao,O).

The association
(T

t−→ Ao) �−→ IsoExt(O2
T , t

∗F) (7)

also defines a sheaf on the flat site over Ao, which is represented by a Ga-torsor
Z → Ao.

We have H 1
Zar(Ao,Ga) = H 1

fppf (Ao,Ga) = Ext1(Ao,Ga), so that Z can be
endowed with a group structure sitting in an extension of Ao by Ga :

0 −→ Ga
j−→ Z −→ Ao −→ 0.

Hence there is a homomorphism h : ωÂo
→ Ga such that Z is the pushout of the

universal vectorial extension:

0 �� ωÂo
��

h

��

Eo
��

��

Ao
�� 0

0 �� Ga
�� Z �� Ao

�� 0.

Recall that θA : TpA→ ωÂ(o) is defined as the limit of the maps

θA,n : Apn(Zp) −→ ωÂ(o)/pnωÂ(o)

associating to a ∈ Apn(Zp) the class of pnb for an arbitrary preimage b ∈ Eo(o)
of a.

By [Ma-Me, Chapter I], the natural isomorphism

Homo(ωÂ(o), o)
∼−→ Lie(Âo)(o)

∼−→ H 1(Ao,O) = Ext1(Ao,Ga)
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sends a map to the corresponding pushout of Eo. Hence θ∗A : H 1(Ao,O) →
Homc(TpA, o) maps the extension class of F to the limit of the maps

Apn(Zp)
θA,n−−→ ωÂ(o)/pnωÂ(o)

hn−→ on,

where hn is induced by h.
This map can also be described as follows: For a ∈ Apn(Zp) ⊆ Apn(o) choose

a preimage z ∈ Z(o). Then

hn ◦ θA,n(a) = class of pnz in Ga(o)/p
nGa(o) = on.

Set Zn = Z ⊗o on. Let πpn denote multiplication by pn on An. We have seen in
the proof of Theorem 1(i) that π∗pnFn is a trivial extension. Hence π∗pnZn is trivial in
Ext(An,Ga,on), and there is a splitting r : An → π∗pnZn of the extension

0 −→ Ga,on −→ π∗pnZn −→ An −→ 0

over on. Let g : π∗pnZn → Zn denote the projection, and denote by an ∈ An(on) the
point induced by a. Then g(r(an)) projects to zero in An, hence it is equal to j (c)

for some c ∈ Ga(on) = on. Since for any a′ ∈ An(on) with pna′ = an the point
g(r(a′)) is a preimage of an, we have hn ◦ θA,n(a) = c ∈ on. Besides, Z represents
the functor (7) so that the map r : An → π∗pnZn corresponds to a trivialization

0 �� OAn
�� O2

An

��

ϕ

��

OAn
�� 0

0 �� OAn
�� π∗pnFn �� OAn

�� 0.

The point g(r(an)) in the kernel ofZn(on)→ An(on) corresponds to the trivialization

α : O2
spec on

a∗nϕ−→ a∗nπ∗pnF ∼−→ 0∗F,

where 0 is the zero element in An(on). Besides, the trivialization

β : O2
spec on

0∗ϕ−→ 0∗π∗pnF ∼−→ 0∗F

is given by the zero element in Zn. By definition, α = β + i ◦ fc ◦ p. If we denote
the canonical basis of �(An,O2

An
) by e1, e2, and the induced basis of �(An, π

∗
pnF)

by f1, f2, it follows that a∗nf2 − 0∗f2 = i(c).
On the other hand, the image of E under

ρ∗ : Ext1
BAo

(O,O) −→ Ext1
RepTA(o)

(o, o) = Homc(TpA, o)

is the homomorphism γ : TpA → o, such that γ mod pn maps the pn-torsion point
an ∈ An(on) to the element

i−1(0∗(τ ∗anf2)− 0∗f2) = i−1(a∗nf2 − 0∗f2),
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where τan is translation by an, and hence to c = hn ◦ θA,n(a). This proves our
claim. ��
Corollary 1. Let X be a smooth, connected, projective curve over Qp with good

reduction and let x ∈ X(Qp) be a base point. The functor BXCp
→ Repπ1(X,x)(Cp)

from [De-We2] induces a homomorphism

ρ∗ : Ext1
BXCp

(O,O) −→ Ext1
C(Cp,Cp),

where C is the category Repπ1(X,x)(Cp), which makes the following diagram com-
mutative:

Ext1
BXCp

(O,O)
ρ∗ �� Ext1

C(Cp,Cp)

-
��

H 1(X,O)⊗
Qp

Cp
Hodge–Tate �� H 1

ét(X,Qp)⊗Qp
Cp.

(8)

Here the right vertical isomorphism is defined as in the case of abelian vari-
eties, and the lower horizontal map comes from the Hodge–Tate decomposition of
H 1

ét(X,Qp)⊗ Cp.

Proof. According to [De-We2, Theorem 10], BXCp
is stable under extensions, so that

every vector bundle on XCp
which is an extension of the trivial bundle by itself lies

in BXCp
. By [De-We2, Proposition 21], the association F �→ ρF , mapping a vector

bundle F to the continuous representation ρF : π1(X, x) → AutCp
(Fx), respects

exact sequences. Hence it induces a homomorphism on Yoneda Ext groups. Denote
by f : X → A the morphism of X into its Jacobian with f (x) = 0. By Lemma 2, the
middle square in the following diagram is commutative:

H 1(ACp
,O)

f ∗∼ �� H 1(XCp
,O)

Ext1
BACp

(O,O)
f ∗ ��

ρ∗
��

Ext1
BXCp

(O,O)

ρ∗
��

Ext1
RepTA(Cp)

(Cp,Cp)
f̃∗ ��

-
��

Ext1
C(Cp,Cp)

-
��

H 1
ét(A,Qp)⊗ Cp

f ∗∼ �� H 1
ét(X,Qp)⊗ Cp.

The outer squares are also commutative. Since the Hodge–Tate decomposition is
functorial, our claim follows from Theorem 2. ��
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4 Line bundles on abelian varieties

Let A be an abelian variety with good reduction over Qp which is defined over the
finite extension K of Qp in Qp, i.e., A = AK ⊗K Qp. Then for the dual abelian

variety Â we have Â = ÂK ⊗K Qp. Let A be an abelian scheme with generic fiber

A and Â its dual abelian scheme.
By Theorem 1, all line bundles algebraically equivalent to zero on ACp

are con-
tained in the category BACp

. For every line bundle L on ACp
, we have AutCp

(Lx) =
C∗p. Hence ρ induces a map

α : Â(Cp) −→ Homc(T A,C∗p),

where Homc(T A,C∗p) denotes the continuous homomorphisms from TA to C∗p. Note

that Homc(T A,C∗p) = Homc(T A, o∗) since C∗p = pQ × o∗. By Theorem 1 and

Proposition 1, ρ is compatible with tensor products and GK = Gal(Qp/K)-action.
Hence α is a GK -equivariant homomorphism.

We endow the Gm-torsor associated to the Poincaré bundle over A× Â with the
structure of a biextension of A and Â by Gm, so that we have Â = Ext1(A,Gm) in the
flat topology. For all N ≥ 1 we denote by AN and ÂN the subschemes of N -torsion
points. The long exact Hom /Ext-sequence associated to the exact sequence

0 −→ AN −→ A N−→ A −→ 0

induces an isomorphism ÂN
∼−→ Hom(AN,Gm). Hence we get for all n ≥ 1 a

homomorphism
ÂN(on) −→ Hom(AN(on), o

∗
n).

By composition with the reduction map

AN(Qp) −→ AN(Zp) −→ AN(on)

and with the projection TA→ AN(Qp), we get a homomorphism

ÂN(on) −→ Homc(T A, o∗n).

Note that here on carries the discrete topology. For N | M the corresponding maps
are compatible with the inclusion ÂN(on) ↪→ ÂM(on).

Note that the abelian group Â(on) is torsion since it is the union of the finite
groups ÂoK

(oL/p
noL), where L runs over the finite extensions of K in Qp. Hence

we get a homomorphism Â(on)→ Homc(T A, o∗n). Composition with the reduction
map Â(Cp) = Â(o)→ Â(on) induces a homomorphism

αn : Â(Cp) −→ Homc(T A, o∗n).

Theorem 3. For every n ≥ 1 and all â ∈ Â(Cp) the o∗n-valued character αn(â) is
the reduction of the o∗-valued character α(â) modulo pn. Hence the homomorphism
α : Â(Cp)→ Homc(T A, o∗) is the inverse limit of the αn.
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Proof. We denote byL the line bundle on Ao corresponding to the point â ∈ Â(Cp) =
Â(o). If N is big enough, the reduction ân of â modulo pn lies in ÂN(on). By Ln we
denote the reduction of L modulo pn, i.e., Ln is the line bundle on An corresponding
to ân. Then N∗Ln is trivial on An. Since we identified Â with Ext1(A,Gm), the Gm-
torsor L̃n = Ln \ {zero section} on An is endowed with the structure of an extension
of An by Gm,on . Moreover, with this identification the inclusion

i : Hom(AN,Gm) � ÂN ↪→ Â

is given by pushout with respect to the exact sequence 0 → AN → A N−→ A → 0.
Denote by ϕ : An,N → Gm,on the homomorphism corresponding to ân ∈ ÂN(on).
Then L̃n is given by the following pushout diagram:

0 �� An,N
��

ϕ

��

An
N ��

s

��

An
�� 0

0 �� Gm,on
�� L̃n

�� An
�� 0.

(9)

By definition, αn(â) is the map

αn(â) : TA −→ AN(Qp) = AN(Zp) −→ AN(on) = An,N (on)
ϕ−→ o∗n.

On the other hand, the reduction of

α(â) : TA −→ AN(Qp) −→ o∗

modulo pn is obtained from the map

AN(Qp) −→ o∗n

associating to a ∈ AN(Qp) = AN(Zp) the element in o∗n corresponding to the

natural action of an ∈ An,N (on) on �(An,N
∗Ln)

∼−→ on. Here we can as well

regard the natural action of an ∈ An,N (on) on �(An,N
∗L̃n)

∼−→ o∗n in the setting of
Gm-torsors.

Now the homomorphism s : An → L̃n from diagram (9) induces an element

s0 = (s, id) : An −→ L̃n ×An,N An = N∗L̃n in �(An,N
∗L̃n)

which is mapped to s0 ◦ tan via the action of an, where tan denotes translation by an
on An. By diagram (9), the corresponding element in o∗n is equal to ϕ(an). Therefore,
α(â) reduces to αn(â) modulo pn. ��

In [Ta, Section 4], Tate considers the homomorphism

αT : Â(p)(o) −→ Homc(T (A(p)), U1)
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defined by duality of the p-divisible groups A(p) and Â(p). Here U1 denotes the
group of units congruent to 1 in o. It follows from Theorem 3 that αT coincides with
the restriction of α to the open subgroup Â(p)(o) of Â(Cp).

We now consider the restriction αtors of the map α to the torsion part of Â(Cp):

αtors : Â(Cp)tors = Â(Qp)tors −→ Homc(T A, o∗)tors = Homc(T A,µ).

Here µ = µ(Qp) is the group of roots of unity in o∗ or Q
∗
p. Note that the Kummer

sequence on Aét induces an isomorphism

iA : H 1(A,µN)
∼−→ H 1(A,Gm)N .

Proposition 2. The map αtors is an isomorphism. On ÂN(Qp) it coincides with the
composition:

ÂN(Qp) = H 1(A,Gm)N

i
−1
A∼−−→ H 1(A,µN) = Homc(T A,µN).

Proof. By Theorem 3, the restriction of α to ÂN(Qp) is the map

ÂN(Qp) −→ Hom(AN(Qp), µN) = Hom(T A,µN)

coming from Cartier duality ÂN � Hom(AN,Gm) over Qp. The canonical identifi-
cation Homc(T A,µN) = H 1(A,µN) can be factorized by the isomorphisms

Hom(AN,µN)
∼−→ Ext1(A,µN)

∼−→ H 1(A,µN),

where the first map is induced by the exact sequence 0 → AN → A→ A→ 0 and
the second map is the forgetful map associating to an extension the corresponding
µN -torsor. Since the diagram

Hom(AN,µN)
∼ ��

-
��

Ext1(A,µN)
∼ ��

��

H 1(A,µN)

iA-
��

Hom(AN,Gm)
∼ �� Ext1(A,Gm)N

∼ �� H 1(A,Gm)N

ÂN(Qp)

-
��

ÂN(Qp)

commutes, our claim follows. ��
Next, we need an elementary lemma. Consider an abelian topological group π

which fits into an exact sequence of topological groups

0 −→ H −→ π −→ Ẑn −→ 0
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where H is a finite discrete group. Later π will be the abelianized fundamental group
of an algebraic variety. Applying the functor Homc(π, ) to the exact sequence

0 −→ µ −→ o∗ log−→ Cp −→ 0,

we get the sequence

0 −→ Homc(π, µ) −→ Homc(π, o
∗)

log∗−−→ Homc(π,Cp) −→ 0. (10)

Lemma 3.

(a) The sequence (10) is exact.
(b) In the topology of uniform convergence Homc(π, o

∗) is a complete topological
group. It contains (o∗)n as an open subgroup of finite index and hence acquires
a natural structure as a Lie group over Cp. Its Lie algebra is Homc(π,Cp) and
the logarithm map is given by log∗.

Proof. (a) Since Homc(π, ) is left exact, it suffices to show that log∗ is surjective.
As Homc(H,Cp) = 0 we only have to show surjectivity of log∗ for π = Ẑn, hence
forπ = Ẑ. We first prove that the injective evaluation map ev : Homc(Ẑ, o∗) −→ o∗,
ev(ϕ) = ϕ(1) is surjective.

Set U1 = {x ∈ o∗ | |x − 1| < 1} and U0 = {x ∈ o∗ | |x − 1| < p
− 1

p−1 }. The
logarithm provides an isomorphism

log : U0
∼−→ V0 = {x ∈ Cp | |x| < p

− 1
p−1 },

whose inverse is the exponential map. Therefore,U0 is a Zp-module and it follows that

ev : Homc(Zp, U0)
∼−→ U0 is an isomorphism.We claim that ev : Homc(Zp, U1) ↪→

U1 is an isomorphism as well. Fix some b in U1. We construct a continuous map
ψ : Zp → U1 with ψ(1) = b as follows. There is some N ≥ 1 such that

bp
N ∈ U0. Hence there is a continuous homomorphism ϕ : pNZp −→ U1 such

that ϕ(pNν) = (bp
N
)ν for all ν ∈ Z. Because of the decomposition o∗ = µ(p) × U1

the group U1 is divisible. Hence there is a homomorphism ψ ′ : Zp → U1 whose
restriction to pNZp equals ϕ. It follows that ψ ′ is continuous as well. Because of

ψ ′(1)pN = ψ ′(pN) = bp
N

there is a root of unity ζ ∈ µpN with ψ ′(1) = ζb. Take
the continuous homomorphism ψ ′′ : Zp → µp∞ ⊂ U1 with ψ ′′(1) = ζ−1 and set
ψ = ψ ′ · ψ ′′.

The natural projection Ẑ → Zp induces a commutative diagram

Homc(Zp,U1)
∼

ev

Homc(Ẑ ,U1)

ev

U1.
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It follows that ev : Homc(Ẑ, U1) → U1 is an isomorphism as well. Using the de-
composition o∗ = µ(p) × U1 where µ(p) carries the discrete topology we conclude
that ev : Homc(Ẑ, o∗) −→ o∗ is an isomorphism. Using the commutative diagram

Homc(Ẑ, o∗)
log∗ ��

- ev

��

Homc(Ẑ,Cp) Homc(Zp,Cp)

- ev

��
o∗

log �� �� Cp,

we see that log∗ is surjective for π = Ẑ and hence in general.
(b) With the topology of uniform convergence, Homc(π, o

∗) becomes a topolog-
ical group. This topology comes from the inclusion of Homc(π, o

∗) into the p-adic
Banach space C0(π,Cp) of continuous functions from π to Cp with the norm

‖f ‖ = max
γ∈π |f (γ )|.

Since Homc(π, o
∗) is closed in C0(π,Cp) it becomes a complete metric space and

hence it is a complete topological group. We now observe that the continuous evalu-
ation map ev : Homc(Ẑ, o∗) ∼−→ o∗ is actually a homeomorphism. Let xn → x be a
convergent sequence in o∗ and let ϕν, ϕ : Ẑ → o∗ be the continuous homomorphisms
with ϕν(1) = xν and ϕ(1) = x. Since Z≥1 is dense in Ẑ we get

‖ϕ − ϕν‖ = max
γ∈Ẑ

|ϕ(γ )− ϕν(γ )| = sup
n≥1
|ϕ(n)− ϕν(n)| = sup

n≥1
|xn − xn

ν |

= |x − xν | sup
n≥1

|
n−1∑
i=0

xixn−i−1
ν | ≤ |x − xν |.

Hence ϕν converges uniformly to ϕ.
It follows that Homc(Ẑn, o∗) and (o∗)n are isomorphic as topological groups. The

exact sequence of topological groups

0 → Homc(Ẑn, o∗)→ Homc(π, o
∗)→ Homc(H, o∗) = Homc(H,µ|H |)

shows that Homc(π, o
∗) contains (o∗)n as an open subgroup of finite index. Hence

Homc(π, o
∗) becomes a Lie group over Cp. It is clear that the analytic structure

depends only on π and not on the choice of an exact sequence 0 → H → π →
Ẑn → 0 as above. The remaining assertions have to be checked for π = Ẑn and
hence for π = Ẑ only where they are clear by the preceeding observations. ��
Remark 2. The proof shows that the topologies of uniform and pointwise convergence
on Homc(π, o

∗) coincide.

By [Bou, III, Section 7, number 6], there is a logarithm map on an open subgroup
U of thep-adic Lie group Â(Cp), mappingU → Lie Â(Cp), such that the kernel con-
sists of the torsion points in U . Since Â(Cp)/U is torsion (see [Co2, Theorem 4.1]),
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the logarithm has a unique extension to the whole Lie group Â(Cp). It is surjective
since the Cp-vector space Lie Â(Cp) is uniquely divisible. Therefore, we have the
exact sequence

0 −→ Â(Cp)tors −→ Â(Cp)
log−→ Lie Â(Cp) = H 1(A,O)⊗ Cp −→ 0. (11)

Using Proposition 2 and Lemma 3, we therefore get a commutative diagram with
exact rows and GK -equivariant maps

0 �� Â(Cp)tors
��

αtors -��
Â(Cp)

log ��

α ��

Lie Â(Cp)

α̃��

H 1(A,O)⊗
Qp

Cp �� 0

0 �� Homc(T A,µ) �� Homc(T A,o∗) �� Homc(T A,Cp) H 1
ét(A,Qp)⊗Cp

�� 0.

(12)

Here α̃ is the map induced by α on the quotients.
We will prove next that α is a p-adically analytic map of p-adic Lie groups. It

follows that α̃ = Lieα.

Lemma 4. Let β : Â(Cp)× TA→ o∗ be the pairing induced by the homomorphism
α : Â(Cp)→ Homc(T A, o∗). Then β is continuous. In particular, α is continuous.

Proof. Denote by rn : Â(o) → Â(on) the reduction map. Since the kernel of rn is
p-adically open, it contains an open neighborhood W ⊆ Â(Cp) of zero.

Fix (â, γ ) ∈ Â(Cp)× TA mapping to z = β(â, γ ). We show that the preimage
of the open neighborhood z(1+pno) is open. Let N ≥ 1 be big enough so that rn(â)
is contained in ÂN(on). If U denotes the kernel of the projection TA → AN(Qp),
the neighborhood (â +W, γ + U) of (â, γ ) maps to z(1+ pno) under β. Since the
topology on Homc(T A, o∗) is the topology of pointwise convergence by the remark
following Lemma 3, continuity of β implies continuity of α. ��

Let us fix some γ ∈ TA, and denote by ψγ the induced homomorphism

ψγ = β(−, γ ) : Â(Cp) −→ o∗.

Proposition 3. ψγ is an analytic map, hence a Lie group homomorphism.

Proof. We will briefly write ψ = ψγ in this proof. It suffices to show that ψ is
analytic in a neighborhood of the zero element eCp

∈ Â(Cp).

Let e ∈ Âo(o) be the zero section of Âo. Since Âo is smooth over o, there is a
Zariski open neighborhood U ⊆ Âo of e of the form

U = spec o[x1, . . . , xm+r ]/(f1, . . . , fm)

such that the matrix (
∂fi

∂xr+j
(e))i,j=1...m is invertible over o.

By the theorem of implicit functions (see, e.g., [Col,A.3.4]),U(o) contains an open
neighborhood V of e in the p-adic topology, such that the projection map q : U(o) ⊆
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om+r → or given by (x1, . . . , xm+r ) �−→ (x1, . . . , xr ) maps e to (0, . . . , 0) and
induces a homeomorphism

q : V −→ V1

between V and an open ball V1 ⊆ or around zero. This is an analytic chart around
eCp

. A function f on V is locally analytic around eCp
, iff it induces a function on

V1 which coincides on a ball V ′1 ⊆ V1 around 0 with a power series in x1, . . . , xr
converging pointwise on V ′1.

Since by [Bou, III, Section 7, Propositions 10 and 11] the logarithm map on
Â(Cp) is locally around eCp

an analytic isomorphism respecting the group structures,

there exists an open subgroup H of Â(Cp) such that (pνH)ν≥0 is a basis of open
neighborhoods of eCp

. By shrinking V if necessary, we can assume that V ⊆ H .
For n ≥ 1 we denote by rn as before the reduction map

rn : Â(Cp) = Â(o) −→ Â(on) = Ân(on),

where Ân = Â⊗ on.
Since the kernel of rn is an open subgroup of Â(Cp), it contains pνnH for a

suitable νn ≥ 0. Hence pνnV is contained in the kernel of rn, which implies that for
all x ∈ V the point rn(x) lies in the scheme Ân,pνn of pνn -torsion points in Ân.

The element γ inTA induces a point in An,pνn (on), whose image under the Cartier
duality morphism

An,pνn (on) −→ Hom(Ân,pνn ,Gm,on)

we denote by ψn. Then ψ(x) for x ∈ V is by definition the element in o∗ ⊆ o
satisfying ψ(x) ≡ ψn(rn(x))mod pn for all n.

Let Un = U ⊗o on = spec on[x1, . . . , xm+r ]/(f 1, . . . , f m) be the reduction of
the affine subscheme U ⊆ Âo. We write f for the reduction of a polynomial f over
o modulo pn.

Then Un ∩ Ân,pνn = spec on[x1, . . . , xm+r ]/a for some ideal a containing
(f 1, . . . , f m). Since ψn is an algebraic morphism, it is given on Un∩Ân,pνn by a unit
in on[x1, . . . , xm+r ]/a, which is induced by a polynomial gn ∈ on[x1, . . . , xm+r ]. Let
gn ∈ o[x1, . . . , xm+r ] be a lift of gn.

The implicit function theorem also implies that possibly after shrinking V and
V1, we find power series θ1, . . . , θm ∈ Cp[[x1, . . . , xr ]] converging in all points of

V1 ⊆ or , such that the map V1
q−1

−−→ V ⊆ U(o) ⊆ om+r is given by

(x1, . . . , xr ) �−→ (x1, . . . , xr , θ1(x1, . . . , xr ), . . . , θm(x1, . . . , xr )).

For all i = 1, . . . , m and all n ≥ 1 let hi,n ∈ Cp[x1, . . . , xr ] be a polynomial
satisfying θi(x) − hi,n(x) ∈ pno for all x ∈ V1. We can obtain hi,n by truncating θi
suitably.

Then the map V1
∼−→ V

rn−→ Un(on) ∩ Ân,pνn (on)
ψn−→ o∗n maps the point

(x1, . . . , xr ) to gn(x1, . . . , xr , θ1(x1, . . . , xr ), . . . , θm(x1, . . . , xr )).
Hence for all x = (x1, . . . , xr ) ∈ V1 we have
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ψ(q−1(x))− gn(x1, . . . , xr , h1,n(x1, . . . , xr ), . . . , hm,n(x1, . . . , xr )) ∈ pno.

Thus ψ is the uniform limit of polynomials with respect to the coordinate chart
V1. This implies our claim. ��
Corollary 2. The homomorphism α : Â(Cp) −→ Homc(T A, o∗) is analytic.

Proof. Recall from the proof of Lemma 3 that evaluation in 1 ∈ Ẑ induces an iso-
morphism Homc(Ẑ, o∗) � o∗. Hence Homc(T A, o∗) � (o∗)2g by evaluation in
a Ẑ-basis γ1, . . . , γ2g of TA. This isomorphism induces the analytic structure on
Homc(T A, o∗). Hence our claim follows from Proposition 3. ��

Let us now determine the Lie algebra map induced by α.
Recall from Section 3 that the map

θ∗A : H 1(AK,O)⊗K Cp −→ H 1
ét(A,Qp)⊗ Cp

coming from the Hodge–Tate decomposition of H 1
ét(A,Qp) ⊗ Cp is the dual of a

Zp-linear homomorphism
θA : TpA −→ ωÂ(o)

defined using the universal vectorial extension of A.

Theorem 4. We have Lieα = θ∗A.

Proof. We give two proofs of this fact.
(1) According to [Ta, Section 4], the diagram

Â(p)(o)
log ��

αT

��

Lie Â(p)

LieαT

��

H 1(A,O)⊗
Qp

Cp

Homc(T (A(p)), U1)
log∗ �� Homc(T (A(p)),Cp) H 1

ét(A,Qp)⊗ Cp

commutes. As we have seen, αT is the restriction of α to Â(p)(o). Combining Cole-
man’s work in [Co1] and [Co3, Section 4] with Fontaine’s results, specifically [Fo,
Proposition 11], it follows that LieαT = θ∗A. Hence Lieα = θ∗A.

(2) The result can also be proved directly. Consider for γ ∈ Tp(A) the analytic
map ψγ : Â(Cp) −→ o∗ induced by α. It induces a Lie algebra homomorphism

Lieψγ : Lie Â(Cp) −→ Lie o∗ ∼−→ o,

where we identify Lie o∗ with o by means of the invariant differential dT
T

on Gm,o =
spec o[T , T −1].

It suffices to show that for all γ ∈ TpA the map Lieψγ is given by the invariant
differential θA(γ ), i.e., that
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ψ∗γ
dT

T
= θA(γ ).

We use the notation from the proof of Proposition 3. Fix some n ≥ 1 and recall the
morphism

ψn : Un ∩ Ân,pνn = spec on[x1, . . . , xm+r ]/a −→ Gm,on

induced by a polynomial gn ∈ on[x1, . . . , xm+r ]. This gn defines a morphism

ϕ(n)
n : Un −→ Ga,on .

Denote by i : Gm,o → Ga,o the obvious closed immersion, and by in the induced
morphism over on. The diagram

Un
ϕ
(n)
n �� Ga,on

Un ∩ Ân,pνn

ψn ��
��

κn

��

Gm,on

��

in

��

is commutative, where κn is the canonical closed immersion.
Similarly, the liftgn ofgn too[x1, . . . , xm+r ]defines a morphismϕ(n) : U → Ga,o

over o, which induces an analytic map ϕ(n) : U(o) −→ o.
The space of invariant differentials ωÂ(o) is an o-lattice in the Cp-vector space

ω
Â
(Cp). For any analytic map h : V → Cp we denote by (dh)e the element in the

cotangential space ω
Â
(Cp) � MeCp

/M2
eCp

given by the class of h − h(e) modulo

M2
eCp

. Here MeCp
is the ideal of germs of analytic functions vanishing at eCp

.

If j : U ↪→ Am+r
o denotes the obvious closed immersion in affine space, the fact

that ( ∂fi
∂xj+r

(e))i,j=1...m is invertible implies that

ωÂ(o) = �(spec o, e∗�1
U/o)

is freely generated over o by the differentials j∗(dx1)e, . . . , j
∗(dxr)e.

For all x ∈ V we have i ◦ψ(x) ≡ in ◦ψn(rn(x))mod pn, hence i ◦ψ(x) −
ϕ(n)(x) ∈ pno ⊆ o. Since ϕ(n) is a polynomial map, we may assume by shrinking
V , if necessary, that for all n the function (i ◦ψ − ϕ(n)) ◦ q−1 is given by a pointwise

converging power series
∑

I=(i1,...,ir )
a
(n)
I x

i1
1 . . . x

ir
r on the chart V1

q−1

−→ V , where

V1 = (pto)r for some t ≥ 0. For every multiindex I this implies pt(i1+···+ir )−na
(n)
I ∈

o. Then

d(i ◦ψ − ϕ(n))e = a
(n)
(1,0,...,0)(j

∗dx1)e + · · · + a
(n)
(0,...,0,1)(j

∗dxr)e ∈ pn−tωÂ(o).

In particular, for n ≥ t this implies d(i ◦ψ)e ∈ ωÂ(o). Under the isomorphism

ωÂ(o)/pnωÂ(o) → ωÂ(on), the element (dϕ(n))e ∈ ωÂ(o) maps to (dϕ
(n)
n )e ∈

ωÂ(on). Moreover, the diagram above implies that
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κ∗n(dϕ(n)
n )e = (d(in ◦ψn))e = ψ∗n

(
dT

T

)
e

.

Besides, we can assume that νn ≥ n, so that on is annihilated by pνn . Then the exact
sequence

ωÂn

(pνn )∗−→ ωÂn
−→ωÂn,pνn

−→ 0

induces an isomorphism κ∗n : ωÂn

∼−→ ωÂn,pνn
. This implies

ψ∗
(
dT

T

)
e

= d(i ◦ψ)e ≡ (dϕ(n))e mod pn−tωÂ(o)

≡ (κ∗n)−1ψ∗n
(
dT

T

)
e

mod pn−tωÂ(o).

Now we take a closer look at the map θA.
By definition, θA(γ ) ≡ pνnbpνn mod pnωÂ(o), where bpνn ∈ E(o) is an arbitrary

lift of thepνn -torsion point apνn in A(o) induced by γ ∈ TpA to the universal vectorial
extension E.

Cartier duality [ , ] : An,pνn × Ân,pνn → Gm,on induces a homomorphism

τn : An,pνn −→ ωÂn,pνn
,

given by a �→ [a,−]∗ dT
T

. Now we use an argument of Crew (see [Cr, Section 1] and
also [Ch, Lemma A.3]) to show that θA(γ ) ≡ (κ∗n)−1τn(apνn )mod pnωÂ(o), where
apνn ∈ An(on) is the reduction of apνn .

Namely, by [Ma-Me, Chapter I, (2.6.2)], the universal vectorial extension En =
E ⊗ on of An is isomorphic to the pushout of the sequence

0 → An,pνn → An → An → 0

by (κ∗n)−1 ◦ τn. Hence we have a commutative diagram with exact rows

0 �� An,pνn ��

τn

��

An

f

��

pνn
�� An

�� 0

ωÂpνn

0 �� ωÂn

κ∗n -
��

�� En
�� An

�� 0.

Let bpνn be the image of bpνn under the reduction map E(o) → En(on). Since
multiplication by pνn on A(o) is surjective, we can find some c ∈ An(on) with
pνnc = apνn . Then f (c) differs from bpνn by an element in ωÂn

(on), which implies
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pνnbpνn = f (pνnc)

= (κ∗n)−1τn(apνn ),

so that indeed
θA(γ ) ≡ (κ∗n)−1τn(apνn )mod pnωÂ(o).

By definition, τn(apνn ) = ψ∗n ( dTT )e so that for all n,

ψ∗
(
dT

T

)
e

≡ (κ∗n)−1ψ∗n
(
dT

T

)
e

mod pn−tωÂ(o)

≡ θA(γ )mod pn−tωÂ(o),

which implies our claim. ��
Corollary 3. The map α is injective.

Proof. This follows from Theorem 4 and diagram (12) since α̃ = Lieα = θ∗A is
injective. ��

By Theorem 4, the following diagram is commutative:

Â(Cp) H 1(ACp ,O∗)0
log ��

α

��

H 1(ACp ,O)

θ∗A
��

Lie Pic0
AK/K(Cp)

Lieα
��

Homc(T A,C∗p)
log∗ �� Homc(T A,Cp) Lie Homc(T A,C∗p).

This is in a certain way analogous to the following diagram for the Lie group

U =
{(

1 ∗
0 1

)}
⊂ GL2,

which we derive from Theorem 2:

Ext1
BACp

(O) H 1(ACp ,U(O))

log=id∼ ��

ρ∗
��

H 1(ACp ,LieU(O)) H 1(ACp ,O)

θ∗A
��

Homc(T A,U(Cp))
log∗=id�� Homc(T A,LieU(Cp)) H 1

ét(A,Qp)⊗Cp.

In the first diagram, the underlying group is Gm, in the second it is U � Ga .
The next corollary was already observed by Tate in his context of p-divisible

groups [Ta, Theorem 3].

Corollary 4. The map α induces an isomorphism of abelian groups

α : ÂK(K)
∼−→ Homc,GK

(T A, o∗).



126 Christopher Deninger and Annette Werner

Proof. According to [Ta, Theorems 1 and 2], we have H 0(GK,Cp) = K and
H 0(GK,Cp(−1)) = 0. Hence the Hodge–Tate decomposition and Theorem 4 imply
that α̃ = Lieα induces an isomorphism:

α̃ : H 1(AK,O)
∼−→ H 0(GK,H 1

ét(A,Qp)⊗ Cp) = Homc,GK
(T A,Cp).

We have H 0(GK, Â(Cp)) = ÂK(K). This follows for example by embedding ÂK

into some PN over K and using the corresponding result for PN . The latter is a
consequence of the decomposition PN = AN , · · · , A0 over K and the equality
H 0(GK,Cp) = K . The corollary follows by applying the 5-lemma to the diagram
of Galois cohomology sequences obtained from (12). ��

We next describe the image of the map α on Â(Cp).

Definition 3. A continuous character χ : TA→ C∗p is called smooth if its stabilizer
in GK is open. The group of smooth characters of TA is denoted by Ch∞(T A).

Note that we have

Ch∞(T A) = lim−→
L/K

Homc,GL
(T A, o∗),

where L runs over the finite extensions of K in Qp. It is also the biggest GK -invariant
subset S of Homc(T A,C∗p) such that the GK -action on Sδ is continuous. Here Sδ is
S endowed with the discrete topology.

Replacing AK by AL in Corollary 4 we find that α induces an isomorphism

α : Â(Qp)
∼−→ Ch∞(T A) ⊂ Homc(T A, o∗).

Let Ch(T A) be the closure of Ch∞(T A) in Homc(T A, o∗) or equivalently in
C0(T A,Cp). Then Ch(T A) is also a complete topological group.

Theorem 5. The map α induces an isomorphism of topological groups

α : Â(Cp)
∼−→ Ch(T A).

Proof. By Lemma 4, α is continuous. Hence

α(Â(Cp)) = α(Â(Qp)) ⊂ α(Â(Qp)) = Ch(T A).

It now suffices to show that α is a closed map. Namely, because of

Ch∞(T A) ⊂ α(Â(Cp)) ⊂ Ch(T A),

it will follow that α(Â(Cp)) = Ch(T A) and α will be a homeomorphism onto its
image.
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So let Y ⊂ Â(Cp) be a closed set. Let α(yn) for yn ∈ Y be a sequence which
converges to some χ in Homc(T A, o∗). Since the map log∗ in (10) is continuous
in the uniform topologies it follows that Lieα(log yn) = log∗ α(yn) converges to
log∗ χ . Because of the equality

Homc(T A,Cp) = HomZp
(TpA,Cp)

the topology of uniform convergence on this space coincides with its topology as
a finite-dimensional Cp-vector space. The map Lieα is a Cp-linear injection by the
Hodge–Tate decomposition and Theorem 4. Hence it is a closed injection and therefore
the sequence log yn converges.As log is a local homeomorphism there is a convergent
sequence ỹn ∈ Â(Cp) with log ỹn = log yn. Writing ỹn = yn+tn with tn ∈ Â(Cp)tors
we get α(ỹn) = α(yn) + α(tn). The sequence α(yn) converges by assumption and
the sequence α(ỹn) converges because α is continuous. Hence the sequence α(tn) =
αtors(tn) converges. The groups Â(Cp)tors and Homc(T A,µ) are the kernels of the
locally topological homomorphisms log, respectively, log∗. Hence they inherit the
discrete topology from the p-adic topologies on Â(Cp), respectively, Homc(T A, o∗).
Therefore, the algebraic isomorphism αtors is trivially a homeomorphism and hence
the sequence tn converges. It follows that the sequence yn converges to some y ∈ Y .
By continuity of α the sequence α(yn) converges to α(y). Thus α(Y ) is closed as was
to be shown. ��

The following example was prompted by a question of Damian Roessler.

Example. Fix some σ in GK . Since α is GK -equivariant we know that if â ∈ Â(Cp)

corresponds to the character χ : TA → o∗, then σ(â) corresponds to σχ =
σ ◦χ ◦ σ−1∗ . Here σ∗ is the action on TA induced by σ .

How about the character σ ◦χ : TA→ o∗? Using Theorem 5 we will now show
that it also corresponds to an element of Â(Cp) provided that AK has complex mul-
tiplication over K . For this, we have to check that in the CM case, the subgroup
Ch(T A) is invariant under the homeomorphism χ �→ σ ◦χ of Homc(T A, o∗). It
suffices to show that Ch∞(T A) is invariant. For χ in Ch∞(T A), there is a finite
normal extension N/K such that χ is GN -invariant, i.e., τ−1χτ∗ = χ for all τ in
GN . It follows that

τ−1(σχ)τ∗ = σ(σ−1τ−1σχ)τ∗ = σχ(σ−1τ−1σ)∗τ∗ = σχ [σ, τ ]∗
where we define the commutator by [σ, τ ] = σ−1τ−1στ . By the CM assumption,
the image of GK in the automorphism group of TA is abelian. Hence [σ, τ ]∗ acts
trivially on TA and we have thus shown that τ−1(σχ)τ∗ = σχ for all τ ∈ GN .
Hence σ ◦χ lies in Ch∞(T A). This proves the claim.

For â ∈ Â(Cp) let âσ ∈ Â(Cp) be the element corresponding to σ ◦χ via
Theorem 5. By construction, the map (σ, â) �→ âσ determines a new action of GK

on Â(Cp). It seems to be a nice exercise in CM-theory to give an explicit description
of this action.
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5 Line bundles on varieties and their p-adic characters

Consider a smooth and proper variety XK over a finite extension K of Qp. Varieties
are supposed to be geometrically irreducible. We assume that H 1(XK) has good
reduction in the sense that the inertia group IK of GK acts trivially on the étale
cohomology group H 1(X,Ql ) for some prime l �= p. Here X = XK ⊗K .

The abelianization of the fundamental groupπ1(X, x) is independent of the choice
of a base point x and will be denoted by πab

1 (X). It carries an action of the Galois
group GK even if XK does not have a K-rational point. We will now attach a p-adic
character of πab

1 (X) to any line bundle L on XCp
whose image in the Néron–Severi

group of XCp
is torsion.

It is known that BK := Pic0
XK/K is an abelian variety over K . Its dual is the

Albanese variety AK = AlbXK/K of XK over K . We put B = BK ⊗K Qp and
A = AK ⊗K Qp.

Using the Kummer sequence and divisibility of Pic0
XK/K(Qp) one gets an exact

sequence
0 −→ BN(Qp) −→ H 1(X,µN) −→ NS(X)N −→ 0 (13)

for every N ≥ 1. Since the Néron–Severi group of X is finitely generated it fol-
lows that TlB = H 1(X,Zl (1)) for every l. Thus BK and hence also AK have good
reduction. For sufficiently large N in the sense of divisibility we have

NS(X)tors = NS(X)N .

Applying Hom( , µN) to the exact sequence (13) and passing to projective limits
therefore gives an exact sequence of GK -modules:

0 −→ Hom(NS(X)tors, µ) −→ πab
1 (X) −→ TA −→ 0. (14)

Here we have used the perfect Galois equivariant pairing coming from Cartier duality

AN(Qp)× BN(Qp) −→ µN.

For every prime number l the pro-l part of the sequence (14) splits continu-
ously since TlA is a free Zl-module. Hence (14) splits continuously and applying
Homc( , o∗) we get an exact sequence of GK -modules

0 −→ Homc(T A, o∗) −→ Homc(π
ab
1 (X), o∗) −→ NS(X)tors −→ 0.

We set

Hom0
c(π

ab
1 (X), o∗) = Ker(Homc(π

ab
1 (X), o∗) −→ NS(X)tors).

Recall from Section 3 the continuous injective homomorphism

α : Pic0
XK/K(Cp) = Â(Cp) ↪→ Homc(T A, o∗) = Hom0

c(π
ab
1 (X), o∗).
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Moreover, α is a locally analytic homomorphism of p-adic Lie groups over Cp. Using
Theorem 4, we see that α fits into a commutative diagram with exact rows:

0 �� Pic0
XK/K(Cp)tors

-αtors

��

�� Pic0
XK/K(Cp)� �

α

��

log �� Lie Pic0
XK/K(Cp)� �

Lieα
��

H 1(XK,O)⊗KCp
�� 0

0 �� Hom0
c (π

ab
1 (X),µ) �� Hom0

c (π
ab
1 (X),o∗)

log∗�� Homc(π
ab
1 (X),Cp) H 1(Xét,Qp)⊗Cp

�� 0.

(15)
Here we have set

Hom0
c(π

ab
1 (X), µ) = Hom0

c(π
ab
1 (X), o∗) ∩ Homc(π

ab
1 (X), µ)

= Hom0
c(π

ab
1 (X), o∗)tors.

Furthermore, note that:

Lie Hom0
c(π

ab
1 (X), o∗) = Homc(π

ab
1 (X),Cp).

The map Lieα coincides with the inclusion map coming from the Hodge–Tate de-
composition ofH 1(Xét,Qp)⊗Cp. This follows from Theorem 4 and the functoriality
of this decomposition.

Set
Ch∞(πab

1 (X))0 = lim−→
L/K

Hom0
c,GL

(πab
1 (X), o∗)

and letCh(πab
1 (X))0 be its closure in Hom0

c(π
ab
1 (X), o∗). We make similar definitions

with the 0s omitted.
It follows from Theorem 5 that α induces a topological isomorphism of complete

topological groups:

α : Pic0
XK/K(Cp)

∼−→ Ch(πab
1 (X))0.

We will now extend the domain of definition of α to PicτXK/K(Cp). This is the group
of line bundles on XCp

whose image in NS(XCp
) = NS(X) is torsion. We thus have

an exact sequence

0 −→ Pic0
XK/K(Cp) −→ PicτXK/K(Cp) −→ NS(X)tors −→ 0. (16)

Theorem 6. There is a GK -equivariant map ατ which makes the following diagrams
with exact rows commute:

0 �� Pic0
XK/K(Cp)

α

��

�� PicτXK/K(Cp)

ατ

��

�� NS(X)tors �� 0

0 �� Hom0
c(π

ab
1 (X), o∗) �� Homc(π

ab
1 (X), o∗) �� NS(X)tors �� 0

and
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0 �� PicτXK/K(Cp)tors

-ατ
tors

��

�� PicτXK/K(Cp)

ατ

��

log �� Lie PicτXK/K(Cp)� �

Lieατ=Lieα
��

H 1(XK,O)⊗KCp
�� 0

0 �� Homc(π
ab
1 (X),µ) �� Homc(π

ab
1 (X),o∗) �� Homc(π

ab
1 (X),Cp) H 1(Xét,Qp)⊗Cp

�� 0.

The map ατ is an injective and locally analytic homomorphism of p-adic Lie groups.
Its restriction ατ

tors to torsion subgroups is the inverse of the Kummer isomorphism:

iX : Homc(π
ab
1 (X),µ)=lim−→N

H 1(X,µN )
∼−→lim−→N

H 1(X,Gm)N=PicτXK/K(Cp)tors.

The map ατ induces a topological isomorphism of complete topological groups

ατ : PicτXK/K(Cp)
∼−→ Ch(πab

1 (X)).

Proof. First, note that PicXK/K(Qp)N = PicXK/K(Cp)N and PicτXK/K(Qp)N =
PicτXK/K(Cp)N because this holds for Pic0 and because NS(XCp

) = NS(X).

As Pic0
XK/K(Cp) is divisible, the sequence (16) gives a short exact sequence

0 −→ Pic0
XK/K(Cp)tors −→ PicτXK/K(Cp)tors −→ NS(X)tors −→ 0.

We claim that the following diagram with exact rows commutes:

0 �� Pic0
XK/K(Cp)tors

αtors

��

�� PicτXK/K(Cp)tors

i−1
X

��

�� NS(X)tors �� 0

0 �� Hom0
c(π

ab
1 (X), µ) �� Homc(π

ab
1 (X), µ) �� NS(X)tors �� 0.

(17)

If we make the identifications explicit which define the maps of the left square, we
see that on N -torsion it is the outer rectangle of the following diagram

Pic0
XK/K(Cp)N

αtors

��
1

ÂN (Cp)

αtors

��
2

BN(Cp)
� � �� H 1(X,Gm)N

-i−1
X

��
Hom0

c (π
ab
1 (X),µN ) Homc(T A,µN ) Hom(AN ,µN ) BN⊂H 1(X,Gm)N

i
−1
X∼ �� H 1(X,µN ).

Now 1 is commutative by definition, and 2 commutes since the restriction of α to

ÂN(Cp) is the map ÂN(Cp) → Homc(T A,µN) = Hom(AN,µN) coming from
Cartier duality. Hence the outer rectangle commutes as well.

The right square in diagram (17) is commutative since the second map in the exact
sequence (13) is induced by iX.

We now define ατ on

PicτXK/K(Cp) = Pic0
XK/K(Cp)+ PicτXK/K(Cp)tors
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by setting it equal to α on Pic0
XK/K(Cp) and to i−1

X on PicτXK/K(Cp)tors. This is well

defined since by the commutativity of (17), the maps α and i−1
X agree on

Pic0
XK/K(Cp) ∩ PicτXK/K(Cp)tors = Pic0

XK/K(Cp)tors.

The remaining assertions follow without difficulty. Note that PicτXK/K(Cp)tors carries
the discrete topology as a subspace of PicτXK/K(Cp) since it is the kernel of the locally
topological log map. ��
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1 Introduction

The classical theory of Eisenstein series and Eisenstein cohomology is rather well
developed; see [12] or [6]. For Shimura varieties it gives topological cohomology
classes with rational coefficients. In the present paper we study whether these classes
extend to l-adic étale classes over the integers with the prime l inverted of a number
field. We show this for a certain special type of class on the Siegel moduli space, in
fact, even construct the class in K-theory. However, this construction follows known
techniques and is exceptionally simple, and there are many other more difficult cases
left. As an example, we treat the remaining class for genus 2, where we identify
the relevant L-factors and bound the denominator of Eisenstein-classes using p-adic
Hodge theory. Unfortunately, even here we cannot solve all relevant problems, and
the proofs use unpleasant explicit calculations.

The results were inspired by Kato’s construction of an Euler system in the coho-
mology of modular curves. All in all, we get some insight, but there remain many
open questions and problems whose solution requires new techniques.

2 Preliminaries

Suppose f : A → S is an abelian scheme over a scheme S of relative dimension g.
We also choose a prime l and assume that l is invertible in S. Then the direct images
Rif∗(Zl ) are smooth and equal to the ith exterior power of the dual of the Tate-module
Tl(A) (which is a smooth l-adic sheaf on S). It is an old observation of Lieberman
that the Ql-adic direct image Rf∗(Ql ) splits as the direct sum of all Ri∗(Ql )[−i]. This
follows because multiplications by integers n define endomorphisms of A/S which
induce on the ith direct images multiplication by ni . On the individual pieces the
direct image n∗ (which is defined because multiplication by n is finite) acts as n2g−i .

More precisely, one can find a map
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2g∑
i=0

φi : ⊕2g
i=0 Rif∗(Zl )[−i] → Rf∗(Zl )

which induces on the ith cohomology multiplication by i!. Namely, the zero-section
S → A induces a direct sum decomposition

τ≤1(Rf∗(Zl )) = Zl ⊕ R1f∗(Zl[−1]).
The cup-product is antisymmetric, so antisymmetrizing under the symmetric group
(acting on R1f∗(Zl )

⊗i) gives

Rif∗(Zl ) = ∧iR1f∗(Zl )→ Rf∗(Zl )[i],
which induces multiplication by i! on cohomology.

The φi are multiplicative in the sense that

φi+j (α ∪ β) =
(
i + j

i

)
φi(α) ∪ φj (β).

Also for any integers m prime to l the trace m∗ under multiplication by m acts on
the image of φi as m2g−i . This holds because φi commutes with the pullback m∗ and
because of the projection formula

m∗ ·m∗ = m2g.

Furthermore, if γ0 ∈ H 2g(A,Zl (g)) denotes the class of the zero-section (defined
by Poincaré duality) and γ̄0 its projection in R2gf∗(Zl (g)), we can find an explicit
integer N such that

N · φ2g(γ̄0) = N · (2g)! · γ0.

Namely, choose an integer m which is a generator of Z∗l if l > 2, and (say) m = 3 if
l = 2. Then the product

2g−1∏
i=0

(m∗ −m2g−i )

annihilates τ≤2g−1(Rf∗(Zl )) and thus the difference φ2g(γ0)− (2g)! ·γ0. As m∗ fixes
γ0 as well as φ2g(1), we obtain the claim with

N =
2g−i∏
i=0

(1−m2g−i ).

If l > 2, one checks that the maximal l-power in this product is equal to
∑

µ≥0[2g/(l−
1)lµ]. For l = 2, it increases by g.

If x : S → A is a section of f , the obstructions to divide x by l-powers define a
class d(x) ∈ H 1(S, Tl(A)). Furthermore, translation by x defines an operator T ∗x on
cohomology. These are related as follows: Interior multiplication defines a pairing
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∧i (Tl(A))× Ri+j f∗(Zl )→ Rj f∗(Zl );
thus

Hi(S,∧i (Tl(A)))×H 0(S,Ri+j f∗(Zl ))→ Hi(S,Rj f∗(Zl )).

Furthermore, R2gf∗(Zl (g)) is canonically isomorphic to Zl , with generator γ0, and
the ith cup-power of d(x) defines an element in the first factor of the pairing. We then
have the following formula which holds in

Hj(A,Ql (g)) =
∏

Hj−i (S,Rif∗(Ql (g))).

Lemma 1. We have
T ∗x (α) =

∑
〈d(x)n, α〉/n!.

Proof. We first consider the action of T ∗x on τ≤1(Rf∗(Zl )). This complex splits (use
0∗), and T ∗x − T ∗0 defines a map

R1f∗(Zl )[−1] → Zl

that is a class in H 1(S, Tl(A)). It can be described as follows.
There exists a universal element in H 1(A, f ∗(Tl(A)), whose reduction modulo

ln classifies the A[ln]-torsor given by the exact sequence

0 −→ A[ln] −→ A
ln·−→A −→ 0.

The action of T ∗x −T ∗0 is described by pulling back this torsor via x. But this pullback
is classified by d(x), and this implies the above formula (even without denominators)
for the action of T ∗x on τ≤1(Rf∗(Zl )).

For the action on Rif∗(Ql ) one uses the cup product and that interior multiplica-
tion by d(x) is a derivation for that cup product. In fact, this argument even allows
us to control denominators:

We have defined maps

φi : Rif∗(Zl )[−i] → Rf∗(Zl ),

by antisymmetrizing the i-fold cup product of φ1. They induce multiplication by i!
on cohomology. Then our argument gives the formula

T ∗x (φj (α)) =
j∑

i=0

(
j

i

)
φj−i (〈d(x)i, α〉). ��

3 First construction of an Eisenstein class

For A→ S as before, we fix an integer n prime to l. Let

U = A− A[n] ⊂ A,

and let fU : U → S be the restriction of f to U . Then RifU,∗(Zl (g)) coincides with
Rif∗(Zl (g)) for i < 2g − 1, while in degree 2g − 1 we have an injection
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R2g−1f∗(Zl (g)) ⊂ R2g−1fU,∗(Zl (g))

with cokernel equal to the kernel of

fA[n],∗(Zl )→ Zl .

The characteristic class of
A[n] − n2g · {0}

defines a global section of this cokernel. Furthermore, for any nonzero integer m

the trace m∗ acts on RfU,∗(Zl ) by first restricting to the complement of A[mn] and
then applying the usual trace for the finite morphism m·. The obstruction to lift our
class to RfU,∗(Zl (g)) lies in the hypercohomology of τ≤2g−1(Rf∗(Zl (g))), thus is
annihilated by

2g−1∏
i=0

(m∗ −m2g−i ),

for any integer m. We choose m prime to n and a generator of Z∗l , as before. Then m∗
respects the characteristic classes of A[n] and of {0}, and we obtain by applying the
operator

2g−1∏
i=0

(m∗ −m2g−i )

a lift of N times our class. This lift may depend on the chosen nullhomotopy of our
operator, but applying it again eliminates the indeterminacy. Thus after multiplication
by N2, we obtain a canonical class zn in H 2g−1(U,Zl (g)). However, it may still
depend on the choice of the integer m.

In view of the dependence on n we write Un = A − A[n]. Then on Un1n2 , one
obtains the formula

zn1n2 = n∗1(zn2)+ n2
2 · zn1 = n∗2(zn1)+ n1

2 · zn2 .

It holds because we always try to lift the same element in H 0(A[n1n2],Zl ). Also for
any r prime to n we have for the direct images that r∗(zn) = zn. Now our fundamental
class is defined by evaluating zn at torsion-points x ∈ A(S) of order prime to n.

Definition 1. We set zn(x) = x∗(zn) ∈ H 2g−1(S,Zl (g)). For any integer n such that
n · x = x let z(x) = 1/(n2g − 1) · zn(x) ∈ H 2g−1(S,Ql (g)).

It follows from the equations above that z(x) does not depend on the choice of n.
The theory generalizes to semiabelian varieties. Such a variety G is an extension

of an abelian variety A by a torus T ,

0 −→ T −→ G −→ A −→ 0.

As before, the direct images Rif∗(Zl ) are exterior powers over the dual of the Tate
module Tl(G), and the direct image splits rationally. Any section x : S → G defines a
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class c(x) ∈ H 1(S, Tl(G)), and the translation action of x is given by the exponential
of interior multiplication by that class. Also we have the direct image with compact
support Rf!(Zl ) which is dual to the usual direct image (Poincaré duality), and on it
the translation action is the exponential of interior multiplication as well.

Our class is an eigenvector for the Hecke operators: Choose a primep not dividing
the order of x. Thep-adic Hecke algebra acts by correspondences (on the moduli space
parametrizingA) which sendA to a formal linear combination ofA′s withp-isogenies
A→ A′, and the torsion-point x′ which is the image of x. It has one generator which
sends A to all its quotients A′ = A/H , with H ⊂ A[p] an isotropic subgroup of
order pg . In addition for each 0 < i < g there are operators which map A to quotients
A/H with H ⊂ A[p2] isotropic of order p2g , and H ∩ A[p] of order p2g−i .

Now by the projection formula we have

z(x′) =
∑
h∈H

z(x + h),

so the sum of all z(x′) (which describes the Hecke action) is equal to a sum over
z(x+h), each summand occurring with multiplicity equal to the number of subgroups
H (of the type prescribed by the Hecke operator) which contain h. For the first type
(maximal isotropic H ⊂ A[p]) the number is

g∏
j=1

(1+ pj )

(for h = 0), respectively,
g−1∏
j=1

(1+ pj )

(for h �= 0). Thus this Hecke operator maps z(x) to

g−1∏
j=1

(1+ pj ) · (z(px)+ pgz(x)).

For the other Hecke operators, indexed by 0 < i < g, we similarly obtain numbers
which only depend on whether h vanishes, or has precise order p, or precise order p2.
Thus the Hecke operator maps z(x) to a certain linear combination of z(x), z(px),
and z(p2x).

In fact, we have not used the polarization, and could instead divide by arbitrary
subgroups H ⊂ A[p]. These generate the Hecke algebra for GL(2g) instead of
GSp(2g), and again map z(x) into linear combinations of z(x) and z(px).

4 Behavior under degeneration

We investigate what happens to our class at the boundary of the Siegel moduli space.
More precisely, we consider rigid quotients G = G̃/ι(Y ), where G̃ is an extension
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of an abelian variety B of dimension g − 1 by the torus Gm, and Y ∼= Z a group of
periods, as is explained in the book [3]. The varieties B are classified by a moduli
space of abelian varieties of dimension g− 1, the extensions G̃ by the dual Bt of the
universal abelian variety B, and finally the period map ι lifts a certain map Z → B

which is determined by polarizations. For principal polarizations B = Bt , and the
projection of ι to B classifies the extension G̃. After choosing one lift, ι differs from
this lift by a map n → qn, where q is an element of the base. Thus the formal
completion of the moduli stack Āg along this boundary stratum looks as follows:

Start with the moduli stack Ag−1, with its universal abelian variety B → Ag−1.
Over the fiber product Bt ×Ag−1 B we have the Poincaré bundle P (whose total space

is the universal semiabelian G̃), and the associated A1-bundle. We name the first
factor Bt because for arbitrary polarizations it is the dual of the universal B. In our
case Bt = B, but it is still useful to have different names for the factors. Denote by
M → Bt the Gm-torsor opposite to the restriction of P to the diagonal. The formal
completion of the associated A1-bundle along {0} is the desired formal completion of
Āg along its boundary stratum. To keep our previous notation denote S◦ = M , let S
be the associated A1-bundle, j : S◦ → S the inclusion, and Ŝ the formal completion
of S along the zero-section i : Bt → S.

Over Ŝ the universal semiabelian scheme G is the quotient (via the Mumford
construction) of the universal semiabelian extension G̃, by a group of periods Y = Z.
That is, over each affine ring of the formal scheme we have such a G. The periods lift
the map Y × B → B which is − id on {1} × B. This lifts canonically to the desired
period map Y → G̃(S◦) over S◦.

The Mumford construction of the quotient G can be described as follows: Locally
we obtain degeneration data as above, with q denoting a local equation of {0} ⊂
A1. Then embed G̃ into a relatively complete model P̃ which (in this case) can be
given explicitly: In the projective line P1 over our base, blow up the codimension-2
subscheme defined as the intersection of {0,∞} and {q = 0}. The result has as special
fiber the join of three P1s. Repeat the procedure at the ends and continue, to obtain a
scheme P̃0 which over {q �= 0} is equal to P1, and over {q = 0} to an infinite join of
P1s. Gm operates on P̃0, and the operation of q on the generic fiber extends (and shifts
the infinitely many components in the special fiber). This construction is insensitive
to multiplying q by a unit, thus globalizes to our formal completion of Āg .

Now
P̃ = G̃×Gm P̃0

is the induced G̃-scheme. Its special fiber is an infinite join of P1-bundles over Bt×B,
indexed by integers r ∈ Z, and the rth component is the projective bundle associated
to the Gm-torsor P ⊗ pr∗1(M)⊗−r . It admits a free operation of Y = Z, and the
quotient P = P̃ /Y exists first as a formal scheme but is seen to be algebraic because
it is relatively projective. It contains the universal semiabelian G as open subset,
corresponding to the open subset of P̃ which is the union of all Y -translates of G̃.

Next, we introduce level structure. Choose an integer N ≥ 3 which will be as-
sumed sufficiently divisible so that all occurring torsion points are N -torsion and
work over Z[1/N, ζN ]. The stack Ag,N classifying principally polarized abelian va-
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rieties with level-N -structure is actually a scheme, and its toroidal compactification
Āg,N at least an algebraic space, and for suitable choices also a scheme. Over Ag−1
we have the universal g−1-dimensional abelian scheme BN , with level-N -structure.
The scheme S◦N is the Gm-torsor MN over Bt

N opposite to the restriction of the N th
power of the Poincaré bundle to the diagonal, and SN the associated A1-bundle. The
universal semiabelian G̃N now corresponds to the N th power of the Poincaré bundle,
and the period map ι : Y → G̃N is equal to the tautological map multiplied by N ,
so that it extends canonically to 1/N · Z (the image of 1/N lifts − id : Bt

N → BN ).
Then G̃[N ] has a canonical basis (as the extension is defined by the N th power of the
Poincaré bundle), and so has the Mumford quotient G (add ι(1/N)). Furthermore,
we obtain P̃N whose special fiber is an infinite join of P1-bundles over Bt

N ×BN , in-
dexed by integers r . The rth component is the projective completion of the Gm-torsor
P⊗N ⊗ pr∗1(MN)⊗−r .

To compute the invariants z(x) we consider its image in the cohomology of
i∗Rj∗(Zl ) on the special fiber BN . The coefficients i∗Rj∗(Zl ) depend only on the
normal bundle of the embedding of the special fiber:

In general, if Y ⊂ X is a smooth divisor in a smooth scheme, denote by X′
the affine bundle associated to OX(Y ), and by Y ′ = X its zero-section. We have a
tautological section s : X → X′ with s∗(Y ′) = Y , and s∗ induces an isomorphism on
vanishing cycles. The same holds for the pullback of affine bundles via Y ⊂ X, and
the assertion follows. Similarly, we construct a class on an open subset of the special
fiber of P whose boundary is the characteristic class of the (relative to S◦) zero-cycle
G[n] − n2g · {0}, as follows:

This zero-cycle lifts to a cycle Z on G̃, for example, as the sum of all translates
ι(i/n) + G̃[n] (0 ≤ i < n), minus n2g · {0}. We can indeed find such a zero-cycle
with rational coefficients such that its characteristic class in H

2g
! (G̃,Zl (g)) vanishes.

Namely, we replace each point ι(i/n)+ x (with x ∈ G̃[n]) by a linear combination∑
r∈Z

ar · {ι(r + i/n)+ x}

with
∑

r ar = 1,
∑

r ar (r + i/n)s = 0 for 0 < s < 2g. This is possible with r

ranging from 0 to 2g − 1, because the determinant of this system of linear equations
is nonzero.As the characteristic class of a point is obtained by the action by translation
on the characteristic class of {0}, as this action by translation is the exponential of the
class of the point in H 1(S, Tl(G̃)), and as this class is up to torsion proportional to
r + i/n, the assertion follows.

We may also assume that for any integer m ≡ 1(modn) the cycle m∗(Z) (that is,
multiply each point in Z by m) differs from Z by a cycle of the form ι(1)+Z1−Z1,
where Z1 is itself cohomologeous to zero: Namely, in the notation above we have

m∗

(∑
r

ar · {ι(r + i/n)+ x)} −
∑
r

ar · {ι(r + i/n)+ x}
)

=
∑
r

ar · ({ι(m · (r + i/n))+ x} − {ι(r + i/n)+ x})
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= (ι(1)+ Z1)− Z1,

with

Z1 =
∑
r

ar

(m−1)(r+i/n)−1∑
s=0

{ι(s + r + i/n)+ x}.

The class of Z1 is then a linear combination, with coefficients that are cohomology
classes, of the sums

∑
r

ar ·
(m−1)(r+i/n)−1∑

s=0

(s + r + i/n)t ,

for 0 ≤ t < 2g. Here the inner sum is a polynomial in r + i/n without constant term
and of degree t + 1. It vanishes if we choose the ar such that∑

r

ar (r + i/n)t = 0

for 0 < t ≤ 2g (that is, one degree higher than before).
Now fix one m > 1 as above. There exist cohomology classes

z̃, z̃1 ∈ H 2g−1(G̃− |Z|,Ql (g))

with boundaries the classes of Z,Z1, and thus

(m∗ − id)(z̃)− (ι(1)∗ − id)(z̃1)

has trivial boundary and extends to a class in H 2g−1(G̃,Ql (g)). This class lies in
the image of (m∗ − id) and correcting z̃ we may assume that it vanishes. That is,
m∗(Z) − Z lies in the image of ι(1)∗ − id, in the inductive limit of cohomologies
with compact support of G̃− (finite union of ι(r + i/n)+ x). It then follows that the
same holds for any other m′ ≡ 1(modn).

Now recall that we have defined a compactification P̃N of G̃N by first forming the
associated P1-bundle over BN and then repeatedly blowing up {0,∞} in the special
fiber. It admits an action of 1/N ·Y . After sufficiently (but only finitely) many of these
blowups all sections in the support of Z extend to sections of this blowup and lie in
the union of the 1/n · Y -translates of G̃. If we extend the derived direct image over
S◦N under the inclusion G̃N − |Z| → G̃N of Ql (g) by zero to all of P̃ , the derived
direct image under j gives a sheaf on our partial blowup which is the extension
by zero of the corresponding sheaf on the complement of {0,∞}. Thus z̃ induces a
cohomology class with coefficients in the sheaf i∗Rj∗(Ql (g), over P̃N − |Z|, with
support contained in finitely many of the irreducible components of the special fiber
of P̃N . If we represent i∗Rj∗(Ql (g)) by a complex of Y -equivariant injective sheaves
(better: multiply by a common denominator and then use coefficients Z/(ls) for all
s) we may form the (locally finite) sum of all Y -translates of our class, and it defines
a class on the quotient with boundary the projection of Z . Equivalently, we take the
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trace of z̃ under the projection P̃ → P , and it defines there a class z, with boundary
Z . Also one checks that it is fixed by m∗: The closure of the graph of multiplication
by m on G̃ defines another relatively complete model P̃ ∗ ⊂ P̃ × P̃ , and m∗ on
i∗Rj∗(Ql (g)) is given by pullback via one projection and push forward via the other.
As z̃ is invariant under this operation up to classes which vanish under the projection
to P , we get our claim. It implies that our projection is the class zn. Namely, it differs
from it only by the image of a class in H 2g−1(PN, i∗Rj∗(Ql (g)), and m∗ − id is
bijective on that group (reduce to Y -equivariant cohomology on P̃N , and filter by the
pullback of i∗Rj∗(Ql (g)) on Bt

N × BN etc.). In other words, we have represented
that class in terms of the Mumford construction.

To compute its bad reduction we have to do the same for the class z̃N . For this
denote by the inclusion of P̃ ◦N into P̃N by j . Then the derived direct image Rj∗(Ql (g))

has cohomology in degrees 0, 1, 2. In degree 0, this cohomology is Ql (g), in degree
1 the direct sum of the direct images of Ql (g − 1) on the components (P1-bundles
over Bt

N ×BN ) Er , and in degree 2 the direct sum of the direct images of Ql (g − 2)
on the intersections Er ∩Er+1 of two consecutive components. A cohomology-class

w ∈ Hm
! (P ∗N,Ql (g)) = Hm

! (PN,Rj∗(Ql (g)))

has as image in τ≥2Rj∗(Ql (g)) a finite sum of classes in

Hm−2(Er ∩ Er+1,Ql (g − 2)).

As this sum lifts to τ≥1(Rj∗(Ql (g)) the relevant obstruction vanishes, which means
that for each r the cohomology class in Hm(Er,Ql (g − 1) which is the sum of the
direct images of the two contributions from Er ∩Er−1 and from Er ∩Er+1 vanishes.
It then follows by induction that all these vanish individually, starting from the fact
that this holds for very small r (because of compact support). Hence we conclude that
our class lifts to Hm

! (PN, τ≤1Rj∗(Ql (g))), and the lift is unique up to the boundary

of a sum of classes in Hm−3
! (Er ∩ Er+1,Ql (g − 2)).

Projecting modulo τ≤0Rj∗(Ql (g)), we obtain a direct sum of classes inHm−1(Er,

Ql (g−1)), unique up to the possibility to shift the direct image of a class inHm−3(Er∩
Er+1,Ql (g−2)) from degree r to degree r+1. Finally, the sum of the direct images
of this class in Hm+1

! (PN,Ql (g)) is the obstruction to lift to τ≤1Rj∗(Ql (g)) and thus
vanishes.

Recall that the cohomology of a P1-bundle with section is the direct sum of two
copies of the cohomology of the base, one mapping to it via pullback π∗ and the
other via direct image of the section. As in our case we may shift these direct images
between components, we may assume that for all r �= 0 our classes are pullback of
classes

wr ∈ Hm−1
! (Bt

N × BN,Ql (g − 1)),

while for r = 0 we obtain the direct sum of the pullback of w0 and the direct image
(via E0 ∩ E1 ⊂ E0) of a class in Hm−3

! (Bt
N × BN,Ql (g − 2)).

Now we use the condition that the sum of the direct images of our classes vanishes.
Restricting to Er for r �= 0, 1 we get the equation (Nr = normal bundle)
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i0,∗(wr−1)+ i∞,∗(wr+1)+ c1(Nr) ∪ wr = 0.

As Nr = M(−{0,∞}), and as i0,∗ − i∞,∗ is multiplication by the first Chern class of
P⊗N ⊗M−r

N , this reads

i∞,∗(wr−1 + wr+1 − 2wr)+ π∗(c1(M) ∪ wr

+ (Nc1(PN)− rc1(MN)) ∪ (wr − wr−1)) = 0.

Thus the first component vanishes, that is, wr−1 + wr+1 = 2wr for r �= 0, 1, and
it follows by induction that all wr vanish. The same then follows for the additional
contribution onE0. In other words, any section ofHm

! (P̃ ◦N,Ql (g)) extends to a section
of Hm(P̃N ,Ql (g)).

This picture has to be modified if we deal with z̃. Namely, for each r we have a
section ir of P̃N over the preimage in SN of the graph of multiplication by−r : Bt

N →
BN , and, in fact, we also have sections if we translate by N -torsion-points x of G̃N .
Now z̃ is also allowed to have poles along these sections (which give subschemes
of codimension g), with constant residues in Ql . This means that in our analysis we
have to add to the divisors Er also the subschemes ir (SN). As the new (constant)
residues are regular at the boundary it follows as before that the projection of z̃N to
the truncation τ≥2 of the direct image vanishes, so we can lift as before to τ≤1, and
again get classes

wr ∈ H 2g−2(Bt
N × BN,Ql (g − 1)).

Furthermore, the sum of the direct images of all classes vanishes. Restricting to Er

this gives a relation between the wr , which now, however, gets an additional term
coming from the section ir . Namely, the sum of the residues of z̃N on the G̃N [N ]-
translates of ir is a number ar , which vanishes if r is not divisible by N/n. Also we
know that

∑
r ar · rt vanishes for 0 ≤ t ≤ 2g. Now ir contributes to our equation the

direct image ir,∗ of the graph of −r : Bt
N → BN , that is, i∞,∗(1,−r)∗(c!), with c!

the class of the diagonal in H 2g−2(Bt
N × BN,Ql (g − 1)) (i0,∗ gives the same result

because the bundle Er is trivial over the graph of −r). Hence we have the equation
(for r �= 0, 1)

wr−1 + wr+1 − 2wr + ar(1,−r)∗(c!) = 0.

It has the unique solution

wr =
∑
s<r

(s − r)as(1,−s)∗(c!)

(the sum vanishes for big r because (1,−s)∗(c!) is a polynomial in s of degree
2g − 2). It also follows that z̃N can be lifted to τ≤1 of the direct image in such a
way that its residue along each Ej is pullback of a section wr on Bt

N × BN , with no
additional local component.

For completeness we also note (although it is not needed) that from the fact that
the sum of direct images vanishes on Er we have only used half, namely, that the
component given by i∞,∗ vanishes. In addition, we have a component which is π∗r of
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c1(M) ∪ wr + (Nc1(PN)− rc1(MN)) ∪ (wr − wr−1).

One checks that this indeed vanishes for our solutions wr because

(sc1(M)−Nc1(PN) ∪ (1,−s)∗(c!) = 0

by the projection formula, since pr∗1(M)⊗s ∼= P⊗N
N over the graph of (1,−s).

Finally, we derive that the residue of z(x) at the boundary depends only on the
q-component qr/N of the torsion-point x. It is equal to the sum

− 1/(n2g − 1)
∑

s<t,t≡r( mod N)

(s − t)as(1,−r)∗(1,−s)∗(c!)

= −1/(n2g − 1)
∑
s<r

(s − r)2g−1asc{0}.

To evaluate this sum, introduce new variables u = s/N , v = t/N , and consider
the function

f (v) =
∑

j∈Z,u<v+t

(u− v − j)2g−1aNu.

It is periodic in v with period 1, and its (2g)th derivative is−(2g− 1)! times the sum
of aNs · (δ-distribution in the projection of s to R/Z). The latter is

n2g(−δ0 +
n−1∑
j=0

1/n · δj/n).

If we expand f (v) in a Fourier series, we can read off the coefficients from those of
the δ-distributions. The result is

f (v) = (2g − 1)!n2g
∑

k∈Z−n·Z
− exp(2πikv)/(2πik)2g.

If v is such that nv − v is an integer, this is equal to

− (2g − 1)!n2g
∑

k∈Z−n·Z
exp(2πikv)/(2πik)2g

= −(2g − 1)!(n2g − 1)
∑
k �=0

exp(2πikv)/(2πik)2g.

Thus finally the residue of z(x) in a torsion-point x ∈ ι(v)+G̃ is equal to the L-series

−(2g − 1)!N2g−1/(2πi)2g
∑
k �=0

exp(2πikv)/k2gcl{0}.

The factor N2g−1 is the degree of the covering SN → S.

Remark 1. The fact that we get a multiple of c{0} can also be read off from its trans-
formation under the isogeny which is multiplication by n on Bt and by m2 on the
Poincaré bundle. It corresponds to dividing G by its isotropic subgroup G̃[n]+T [n2].
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5 The class in K-theory

We show that our Eisenstein class is induced by a class in K-theory, more precisely
from a multiple of it which lies in K1. We construct such a class which is invariant
under pushforwards m∗ but we do not know whether this property makes it unique.
However, this invariance suffices to show that we obtain from it the étale class if we
apply the Chern character. The construction uses a little bit of topology but not the
sophisticated machinery of infinite loop-spaces.

Higher K ′-theory is defined in [11]. For a noetherian scheme X we consider
the exact category M(X) of coherent sheaves on X, form the Q-category QM(X)

and its classifying space BQM(X). Morphisms M → N in QM(X) consists of
isomorphisms of coherent sheaves M ∼= N2/N1, where N1 ⊆ N2 ⊆ N is a layer of
subsheaves. Then BQM(X) is the geometric realization of the simplicial set whose
n-simplices are sequences N0 → N1 → · · · → Nn of maps in QM(X). Finally,

K ′
i (X) = πi+1(BQM(X)).

For example, for any coherent sheaf M there are two maps 0 → M in QM(X)

corresponding to the layers (0) ⊆ (0) and M ⊆ M . Their composition defines a loop
around (0) which represents the class of M in K ′

0(X). We note that BQM(X) is a
connected H-space with the addition defined by direct sums, and thus an abelian group
in the category of CW-complexes up to homotopy. (The map (x, y) → (x, x + y)

induces an isomorphism on homotopy groups of BQM(X) × BQM(X), thus is a
homotopy equivalence.) Also in the definition of M(X) we may consider only coher-
ent sheaves up to canonical isomorphisms, by passing to an equivalent subcategory.
Thus in the following we identify sheaves which are canonically isomorphic.

For a relative abelian scheme A→ S, of relative dimension g, the Fourier trans-
form

F : BQM(A)→ BQM(At )

is defined as
F = pr2,∗(pr∗1 ∪PA),

where PA denotes the Poincaré bundle on A×S At ; see [10]. The composition F ◦F
is equal to (−1)g · [− idA], thus F induces homotopy equivalences on the BQMs.
Finally, for direct images under multiplications, we have

F([m]∗(x)) = pr2,∗(pr∗1[m]∗(x) ∪ PA)

= pr2,∗([m] × id)∗(pr∗1(x) ∪ P⊗m)

= pr2,∗(id×[m])∗(pr∗1(x) ∪ P)

= [m]∗F(x).

Thus the Fourier transform intertwines [m]∗ and [m]∗.
Now assume that S is quasi-projective. We note that for a quasi-projective scheme

X and any vector bundle E on X multiplication by E − rank(E) is nilpotent (up to
homotopy) on BQM(X). Namely, we may tensor E by a suitable ample line bundle
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and then assume that there exist (at most dim(X) + 1) maps Or
X → E such that

locally near any given point of X at least one of them is an isomorphism. Then the
tensor product of all these complexes is acyclic and realizes the desired homotopy.

As for our abelian scheme A [m]∗[m]∗ is equal to multiplication by [m]∗(OA), it
follows that [m]∗[m]∗−m2g id is nilpotent on BQM(A), up to homotopy. By Fourier
transform this also holds for the other composition [m]∗[m]∗ −m2g id. Especially if
x ∈ A(S) denotes an m-torsion point, then translation by x defines an automorphism
Tx of BQM(A) with

[m]∗Tx = [m]∗,
and thus m2g(Tx − id) is nilpotent up to homotopy. As T m

x = id it follows easily that
for some sufficiently high power mr the multiple mr(Tx − id) is nullhomotopic (we
may take r = (2g + 1)(dim(A)+ 1)).

Thus we obtain a homotopy between mrTx and mr , which can be considered as a
path from f = mrTx to g = mr in the mapping space Map of continuous maps from
BQM(A) into itself, with the compact open topology. We would like this homotopy
to be canonical, which we can achieve after increasing r: Namely, two paths p, up to
homotopy, from f to g differ by a closed loop in the fundamental group of either f
or of g. As Map is an H-space itself these fundamental groups can be identified with
the fundamental groups at the origin and the two actions coincide. Also the group
structure is induced by the H-space structure. Finally, composition with f or g on the
left acts on the fundamental group as mr , f and g commute (not just up to homotopy),
and f m = gm. Any path p from f to g induces paths f m−i−1gi ◦ p from f m−igi

to f m−i−1gi+1, by composing on the left with f m−i−1gi , and thus a closed loop l

around f m = gm.Adding a closed loop h to our initial homotopy changes l bymr+1h,
so we obtain a canonical path

∑
i f

m−i−1gi ◦ p − h (independent of initial choices,
up to homotopy) between mr+1f = m2r+1Tx and mr+1g = m2r+1. This procedure
commutes with compositions on the right. Especially for any other integer n we have
[n]∗Tx = Tnx[n]∗ and thus composing our homotopy betweenmr+1Tx andmr+1 with
[n]∗ on the left is the same as composing the canonical homotopy between mr+1Tnx

and mr+1 with [n]∗ on the right. A similar statement holds for arbitrary isogenies.
As an application we note that we obtain an explicit homotopy between the two

loops in BQM(A) representing m2r+1O{0} and m2r+1O{x}. Restricting to A−{0, x}
this gives a class inπ2(BQM(A−{0, x})), invariant under all [n]∗ for which nx = x.
Pulling back via torsion-points y (well defined because of finite Tor-dimension) gives
an Eisenstein class in K1(S)Q. Applying the Chern character into étale cohomology,
we get an étale cohomology class inA−{0, x}with the correct residues at the boundary
and invariant under [n]∗. This must be the class used in the étale construction. That
is, the Chern character maps the K-theory class to the étale class.

6 The class in complex analytic cohomology

The Eisenstein class in Betti cohomology lifts to Deligne cohomology, or equivalently
has a Hodge-theoretic analogue. This of course already follows from the previous
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construction in higher K-theory, by applying a regulator. However, it is possible
to give an explicit formula, by calculating with Green currents. We represent this
calculation, without touching the various connections to “K-theory with metrics’’ or
“K1-chains in Arakelov–Chow groups.’’

So assume given a relative abelian scheme A → S, with S a complex analytic
manifold, of relative dimension g, and two sections x, y ∈ A(S) which are torsion
and everywhere nonzero. Then there exists a (g−1, g−1)-current (differential form
valued distribution) G with

∂∂̄G/πi = δx − δy.

As usual we consider two such Green’s currents equivalent if their difference lies in
the sums of the images of ∂ and ∂̄ . In fact, we shall construct such a distribution such
that for any integer m > 1 with mx = x,my = y we have

([m]∗ − id)2(G) = G.

If S is projective this determines G uniquely up to equivalence, and it is fixed by [m]∗,
up to equivalence. In general I do not know about uniqueness. Finally, G will be C∞
outside of {x, y}, and evaluation at 0 gives a form on S. So let us first construct G.

If H = Ã denotes the Cg bundle over S defined by the Lie-algebra Lie(A), we
can write A as quotient A = H/�, with � ⊂ H locally isomorphic to Z2g . If �A

denotes the dual of the Lie-algebra of A we have a natural map �A → OH whose
image is the ideal defining the origin in H .

We can use this to define a Green’s current for the zero-section. Endow �A with
the hermitian metric defined by a polarization on A, which then defines a metric
connection ∇ and canonical representatives for the Chern classes (the coefficients
of the characteristic polynomial for −∇2/2πi). Now exterior multiplication by our
tautological section defines a differential v on the pullback toH of the exterior algebra∧•

�A, which makes the resulting Koszul complex a resolution of the ideal of the
zero-section. If ∇ denotes the metric connection we can form the superconnection

At = ∇ +
√
t(v + vad)

and form the components of bidegree (g − 1, g − 1) of the regularized integral
(compare [2])

G0 = (2πi)1−g

∫ ∞

t=0
trs(NH exp(−A2

t ))
dt

t
.

Then
∂∂̄G0/2πi = δ0 − (−1)gcg(�A).

Here trs denotes the supertrace (alternating sum of traces) on endomorphisms of
End(

∧•
�A), NH the number-operator (equal to −q on �

q
A), the integrand de-

cays exponentially at infinity away from the zero-section, and at zero we use zeta-
regularization which amounts to the following:

Suppose f (t) is differentiable at the origin and decays sufficiently fast at infinity.
Then
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t=0
f (t)

dt

t
=
∫ ∞

t=0
(f (t)− f (0)e−t )

dt

t
.

Note that for an invertible λ > 0, we then have∫ ∞

t=0
f (λt)

dt

t
=
∫ ∞

t=0
f (t)

dt

t
− log(λ)f (0).

It follows that under the action on H by a homothety λ (amounting to multiplying t

by
√|λ|), G0 changes by

1/2 log(|λ|) chg−1(∧•�A),

which in turn is invariant under homotheties.
TranslatingG0 by elements x̃ or ỹ and taking the difference gives a Green’s current

for {x̃}− {ỹ}. Formally summing over all translates under elements of � should give
a Green’s current on A. However, to make this sum converge we use the following
procedure:

Suppose x and y are torsion sections of A. Choose locally in S liftings x̃µ and
ỹν to elements of �Q, and rational numbers aµ, bν , such that for any polynomial
P ∈ S[�dual] of degree ≤ 2g + 1, we have∑

aµP (x̃µ) =
∑

bνP (ỹν).

This is possible; for example, apply to the formal linear combination x̃ − ỹ (using
some lifts) the operator

∏2g+1
j=1 ([m] − mj) and divide by

∏2g+1
j=1 (1 − mj) for some

integer m > 1 with mx = x, my = y.
Now the infinite sum∑

λ∈�

(∑
µ

aµG0(z− x̃µ − λ)−
∑
ν

bνG0(z− ỹν − λ)

)

converges for z ∈ H , as a sum of currents, because G0 is C∞ outside 0 and invariant
under homotheties. Thus the inner sum decays like ‖λ‖−(2g+2) by Taylor’s formula.
Another way to define it is to use Hecke summation:

If we multiply G0 by φ(z)−s the resulting sum converges absolutely for Re(s) >
2g − 1 (for arbitrary choices of lifts x̃ and ỹ) and has an analytic continuation to the
whole complex s-plane (by our argument with suitable linear combinations of lifts
x̃, ỹ). Thus we can take its value at s = 0. It follows that the result is independent
of our regularization procedure, that is, of the choice of the x̃µ and ỹν . That it is
annihilated by ([m]∗ − id)2 follows from the vanishing of ([m−1]∗ − id)2(G0) by a
simple double-sum argument, using independence from regularizations.

Going back we compute G0 in more detail. We have

A− t2 = t{v, vad} + √t{∇, v + vad} + ∇2.

Forgetting t-powers the first term is multiplication by the square-norm φ(z) = ‖s‖2

of the tautological section of LieA over H , the second sum of exterior multiplication
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by ∇′(s) and of its adjoint, and the third the curvature R� of �A which acts as a
derivation on ∧•�A. Furthermore, the operator NH exp(−A2

t ) lives naturally in the
Clifford-algebra C(�A⊕LieA) which acts on∧•�A by interior and exterior multipli-
cation. This Clifford algebra is filtered by the degree of the Clifford polynomials, the
associated graded is isomorphic to the exterior algebra, and the supertrace vanishes
on F 2g−1. Furthermore, NH has Clifford degree 2 (its leading term is the Kăhler form
ω), and for the other terms the Clifford degree matches the degree as a differential
form. It follows that to get differential forms of degree 2g−2 we only need to compute
with leading terms, thus can replace the Clifford algebra by the exterior algebra. As
a result,

trs(NH exp(−A2
t ))

= (−1)g−1ω
∑

a+b=g−1

exp(−tφ)ta(∇′s)a(∇"sad)aRb
�/(a!a!b!).

Here note that this has to be computed in the exterior algebra over �A ⊕
LieA⊕�

1,0
S ⊕�

0,1
S , and what we really want is the coefficient of the canonical 2g-form

in ∧2g(�A ⊕ LieA).
Thus the regularized integral becomes

(−1)g−1ω

⎛⎝ ∑
a+b=g−1

φ−a(∇′s)a(∇"sad)aRb
�/(aa!b!)− log(φ)Rg−1

� /(g − 1)!
⎞⎠ .

Finally, in the regularized sum

∑
λ∈�

(∑
µ

aµG0(z− x̃µ − λ)−
∑
ν

bνG0(z− ỹν − λ)

)

the terms which are purely polynomial in z disappear, which applies to the terms with
a = 0 in the big sum in the formula for G0.

Next, we restrict this class to the zero-section and continue computing. Obviously
we need expressions for R� and for the derivatives∇(v). For this note that the bundle
(on S) E = �⊗OS admits an integrable connection ∇, a complex conjugation, and
a symplectic form given by the polarization. Furthermore, it has a maximal isotropic
subbundle �A with quotient the dual LieA. Finally, E is the direct sum of �A and its
complex conjugate, and the symplectic product on E induces the hermitian norm on
�A. Let % denote the projection onto �A, with kernel its complex conjugate. It is a
C∞ endomorphism of E .

The metric connections on �A and LieA are given by %∇%, respectively, its
complex conjugate. Also

κ = (1−%)∇%

defines a holomorphic one-form on S with values in the symmetric homomorphisms
from �A to Lie(A), that is, an element
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κ ∈ S2(LieA)⊗�1
S.

This is also called the Kodaira–Spencer class. If κad denotes its complex conjugate
adjoint (for the inner product on E), we have

[∇,%] = κ + κad

and
κadκ = %R�%.

Also an element λ ∈ � defines a section vλ ∈ LieA and ∇(vλ) can be computed as

(1−%)∇(1−%)(λ) = −(1−%)[∇,%](λ) = −κ(λ).

Finally, we find ∇(vad
λ ) = κad(λ).

To continue the computation use the Hermitian form to identify LieA with the
complex conjugate of �A. Then R� becomes the contraction of κκad, a (1, 1)-form
with values in �⊗2

A ⊗Lie⊗2
A contracting to a (1, 1)-form with coefficients �A⊗LieA.

Similarly, ∇(vλ)∇(vad
λ ) becomes the contraction of −%(λ) ⊗ (1 −%)(λ). Thus all

terms can be expressed in terms of the Kodaira–Spencer class κ . However, I see no
significant simplification in the resulting formula.

7 Classical Eisenstein cohomology

Here we try to explain what can be derived from the classical theory of Eisenstein
series, as discussed in the article [6]. However, we restrict ourselves to the Siegel
space classifying principally polarized abelian varieties of dimension 2 to avoid com-
plications.

So denote by G the algebraic group GSp(4), by P its parabolic corresponding to
degenerations with one-dimensional torus, by Q the Siegel-parabolic (corresponding
to degenerations into tori), and by B its Borel. Associated to G is a Shimura variety
SHG which is a projective limit of quasi-projective schemes, and admits an action of
the group G(Af ) of finite adeles. In fact, SHG is the quotient of the product of G(Af )

and the Siegel upper half space, under the action of G(Q)+ (symplectic similitudes
with positive multiplier. Positivity comes in because the relevant symmetric space for
symplectic similitudes has two connected components). It has a “compactification’’
which is the projective limit of reductive Borel–Serre compactifications. Its boundary
strata are first indexed by a conjugacy class of a parabolic, that is, by either P , Q, or
B. Furthermore, the set of P -strata is the quotient G(Af )/P (Q)+, the Q-strata are
G(Af )/Q(Q), and similarly for B. More precisely, we mean the projective limits of
quotients under compact open subgroups of G(Af ).

If U denotes the unipotent radical of the relevant parabolic (P , Q, or B), then
U(Q) is dense in U(Af ), so in the quotient we may divide on the right by U(Af )

instead of U(Q), or even by P 0(Af ) and Q0(Af ), where P 0 ⊂ P and Q0 ⊂ Q

denote the derived subgroups, or the kernels of the canonical maps into G2
m.
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The induced action of G(Af ) on the cohomology of SHG is admissible, that is,
each vector is fixed by an open compact subgroup Kf of G(Af ). We may assume that
this open subgroup is the product of open compacts Kl ⊂ G(Ql ), for all primes l, and
Kl = G(Zl ) for almost all l. The space of Kf -fixed vectors admits an action of the
Hecke algebra for Kf , that is, the Kf -biinvariant functions with compact support on
G(Af ). This Hecke algebra is the tensor product of the local Hecke algebras for each
factor Kl . We say that a vector is strictly Eisenstein if there exists a finite set of primes
and a character χ of finite order of T (Af )/T (Q) such that for l �= S, χ is unramified
in l, our vector is fixed by Kl , and the local Hecke algebra acts on it by the same
character by which it acts on the Kf -invariant vector in the produced representation

ProG(Ql )

B(Ql )
(χ). “Produced’’ means continuous functions on G(Ql ) which transform via

χ under B(Ql ), as opposed to “induced’’ which uses tensor products. We also call
an element Eisenstein if it lies in a Hecke module which has a finite Jordan–Hölder
series consisting of strictly Eisenstein modules.

We need the following argument, due to Manin and Drinfeld: If a square-integrable
differential form on SHg(C) is a Hecke eigenform and Eisenstein, it is invariant under
the derived group of G(R): Namely, we may assume that it is a Hecke eigenfunction
for almost all local Hecke algebras, with eigenvalues prescribed by a character of
finite order. For primes l ≡ 1 mod N , with sufficiently divisible N , the local Hecke
algebra then acts like it acts on the functions on G(Ql )/B(Ql ). In more concrete
terms we have a square-integrable differential form λ on a finite union of quotients
D/�, with D a symmetric domain and � a congruence subgroup of G. Then there
exist finitely many elements γ1, . . . , γr ∈ G(Q), and a congruence subgroup �′ ⊂ �,
such that Ad(γi)(�′) ⊂ �, and such that on D/�′ we have for the sum∑

i

γ ∗i (λ) = r · λ.

By elementary Hilbert-space geometry this means thatλ is fixed by each individual γi .
However, the subgroup generated by all such elements (for various Hecke operators)
is dense in the derived subgroup of G(R).

We need a more sophisticated version of this argument: For the parabolic P or
Q we can apply the Jacquet functor to the induced representation IndG(Ql )

B(Ql )
(χ), that

is, form covariants under the unipotent radical U(Ql ). This is a representation of the
corresponding Levi subgroup, and we can look for subquotients which are unitary,
that is, admit an invariant positive definite hermitian product. This implies that the
central character has to be unitary, and it then follows easily that only the trivial
subquotient can be unitary. This implies that Eisenstein classes in L2-cohomology lie
in sums of one-dimensional subrepresentations.

The Eisenstein cohomology can be analyzed using [6]: Namely, we know the
Eisenstein part of the L2-cohomology, since this cohomology coincides with the
space of square-integrable harmonic forms, and any such form is constant. We obtain
powers of the first Chern class of the line bundle ω, or more precisely of the curvature
form defined by its canonical metric. Furthermore, theL2-cohomology coincides with
the intersection cohomology (Zucker conjecture), and the latter can be described by



Arithmetic Eisenstein Classes on the Siegel Space: Some Computations 151

weights. Finally, we can analyze the difference between intersection cohomology and
usual cohomology, and thus determine its Eisenstein part. For technical reasons we
use cohomology with compact support and obtain the desired results by duality. The
reason for this is that only special weight profiles are used in [6] (see Remark 35.4
there), and these are better adapted to cohomology with compact support. Also we
concentrate on cohomology with compact support in degrees at least 3, dual to usual
cohomology in degrees at most 3.

The weights are defined by data involving the root system. In our case it is of
type C2. If one chooses an Euclidean vector space with orthonormal base {e1, e2} its
roots can be given as {±2e1,±2e2,±e1±e2}, the positive roots as {2e1, 2e2, e1±e2},
ρ = 2e1+e2. The Weyl orbit of ρ consists of {±2e1±e2,±e1±2e2}. The parabolicP
has the simple root 2e2 in its Levi component, whose center is spanned by HP = 2e1.
For the parabolic Q these are replaced by e1 − e2 and HQ = e1 + e2. Finally,
a maximal weight w(ρ) − ρ appears in the weight profile µ corresponding to the
intersection cohomology of the Baily–Borel compactification [6, Theorem 23.2] if it
is dominant for the relevant Levi and its inner product with HP , respectively, HQ,
respectively, both, is strictly greater than it is for −ρ. The latter means that the inner
product of w(ρ) with HP or HQ is strictly positive. For P this leaves the ρ-transforms
{2e1+ e2, e1+ 2e2}, for Q {2e1+ e2, 2e1− e2}, and for the Borel their union. These
correspond precisely to the elements in the Weyl group of length ≤ 1, and thus the
intersection cohomology coincides with the cohomology of the truncation τ≤1Rj∗(C)

on the reductive Borel–Serre compactification.
Next, the first direct image has as stalks at the boundary the first cohomology

of the unipotent radical of the parabolic corresponding to the stratum. The strata are
again Shimura varieties, now associated to the group GL(2).

On the P -stratum the first direct image has rank 2 and corresponds to the irre-
ducible two-dimensional local system on the upper half plane. For the Q-stratum we
obtain the three-dimensional local system, and for the Borel the direct sum of two
one-dimensional systems. These coincide with the direct images of the systems on the
P -stratum, respectively, Q-stratum. All in all, the first direct image is the direct sum
of the middle extensions of nontrivial local systems. Thus its cohomology coincides
with the intersection cohomology, and any Eisenstein component in degree 2 comes
from constant harmonic forms which must vanish. So finally the second cohomol-
ogy of the first direct image is totally non-Eisenstein, and the Eisenstein part of the
intersection cohomology in degree at least 3 coincides with that of the cohomology
of the zeroth direct image, that is, with the Eisenstein part in the cohomology of the
reductive Borel–Serre compactification.

Finally, there exists an exact triangle relating the cohomology with compact sup-
port of SHG, the cohomology of the reductive Borel–Serre compactification, and
the cohomology of the boundary. Similarly, the cohomology of the boundary sits in
an exact triangle whose other terms are the direct sum of the cohomologies of the
closures of the P - and Q-stratum, and the cohomology of the B-stratum. Again by
the Manin–Drinfeld argument the Eisenstein parts of these cohomologies consist of
constant harmonic forms, thus no contribution to H 1. Thus finally the Eisenstein part
of the cohomology of the boundary consists of the constants in degree 0, of the Eisen-
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stein part in the quotient of the produced representation Pro
G(Af )

B(Q)
(C) under the sum of

Pro
G(Af )

P (Q)
(C) and of Pro

G(Af )

Q(Q)
(C) in degree 1, and of the Eisenstein part in the direct

sum of Pro
G(Af )

P (Q)
(C) and Pro

G(Af )

Q(Q)
(C+) in degree 2. Here “produced representation’’

means functions f : G(Af )→ C, left-invariant (because we produce from the trivial
representation) under P(Q) or Q(Q), with G(Af ) acting via right translation. The
exponent “+’’ refers to the action of the quotient GL(2,Q)/GL(2,Q)+ where the
nontrivial element acts by orientation reversing maps, that is, with a negative sign on
top cohomology. Finally, the Eisenstein part of the cohomology with compact support
becomes

Pro
G(Af )

B(Q)
(C)/(Pro

G(Af )

P (Q)
(C)+ Pro

G(Af )

Q(Q)
(C))

in degree 2, and

Pro
G(Af )

P (Q)
(C+)/ constants⊕Pro

G(Af )

Q(Q)
(C−)

in degree 3, and finally the constant multiples of powers of c1(ω) in degrees 4 and
6. Dually the Eisenstein part of the usual cohomology has the constants in degree
0 and 2,

Ind
G(Af )

P (Q)
(C+)/ constants⊕ Ind

G(Af )

Q(Q)
(C−)

in degree 3, and some induced representation in degree 4. Here “induced represen-
tations’’ are defined by using tensor products. For later use we note that the induced
representations in degree 3 can be detected as follows: In the toroidal compactifi-
cation we have strata at infinity indexed by P (corresponding to degenerations with
one-dimensional torus) and Q (total degeneration). A class in degree 3 induces on
the P -stratum a class in degree 2 with coefficients in the first direct image, which
can be integrated over the torus bundle as we did in the previous chapter. Over the
Q-stratum we obtain a section of the third direct image (which is supported in the
most degenerate stratum).

Also we note that by strong approximation (which is rather elementary in our case)
we may replace in the induced (and produced) representations B(Q) by its product
with B0(Af ), where B0 denotes the kernel of all characters into Gm, and similarly
for P and Q. Hence the induced representations split into sums of representations
induced from characters.

Next, we show that these representations already occur in étale cohomology
over the rationals Q, with coefficients in Ql (which means the inductive limit of
the Ql-adic cohomologies of the SHK ): First of all, we get over the complex numbers
cohomology-classes with coefficients Q instead of C, and these give rise to Ql-adic
classes over the algebraic closure Q̄. Next, we know that the powers of c1(ω) are
classes over Q. So finally by the Leray spectral sequence it suffices to show that the
induced representations in degree 3 are Galois-invariant. For this we use the toroidal
compactification of our moduli space. It has stratum corresponding to P where the
abelian variety degenerates to an extension of an elliptic curve by a torus. Considering
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the leading term gives an invariant linear form on the cohomology with coefficients

Ql (2), thus the representation Ind
G(Af )

P (Q)
(Ql )/ constants occurs in the cohomology of

Ql (2). This we have already seen before.

For the other representation Ind
G(Af )

Q(Q)
(Ql ) we consider the Q-stratum, where the

abelian variety degenerates to a two-dimensional torus. The stratum corresponds to a
torus embedding of dimension 3: Namely, the universal degenerating abelian variety
is a quotient G = G̃/ι(Y ), where G̃ ∼= G2

m is a torus with character group X, and
ι a period map on X = Y = Z2 which corresponds to a symmetric definite bilinear
form b parametrized by the torus embedding. The possible level-n-structures on G are
parametrized by first choosing a maximal isotropic Z/(n)2 in the symplectic Z/(n))4,
then identifying it with

G̃[n] = Hom(X,µn),

and finally extending ι to 1/n ·Y by extracting an nth root out of b. It follows that the
Galois-action on IndG

Q(Ql ) is induced by the cyclotomic character Gal(Q̄/Q)→ Ẑ∗
which takes values in the Af -points of the center of the Levi-group GL2 of Q, and
thus acts on the induced representation.

The restriction of cohomology to the most degenerate strata defines an invariant
linear form on the étale cohomology with coefficients Ql (3), with values in this in-
duced representation, and respects Galois-actions. Thus theQ-induced representation
gives classes with coefficients Ql (3). Thus, all in all, we have constructed Eisenstein
classes in H 3(SHG,Ql (2)) and H 3(SHG,Ql (3)). Note that they are not quite unique
because of the Eisenstein classes in degrees 0 and 2.

Finally, there is a relation between Galois and Hecke action, weaker than the
classical Eichler–Shimura (see [3, Chapter 7]). Namely, the maximal torus T of G

consists of diagonal matrices diag(a, b, c, d) ∈ G4
m with ab = cd. For an unramified

character χ of T (Ql ) at a prime l “of good reduction’’ the geometric Frobenius Frobl

at l satisfies an equation of degree 4 over the Hecke-algebra, which means that on a
subspace where the Hecke-algebra acts like on the induced representation from the
B(Ql )-representation χ (an unramified character of T (Ql )), Frobl satisfies the quartic
equation

(Frobl −a1)(Frobl −a2)(Frobl −a3)(Frobl −a4) = 0,

where a1 = χ(p, p, 1, 1), a2 = pχ(p, 1, 1, p), a3 = p2χ(1, p, p, 1), and a4 =
p3χ(1, 1, p, p).

8 Interpolation

Following Hida (initially in [7] and later extended to more complicated situations) we
can interpolate the Eisenstein series to ap-adic meromorphic function. Unfortunately,
we obtain little information about the location of its poles. For this purpose denote by
χ the characterQ→ Gm trivial on the center, and byQ◦ its kernel.Also ρ : Gm → Q
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denotes the “dual’’ cocharacter which is contracting on the unipotent radical of Q,
and such that the centralizer of ρ is the Levi-subgroup. The composition χ ◦ ρ is
multiplication by g = 2.

Choose some level-structure at primes away from p, and denote by M∗ a com-
plex representing the projective limit of the cohomologies of the Shimura varieties
associated to all open compact subgroups of G(Zp). The transition-maps are traces.
M∗ can be represented by a perfect complex of Zp[G(Zp)]-modules, bounded below,
and the G(Zp)-action extends to G(Qp), up to homotopy.

Next, form the covariants of M∗ under Q◦(Zp). It is still a complex over
Zp[Gm(Zp)], and admits an action of a Hecke operator Up, as follows:

First apply ρ(p) and then form the trace (essentially under the Fp-points of the
unipotent radical) to make the result Q◦-invariant.

The Up-operator defines a splitting of the Q◦(Zp)-invariants in two spaces on
which Up is either invertible or topologically nilpotent. Here the topology is defined
by the natural topology on Zp[G(Zp)] defined by the p-adic topologies on the coef-
ficients and on the group, and the assertion holds because it is true on the covariants
under suffiently many compact open subgroups of G(Zp). Also the splitting of the
complex may depend on the choice of Up in its homotopy-class, but two different
choices lead to homotopy-equivalent decompositions. This follows because the in-
duced splitting on the cohomology is canonical. Also any endomorphism of the com-
plex which commutes up to homotopy with Up, is homotopic to an endomorphism
respecting the decomposition.

Denote by N∗ the subcomplex of the Q◦(Zp)-coinvariants where Up is invertible.
This complex is perfect over Zp[Gm(Zp)], or equivalently its cohomology is finite
over Zp if we form coinvariants under the 1-units 1 + pZp, and also divide by p.
However, this turns out to be the Up-invertible subspace of the cohomology (with
coefficients Fp) of the Shimura variety associated to the compact open subgroup of
G(Zp) which is the preimage of Q(Fp) ⊂ G(Fp).

The cohomology groups ofN∗ are finite modules over the Noetherian and reduced
ring A = Zp[[Gm(Zp)]] which is the completion of the group-ring in the adic topol-
ogy defined by the kernel of the surjection to Fp[F∗p]. Thus there exists for each fixed
cohomological degree a dense Zariski-open subset of the spectrum of A, such that in
this subset the cohomology is flat and commutes with base change. Furthermore, on it
we have an operation of the Hecke algebra T consisting of Hecke operators at primes
different from p. Their action on Eisenstein series defines a homomorphism T → A,
and we can consider its generalized eigenspace on the cohomology of N∗. Again this
is flat and commutes with base change on a dense open subset of Spec(A). If we make
base change by a nontrivial character of finite order of Gm(Zp) the corresponding
generalized eigenspace becomes the Eisenstein cohomology. The half of it induced
from P has p-adically nilpotent Up and contributes nothing. For the other half in-
duced from Q we obtain either nothing or a space of dimension 1, if the character is
odd. It follows that our generalized T-eigenspace has generic ranks 1 or 0. So we find
in it an element which generates it in all generic points of Spec(A)/(1 + (−1)). Its
constant term along the parabolic Q (given by considering R3j∗(Zp)) is an element
of A which is nonzero in all generic points, as one sees by evaluating at characters
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of finite order. By the same argument the constant term along P vanishes. All in all,
we have the following.

Theorem 1. There exists a cohomology class with coefficients in the fraction field of
A, which interpolates the Eisenstein class at points where it is regular and which
correspond to characters of finite order.

9 The classical Eisenstein series

We have seen in the previous section that over the complex numbers there exists an
Eisenstein class in degree 3 associated to the parabolic Q and to odd characters. We
can exhibit an explicit modular form of weight 3 which represents this class. Namely,
suppose χ : (Z/(n))∗ → C∗ is a primitive Dirichlet-character with χ(−1) = −1.
Then for a symmetric 2× 2 matrix Z = X + iY in the Siegel-space the series

E(χ,Z) =
∑
C,D

χ(det(C)) det(CZ +D)−3

defines such a modular form. The sum is over coprime pairs of matrices C,D with
CDt symmetric, C invertible modulo n, D divisible by n, modulo the action by
left multiplication of invertible matrices U ∈ GL(2,Z). The exponent 3 lies on the
boundary of the domain of absolute convergence but one can define the series by
Hecke summation (more details later). A more intrinsic definition goes as follows:
In the symplectic space � = Z4 consider maximal isotropic sublattices L of rank 2.
Then the sum is over all such sublattices such that the reduction L/(n) is the subspace
L0 generated by the first two coordinate vectors. Namely, L is the image of the linear
map given by the 4 × 2-matrix (C,D). Note that sublattices are parametrized by
lines in

∧2(�) = Z6

which satisfy a certain quadratic equation (the Plücker condition). Furthermore, the
symplectic form gives a linear form on ∧2(�) and isotropic lattices correspond to
lines in the kernel, that is, points in a Plücker-quadric in P4. Each such line has
a canonical generator of its determinant det(L), up to factor ±1. The reduction of
det(C) modulo n is the determinant of the induced map modulo n between L and L0,
or the value modulo n of one of the coordinates of L.

The determinant det(CZ+D) defines another linear form lZ on∧2(�), and EZ is
the sum over χ(det(L))lZ(L)−3, with L running over points in the Plücker-quadric in
P4 which reduce modulo n to the given point L0. It converges if one sums in the order
given by the norm of L because of the factor χ(det(L)) which leads to cancellations.
Also we can identify � with the first cohomology H 1(A(Z),Z) of the principally
polarized abelian variety

A(Z) = G2
m/ exp(2πiZ2Z)

classified by Z and then lZ corresponds to the projection onto H 2(A,OA) in the
Hodge-filtration. The third power of this line bundle is isomorphic to the dual of
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the 3-differentials on the moduli space, via the Kodaira–Spencer isomorphism, and
thus the infinite sum defines indeed a three-form. Note also that we evaluate at the
multiplicative cusp, that is, the maximal isotropic subgroup in A(Z)[n] consists of
the torsion-points of the torus G2

m.
The effect of Hecke operators on E(χ,Z) can be computed as follows (as in [3,

Chapter 7, Proposition 4.4]): A Hecke operator acts formally by pulling back a class
via all isogenies A → A′ of a certain type. These correspond to certain sublattices
�′ ⊂ �. For example, for primes l not dividing n, one assumes that �/�′ is a
maximal isotropic subgroup of �/(lr ) with a prescribed sequence of elementary
divisors la, lb, lr−a, lr−b. If one applies this to the sum defining E(χ,Z), one notes
that the isotropic L ⊂ � correspond one to one to the isotropic

L′ = L ∩�′ ⊂ �′

because the reductions modulo n are isomorphic. However, the canonical generators
of the determinant differ by a factor [L : L′], and the Kodaira–Spencer isomorphisms
differ by l3r , so that the corresponding summands differ by

χ([L : L′])[L : L′]−3l3r .

If we sum over all �′ the result is independent of L and given by the following rule:
There exists a homomorphism ρQ from the Hecke algebra for GSp(4) (symplectic

similitudes) to that for its Levi-subgroup GL(2) × Gm (pairs (A,D) in GL(2) with
ADt = scalar) by integrating over the unipotent radical of the parabolic Q. In
down to earth terms we consider all �′ ⊂ � as before and count the induced lattices
L′ ⊂ L and �′/L′ ⊂ �/L, for any fixed maximal isotropic L. Then the Hecke action
on E(χ,Z) is via the character induced from the character χ(det(A)) det(D)3 of the
Hecke algebra of GL(2)×Gm.

At prime divisors p of n we can still consider the operator Up which maps A to
the sum of all A′ such that the kernel of A→ A′ is a maximal isotropic subgroup of
A[p] not meeting the given one. These correspond to �′ ⊂ λ mapping to an isotropic
complement of L0/(p). For such a �′ we always have L′ = pL (if L/(n) = L0/(n)),
and E(χ,Z) is fixed by Up.

Before we come to the computation of Fourier coefficients (following [5]) we
check that Hecke summation applies. The isotropic L ⊂ � reducing modulo n to
the fixed L0 generated by the first two coordinates can be identified with the set
of symmetric 2 × 2-matrices S, with coefficients in Q, such that S is integral and
divisible by n at primes dividing n. Namely, let LQ = graph(id, S). Furthermore,
the image C(Z2) ⊂ Z2 is the subgroup of elements λ for which S(λ) is still integral.
For such an S define the denominator D(S) as a diagonal 2× 2-matrix with positive
integral entries δ1, δ2 the elementary divisors of C. That is, δ2 is the smallest common
multiple of the denominators of the entries of S, and δ1 has a similar but slightly more
complicated definition. In any case D(s) depends only on the reduction of S modulo
Z and is the product, over all primes p, of factors depending only on the p-primary
component of this reduction. Finally, our infinite sum becomes the sum of

χ(det(D(S))) det(D(S))−3 det(Z + S)−3,
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so for the Hecke summation we have to multiply these by (det(D(S) · | det(Z +
S)|)−s and try to analytically continue to s = 0. Here we first sum over all translates
by integral S ∈ nZ3, and then over residue-classes of S modulo nZ3. The first
sum converges absolutely for Re(s) > −1 (use Poisson summation to replace it by
an integral) and defines an infinitely differentiable periodic function φ(Z, s) in Z,
analytic in s. We then have to sum over its translates under S ∈ nZ3. Here such a
translate gets a factor of absolute size D(S)−3−Re(s).

S mod (n) is the sum of its p-primary components Sp, for p a prime not dividing
n. If such an Sp has denominator diag(pα, pα+β) it is of the form

Sp = p−α−βuxxt + pαS′p

with a unit u ∈ Z∗p, a unimodular vector x, and a symmetric matrix S′p. If we let
u run over an arbitrary element of Zp, and S′ be an arbitrary symmetric matrix, we
get in this manner p3α+2β residue classes of symmetric matrices, and the fraction
of them which does not have the denominator pα, pα+β is O(1/p). It then follows
that if we form the sum over all pairs αp, βp (for all primes p not dividing n) and
for each such pair all Sp- residues as above, we make an error which is bounded by
the sum over all p−2−Re(s) and thus converges absolutely for Re(s) > −1. A similar
argument allows us to ignore terms where some αp > 0 or

∑
βp > 1. Thus we are

left with the infinite sum∑
p,x,u

p−3−sχ(p)φ(Z + (u/p)xxt , s).

Here p runs over all primes not dividing n, u over all elements of Fp, and x over all
unimodular vectors in F2

p modulo scalars, that is, over P1(Fp).
Now express φ(Z, s) as a Fourier series in Re(Z) (for fixed imaginary part). The

Fourier coefficients a(T , s) are indexed by even integral matrices T (which corre-
spond to integral quadratic forms T (x) = Tr(xT xt/2)) and they are holomorphic in
s. If we sum a Fourier term a(T , s) exp(πi Tr(Re(Z)T )) over all multiples u/p · xxt

the result vanishes unless T (x) is divisible by p. Furthermore, for a given T this
holds for at most two xs unless T is divisible by p. Thus again up to an absolutely
convergent error term we need only sum over terms with T divisible by p, which
amounts to forming the average of φ(Z, s) over all p-division points, which then
again we may replace by the average φ̄(s) over all Re(Z) mod (1). Thus we end
up with ∑

p

p−1−sχ(p)φ̄(s)

which is, in fact, analytic for Re(s) > −1 because χ is odd and thus nontrivial.
Next, we want to compute Fourier coefficients in more detail but for a slightly

different series. In general we can form Eisenstein series

E(M,χ) =
∑
L

χ(L)lZ(L)−3
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where we sum over all isotropic L ⊂ � such that the intersection of L/nL with
the subspace of �/(n) generated by the first two basis elements is a fixed submodule
M ⊆ L0/(n). They are sums transforms of our previous one (M = L0/(n)) under the
symplectic group and also can be defined via Hecke summation. For p a prime divisor
of n the Up-operator replaces � by all smaller �′ which are preimages of an isotropic
complement L1 modulo p to L0/(p). As the intersection L′ = L ∩�′, we have for
the new intersection M ′ ⊇ M with equality if and only if the p-torsion of M is a
direct summand in the p-torsion of L0/(n) and in addition L1 contains a complement
to M/pM in L/(p). The number of such L1 is 1, p2, p3 depending whether M/pM

has rank 0, 1, 2, and the corresponding indices [L : L′] are 1, p, p2. It follows that
Up transforms E(M,χ) into a linear transformation of E(M ′, χ) with M ⊆ M ′,
where the coefficient of E(M,χ) is equal to 0, p3, p2, 1 depending on whether M

is not a direct summand at p or a direct summand of rank 0, 1, 2. For example,
M = L0/(n) defines, as we already know, a Up-eigenfunction with eigenvalue 1.
Also we derive that the eigenvalues of Up on the space of E(M,χ)s are 0, 1, p2, p3.
One obtains eigenvectors with the eigenvalue 1 if one applies a sufficiently high
power of Up(Up − p2)(Up − p3) to E(M,χ)s with M/(p) = (0). We shall need
such eigenvectors and thus compute the Fourier coefficients of

E(0, χ) =
∑

χ(det(D) det(CZ +D)3,

where the sum is over all coprime (C,D) with CDt symmetric and C divisible by n,
up to common unimodular left factors. In fact, we are really interested in the projection
to the Up = 1-eigenspace, for all p dividing n. This is given by applying a suitable
power of Up(Up − p2)(Up − p3). However, once we know that the p-powers in the
denominators are bounded, it is simpler to form the limit lim Un

p(E) which converges
p-adically. This we shall do when we compute local factors at p. Note that the T -
Fourier coefficient of Up(E) is the pT -coefficient of E, by explicit computation at
the multiplicative cusp, so passing to the limit of Fourier expansions is easy.

Firstly the Fourier coefficients can be evaluated termwise by integrating against
exp(−πi Tr(T Z) (avoiding Hecke regularization). Secondly they are invariant under
transformations T �→ UTUt with unimodular U . The coefficient for T = 0 is
evaluated by letting Z go to infinity and corresponds to the subsum where C = 0, so
it is 1. For T of rank 1 we can assume that T = diag(2u, 0) with u > 0, and let z2,2
approach infinity. Then only Cs annihilating the second coordinate vector contribute.
Multiplying by unimodular U we may assume that C = diag(nc, 0) with c > 0. Then
D is lower triangular and can still be multiplied by a unipotent matrix, and one can
choose a unique representative D = diag(d, 1) with d prime to nc. So we have to
compute the Fourier coefficients of

∑
χ(d)(cnτ + d)−3. We treat the coefficient of

exp(2πiuτ) for u > 0 and with no prime factors not dividing n (that is, u divides a
power of n). More general us will be treated by other means.

This coefficient turns out to be

(−2πi)3u2/2
∑

c>0,d∈Z/(nc)∗
χ(d) exp(2πiud/(nc))/(nc)3.
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The sum is over all rational numbers s = d/(nc) with denominator divisible by n,
modulo integers. Such a number is the sum over its p-primary components and this
makes the sum an infinite product over all primes p. For p not dividing n we get as
factor ∞∑

m=0

χ(pn)p−3m
∑

x∈Z/(pm)∗
exp(2πiux/pm) = 1− χ(p)/p3

(the inner sum vanishes for m > 1), while for p dividing n in exact power pr ,
we have ∞∑

m=r

p−3m
∑

d∈Z/(pm)∗
χ(d) exp(2πiud/pm).

If we sum first over d ≡ 1 mod (pr) the sum vanishes unless u is divisible by pm−r .
If this is so we get a linear combination of value χ(d) where the coefficients have
denominators bounded by p−3r−2(m−r).

All in all, we get the following result: If we multiply the Fourier coefficient by the
L-value L(3, χ)/(−2πi)3 (with trivial Euler factors at primes p dividing n) the result
is a linear combination of values χ(d), with coefficients in Q(µn) and denominators
dividing 2n3.

So we get to the most interesting case of strictly positive definite T s. The partial
sum where C is not invertible does not contribute to this Fourier coefficient because
these terms are invariant under translations by real multiples of some xxt . So we
consider the sum with invertible Cs. Then we can multiply C by a unique unimodular
matrix to make it equal to the denominator of the symmetric matrix S = C−1D,
to get ∑

S

χ(det(D(S)S) det(D(S)−3 det(Z + S)−3.

The sum is over all symmetric S with denominator divisible by n. If we use the
formula in [5, Chapter 4, 7.6, p. 294], the factor π−nr there seems to be superfluous)
the Fourier coefficient of T in this sum becomes

−π5/3 · det(T )3/2
∑
S

χ(det(D(S)S) det(D(S))−3 exp(πi Tr(ST )),

where now the sum is over symmetric S modulo Z3 with denominator divisible by n.
Similarly as before, the sum becomes the product, over all primes p, of the sum with
S p-primary. Finally, we do not need to do this only for T s such that for any prime
the quadratic form defined by T is not proportional to a square modulo p2, and does
not vanish modulo p. The other T s will be handled by Hecke operators.

We now first compute the local factors at primesp not dividingn. The denominator
of Sp has the form diag(pα, pα+β). The sum over denominators with α ≥ 2 vanishes
because the sum over a fixed class modulo 1/p vanishes. Similarly, the contributions
from α = 1 can be computed by first summing over all Sp with α ≤ 1 (which
vanishes) and then subtracting the contributions with α = 0. Finally, the Sp with
α = 0 are of the form pβuxxt with u ∈ Z/(pβ)∗ and x ∈ P1(Z/(pβ)) (or better x a
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unimodular element, and the pair (u, x) is determined up to the action of units). Thus
we obtain as local factor∑

β≥0

χ(pβ)p−3β
∑

u,x mod pβ

exp

(
2πiuT (x)

pβ

)

− χ(p2)p−6 −
∑
β≥0

χ(p2+β)p−6−3β
∑

u,x mod pβ+1

exp

(
2πiuT (x)

pβ+1

)
.

In the first term, the sums over u vanish unless T (x) is divisible by pβ−1. If this
is the case, then the sum is −pβ−1 if T (x) is not divisible by pβ , and pβ − pβ−1 if
it is. So we have to count the number of times this will happen:

Define ε by the rule that ε = 1 if T mod (p) is nonsingular isotropic, ε = −1 if
it is nonsingular anisotropic, and ε = 0 iff T (x) ≡ uλ(x)2 mod (p) is a square. Note
that T is proportional to the norm-form on an ideal in the integers of an imaginary
quadratic number field, and the three values of ε distinguish whether p decomposes,
remains inert, or ramifies in this imaginary quadratic field. That is, ε = εT (p) with
εT the associated quadratic odd Dirichlet character.

For β > 0 the number of x where T (x) is divisible by pβ−1 is p + 1 if β = 1,
2p, p, 0 if β = 2 and ε = 1, 0,−1, and 2p, 0, 0 for β > 2. Divisibility by pβ

happens in 2, 1, 0 cases if β = 1, and 2, 0, 0 cases if β > 1. If ε = ±1 in the first
sum the subsums with β > 1 vanish, and the same holds for the last term and β > 0.
Thus we obtain

1+ (1− χ(p)p−3)χ(p)p−3(−p − 1+ p(1+ ε))− χ(p2)p−6

= (1− χ(p)p−3)(1+ χ(p)εT (p)p
−2).

For ε = 0 the result becomes

1+ (1− χ(p)/p3)((−p − 1+ p)χ(p)/p3 − p2χ(p2)/p6)− χ(p2)/p6

= (1− χ(p)/p3)(1− χ(p2)/p4).

Thus in all cases we obtain

(1− χ(p)/p3)(1− χ(p)2/p4)/(1− εT (p)χ(p)/p2).

Hence if we multiply by L(3, χ)L(4, χ2)/π7 we obtain as product (over primes
p not dividing n) the L-value L(2, χεT )/π

2.
Finally, we consider the prime factors p of n. Suppose pr is the exact power of

p dividing n. Denote by M(α, β) the set of symmetric matrices S with denominator
diag(pα, pα+β), modulo integral matrices. We have to compute∑

α≥r,β≥0

p−6α−3β
∑

S∈M(α,β)

χ(p6α+3β det(S)) exp(πi Tr(ST )).

In fact, we want to write this as a sum of values of χp (the p-local factor of χ ) on
elements of Z/(pr)∗), and bound the denominators of the coefficients. That is, we
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consider subsums where p6α+3β det(S) lies in a fixed congruence class modulo pr .
First we note that these denominators are powers of p, and they are bounded because
the sums over M(α, β) vanish if α > r or if α+β is sufficiently big: the first because
the sum over S in a fixed congruence class mod p−1 vanishes (as T is not divisible by
p), and the second because we may act (via USUt ) with the group of 2× 2-matrices
U ≡ 1 mod (pr). If we sum over an orbit, we may instead sum over the orbit of the
action on T which contains all T ′ ≡ T mod (ps) for some sufficiently big s. If p > 2
and p does not divide the discriminant of T , we may choose s = r; if it divides the
discriminant only to the first power, choose s = r + 1, etc. This sum vanishes if the
denominator of S contains a higher p-power, that is, if α + β > s.

Next, as already announced, we pass to the Up = 1-eigenspace by replacing T by
pmT and forming the p-adic limit for m →∞. We extend the character χ to (Q)∗p
by setting χ(p) = 1, and the denominator to all nonsingular symmetric S by the rule
D(S) = diag(pα, pα+β) if S has elementary divisors p−α, p−α−β . Then the local
factor for pmT is ∫

α≥r−m

χ(det(S))| det(S)|3 exp(πi Tr(ST ))dS,

where dS denotes the usual p-adic Haar-measure and the integral is defined as the
(infinite) sum of integrals over orbits under the USUt -action of matrices U ≡ 1 mod
(pr). Namely, these integrals over orbits vanish unless α and α + β are bounded
above by a constant depending only on T .

Finally, we pass to the p-adic limit m→∞ and get the integral over all S,∫
χ(det(S))| det(S)|3 exp(πi Tr(ST ))dS,

which converges p-adically because for small (and usually negative) α and β the
volume of an orbit has as denominator ap-power growing likep−3α−2β while det(S)3

gives p−6α−3β in the numerator. Also we have used the character χ to simplify
notation, but we still really want to integrate over S with fixed determinant ( mod pr ).
If we replace T byUTUt withU ∈ GL(2,Qp)we get a factor | det(U)|−3χ(det(U)2,
thus if we multiply the integral by χ(det(T )| det(T )|3/2 we get a function which is
invariant under such actions, that is, depends only on χ and on the isomorphism class
over Qp of the quadratic form T , that is, on det(T ) modulo squares.

To compute these integrals we may assume that either T defines a nonsingular
quadric or that it is proportional to a square modulo p but not modulo p2, that T (x) is
integral but the discriminant is not divisible by p2. We already know that the integral
over M(α, β) vanishes unless α ≤ r , α + β ≤ r + 1 (or ≤ r if p does not divide the
discriminant of T ).

We first compute integrals over M(α, 0) (α ≤ r). Let s denote the smallest
integer ≥ r/2. A congruence class of S mod (ps−α) consists of elements S + δS

with δS symmetric and divisible by ps−α , and Tr(S−1δS) divisible by pr (to get
fixed determinant modulo this p-power). The sum over exp(πi Tr(δST )) vanishes
unless p−αT is a scalar multiple of (pαS)−1 modulo p−s or T is a scalar multiple of
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(pαS)−1 modulo pα−s . If α > s this cannot happen if p divides the discriminant of
T , and otherwise means that pαS is a multiple of T −1 modulo pα−s . If this holds the
integrand is constant on each congruence class and thus the integral a multiple of the
volume of this class, that is, of p3α−3s , multiplied by p−6α . If α = r > 1 is odd (so
s = (r + 1)/2), we can improve this a little: Namely, if we consider δS divisible by
ps−1−α , the condition on the determinant becomes

Tr(S−1δS − (S−1δS)2/2 ≡ 0 mod (pr)

(trace of the logarithm), so we can find a system of representatives δS divisible by
ps−1−α with det(pα(S+δS))fixed modulopr by first finding δS0 with Tr(S−1δS0) =
0 (and this element divisible by ps−1), and then replacing them by

δS = δS0 + S/4 · Tr((S−1δS0)2).

The integral then becomes a multiple of a quadratic Gauss-sum and we win an addi-
tional factorp (and a fourth root of unity), because Tr(z2) is a nondegenerate quadratic
form on the space of traceless z (modulo p) with pαSz symmetric. For α = r = 1,
we can do the same:

We have to sum exp(πi/p · Tr(sT )) for s (“= pS’’) a symmetric matrix with
entries in Fp with given (invertible) determinant. If T has rank-1 modulo p this
reduces to a sum

∑
S exp(2πiS(x)/p) over S with a given invertible determinant,

with x some nonzero vector in F2
p. We claim that any value for S(x) is taken with the

same multiplicity p. Namely, if S(x) = 0 we are free to choose the second isotropic
line among the p complements to Fpx, and the determinant then fixes S uniquely. If
S(x) �= 0 we can do the same argument for the perpendicular space to the line Fpx.

If T mod (p) is nondegenerate we may assume that it is diag(ε,−1) . The S with
Tr(ST ) = λ and det(S) = µ correspond to solutions of

ε(s22 − λ/(2ε))2 − s2
12 = µ+ λ2/(4ε).

The form on the left is either anisotropic and represents any nonzero value p + 1-
times, and zero once, or isotropic and represents nonzero values p − 1-times and
zero 2p − 1-times. These numbers are congruent modulo p and it follows that the
exponential sum is divisible by p.

It follows that the sum of contributions from M(α, 0)s is an integral multiple of
p−9r/2 if r is even, of p(−1−9r)/2 if r is odd, and of p−6s if p divides the discriminant
of T .

So we come toM(α, β)withβ > 0. To parametrize it choose unimodular elements
x ∈ Z2

p which are a set of representatives for P1(Zp), and for each x choose a
y = y(x) such that {x, y} forms a basis with determinant 1. Then M(α, β) consists
of all matrices u/pα+βxxt + v/pαyyt with u, v ∈ Z∗p and x, y = y(x) as above.
Moreover, the determinant of S is uv. To integrate we sum over a set of representatives
modulo pr+β (for x, u), respectively, pr (for v), and multiply by p2(α−r). Then the
contribution from M(α, β) becomes the sum (over x, u, v as specified above, with
uv a fixed element modulo pr )
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p−4α−3β−2r
∑
x,u,v

exp(2πi(u/pα+βT (x)+ v/pαT (y))).

Assume first that p does not divide the discriminant of T and that T is anisotropic.
Then T (x) ∈ Z∗p and we can choose for y(x) a generator of the line perpendicular
(for T ) to x, so that T (x)T (y) is the discriminant of T . We then can multiply u by
T (x) and v by T (y) and obtain as a result

(p + 1)p−4α−2β−r−1
∑
u,v

exp(2πi(u/pα+β + v/pα)).

The sum over u vanishes unless α+ β ≤ r . As β > 0 the summands only depend on
v modulo pr−1. Then summing over a fixed congruence class of u mod pr−1 gives
zero unless α+ β ≤ r − 1, etc. This process stops at α+ β ≤ 1, and we get as result
an integral multiple of p−r−3.

Finally, we consider the case that T is the norm form of a ramified quadratic
extension of Zp. Here we can achieve that exactly one of T (x), T (y) is divisible by
p (and then only to the first power). For T (x) divisible by p, we obtain the subsum

p−4α−3β−2rpr+β−1
∑

exp(2πi(u/pα+β−1 + v/pα));

for T (y) divisible

p−4α−3β−2rpr+β
∑

exp(2πi(u/pα+β + v/pα−1)).

Both sums are over units u mod pr+β , v mod pr with uv a fixed value mod pr . The
second sum vanishes unless α+β ≤ r , in which case α ≤ r−1 so that the summands
depend only on v mod pr−1, so we can sum over a class of u mod pr−1, so the sum
vanishes unless α + β ≤ r − 1, etc. as before. That is, the second sum is an integral
multiple of p−r − 3. So we can concentrate on the first sum.

As before it does not pose any problems if β > 1, so assume β = 1. Then we can
sum over u and v mod pα , that is, we get

p−5α−2
∑

exp(2πi(u+ v)/pα).

Now the sum is over units u, v mod pα with fixed product. As usual if s denotes
the smallest integer ≥ α we might first sum over u in a fixed class modulo ps . That
sum either vanishes or the summands are constant, so it is divisible by pα−s . Also
if α > 2 is odd we may win an additional factor p1/2 from a quadratic Gauss sum.
However, this does not seem to work for α = 1. Thus finally the integral is divisible
by p−9r/2−2 if r = α > 1, and by p−7 if r = 1.

Putting everything together, we come to the main claim of this section.

Theorem 2. For all primes p ≥ 5,

π−7n9L(3, χ)L(4, χ2) lim
m→∞Um

p (E(0, χ))
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has Fourier coefficients in Q(µn, χ)) which are p-integral. If p ≥ 7, there exists a
Fourier series with coefficients in the ideal of the group ring Z[Z/(n)∗] generated by
1+ [−1], from which we derive this product via evaluation at χ , and this series has
coefficients in Q(µn) which are integral at p.

Proof. Of course there exists a unique such series with complex coefficients. This
result is known for the product of L-values n9 (2π)−7L(3, χ)L(4, χ2) (one gets
Bernoulli distributions; see [13, Chapter 5, Theorem 5.11] for negative values of s,
and apply the functional equation in [13, p. 29]), and for the Fourier coefficients for
T with squarefree discriminant away from n. After that the general case will follow
by applying the Hecke algebra:

Namely, apply Hecke operators at primes l not dividing n. Our Eisenstein series is
an eigenvector with eigenvalue integral at p. (It may contain an l in the denominator
depending on choice of normalizations.) On the other hand, the Fourier coefficients
of Tl(E) can be computed from the Fourier coefficients of E, by restricting quadratic
forms to sublattices and rescaling. If we know that some multiple psE has p-integral
Fourier coefficients at T s where the discriminant of T is not divisible by l2 (for
any l not dividing n), we choose a T with smallest discriminant such that the T -
Fourier coefficient is not p-integral. We then find a T ′ with smaller discriminant and
a Hecke operator Tl such that the T ′-coefficient of Tl(E) is a sum (with p-adic units
as coefficient) of the T -Fourier coefficient of E and other Fourier coefficients which
are already known to be p-integral.

Assume first that T is divisible by l, and let T ′ = T/l. For Tl we use the Hecke
operator which maps A to all quotients B under maximal isotropic subgroups in
A[l]. To compute its effect on q-expansions write A = G̃/ι(X) where G̃ ∼= G2

m

is a torus with character-group X ∼= Z2 and ι corresponds to a definite symmetric
bilinear form b on X. Then E becomes a power-series in values of b on positive
semidefinite elements T ∈ S2(X), and the coefficients are the Fourier coefficients.
The possible isogenies A → B are first classified by their multiplicative degree,
that is, B is quotient of a torus with character group Y ⊆ X, Y ⊇ lX, which can
have index 1, l, or l2. Furthermore, the restriction to lX × Y of the bilinear form b′
on Y must coincide with the restriction of b to X × Y , if we identify lX with X.
Thus the T ′ Fourier coefficient of Tl(E) (for T ′ ∈ S2(X)) is obtained by summing
over all Y ⊆ X the sum of all T -Fourier coefficients of E, where T ∈ S2(Y ) and
T ′ = T/l. These come with l-powers as coefficients which arise formally because
we use a trace operation (from the torus with character group S2(X)+ 1/lS2(Y ) to
that with character group S2(X)) which also annihilates contributions from T ′ with
T ′/l not integral. Note that the discriminant of T ′ differs from the discriminant of T
by a factor [X : Y ]2/l2. There is only one case where this is l−2, namely, if X = Y

(the isogeny is étale) and T = lT ′. So the coefficient of T ′ in Tl(E) is equal to l3

times the coefficient of T (this is the relevant l-power) plus a linear combination of
coefficients with lower discriminant.

If the smallest “bad’’ T is such that T has discriminant divisible by l2 but T

itself is not divisible by l, there exists a unique Y ⊂ X of index l such that T lies
in l2S2(X). We then use the Hecke operator Tl which associates to A all quotients



Arithmetic Eisenstein Classes on the Siegel Space: Some Computations 165

B under a maximally isotropic subgroup of A[l2] whose intersection with A[l] has
order l3. At the cusps this amounts to choosing sublattices l2X ⊂ Y ⊂ X of index l

or l3, and a b′ which coincides with b on l2X×Y . Again the T ′-Fourier coefficient of
Tl(E) is the sum of T = l2T ′-coefficients for E for which T lies in S2(Y ), multiplied
with some l-power. We now can copy the previous argument.

Thus we get an Eisenstein series whose q-expansion at the multiplicative cusp
(which classifies isogenies A → B with purely multiplicative kernel at p) is p-
integral, and which is fixed by Up. It then follows that as a section of ω⊗3

A it has
p-integral q-expansion also at the other cusps:

Namely, such cusps correspond to isogenies A → B whose kernel is not purely
multiplicative at p. The Up-operator maps this to the formal sum of isogenies
A′ → B ′ = A where the kernel of A→ A′ contains a multiplicative p-component.
That is, Up(E) is obtained by pullback of a section of ω⊗3

A′ and forming a suitable
trace. The pullback is divisible by p, and the trace preserves integrality. Finally, the
multiplicative degree of the kernel of A′ → B ′ is at least as big as the multiplicative
degree of the kernel of A → B. By decreasing induction over this multiplicative
degree we then get the result. ��

10 Application of p-adic Hodge theory

The p-adic version of Hodge theory gives relations between p-adic coherent coho-
mology and p-adic étale cohomology of the generic fiber. We apply this to the moduli
stack Sn which classifies abelian surfaces A with a principal polarization, an isogeny
A→ B whose kernel is a maximal isotropic subgroup of A[n] étale locally isomor-
phic to Z/(n)2, and a generator of its determinant. Actually by using some auxiliary
level-structure we can assume that Sn is a scheme. Also it admits smooth toroidal
compactifications over Q (see [3]). However, what is missing is a toroidal model
over Zp.

Fortunately, we can still apply p-adic Hodge theory as follows: Denote by S the
moduli scheme classifying A (and perhaps some auxiliary level structure), which has
a smooth model over Zp as well as a smooth toroidal compactification S̄, and choose
as Zp-model for S̄n the normalization of S̄ in the generic fiber. Then our Eisenstein
series defines a regular section of ω⊗3

A over S̄n. Here ωA extends to S̄ as a line bundle
of differentials on the universal semiabelian scheme G. Furthermore, if V̄ denotes
the integral closure of V = Zp in Q̄p and ρ ∈ V̄ an element of valuation 1/(p − 1)
(for example, ρ = ζp − 1), and R̄ the integral closure in the maximal extension of
R[1/p] unramified over S ⊗Qp of the ring R of an open affine in S̄, then we have a

functorial extension of S2(�G)⊗R
ˆ̄R by ρ−1 ˆ̄R inducing a functorial 3-extension of

�3
R ⊗R

ˆ̄R = ω⊗3
G ⊗R

ˆ̄R

by ρ−3 ˆ̄R(3). See [4, Section 2c, p. 206]. If L denotes the locally constant étale sheaf
on S ⊗Q which is the direct image of Zp on Sn, then E defines a compatible system
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of sections of ω⊗3
G ⊗R

ˆ̄R ⊗ L and thus a class in the cohomology of ρ−3 ˆ̄R ⊗ L(3),
over the topos described in [4, Chapter 3, p. 214]. However, it is known [4, Chapter 4,

Theorem 9] that this cohomology is almost isomorphic to H 3(S⊗ Q̄,L(3))⊗ ρ−3 ˆ̄V
or to H 3(Sn⊗ Q̄,Zp(3))⊗ρ−3 ˆ̄V , so that we end up with an étale cohomology-class.
As this construction is equivariant the class is Eisenstein, so after inverting p becomes
a multiple of the known Eisenstein class. By computing residues at the multiplicative
cusp (corresponding to residues of logarithmic differentials) we get that these two
classes coincide after inverting p. Also we know that both classes are invariant under
Gal(Q̄p/Qp). As the Galois invariants in ρ−3V̄ /(ps) are contained in the sum of
V/(ps) and elements annihilated by ρ we see that our integral class is uniquely (as
p ≥ 7) the sum of an étale class with coefficients Zp and a class annihilated by ρ. The
first component then is an integral version of the Eisenstein class. Over the ordinary

locus of Sn its image in the Galois cohomology of ˆ̄R is given by the three-form E.
All in all, we have found a class in H 3(Sn ⊗ Q̄p,Zp(3)) which is invariant under
Gal(Q̄p/Qp), and which is an eigenvector for the Hecke action. However, it is not
clear how to proceed further (invariance under Gal(Q̄/Q), class over Z[1/p], etc.).
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Abstract. Elliptic sheaves (which are related to Drinfeld modules) were introduced by Drinfeld
and further studied by Laumon–Rapoport–Stuhler and others. They can be viewed as function
field analogues of elliptic curves and hence are objects “of dimension 1.’’ Their higher dimen-
sional generalizations are called abelian sheaves. In the analogy between function fields and
number fields, abelian sheaves are counterparts of abelian varieties. In this article we study the
moduli spaces of abelian sheaves and prove that they are algebraic stacks. We further transfer
results of Čerednik–Drinfeld and Rapoport–Zink on the uniformization of Shimura varieties to
the setting of abelian sheaves. Actually the analogy of the Čerednik–Drinfeld uniformization
is nothing but the uniformization of the moduli schemes of Drinfeld modules by the Drinfeld
upper half space. Our results generalize this uniformization. The proof closely follows the ideas
of Rapoport–Zink. In particular, analogues of p-divisible groups play an important role. As a
crucial intermediate step we prove that in a family of abelian sheaves with good reduction at
infinity, the set of points where the abelian sheaf is uniformizable in the sense of Anderson, is
formally closed.

Subject Classifications: 11G09 (11G18, 14L05)

Introduction

In arithmetic algebraic geometry the moduli spaces of abelian varieties are of great
importance. For instance, they have played a major role in Faltings’ proof of the
Mordell conjecture [16], the proof of Fermat’s Last Theorem [7], and the proof of
Langlands reciprocity for GLn over nonarchimedean local fields of characteristic zero
by Harris–Taylor [22]. Therefore, their structure and especially their reduction at bad
primes is intensively studied. One way to investigate their reduction is through p-adic
uniformization. This was begun by Čerednik [6] and Drinfeld [11] and continued
by Rapoport–Zink [36]. Čerednik–Drinfeld obtained the uniformization of certain
Shimura curves of EL-type by a formal scheme whose associated rigid-analytic space
is Drinfeld’s p-adic upper half plane. This formal scheme can be viewed as a moduli
space for p-divisible groups which are isogenous to a fixed supersingular p-divisible
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group. See Boutot–Carayol [5] for a detailed account. Rapoport–Zink generalized
these results to the (partial) uniformization of higher dimensional Shimura varieties
by more general moduli spaces for p-divisible groups.

In this article we study abelian sheaves as positive characteristic analogues of
abelian varieties. We investigate their moduli spaces and prove that these are al-
gebraic stacks. Then our aim is to transfer the above uniformization results to the
case of positive characteristic. For the case considered by Čerednik–Drinfeld this
was accomplished already by Drinfeld [10]; see below. We use this as a guide line
to transfer the results of Rapoport–Zink. We also obtain a partial uniformization of
the moduli stacks of abelian sheaves. In the Hilbert–Blumenthal situation a similar
uniformization result was obtained by Stuhler [40] using different methods.

Let us explain what abelian sheaves are by first going back 30 years to Drinfeld’s
elliptic sheaves. Exploiting the analogy between number fields and function fields,
Drinfeld [10, 12] invented the notions of elliptic modules (today called Drinfeld
modules) and the dual notion of elliptic sheaves. These structures are analogues of
elliptic curves for characteristic p in the following sense. Their endomorphism rings
are rings of integers in global function fields of positive characteristic or orders in
central division algebras over the later. On the other hand, the moduli spaces are
varieties over smooth curves over a finite field. Through these two aspects in which
global function fields of positive characteristic come into play, elliptic sheaves and
variants of them proved to be fruitful for establishing the Langlands correspondence
for GLn over local and global function fields of positive characteristic. See the work
of Drinfeld [10, 13, 14], Laumon–Rapoport–Stuhler [33], and Lafforgue [30]. Beyond
this the analogy between elliptic modules and elliptic curves is abundant.

In this spirit,Anderson [1] introduced higher dimensional generalizations of Drin-
feld’s elliptic modules and called them abelian t-modules. The concept of abelian
sheaves is a higher dimensional generalization of elliptic sheaves. Both serve as char-
acteristic p analogues of abelian varieties. Abelian sheaves were studied in various
special instances in the past. In this article we intend to give a systematic treatment.
The definition of abelian sheaves is as follows. Let C be a smooth projective curve
over Fq and let∞ ∈ C(Fq) be a fixed point. For every Fq -scheme S we denote by σ

the endomorphism of C ×Fq
S that acts as the identity on the coordinates of C and

as b �→ bq on the sections b ∈ OS . Now an abelian sheaf of rank r and dimension d

over S consists of the following data: a collection of locally free sheaves Fi of rank
r on C ×Fq

S satisfying a certain periodicity condition. These sheaves are connected
by two commuting sets of morphisms %i : Fi → Fi+1 and τi : σ ∗Fi → Fi+1
such that coker %i and coker τi are locally free OS-modules of rank d, supported,
respectively, on ∞ × S and on the graph of a morphism c : S → C called the
characteristic of the abelian sheaf. An abelian sheaf of dimension 1 is the same as an
elliptic sheaf. In this sense abelian sheaves are higher dimensional elliptic sheaves.
The notion of abelian sheaf is dual to the notion of abelian t-module and related to
Anderson’s t-motives. In fact, if the characteristic is different from ∞, an abelian
sheaf over a field is nothing but a pure t-motive equipped with additional structure
at infinity (Section 2). Therefore, we like to view abelian sheaves as characteristic p

analogues of polarized abelian varieties.
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Abelian sheaves with appropriately defined level structure possess moduli spaces
which are algebraic stacks locally of finite type over the curve C. The morphism to
C is given by assigning to an abelian sheaf its characteristic. We denote the algebraic
stacks of abelian sheaves of rank r and dimension d with H -level structures by
Ab-Shr,d

H . Here H ⊂ GLr (Af ) is a compact open subgroup and Af are the finite
adeles of C. It should be noted that opposed to the case of elliptic sheaves, the stacks
of abelian sheaves will in general not be schemes, not even if we add high level
structures. This is due to the fact that for every level there are abelian sheaves having
nontrivial automorphisms (see Remark 4.2). The nonrepresentability also reflects in
the uniformization; see below.

Then our aim is to study the uniformization of these moduli stacks at∞. Let z be
a uniformizing parameter of C at∞. In the case of elliptic sheaves, Drinfeld [10, 11]
showed that the moduli stacks are in fact smooth affine schemes which can be uni-
formized by a formal scheme �(r). This formal scheme is the characteristic p version
of the one used by Čerednik and Drinfeld to uniformize Shimura curves. Correspond-
ingly, it is a moduli space for certain formal groups on which multiplication with z

is an isogeny. All this was worked out in detail by Genestier [18]. We like to call
these formal groups “z-divisible groups.’’ They play an important role also in our
uniformization results.

So let us next explain some facts about z-divisible groups. Naturally these groups
are of most use over schemes on which z is not a unit. Therefore, we will from now
on work over schemes S in NilpFq [[z]], the category of Fq [[z]]-schemes on which z is
locally nilpotent. However, since it is important to separate the two roles played by z

as a uniformizing parameter at∞ and as an element of OS , we use the symbol z only
for the first and we denote the image of z in OS by ζ . Then S belongs to NilpFq [[ζ ]].

Classicallyp-divisible groups may be studied via their Dieudonné modules. There
is a corresponding notion for z-divisible groups. A Dieudonné Fq [[z]]-module over S

is a finite locally free OS[[z]]-module F̂ with a σ -linear endomorphism F such that

1. coker F is locally free as an OS-module,
2. (z− ζ ) is nilpotent on coker F ,

The theory of z-divisible groups and their Dieudonné Fq [[z]]-modules resembles many
facets of the theory of p-divisible groups; see [23].

Also z-divisible groups are related to abelian sheaves through their Dieudonné
Fq [[z]]-modules. Namely, the completion of an abelian sheaf over S at ∞× S is a
Dieudonné Fq [[z]]-module. The connection between abelian sheaves and z-divisible
groups parallels the situation for abelian varieties. In particular, there is an analogue
of the Serre–Tate Theorem relating the deformation theory of abelian sheaves to the
deformation theory of their z-divisible groups.

Finally, we come to the uniformization of Ab-Shr,d
H at infinity. We begin by

describing the uniformizing spaces. Let r, d, k, � be positive integers with d
r
= k

�
and

k and � relatively prime. Let O! be the ring of integers in the central skew field over
Fq((z)) of invariant k/�. A special z-divisible O!-module over S ∈ NilpF

q�
[[ζ ]] is a

z-divisible group E of height r� and dimension d� with an action of O! prolonging



170 Urs Hartl

the action of Fq [[z]], such that the inclusion Fq� ⊂ O! makes LieE into a locally
free Fq� ⊗Fq

OS-module of rank d . The z-divisible groups associated to abelian
sheaves of rank r and dimension d are special z-divisible O!-modules. Let E be a
special z-divisible O!-module over Spec Fq� . Then the moduli problem of special
z-divisible O!-modules which are isogenous to E is solved by a formal scheme G

locally formally of finite type over Spf Fq� [[ζ ]]. The latter means that the reduced
closed subscheme Gred of G is locally of finite type over Spec Fq� .

We fix an abelian sheaf M of rank r and dimension d over Spec Fq� whose
restriction to C �∞ satisfies τi = Idr ·σ ∗ and we let E be its z-divisible group. The
Newton polygon of E is a straight line. Let Z be the set of points s of Ab-Shr,d

H ×C∞
such that the universal abelian sheaf F s over s is isogenous to M over an algebraic
closure of κ(s). It is an important step to show that Z is the set of points over which
the Newton polygons of E and of the z-divisible group associated to F s coincide. This
implies that Z is a closed subset. We consider the formal completion Ab-Shr,d

H /Z of

Ab-Shr,d
H along Z. It is no longer an algebraic stack, but it is a formal algebraic stack

over Spf Fq� [[ζ ]]. Formal algebraic stacks are generalizations of algebraic stacks in the
same sense as formal schemes generalize usual schemes. (The relevant facts on formal
algebraic stacks are collected in an appendix.) Now we can uniformize Ab-Shr,d

H /Z

as follows. Being isogenous to the z-divisible group E of M, the universal special
z-divisible O!-module on G gives rise to an abelian sheaf on G which we call its
algebraization. Let J (Q) be the group of quasi-isogenies of M. There are natural
embeddings of the group J (Q) into GLr (Af ) and into the group of quasi-isogenies
of E. The latter group acts on the formal scheme G. We let J (Q) act diagonally on
G × GLr (Af ). Taking into account level structures we obtain the following result,
which we will later formulate as Uniformization Theorem 12.6:

There is a canonical 1-isomorphism of formal algebraic Spf Fq� [[ζ ]]-stacks

& : J (Q)\G× GLr (Af )/H
∼−−→Ab-Shr,d

H /Z ×Spf Fq [[ζ ]] Spf Fq� [[ζ ]].
At this point, note that the nonrepresentability of the algebraic stacks Ab-Shr,d

H

also reflects in the uniformization. Namely, since all unipotent subgroups of J (Q) are
torsion, in general a discrete subgroup of J (Q) cannot act fixed point free onG. So the
quotients J (Q)\G×GLr (Af )/H can only be formal algebraic stacks and not formal
algebraic spaces. This phenomenon does not occur in the p-adic uniformization of
Shimura-varieties.

We mention an interesting aspect of the proof that is also related to the uniformiz-
ability of t-motives. Namely, by work of Gardeyn [17], the t-motive associated to
an abelian sheaf over a complete field extension K of Fq((ζ )) is uniformizable in the
sense of Anderson [1] if and only if firstly the abelian sheaf extends to an abelian
sheaf over the valuation ring R of a finite extension of K , and secondly its reduction
modulo the maximal ideal of R is isogenous to M. We show that the second condition
is closed. More precisely if F is an abelian sheaf of rank r and dimension d over
S ∈ NilpFq [[ζ ]], then the set of points in S over which F is isogenous to M is closed.
This is the key ingredient in the proof of the Uniformization Theorem. It is proved in
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Section 11 where we avoid the language of stacks and proceed in more down-to-earth
terms.

Let us end by explaining the relation of our Uniformization Theorem to the results
of Rapoport–Zink [36] and Drinfeld [10]. In the case of elliptic sheaves we have

Ab-Shr,d
H /Z = Ab-Shr,d

H ×C Spf Fq [[ζ ]].
This follows from the fact that there is only one polygon between the points (0, 0)
and (r, 1) with nonnegative slopes and integral break points, namely, the straight
line. So all special z-divisible O!-modules have the same Newton polygon as E, and
therefore Z is all of Ab-Shr,d

H ×C∞. Moreover, in this case G is the formal scheme
�(r) introduced above andJ (Q) ∼= GLr (Q). So we recover Drinfeld’s uniformization
theorem

GLr (Q)\�(r) × GLr (Af )/H
∼−−→Mr

H ×C Spf Fq� [[ζ ]]
whereMr

H is the moduli scheme of Drinfeld modules of rank r withH -level structure.
Compared to [36], our uniformization theorem is analogous to the uniformization

of the formal completion of Shimura varieties along the most supersingular isogeny
class. In this sense uniformizable abelian sheaves correspond to supersingular abelian
varieties. There is no doubt that the more general uniformization in [36] of an arbitrary
isogeny class of abelian varieties also carries over to the setting of abelian sheaves.
Furthermore, we have only described the uniformization at ∞ in this article. But
the analogous uniformization results at other places of C should likewise hold. For
example in the case of D-elliptic sheaves these were described by Hausberger [26].

Notation

Throughout this article, we will denote by

Fq the finite field having q elements and characteristic p,

C a smooth projective geometrically irreducible curve over Fq ,

∞ ∈ C(Fq) a fixed point,

C′ = C �∞
A = Γ (C′,OC′) the ring of regular functions on C′,
Q = Fq(C) the function field of C, viz. the field of fractions of A,

Q∞ the completion of Q at∞,

A∞ the ring of integers in Q∞,

v ∈ Mf the finite places of C, i.e., the points of C′,
Av the completion of A at the finite place v of C,

Â =
∏

v∈Mf

Av

Af = Q⊗A Â the finite adeles of C,

d, r, k, � positive integers with d
r
= k

�
and k and � relatively prime,
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! the central skew field over Q∞ of invariant k/�,

O! its ring of integers.

All schemes, as well as their products and morphisms between them, are supposed to
be over Spec Fq . If X is a scheme, we let SchX be the category of X-schemes. For two
schemes X and Y , we write X× Y for their product over Spec Fq . A similar notation
will be employed for the tensor product over Fq . If i : Y ↪→ X is a closed immersion
of schemes and F is a quasi-coherent sheaf on X, we denote the restriction i∗F by
F |Y . As is customary, we will use the term vector bundle for a locally free coherent
sheaf on a scheme.

Starting with Section 6, we denote by

ζ an indeterminant over Fq ,

Fq [[ζ ]] the ring of formal power series in ζ ,

Spf Fq [[ζ ]] the formal scheme which is the formal spectrum of Fq [[ζ ]],
NilpFq [[ζ ]] the category of schemes over Spf Fq [[ζ ]], viz. the category of

schemes over Spec Fq [[ζ ]] on which ζ is locally nilpotent.

From Section 6, on all schemes will be in NilpFq [[ζ ]].
Let S be a scheme. We denote by

σS : S → S its Frobenius endomorphism which acts as the identity on points
and as the q-power map on the structure sheaf,

CS = C × S

σ = idC ×σS the endomorphism ofCS that acts as the identity on the coordinates
of C and as b �→ bq on the elements b ∈ OS .

For a divisor D on C, we denote by OCS
(D) the invertible sheaf on CS whose sections

have divisor≥ −D. If F is a coherent sheaf onCS , we set F(D) := F⊗OCS
OCS

(D).
This notation applies in particular to the divisor D = n · ∞ for an integer n.

Part One: Abelian Sheaves

1 Definition of abelian sheaves

Let S be a scheme and fix a morphism c : S → C. Let J be the ideal sheaf on CS of
the graph of c.

Definition 1.1. An abelian sheaf F = (Fi ,%i, τi) of rank r , dimension d, and char-
acteristic c over S is a ladder of vector bundles Fi on CS of rank r and injective
homomorphisms %i , τi of OCS

-modules (i ∈ Z) of the form

· · · −−−−→ Fi−1
%i−1−−−−→ Fi

%i−−−−→ Fi+1
%i+1−−−−→ · · ·,⏐⏐τi−2

,⏐⏐τi−1

,⏐⏐τi

· · · −−−−→ σ ∗Fi−2
σ ∗%i−2−−−−→ σ ∗Fi−1

σ ∗%i−1−−−−→ σ ∗Fi
σ ∗%i−−−−→ · · ·

subject to the following conditions ( for all i ∈ Z):
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1. the above diagram is commutative;
2. the morphism %i+�−1 ◦ · · · ◦%i identifies Fi with the subsheaf Fi+�(−k ·∞) of

Fi+�;
3. the cokernel of %i is a locally free OS-module of rank d;
4. the cokernel of τi is a locally free OS-module of rank d and annihilated by J d .

A morphism between two abelian sheaves (Fi ,%i, τi) and (F ′i ,%′i , τ ′i ) is a collection
of morphisms Fi → F ′i which commute with the %s and the τ s.

Let us make a few remarks. By condition 2 the cokernel of %i is supported at∞.
Moreover, due to the periodicity condition 2 we have τi+�n = τi ⊗ idOCS

(kn) for all
n ∈ Z. Finally, the reader should be aware that we allow that the ideal sheaf J acts
nontrivially on coker τi . In this respect our abelian sheaves are more general than the
abelian sheaves studied so far in the literature. As such, we mention elliptic sheaves
[12, 2], which we discuss later, and D-elliptic sheaves [33] which are abelian sheaves
equipped with an action of an order D in a central division algebra over Q.

Definition 1.2. We denote by Ab-Shr,d (S) the category whose objects are the abelian
sheaves of rank r and dimension d over S and whose morphisms are the isomorphisms
of abelian sheaves. If S′ → S is a morphism of schemes, the pullback of an abelian
sheaf over S is an abelian sheaf over S′. This defines a fibered category Ab-Shr,d

over the category of Fq -schemes, which is a stack for the fppf -topology. The functor
which assigns to an object of Ab-Shr,d (S) the characteristic c : S → C defines a
1-morphism of stacks

Ab-Shr,d → C.

Next, we introduce level structures on abelian sheaves. Let I ⊂ C′ = C �∞ be
a finite closed subscheme and let F = (Fi ,%i, τi) be an abelian sheaf of rank r over
S. Then the restrictions Fi |I×S are all isomorphic via the morphisms %i . We call this
restriction F |I×S . The same holds for the morphisms τi . So we obtain a morphism

τ |I×S : σ ∗F |I×S −→ F |I×S

which we consider as a σ -linear map of F |I×S to itself. In this article we always
assume that the characteristic c(S) of (Fi ,%i, τi) is disjoint from I . Due to this as-
sumption, τ |I×S is an isomorphism. We consider the functor of τ -invariants of F |I×S ,

(F |I )τ : SchS −→ OI -modules
T/S �−→ ker H0(I × T , τ |I×T − idF |I×T

).

In Böckle–Hartl [3, Theorem 2.5] the following fact is proved.

Proposition 1.3. The functor (F |I )τ is representable by a finite étale scheme over S

which is a GLr (OI )-torsor.

Definition 1.4. An I -level structure on (Fi ,%i, τi) over S is an isomorphism

η̄ : (F |I×S, τ |I×S)
∼−−→(Or

I×S, Idr ·σ ∗)
from F |I×S to Or

I×S that commutes with the σ -linear endomorphisms τ |I×S on one
and Idr ·σ ∗ on the other side.
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If the characteristic c(S) meets I , then F does not possess any I -level structure.

Proposition 1.5. Let F be an abelian sheaf over a field. Then the automorphism
group of F is finite.

Proof. We may assume that the base field is algebraically closed. Let η̄ be an I -level
structure on F = (Fi ,%i, τi). It induces a group homomorphism

αI : Aut(F)→ Aut(Or
I×S, Idr ·σ ∗) = GLr (OI ).

The latter group is finite. We claim that αI is injective for some sufficiently large finite
subscheme I ⊂ C′. From this the proposition will follow. To establish the claim let
(fi : Fi → Fi )i be an automorphism of F . Note that if f0 is the identity then fi must
also be the identity for all i. We now consider a finite flat morphism π : C → P1

Fq
.

Since the map π∗ : AutC(F0)→ AutP1(π∗F0) is injective we may assume C = P1.
Then the vector bundle π∗F0 decomposes

π∗F0 =
s⊕

i=1

OP1(ni)

for uniquely determined integers n1 ≥ · · · ≥ ns . We let P ∈ P1 be a point and set
I = (n1 − ns + 1) · P . Then αI is injective. ��

Next, we want to give a different definition of I -level structures. Note that via
the natural isomorphism (F |I )τ ⊗OI

OI×S
∼−−→F |I×S the I -level structures η̄ on F

over a connected S correspond bijectively to the isomorphisms of OI -modules

η̄′ : (F |I )τ (S) ∼−−→Or
I .

We use this observation to define more general level structures by introducing the
adelic point of view. Let F be an abelian sheaf of rank r over S. We define the functor

(F |Â)τ : SchS −→ Â-modules

T/S �−→ lim←−
I

(F |I )τ (T ),

where the limit is taken over all finite closed subschemes I ⊂ C′. Assume that
S is connected and choose an algebraically closed base point ι : s → S. Due to
Proposition 1.3 we may view (F |Â)τ as the Â[π1(S, s)]-module (ι∗F |Â)τ (s).

We consider the set IsomÂ((F |Â)τ , Âr ) := IsomÂ((ι
∗F |Â)τ (s), Âr ) of isomor-

phisms of Â-modules. Via its natural action on Âr the group GLr (Â) acts on this set
from the left. Via its action on (ι∗F |Â)τ (s) the group π1(S, s) acts on it from the
right.

Definition 1.6. Let H ⊂ GLr (Â) be a compact open subgroup. An H -level structure
on F over S is an H -orbit in IsomÂ((F |Â)τ , Âr ) which is fixed by π1(S, s). (Because
of this latter condition, the notion of level structure is independent of the chosen base
point.)
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In particular, if H = HI = ker(GLr (Â) → GLr (OI )), an H -level structure is
nothing else than an I -level structure. Note that as before an H -level structure can
only exist if the characteristic c(S) does not meet the set of places v of C for which
Hv �= GLr (Av).

Definition 1.7. Let Ab-Shr,d
H (S) be the category whose objects are the abelian

sheaves of rank r and dimension d together with an H -level structure over S and
whose morphisms are the isomorphisms of abelian sheaves which respect the level
structures. Analogous to Definition 1.2, this defines a stack Ab-Shr,d

H over C.

For H = H∅ = GLr (Â) the definition of H -level structure is vacuous. Therefore,
we have Ab-Shr,d

H∅ = Ab-Shr,d . We will show in Section 3 that these stacks are
algebraic over C.

There is a free action of the group Z on these stacks given on objects by the map

[n] : (Fi ,%i, τi) �→ (Fi+n,%i+n, τi+n).

Example 1.8 (Drinfeld modules and elliptic sheaves). Let d = 1 and let H = HI .
Then an abelian sheaf is what was called an elliptic sheaf in Blum–Stuhler [2]. We
consider the open substack

Ab-Shr,1
H ×CC

′

of abelian sheaves with characteristic disjoint from ∞. It is shown in [2, Theo-
rem 3.2.1] that there is a 1-isomorphism between the stack Dr-Mod r

I of Drinfeld
A-modules of rank r with I -level structure and the open and closed substack of
Ab-Shr,1

H ×CC
′ consisting of those (Fi ,%i, τi) with deg(F0|Cs ) = 1 − r for each

algebraically closed point s of S.
On the other hand, in Ab-Shr,1

H we always have deg(Fi |Cs ) = deg(F0|Cs ) + i.

Using the free action of Z on Ab-Shr,1
H we thus obtain a 1-isomorphism of stacks

Ab-Shr,1
H ×CC

′ ∼= Z×Dr-Mod r
I .

The first factor gives the degree of F0.
In fact if I �= ∅ the stack Dr-Mod r

I is a smooth affine scheme of finite type
over Fq . See for example [2, Theorem 2.3.8]. So Ab-Shr,1

H ×CC
′ is a smooth scheme

locally of finite type in this case.
We will give another example in Section 4 which shows that for d > 1 one can

neither expect that Ab-Shr,d
H is a scheme, nor that it is smooth over C′.

2 Relation to Anderson’s t-motives

We will show that abelian sheaves with characteristic disjoint from ∞ are the same
as polarized A-motives, a variant of Anderson’s [1] t-motives. Let S be a scheme and
fix a characteristic morphism c : S → C′ disjoint from ∞. Let Γ (c) ⊂ CS be the
graph of c and let J be the ideal sheaf defining Γ (c).
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Definition 2.1. A (pure) polarized A-motive (F, τ ) of rank r , dimension d, and char-
acteristic c over S consists of a vector bundle F on CS of rank r and a morphism of
coherent sheaves τ : σ ∗F → F(k · ∞) such that

1. the cokernel of τ is supported on Γ (c) ∪ ∞, the part supported on Γ (c) is
annihilated by J d ,

2. for every i = 1, . . . , � the image of τ i : σ i∗F → F(ik ·∞) lies in F(k ·∞) and
τ � : σ�∗F → F(k · ∞) is a local isomorphism at∞,

3. locally at∞, F is contained in the image τF .

Here we denote by τ i the composition (τ⊗idO((i−1)k·∞))◦· · ·◦σ (i−1)∗τ mapping

σ i∗F −→ σ (i−1)∗F(k · ∞) −→ . . . −→ σ ∗F((i − 1)k · ∞) −→ F(ik · ∞).

Lemma 2.2. Conditions 1 and 2 imply that τ is injective and that the part of coker τ
which is supported on Γ (c) (respectively, on∞) is a locally free OS-module of rank
d (respectively, (�− 1)d).

Proof. Consider the exact sequences of OS-modules induced by τ

0 �� ker τ �� σ ∗F ��

τ
��

im τ �� 0

0 �� im τ �� F(k · ∞) �� coker τ �� 0.

For a point s ∈ S we tensor them with the residue field κ(s) at s to obtain

0 �� TorOS

1 (im τ, κ(s)) �� (ker τ)s �� (σ ∗F)s
β ��

τ⊗id
��

(im τ)s �� 0

0 �� TorOS

1 (coker τ, κ(s)) �� (im τ)s
α �� F(k · ∞)s �� (coker τ)s �� 0.

We claim that τ ⊗ id is injective. Indeed, consider a point on Cs and its local ring
which is a PID. Then over this PID τ ⊗ id is a morphism between finite free modules
of the same rank with torsion cokernel. Hence by the elementary divisor theorem
τ ⊗ id = αβ must be injective.

Now the surjectivity ofβ shows thatα is injective.Therefore, TorOS

1 (coker τ, κ(s))
vanishes and by the local criterion for flatness [15, 6.8], coker τ is a flat OS-module.
This in turn implies the flatness of im τ . Hence (ker τ)s is identified with the kernel
of β. However, β is an isomorphism and thus (ker τ)s is zero. By Nakayama’s lemma
ker τ is zero and τ is injective. Finally let G be the part of coker τ which is supported
on Γ (c). Since the characteristic is disjoint from∞, G is a direct summand of coker τ .
Then condition 2 implies that coker τ � =⊕�−1

i=0 σ i∗G and the lemma follows. ��
If S = SpecK is the spectrum of a field, A = Fq [t], and (F, τ ) is a polarized

A-motive over S, then the K[t, τ ]-module Γ (C′S,F) is a pure t-motive of weight
d/r as defined by Anderson [1]. Compared to Anderson’s definition, however, our
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polarized A-motive contains additional data at infinity which rigidifies the structure
of the A-motive. Since Anderson’s t-motives serve as characteristic p analogues of
abelian varieties this may justify our terminology.

As in Section 1, we can define H -level structures on polarized A-motives for
compact open subgroups H ⊂ GLr (Â). Correspondingly, we obtain the stack Polr,dH

of polarized A-motives with H -level structure. This is a stack over C′.

Theorem 2.3. There is a 1-isomorphism of stacks

Ab-Shr,d
H ×CC

′ ∼= Polr,dH .

Proof. We construct two mutually 2-inverse 1-morphisms T and T ′ between the
stacks in question. First consider the 1-morphism T : Ab-Shr,d

H ×CC
′ → Polr,dH

which assigns to an abelian sheaf (Fi ,%i, τi) over S with characteristic disjoint from
∞ the polarized A-motive of rank r and dimension d consisting of

F := F0, τ := %�−1 ◦ · · · ◦%1 ◦ τ0 : σ ∗F → F(k · ∞).

Clearly, this construction is also compatible with level structures.
Conversely, let (F, τ ) be a polarized A-motive of rank r and dimension d over

S. For 0 ≤ i ≤ � we set

Fi := F + · · · + τ iF ⊂ F(k · ∞).

Then Fi is equal to F outside ∞ due to the definition of τ . And locally at ∞ it is
isomorphic to σ i∗F due to condition 3 of Definition 2.1. Therefore, Fi is locally
free on CS . Let %i : Fi → Fi+1 be the inclusion and let τi : σ ∗Fi → Fi+1 be
the morphism τ . Again by condition 3, coker %i is supported at ∞ and coker τi is
supported on Γ (c) and annihilated by J d . By Lemma 2.2 these cokernels are locally
free OS-modules of rank d . Furthermore, by condition 2 we have F� = F(k · ∞).
For arbitrary i ∈ Z we take n ∈ Z such that 0 ≤ i − n� < � and define

Fi := Fi−n� ⊗OCS
OCS

(nk · ∞), %i := %i−n� ⊗ id, τi := τi−n� ⊗ id .

Then (Fi ,%i, τi) is an abelian sheaf of rank r and dimension d over S. This
construction is also compatible with level structures and defines a 1-morphism
T ′ : Polr,dH → Ab-Shr,d

H ×CC
′. One easily proves that T and T ′ are mutually 2-

inverse. ��
Remark 2.4. Example 1.8 together with Theorem 2.3 shows that every Drinfeld mod-
ule carries a canonical polarization. This parallels the situation for elliptic curves.

3 Algebraicity of the stacks of abelian sheaves

In this section we will prove the following theorem.
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Theorem 3.1. Ab-Shr,d
H is an algebraic stack in the sense of Deligne–Mumford [9],

locally of finite type over C.

Note that the example in Section 4 below shows that it will in general not be smooth
over C. Nevertheless, if the characteristic is disjoint from ∞ and one stratifies the
stack according to the isomorphy type of the OC-modules coker %i and coker τi , then
each stratum will be smooth over C′.

More precisely, we let z be a uniformizing parameter on C at∞ and we fix a flag
G• of Fq [z]/zk-submodules

(0) ⊂ G1 ⊂ · · · ⊂ G�−1 ⊂ G� = (Fq [z]/zk)⊕r (3.1)

such that the successive quotients all have dimension d over Fq . We say that an abelian
sheaf F of rank r and dimension d over S has isomorphy type G• of % if for every
point s ∈ S the flag of OCs -modules

(0) ⊂ F1/F0 ⊂ · · · ⊂ F�−1/F0 ⊂ F�/F0 = F0(k · ∞)/F0

is isomorphic to the flag G• ⊗Fq
κ(s).

To fix the isomorphy type of τ let S be a scheme with characteristic morphism
c : S → C. We denote by J ⊂ OCS

the ideal sheaf defining the graph of c, by Γd

the closed subscheme of CS defined by J d , and by Od the structure sheaf OCS
/J d

of Γd . We fix integers
(e1 ≤ e2 ≤ · · · ≤ er) = e (3.2)

between 0 and d with e1 + · · · + er = d . We say that an abelian sheaf F of rank
r and dimension d over S has isomorphy type e of τ if for every point s ∈ S the
OCs -module coker τ−1 is isomorphic to

r⊕
ν=1

OCs /J eνOCs .

Note that if the characteristic is disjoint from ∞, then the cokernels of all τi are
isomorphic.

We consider the locally closed subset (see Laumon–Moret-Bailly [32, Section 5])
of Ab-Shr,d

H consisting of the points over which the universal abelian sheaf has iso-
morphy types G• of % and e of τ . We give this subset the reduced induced structure

[32, 4.10] and obtain a substack Ab-Sh
r,d,G•,e
H of Ab-Shr,d

H .

Theorem 3.2. The substack Ab-Sh
r,d,G•,e
H ×CC

′ is smooth over C′ of relative dimen-
sion

∑
µ>ν(eµ − eν) if nonempty.

The proof of these theorems follows Laumon–Rapoport–Stuhler [33]. For a given
compact open subgroup H ⊂ GLr (Â) consider a closed subscheme I ⊂ C′ which is
supported on the places v for which Hv �= GLr (Av) and satisfies

H ⊃ HI := ker(GLr (Â)→ GLr (OI )).
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Then Ab-Shr,d
HI

is finite étale over Ab-Shr,d
H by Proposition 1.3. In fact it is even a

H/HI -torsor. Hence Ab-Shr,d
H is a quotient of Ab-Shr,d

HI
in the sense of stacks; cf.

[32, 4.6.1]. Therefore, it suffices to prove the two theorems for H = HI . We assume
this situation from now on.

We will cover Ab-Shr,d
H by open substacks corresponding to stable vector bundles

with additional level structure. To be precise we proceed as follows. Let F be a
locally free sheaf of rank r on CS . An I -level structure on F is an isomorphism
η̄ : F |I×S

∼−−→Or
I×S of OI×S-modules.

Definition 3.3. We say that the pair (F, η̄) is stable if for all algebraically closed
points s ∈ S and all locally free OCs -modules G properly contained in Fs , we have

deg(G)− deg(I )

rk(G)
<

deg(Fs)− deg(I )

rk(Fs)

(compare Seshadri [39, 4.I, Définition 2]).

We denote by Ab-Shr,d
H,st the open substack of Ab-Shr,d

H of those abelian sheaves

for which (F0, η̄) is stable. We will show that Ab-Shr,d
H,st is representable by a disjoint

union of quasi-projective schemes of relative dimension d(r−1) over C � I if I �= ∅.
For this purpose we need to introduce some additional stacks.

We denote by VecrI the stack classifying locally free sheaves of rank r on C with
I -level structure and by VecrI,st the substack of such locally free sheaves which are
stable. Seshadri [39, 4.III] proves the following fact (see also [33, 4.3]). Note that
there is a typing error in the formula for the dimension in [39].

Proposition 3.4. If I �= ∅ the stack VecrI,st is representable by a disjoint union of

quasi-projective schemes over Fq which are smooth of dimension r2(g− 1+ deg I ).
Here g is the genus of C.

Definition 3.5. Let S be a scheme and let (Fi ,%i) be a sequence of locally free
sheaves on CS as in the first row of the Definition 1.1 of an abelian sheaf. Suppose
that (Fi ,%i) satisfies the conditions 2 and 3 of Definition 1.1. An I -level structure
on (Fi ,%i) is a collection of I -level structures η̄i on the Fi that are compatible with
the morphisms %i . We denote by Seqr,d

I the stack classifying sequences (Fi ,%i) as

above together with I -level structures η̄i and by Seqr,d
I,st the open substack of those

sequences for which F0 with its level structure is stable.

Lemma 3.6. The natural 1-morphism

Seqr,d
I → VecrI , (Fi ,%i, η̄i) �→ (F0, η̄0)

is representable by a closed subscheme of a flag variety. The strata Seqr,d,G•
I with

fixed isomorphy type G• of % are smooth over VecrI if nonempty. In particular, Seqr,d
I,st

and Seqr,d,G•
I,st are representable by a disjoint union of quasi-projective schemes

(respectively, quasi-projective and smooth schemes) over Fq if I �= ∅.
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Proof. Let F0 on CS be given corresponding to a 1-morphism S → VecrI . Due to
the periodicity condition 2, the sequence (Fi ,%i) corresponds to a flag of length �

of OCS
-submodules

(0) ⊂ F1/F0 ⊂ · · · ⊂ F�−1/F0 ⊂ F�/F0 = F0(k · ∞)/F0 (3.3)

such that the successive quotients are all locally free OS-modules of rank d. Hence
the first assertion follows.

To prove the statement about Seqr,d,G•
I note that locally on S the sheaf F�/F0 is

isomorphic to OS[z]/zk . By the elementary divisor theorem a point SpecK of Seqr,d
I

belongs toSeqr,d,G•
I if and only if the flag (3.3) is conjugate to G• under GLr (K[z]/zk).

Therefore, Seqr,d,G•
I is relatively representable over VecrI by the homogeneous space

GLr (Fq [z]/zk)/Stab(G•).

The group GLr (Fq [z]/zk) is the Weil restriction R(Fq [z]/zk)/Fq
GLr and hence a

smooth connected algebraic group over Fq . The stabilizer of G• corresponds to a
closed algebraic subgroup defined over Fq . Thus the above homogeneous space is a
smooth algebraic variety over Fq . From this the lemma follows. ��
Definition 3.7. We let Hecker,dI be the stack classifying the commutative diagrams
with I -level structures

· · · −−−−→ Fi−1
%i−1−−−−→ Fi

%i−−−−→ Fi+1
%i+1−−−−→ · · ·,⏐⏐ti−2

,⏐⏐ti−1

,⏐⏐ti

· · · −−−−→ F ′i−2

%′i−2−−−−→ F ′i−1

%′i−1−−−−→ F ′i
%′i−−−−→ · · ·

such that the sequences (Fi ,%i) and (F ′i ,%′i ) with their I -level structures belong to

Seqr,d
I and such that the ti satisfy conditions 1 and 4 of Definition 1.1 and respect

the I -level structures. Assigning to such a diagram over S the morphism S → C � I

on whose graph the cokernels of the ti are supported, defines a 1-morphism of stacks
Hecker,dI → C � I .

The above stacks fit into the following 2-cartesian diagram of stacks

Ab-Shr,d
H −−−−→ Seqr,d

I⏐⏐ ⏐⏐ (id,σSeq)

Hecker,dI

(1strow,2ndrow)−−−−−−−−−→ Seqr,d
I ×Seqr,d

I⏐⏐ 
C � I.

(3.4)
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On the stack Hecker,dI the cokernel of t−1 is a quotient of F0 which is locally free
of rank d over the base and supported on the graph of the characteristic morphism c.
We analyze this property. Let T be the stack

(C � I )× Seqr,d
I .

On C × T consider the ideal sheaf J defining the graph Γ (c) of the characteristic
morphism c : T → C � I ⊂ C (see [32, Section 12]). We denote by Γd the closed
substack of C × T defined by J d and by Od the sheaf OC×T /J d . The quotients of
F0 that are supported on Γ (c) and are locally free over T of rank d are classified by
Grothendieck’s Quot-scheme relative to T [19, number 221, Théorème 3.1]

QuotdF0⊗Od/Γd/T .

It is a stack projective over T .

Lemma 3.8. The 1-morphism

Hecker,dI → QuotdF0⊗Od/Γd/T ×Seqr,d
I

given by the cokernel of t−1 and the second row, is representable by a closed immer-
sion. Over C �(I ∪∞) the 1-morphism

Hecker,dI → QuotdF0⊗Od/Γd/T

obtained by projection onto the first factor is a 1-isomorphism. In particular, the
1-morphism Hecker,dI → Seqr,d

I ×Seqr,d
I from (3.4) is representable by a quasi-

projective morphism.

Proof. The substack Hecker,dI of QuotdF0⊗Od/Γd/T ×Seqr,d
I is defined by the fol-

lowing conditions:

1. F ′−1 equals the kernel of the morphism from F0 to the universal quotient;
2. for each i = −�, . . . ,−2, the sheaf F ′i is contained in the intersection of Fi+1

and F ′−1, which we view as subsheaves of F0 via %−1 ◦ · · · ◦%i+1 and t−1;
3. if we let ti be the inclusion F ′i ⊂ Fi+1, then coker ti is annihilated by J d ;
4. t−1 is compatible with the I -level structures on F ′−1 and F0.

Namely, by descending induction on i, the short exact sequences of OS-modules

0 �� coker ti−1 �� coker(%i ◦ ti−1) �� coker %i
�� 0

0 �� coker %′i−1
�� coker(ti ◦%′i−1)

�� coker ti �� 0

imply that coker ti is a locally free OS-module of rank d . Now clearly the above
conditions are represented by a closed immersion.

Over C �(I ∪∞) defining F ′i as the intersection Fi+1∩F ′−1 in conditions 1 and 2

automatically gives an object (F ′i ,%′i ) in Seqr,d
I . This proves that the projection onto

the first factor is a 1-isomorphism there. ��
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Proof of Theorem 3.1. Recall that we have assumed H = HI . Considering the dia-
gram (3.4), we conclude from the previous lemmas that Ab-Shr,d

H,st is representable
by a disjoint union of quasi-projective schemes over C � I if I �= ∅.

Now we let I ⊂ I ′ ⊂ C′ be two finite closed subschemes with I ′ �= ∅ and
we set H ′ = HI ′ . By restricting I ′-level structures to I -level structures we obtain a
1-morphism of stacks

rI ′,I : Ab-Shr,d
H ′ → Ab-Shr,d

H .

Over C � I ′ this 1-morphism is a torsor under the finite group

GI ′,I := ker(GLr (OI ′)→ GLr (OI )) ∼= H/H ′

due to Proposition 1.3. Since r−1
I ′,I (Ab-Shr,d

H,st ) ⊂ Ab-Shr,d
H ′,st , the open substack

Ab-Shr,d
H ′,st which is stable under GI ′,I , gives as a quotient in the sense of stacks an

open substack
Ab-Shr,d

H ′,st /GI ′,I ⊂ Ab-Shr,d
H

that contains Ab-Shr,d
H,st ×C � IC

� I ′. It is an algebraic stack in the sense of Deligne–
Mumford. If we let I ′ vary among finite closed subschemes of C′ containing I these
open substacks cover Ab-Shr,d

H , since every vector bundle becomes stable for a suf-
ficiently high level structure. This proves Theorem 3.1 except for the assertion on the
dimension which follows from Theorem 3.2. ��
Proof of Theorem 3.2. We denote by Quote the reduced, locally closed substack
of QuotdF0⊗Od/Γd/T consisting of those points for which the universal quotient is
isomorphic to

r⊕
ν=1

OCs /J eνOCs .

We claim that Quote is smooth over T of relative dimension
∑

µ>ν(eµ−eν). Indeed,
locally on T the sheaf F0 ⊗ Od is isomorphic to Or

d . Let H ⊂ Or
d be the kernel

of the morphism from Or
d to the universal quotient on Quote. The condition on the

isomorphy type of the universal quotient implies that H is conjugate to⊕r
ν=1J eν /J d

under GLr (Od). Therefore, Quote is locally isomorphic to the homogeneous space

GLr (Od)/Stab(⊕r
ν=1J eν /J d).

As in the proof of Lemma 3.6, this homogeneous space is smooth and the claim
follows. The theorem can now be deduced using Lemma 3.8 and applying [33, Lemma
4.2] to diagram (3.4). ��

4 An example

In this section let C = P1
Fq

and A = Fq [t]. Let I = V(t) ⊂ C and H = HI and set

z = 1
t
. Then C � I = Spec Fq [z]. We consider the case where d = r = 2, k = � = 1

and describe the algebraic stack Ab-Sh2,2
H . It decomposes
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Ab-Sh2,2
H =

∐
n∈Z

Ab-Sh2,2
H (n)

into the open and closed substacks on which the vector bundle F0 has degree n. The
shift by 1 from Definition 1.7 yields a 1-isomorphism Ab-Sh2,2

H (n)→ Ab-Sh2,2
H (n+

2). So it suffices to describe Ab-Sh2,2
H (n) for n = 0, 1. We want to treat the case n = 0

here.
Let M2,2

I be the scheme

Spec Fq [ζ ][aµν : 1 ≤ µ, ν ≤ 2]/(a11 + a22 + 2ζ, a11a22 − a12a21 − ζ 2).

We view (aµν) as a 2 × 2 matrix with trace −2ζ and determinant ζ 2. Mapping z to
ζ defines a morphism c : M2,2

I → C. On S = M
2,2
I , we set for i ∈ Z

Fi = OCS
(i · ∞)⊕2 and τi = (1+ t (aµν)) · σ ∗ : σ ∗Fi → Fi+1,

and we let %i : Fi → Fi+1 be the morphism induced by the inclusion OCS
⊂

OCS
(∞). Due to the trace and determinant condition on the matrix (aµν), the data

(Fi ,%i, τi) is an abelian sheaf of rank 2, dimension 2, and characteristic c over S.
We want to define an I -level structure on F = (Fi ,%i, τi). Note that F |I×S is

canonically isomorphic to O2
S with τ |I×S = Id2 ·σ ∗. Hence the identity morphism

on O2
S defines an I -level structure η̄ on F .

Proposition 4.1. The 1-morphism M
2,2
I → Ab-Sh2,2

H induced by (F, η̄) identifies

M
2,2
I with the (representable)open substack of Ab-Sh2,2

H on which the underlying vec-
tor bundle with level structure (F0, η̄) is stable (Definition 3.3) and has degree zero.

We will see below that (F0, η̄) is stable and of degree zero if and only if F0 ∼= O2
CS

.

Proof. Let T be a scheme together with a characteristic morphism c′ : T →
Spec Fq [z] disjoint from I . Denote the image c′∗(z) in OT by ζ ′. Let (F ′i ,%′i , τ ′i , η̄′)
be an abelian sheaf of rank 2, dimension 2, and characteristic c′ over T with I -level
structure such that (F ′0, η̄′) is stable and of degree zero. We have to exhibit a uniquely

defined morphism f : T → M
2,2
I such that f ∗(F, η̄) ∼= (F ′i ,%′i , τ ′i , η̄′). Since the

morphisms %′i identify F ′i with F ′0(i · ∞) it suffices to concentrate on F ′0 and τ ′0.
We claim that the stability condition implies F ′0 ∼= O2

CT
globally on T . Indeed,

let π : CT → T be the projection onto the second factor. We first show that π∗F ′0 is
locally free of rank 2 on T and that π∗π∗F ′0 → F ′0 is an isomorphism. Let s ∈ T be
an algebraically closed point. The stability implies that every invertible OCs -module
G ⊂ F ′0|Cs has degree at most 0. Hence F ′0|Cs

∼= O2
Cs

and thus H 1(Cs,F ′0|Cs ) = (0).
By the theorem on cohomology and base change [25, III.12.11] this implies that
R1π∗F ′0 vanishes and that π∗F ′0 is locally free of rank 2 on T . Moreover, π∗π∗F ′0 →
F ′0 is an isomorphism in the fiber over s and hence on all of T by Nakayama. Now the
level structure η̄′ induces an isomorphism π∗F ′0 ∼= (π∗π∗F ′0)|I×T

∼−−→O2
T . From

this our claim follows.
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As τ ′0 maps σ ∗F ′0 into F ′1 = F ′0(∞), it is represented with respect to a basis of
F ′0 by a matrix

τ ′0 = (U0 + tU1) · σ ∗ with U0 ∈ GL2(OT ) and U1 ∈ M2(OT ).

Identifying F ′0|I×T with O2
T , we can express η̄′ by a matrix in GL2(OT ). There is

a uniquely defined change of basis of F ′0 such that this matrix becomes the identity.
Then we also have U0 = Id. The condition on coker τ ′0 now implies that

det(Id+tU1) = (1− ζ ′t)2.

Then the required morphism f : T → M
2,2
I is given by f ∗(aµν) = U1 and f ∗(ζ ) =

ζ ′. ��
Remark 4.2. From this example one sees that Ab-Shr,d

H need not be smooth over C.

Namely, M2,2
I is not smooth at the points with a12 = a21 = 0, a11 = a22 = −ζ .

The reason for this is that at these points the OCs -module coker τ0 is isomorphic to
(κ(s)[z]/(z− ζ ))⊕2 whereas at all other points it is isomorphic to κ(s)[z]/(z− ζ )2.
Compare with Theorem 3.2.

This example also shows that in general one cannot hope that the stacks Ab-Shr,d
H

are schemes. Namely, for any level I , there are abelian sheaves of rank 2 and di-
mension 2 with an I -level structure that have nontrivial automorphisms. Indeed, let
I = V(a) ⊂ C′ for an a ∈ Fq [t] with deg a = n. Let c : S → C � I be arbitrary
and denote the image of z in OS by ζ . Let f ∈ OS[t] have degree ≤ n+ 1. Then the
abelian sheaf with

Fi = OCS
((i + n) · ∞)⊕OCS

(i · ∞), τi =
(

1− ζ t f

0 1− ζ t

)
· σ ∗

admits an I -level structure after a finite étale extension of S. It has nontrivial auto-
morphisms compatible with this level structure of the form(

1 xa

0 1

)
for x ∈ Fq .

As a consequence Ab-Shr,d
H is not quasi-compact in general. Indeed, recall from

the proof of Theorem 3.1 the covering of Ab-Shr,d
H by open substacks

UI := Ab-Shr,d
HI ,st

/(H/HI )

where I ⊂ C′ runs through all finite subschemes with HI ⊂ H . Note that UI ⊂ UI ′
if I ⊂ I ′. Now if Ab-Shr,d

H were quasi-compact this covering would have a finite

refinement. So Ab-Shr,d
H would equal a single UI for a large enough I . From this we

could deduce that
Ab-Shr,d

HI
= Ab-Shr,d

HI ,st

is in fact a scheme. Since for r = d = 2 the latter is not the case, Ab-Sh2,2
H is not

quasi-compact.
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5 Isomorphism classes versus isogeny classes

The general yoga that mediates between isomorphism classes of abelian varieties
over Zp-schemes and prime-to-p isogeny classes of such can be transfered to abelian
sheaves. This will allow us to define H -level structures for arbitrary compact open
subgroups H ⊂ GLr (Af ). We begin by defining the notion of isogeny for abelian
sheaves.

Definition 5.1. A morphism between abelian sheaves (Fi ,%i, τi) and (F ′i ,%′i , τ ′i )
over S is called an isogeny if

1. all morphisms Fi → F ′i are injective,
2. coker(Fi → F ′i ) is supported on D × S for an effective divisor D ⊂ C, and
3. coker(Fi → F ′i ) is locally free of finite rank as an OS-module.

The isogeny is called finite (or prime to∞) if for all i the support of coker(Fi → F ′i )
is disjoint from∞. A (finite) quasi-isogeny between (Fi ,%i, τi) and (F ′i ,%′i , τ ′i ) is a
( finite) isogeny between (Fi ,%i, τi) and (F ′i (D),%′i , τ ′i ) for some effective divisor
D ⊂ C (respectively, D ⊂ C �∞).

Note that an isogeny between two abelian sheaves can only exist if they both have
the same rank and dimension. The following proposition is evident. It justifies our
definition of quasi-isogenies.

Proposition 5.2. Let α : F → F ′ be an isogeny of abelian sheaves over S. Then
there exists an effective divisor D ⊂ C and an isogeny α∨ : F ′ → F(D) with α ◦α∨
and α∨ ◦α being the isogenies induced by the inclusion OC ⊂ OC(D). If D is chosen
minimal, then D and α∨ are uniquely determined.

Example 5.3. Let F = (Fi ,%i, τi) be an abelian sheaf of rank r and dimension d

over S. Then the collection of the %i defines an isogeny

(%i) : F[1] → F

where [1] denotes the shift by 1 (cf. Definition 1.7). Similarly, let P be a point on C

and let S ∈ NilpAP
via the characteristic morphism c : S → C. Then the collection

of the τi defines an isogeny

(τi) : σ ∗F[1] → F .

For abelian varieties there is a general principle relating isomorphism classes of
abelian varieties with level structure over Zp-schemes to prime-to-p isogeny classes
of such. This principle also applies to abelian sheaves. We need to introduce the
analogue for Zp in our situation.

Notation 5.4. The local ring OC,∞ is a discrete valuation ring. Let z be a uniformizing
parameter. We identify the completion of OC,∞ with Fq [[z]] and Q∞ with Fq((z)). Let
ζ be an indeterminant over Fq and denote by Fq [[ζ ]] the ring of formal power series
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in ζ . Fix the characteristic morphism c : Spec Fq [[ζ ]] → C defined by c∗(z) = ζ .
Clearly, this morphism identifies Fq [[z]] with Fq [[ζ ]]. However, since z− ζ does not
necessarily act trivially on coker τi we use two different symbols to separate the two
roles played by z as a uniformizing parameter at ∞ and as an element of OS . From
now on all base schemes for abelian sheaves will be schemes over Spec Fq [[ζ ]]. We
consider the base change of our stacks

Ab-Shr,d
H ×C Spec Fq [[ζ ]].

For the sake of brevity we denote them again by Ab-Shr,d
H . This should not cause

confusion since from now on we work entirely in the local situation over Spec Fq [[ζ ]].
Working with isogeny classes instead of isomorphism classes we have to modify

our definition of H -level structures. The new definition will have the additional ad-
vantage that it extends to arbitrary compact open subgroups H ⊂ GLr (Af ) which
are not necessarily contained in GLr (Â). Let F be an abelian sheaf of rank r over S.
We define the functor

(F |Af
)τ : SchS −→ Af -modules

T/S �−→ Af ⊗Â (F |Â)τ (T ).

Assume that S is connected. Choosing an algebraically closed base point ι : s → S

we may view (F |Af
)τ as the Af [π1(S, s)]-module (ι∗F |Af

)τ (s).
We consider the set IsomAf

((F |Af
)τ ,Ar

f ) := IsomAf
((ι∗F |Af

)τ (s),Ar
f ) of

isomorphisms of Af -modules. Via its natural action on Ar
f the group GLr (Af ) acts

on this set from the left. Via its action on (ι∗F |Af
)τ (s) the group π1(S, s) acts on it

from the right.

Definition 5.5. Let H ⊂ GLr (Af ) be a compact open subgroup. A rational H -level
structure on F over S is an H -orbit in IsomAf

((F |Af
)τ ,Ar

f ) which is fixed by
π1(S, s). (Again the latter condition implies that the notion of level structure is inde-
pendent of the chosen base point.)

Every quasi-isogeny α : F → F ′ induces an isomorphism

(α|Af
)τ : (ι∗F |Af

)τ (s) ∼−−→(ι∗F ′|Af
)τ (s)

and thus carries rational H -level structures on F to rational H -level structures on F ′.

Theorem 5.6. If H ⊂ GLr (Â) is a compact open subgroup, then the stack Ab-Shr,d
H

is canonically 1-isomorphic to the stack X whose category of S-valued points has

as objects all pairs (F, γ̄ ) consisting of an abelian sheaf F of rank r and di-
mension d and a rational H -level structure γ̄ on F over S, and

as morphisms all finite quasi-isogenies that are compatible with the rational H -
level structures.
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Proof. Let S be a Spec Fq [[ζ ]]-scheme and let (F, η̄) be an object of Ab-Shr,d
H (S);

i.e., F is an abelian sheaf and η̄ is an H -level structure on F over S (in the sense of
Definition 1.6). Then Af ⊗Â η̄ is a rational H -level structure on F . This defines a
canonical 1-morphism of stacks f : Ab-Shr,d

H → X .

For it to be a 1-isomorphism we have to show that f (S) : Ab-Shr,d
H (S)→ X (S)

is an equivalence of categories for all S. Let (F = (Fi ,%, i, τi), γ̄ ) be an object of
X (S). Choose an algebraically closed base point ι : s → S and a representative

γ : (ι∗F |Af
)τ (s) ∼−−→Ar

f

of γ̄ . There is an element a ∈ A with γ−1(aÂr ) ⊂ (ι∗F |Â)τ (s). Then the sheaf

(ι∗F |Â)τ (s)/γ−1(aÂr )

on Cs has finite length and support disjoint from∞. Via the identification of (F |Â)τ
with (ι∗F |Â)τ (s) this sheaf can be viewed as a quotient sheaf of Fi for all i. Its support
is of the form D × S where D ⊂ C′ is the divisor of zeros of a. Note that D × S is
disjoint from the characteristic of F . Therefore, the kernel of this quotient map is an
abelian sheaf (F ′i ,%′i , τ ′i ) of rank r and dimension d over S which is isogenous to F .
Consider the abelian sheaf F ′(D) := (F ′i (D),%′i , τ ′i ) and the induced finite quasi-
isogeny α from F ′(D) to F . By construction γ ◦ (α|Af

)τ induces an isomorphism

η̄ : (F ′(D)|Â)τ ∼−−→ Âr .

This yields an H -level structure η̄ on F ′(D). Clearly, this construction is independent
of the choice of γ .

The pair (F ′(D),Af⊗Âη̄) is isogenous to (F, γ̄ )by construction.This proves that
the functor f (S) is essentially surjective. Analyzing the above construction further
shows that it is also fully faithful. Hence f is a 1-isomorphism of stacks. ��

The reader should note that if v is a finite place of C, the analogous statement
holds for abelian sheaves over Av-schemes and prime-to-v isogenies.

The above theorem enables us to define the stacks of abelian sheaves with H -level
structure for arbitrary compact open subgroups H ∈ GLr (Af ).

Definition 5.7. Ab-Shr,d
H is the stack over Spec Fq [[ζ ]] whose category of S-val-

ued points has

as objects all pairs (F, γ̄ ) consisting of an abelian sheaf F of rank r and di-
mension d and a rational H -level structure γ̄ on F over S, and

as morphisms all finite quasi-isogenies that are compatible with the rational H -
level structures.

For varying H , the stacks Ab-Shr,d
H form a projective system of stacks. The

transition maps Ab-Shr,d
H ′ → Ab-Shr,d

H for H ′ ⊂ H are representable by finite étale
morphisms of schemes. We define a right action of GLr (Af ) on this projective system
by letting g ∈ GLr (Af ) act through the 1-isomorphisms
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g : Ab-Shr,d
H

∼−−→Ab-Shr,d

gHg−1

which are defined by (F, γ̄ ) �→ (F, g−1γ ) on S-valued points. Using these 1-
isomorphisms it follows from Theorem 3.1 that all the stacks Ab-Shr,d

H are algebraic
in the sense of Deligne–Mumford and locally of finite type over Spec Fq [[ζ ]].

Part Two: z-Divisible Groups

Our ultimate goal in this article is to study the uniformization of the stacks Ab-Shr,d
H

at ∞. Classically, this corresponds to the p-adic uniformization of moduli spaces
of abelian varieties. For those uniformization questions the associated p-divisible
groups are an indispensable tool. In the same manner we are thus lead to the idea
of “z-divisible groups.’’ These groups were studied in detail in Hartl [23]. But they
already appeared in special cases in the work of Drinfeld [11], Genestier [18], Lau-
mon [31], Taguchi [41] and Rosen [38]. For the uniformization of Ab-Shr,d

H these
z-divisible groups are of equal importance as p-divisible groups are for abelian va-
rieties. Therefore, the next few sections are devoted to them. We first review some
facts from [23] in Sections 6 and 7.

As z-divisible groups are of most use over schemes on which z is not a unit we
will from now on work over Spf Fq [[ζ ]] (see Notation 5.4). Since we want to relate
z-divisible groups to abelian sheaves, we should also consider abelian sheaves over
Spf Fq [[ζ ]]-schemes. Hence we right away introduce the base change

Ab-Shr,d
H ×C Spf Fq [[ζ ]].

This is no longer an algebraic stack. But it is a formal algebraic Spf Fq [[ζ ]]-stack
(Definition A.5). Formal algebraic stacks are related to algebraic stacks in the same
way as formal schemes are related to usual schemes. For the necessary background,
we refer the reader to the appendix.

6 Definition of z-divisible groups

We continue to work in the local situation introduced in Notation 5.4. In particular,
z is a uniformizing parameter at ∞ and we identify Q∞ with Fq((z)). Let ! be the
central skew field over Q∞ of invariant k/� and let O! be its ring of integers. We
identify O! with the Fq -algebra Fq� [[z,%]] of noncommutative power series subject
to the relations

%� = zk, z% = %z, zλ = λz, %λq = λ% for all λ ∈ Fq� .

Denote by NilpFq [[ζ ]] the category of schemes over Spec Fq [[ζ ]] on which ζ is locally
nilpotent. From now on in this article the scheme S will be in NilpFq [[ζ ]].
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Definition 6.1. Let R be a unitary ring. We define an R-module scheme over S to be
a flat commutative S-group scheme E together with a unitary ring homomorphism
R → EndS E. It is called finite of order d if it is so as an S-group scheme. A
morphism of R-module schemes is a morphism of the underlying S-group schemes
which is compatible with the R-action.

For an R-module scheme E over S we define its co-Lie module Lie∗ E as the
OS-module of invariant differentials. It is canonically isomorphic to e∗�E/S where
e : S → E is the zero section. We have LieE = HomS(Lie∗ E,OS) as OS-module.

The additive group scheme Ga,S is an example for an Fq -module scheme over S.
Likewise every S-group scheme which locally on S is isomorphic to Gd

a,S for some
integer d ≥ 0 is an Fq -module scheme. Such a scheme is called an Fq -vector group
scheme of dimension d over S. For every a ∈ Fq the endomorphism induced on its
co-Lie module equals the multiplication with a viewed as an element of Γ (S,OS).

Definition 6.2. Leth, d ≥ 1 be integers.Az-divisible group of heighth and dimension
d over S is an inductive system of finite Fq [[z]]-module schemes over S,

E = (E1
i1−→ E2

i2−→ E3
i3−→ · · · ),

such that for each integer n ≥ 1,

1. the Fq -module scheme En can be embedded into an Fq -vector group scheme
over S;

2. the order of En is qhn;
3. the following sequence of Fq [[z]]-module schemes over S is exact:

0 → En
in−→ En+1

zn−→ En+1;
4. (z− ζ )d = 0 on Lie∗ En;
5. d = max{dimκ(s)(Lie∗ En ⊗OS

κ(s)) : s ∈ S, n ≥ 1}.
A morphism of z-divisible groups over S is a morphism of inductive systems of Fq [[z]]-
module schemes.

We set Lie∗ E = lim←− Lie∗ En. Conditions 1–4 imply that this is a locally free

OS-module. Condition 5 asserts that its rank is the dimension of E.
The reader should observe that we do not require that z − ζ acts trivially on

Lie∗ E. This is in conformity with the previous sections. In this respect our notion of
z-divisible group is more general than the variants considered in [11, 18, 41, 38] and
different from the classical case of p-divisible groups.

The group of morphisms HomS(E,E′) between two z-divisible groups E and E′
over S is a torsion free Fq [[z]]-module. Let HomS(E,E′) denote the sheaf of germs
of morphisms on S.

Definition 6.3. The category of z-divisible groups over S up to isogeny has as objects
the z-divisible groups over S and as morphisms from E to E′ all global sections of
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the sheaf HomS(E,E′)⊗Fq [[z]] Fq((z)) on S. An isomorphism in this new category is
called a quasi-isogeny. An isogeny between z-divisible groups is a morphism between
z-divisible groups which also is a quasi-isogeny.

In particular, for every quasi-isogeny α there exists locally on S an integer n such
that znα is an isogeny. Quasi-isogenies have the following rigidity property.

Proposition 6.4. Let ι : S′ ↪→ S be a closed subscheme defined by a sheaf of ideals
which is locally nilpotent. Let E and E′ be two z-divisible groups over S. Then every
quasi-isogeny from ι∗E to ι∗E′ lifts in a unique way to a quasi-isogeny from E to E′.

Proposition 6.5. Let α : E → E′ be a quasi-isogeny of z-divisible groups over S.
Then the functor on NilpFq [[ζ ]],

T �→ {ϕ ∈ HomFq [[ζ ]](T , S) : ϕ∗α is an isogeny},
is representable by a closed subscheme of S.

Definition 6.6. A z-divisible O!-module over S is a z-divisible group E over S with
an action O! → EndS E of O!, which prolongs the natural action of Fq [[z]]. A
morphism of z-divisible O!-modules which is an isogeny of z-divisible groups is
called an isogeny.

Definition 6.7. If S belongs to NilpSpf F
q�
[[ζ ]] a z-divisible O!-module E of height

r� and dimension d� over S is called special if the action of O! induced on Lie∗ E,
makes Lie∗ E into a locally free Fq� ⊗OS-module of rank d.

At the end of the next section, we will show that the latter are precisely the
z-divisible groups that arise from abelian sheaves.

Proposition 6.8. For a z-divisible O!-moduleE overS, the condition of being special
is represented by an open and closed immersion into S.

Proof. Clearly, Lie∗ E decomposes into a direct sum
∑�−1

i=0 (Lie∗ E)i of components

(Lie∗ E)i on which λ ∈ Fq� ⊂ O! acts via λqi ∈ OS . Then E is special if and only
if all (Lie∗ E)i are locally free OS-modules of rank d. The proposition follows. ��

7 Dieudonné modules of z-divisible groups

We continue with the notation from Section 6. Let S be a scheme in NilpFq [[ζ ]] and
consider the completion of CS along the closed subscheme ∞× V(ζ ). Its structure
sheaf is the sheaf OS[[z]] on S of formal power series in z. We denote the sheaf
O! ⊗Fq [[z]] OS[[z]] on S by O!⊗̂OS .

Consider the additive group Ga,S = Spec OS[ξ ] over S. On Ga,S we have the
Frobenius isogeny Frobq : Ga,S → Ga,S defined by Frob∗q(ξ) = ξq . Let E =
(En, in) be a z-divisible group over S. We associate to E the sheaf
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ME = lim←−
n

HomS(En,Ga,S)

on S. We makeME into a sheaf of OS[[z]]-modules by letting z act through the isogeny
z on E. The σS-linear multiplication with Frobq on the left defines a morphism

FE : σ ∗ME → ME.

If E is, moreover, a z-divisible O!-module, then ME becomes an O!⊗̂OS-module
through the action of O! from the right. The module ME may be viewed as the
analogue of the contravariant Dieudonné module associated to a p-divisible group.
See [23] for a general discussion of this analogy. We recall the following facts.

Definition 7.1. A Dieudonné Fq [[z]]-module over S of dimension d and rank r is a
sheaf F̂ of OS[[z]]-modules on S equipped with an OS[[z]]-module homomorphism
F : σ ∗F̂ → F̂ such that locally on S in the Zariski topology,

1. F̂ is free of rank r as an OS[[z]]-module,
2. coker F is free of rank d as an OS-module,
3. (z− ζ )d = 0 on coker F .

A morphism between Dieudonné Fq [[z]]-modules is a morphism of sheaves of OS[[z]]-
modules which is compatible with F .

Note that F is automatically injective. As for p-divisible groups the z-divisible
groups are classified by their Dieudonné Fq [[z]]-modules.

Theorem 7.2. The functor E �→ (ME, FE) is an antiequivalence between the cate-
gory of z-divisible groups of height r and dimension d over S and the category of
Dieudonné Fq [[z]]-modules of rank r and dimension d over S. There is a canonical
isomorphism Lie∗ E = coker FE .

If one seeks a classification of p-divisible groups up to isogeny, one works with
isocrystals instead of crystals. For z-divisible groups we do the same.

Definition 7.3. A Dieudonné Fq((z))-module over S is a finite locally free OS[[z]][ 1
z
]-

module V together with an isomorphism F : σ ∗V ∼−−→V .

To every Dieudonné Fq [[z]]-module F̂ = (F̂, F ) over S we associate its
Dieudonné Fq((z))-module

F̂
[

1

z

]
:=

(
F̂ ⊗OS [[z]] OS[[z]]

[
1

z

]
, F ⊗ id

)
.

Definition 7.4. A morphism α : F̂ → F̂ ′ of Dieudonné Fq [[z]]-modules is called
an isogeny if α is injective and coker α is a locally free OS-module of finite rank.
We define a quasi-isogeny between Dieudonné Fq [[z]]-modules F̂ and F̂ ′ to be an

isomorphism between F̂[ 1
z
] and F̂ ′[ 1

z
].
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Proposition 7.5. The functor E �→ (ME, FE) maps isogenies to isogenies and quasi-
isogenies to quasi-isogenies.

Now let m/n be a rational number written in lowest terms with n > 0. Then we
define the Dieudonné Fq((z))-module V(m/n) over Spec Fq as

V = Fq((z))
n, F =

⎛⎜⎝0 . . . zm

1 . . . .... . .
. . .

1 0

⎞⎟⎠ · σ ∗ : σ ∗V → V.

There is the following analogue of Dieudonné’s Theorem [34].

Theorem 7.6. Let K be an algebraically closed field with SpecK ∈ NilpFq [[ζ ]]. Then
every Dieudonné Fq((z))-module over SpecK is isomorphic to a direct sum⊕

i

V(mi/ni)⊗Fq ((z)) K((z))

for uniquely determined rational numbers m1/n1 ≤ m2/n2 ≤ · · · .
This result allows us to define the Newton polygon of a Dieudonné Fq [[z]]-module

F̂ = (F̂, F ) over a field K in NilpFq [[ζ ]]. Namely, over an algebraically closed
extension, its Dieudonné Fq((z))-module decomposes as in the theorem. Then the
Newton polygon is the polygon which passes through the points

(n1 + · · · + ni,m1 + · · · +mi)

for all i and is extended linearly between them. It is independent of the chosen
algebraically closed extension. We also define the Hodge polygon as usual by the
elementary divisors of the K[[z]]-module coker F . The Hodge polygon lies below the
Newton polygon. They both have the same initial point (0, 0) and the same terminal
point (rk F̂, dim F̂). We obtain the analogue of the theorem of Grothendieck–Katz
[21, 27].

Theorem 7.7. Let F̂ be a Dieudonné Fq [[z]]-module of rank r over S and let P be
the graph of a continuous real-valued function on [0, r] which is linear between
successive integers. Then the set of points in S at which the Hodge (respectively,
Newton) polygon of F̂ lies above P is Zariski closed.

Note that the stratification of Ab-Shr,d
H considered in Section 3 is related to the

stratification according to the Hodge-polygon. This relation comes from Construc-
tion 7.13 below.

Definition 7.8. Let S ∈ NilpFq [[ζ ]] be the spectrum of a field. We say that a Dieudonné
Fq [[z]]-module over S is isoclinic if its Newton polygon has only a single slope.

Proposition 7.9. Let F̂ be an isoclinic Dieudonné Fq [[z]]-module of rank r and di-
mension d over a perfect field K . Then F̂ is isogenous over K to a Dieudonné
Fq [[z]]-module satisfying im F r = zdF̂ .
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Later we will also need the analogue of Katz’s Constancy Theorem.

Theorem 7.10. Let SpecK[[π ]] ∈ NilpFq [[ζ ]] be the spectrum of a power series ring

over an algebraically closed field K and let F̂ be a Dieudonné Fq [[z]]-module over
SpecK[[π ]]. Suppose that at the two points of SpecK[[π ]] the Newton polygons co-
incide, and that this common Newton polygon has only a single slope. Then F̂ is
isogenous to a constant Dieudonné Fq [[z]]-module (i.e., one obtained by pullback
under the morphism SpecK[[π ]] → SpecK).

We now want to apply this theory to special z-divisible O!-modules. Since for
every z-divisible group E there is a canonical isomorphism Lie∗ E = coker FE

the property of being special reflects on ME . We consider the following class of
Dieudonné Fq [[z]]-modules. Let S be in NilpF

q�
[[ζ ]].

Definition 7.11. A formal abelian sheaf of rank r and dimension d over S is a sheaf F̂
of O!⊗̂OS-modules on S together with a morphism of O!⊗̂OS-modules F : σ ∗F̂ →
F̂ such that

1. (F̂, F ) is a Dieudonné Fq [[z]]-module over S of rank r�,
2. coker F is locally free of rank d as an Fq� ⊗OS-module.

In the situation of special z-divisible O!-modules, Theorem 7.2 takes the follow-
ing form.

Theorem 7.12. The functor E �→ ME is an antiequivalence between the category
of special z-divisible O!-modules of height r� and dimension d� over S and the
category of formal abelian sheaves of rank r and dimension d over S.

Next, we want to describe the relation with abelian sheaves. We will obtain the
analogue of the classical functor which assigns to every abelian variety its p-divisible
group.

Construction 7.13. Let S be in NilpFq [[ζ ]] and assume that there is a morphism β :
S → Spec Fq� [[ζ ]]. Let (Fi ,%i, τi) be an abelian sheaf of rank r and dimension d

over S. Consider the completions F̂i = Fi ⊗OCS
OS[[z]] of the sheaves Fi at ∞.

Using the periodicity F�
∼= F0(k · ∞) we obtain morphisms

%i : F̂i → F̂i+1 for all i = 0, . . . , �− 2, zk%�−1 : F̂�−1 → F̂0 (7.1)

and

τi : σ ∗F̂i → F̂i+1 for all i = 0, . . . , �− 2, zkτ�−1 : σ ∗F̂�−1 → F̂0. (7.2)

We set F̂ = F̂0⊕· · ·⊕ F̂�−1 and let the endomorphism % : F̂ → F̂ be given by the
morphisms (7.1). We let λ ∈ Fq� act on F̂i as the scalar β∗λqi

and we let the σ -linear
endomorphism F : σ ∗F̂ → F̂ be given by the morphisms (7.2); i.e., %, λ, and F are
expressed by the block matrices
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% =

⎛⎜⎜⎝
0 . . . zk%�−1

%0
. . . .... . .

. . .

%�−2 0

⎞⎟⎟⎠ , λ =

⎛⎜⎜⎝
β∗λ Id�

β∗λq Id� . . .

β∗λq�−1
Id�

⎞⎟⎟⎠ ,

and

F =

⎛⎜⎜⎝
0 . . . zkτ�−1

τ0
. . . .... . .

. . .

τ�−2 0

⎞⎟⎟⎠ .

In this way, (F̂, F ) is a formal abelian sheaf of rank r and dimension d over S.
By Theorem 7.12, we obtain a functor from Ab-Shr,d (S) to the category of special
z-divisible O!-modules of height r� and dimension d� over S.

Moreover, every isogeny of abelian sheaves over S induces an isogeny of the
associated formal abelian sheaves and an isogeny of the associated special z-divisible
O!-modules.

8 The Serre–Tate Theorem

Classically the Serre–Tate Theorem relates the deformation theory of an abelian vari-
ety in characteristic p to the deformation theory of its p-divisible group. In the case of
abelian sheaves, the same principle prevails. We begin with the analogue of the follow-
ing classical construction. Let A be a fixed abelian variety over a scheme S ∈ NilpZp

and let A[p∞] be its p-divisible group. Then to every pair (X, α̂) consisting of a
p-divisible group X over S and an isogeny α̂ : A[p∞] → X of p-divisible groups
there exists a uniquely determined abelian variety α̂∗A and a p-isogeny α : A→ α̂∗A
which induces α̂ on p-divisible groups. This construction can be applied to abelian
sheaves as well.

Proposition 8.1. Let S ∈ NilpF
q�
[[ζ ]] and let F be an abelian sheaf of rank r and

dimension d over S. Let F̂ be the associated formal abelian sheaf and let α̂ : F̂ ′ →
F̂ be a quasi-isogeny. Then there exists an abelian sheaf F ′ and a quasi-isogeny
α : F ′ → F over S giving rise to α̂. If we require that α is an isomorphism over
C′ then (F ′, α) is unique up to canonical isomorphism. In this case, we denote F ′
by α̂∗F .

Proof. We denote by β : S → Spf Fq� [[ζ ]] the structure morphism of S. For each

i = 0, . . . , �− 1 we extract from the sheaf F̂ ′ of OS[[z]]-modules underlying F̂ ′ the
locally free subsheaf F̂ ′i ⊂ F̂ ′ of rank r on which λ ∈ Fq� acts through the character

λ �→ β∗λqi
. The quasi-isogeny α̂ gives an inclusion F̂ ′i ↪→ Fi⊗OC′

S

OS[[z]][ 1
z
]. This

permits us to glue F̂ ′i with the corresponding sheaf Fi |C′S to obtain a locally free sheaf
F ′i of rank r on CS . For arbitrary i ∈ Z we take n ∈ Z such that 0 ≤ i − n� < � and
define
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F ′i := F ′i−n� ⊗OCS
(nk · ∞).

From the morphisms %′ and F ′ of F̂ ′ and %i and τi of F , we obtain the morphisms

%′i : F ′i → F ′i+1 and τ ′i : σ ∗F ′i → F ′i+1.

The morphism %′�−1 : F ′�−1 → F ′� is induced from z−k%′ : F̂ ′�−1 → F̂ ′�(k ·∞). The
same applies to τ ′�−1. These morphisms make α̂∗F := (F ′i ,%′i , τ ′i ) into an abelian

sheaf of rank r and dimension d over S whose associated formal abelian sheaf is F̂ ′.
By construction there is a quasi-isogeny α : α̂∗F → F which is an isomorphism
over C′ and induces the quasi-isogeny α̂ on formal abelian sheaves. ��
Proposition 8.2. Let S ∈ NilpF

q�
[[ζ ]] and let j : S̄ ↪→ S be a closed subscheme

defined by a sheaf of ideals which is locally nilpotent. Let F and F ′ be two abelian
sheaves of rank r and dimension d over S. Then every quasi-isogeny from j∗F to
j∗F ′ lifts in a unique way to a quasi-isogeny from F to F ′.

Proof. Let ᾱ : j∗F → j∗F ′ be a quasi-isogeny. It suffices to treat the case where
the qth power of the ideal sheaf defining S̄ is zero. In this case, the morphisms σS

and σS̄ factor through j ,

σS = j ◦ σ̄ : S → S̄ → S and σS̄ = σ̄ ◦ j : S̄ → S → S̄.

Consider the quasi-isogeny σ̄ ∗ᾱ[1] : σ̄ ∗j∗F[1] → σ̄ ∗j∗F ′[1], where [1] denotes
the shift by 1 (cf. Definition 1.7). We view the morphisms τi as an isogeny (τi) :
σ ∗F[1] → F and obtain a commutative diagram

σ̄ ∗j∗F[1] σ̄ ∗ᾱ[1]−−−−→ σ̄ ∗j∗F ′[1]
(τi )

⏐⏐ ⏐⏐ (τ ′i )

F α−−−−→ F ′,

which defines a quasi-isogeny α. Pulling back this diagram under j , we see that
j∗α = ᾱ. Moreover, the diagram shows that α is uniquely determined by ᾱ. This
proves the proposition. ��

From the proof, we even see the following.

Corollary 8.3. Keep the situation of the proposition.

1. If ᾱ : j∗F → j∗F ′ is an isogeny, then the lift is an isogeny α : F → F ′(n · ∞)

for some integer n ≥ 0.
2. If ᾱ is an isomorphism over C′, then the same holds for α.

Next, we come to the analogue of the Serre–Tate Theorem. Let S ∈ NilpF
q�
[[ζ ]]

and let j : S′ ↪→ S be a closed subscheme defined by a sheaf of ideals which is
locally nilpotent. Let F ′ be an abelian sheaf of rank r and dimension d over S′ and
let F̂ ′ be the associated formal abelian sheaf. The category of lifts of F ′ to S has
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as objects all pairs (F, α : j∗F ∼−−→F ′) where F is an abelian sheaf over S

and α an isomorphism of abelian sheaves over S′,
as morphisms isomorphisms between the Fs that are compatible with the αs.

Similarly, we define the category of lifts of F̂ ′ to S. By Propositions 8.2 and 6.4, all
Hom-sets in these categories contain at most one element.

Theorem 8.4 (analogue of the Serre–Tate Theorem). The category of lifts of F ′ to
S and the category of lifts of F̂ ′ to S are equivalent.

Proof. Let̂ be the functor that assigns to a lift of F ′ the corresponding lift of F̂ ′. Full
faithfulness of ̂ follows from Corollary 8.3. It remains to show that̂ is essentially
surjective. So let (F̂, α̂ : j∗F̂ ∼−−→ F̂ ′) be a lift of F̂ ′ to S.

It suffices to treat the case where the qth power of the ideal sheaf defining S′ is
zero. In this case, the morphism σS factors through j ,

σS = j ◦ σ ′ : S → S′ → S.

Consider the abelian sheaf F̃ := (σ ′∗F ′)[1] over S; i.e.,

(F̃i , %̃i , τ̃i ) = (σ ′∗F ′i−1, σ
′∗%′i−1, σ

′∗τ ′i−1).

The morphisms τ ′i constitute an isogeny τ ′ := (τ ′i ) : j∗F̃ → F ′ which is an isomor-
phism over C′. We let

γ̂ ′ = τ̂ ′−1 ◦ α̂ : j∗F̂ → F̂ ′ → j∗̂̃F
be the resulting quasi-isogeny of formal abelian sheaves. By Proposition 6.4 it lifts to

a quasi-isogeny γ̂ : F̂ → ̂̃F . We put F := γ̂ ∗F̃ (Prop. 8.1) and we let γ : F → F̃
be the induced quasi-isogeny of abelian sheaves. Then (F, τ ′ ◦ j∗γ ) is the desired
lift of F . ��

In the remainder of this section, we give an example for an abelian sheaf and we
compute the associated formal abelian sheaf. This example will be crucial for the
uniformization of Ab-Shr,d

H in Part Three.

Example 8.5. On the scheme S̄ = Spec Fq we set for i = 0, . . . , �

Mi = OCS̄
(k · ∞)⊕i ⊕O⊕�−i

CS̄
.

We let %i : Mi → Mi+1 be the morphism coming from the natural inclusion
OCS̄

⊂ OCS̄
(k · ∞) in the (i + 1)st summand. We define the σ -linear morphism

τi =
⎛⎜⎝ 0 . . . 1

1 . . . .... . .
. . .
1 0

⎞⎟⎠ · σ ∗ : σ ∗Mi →Mi+1.
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For arbitrary i ∈ Z, we take n ∈ Z such that 0 ≤ i − n� < � and set

Mi :=Mi−n� ⊗OCS̄
(nk · ∞), %i := %i−n� ⊗ id, τi := τi−n� ⊗ id .

Then M := (Mi ,%i, τi) is an abelian sheaf of rank � and dimension k over Spec Fq .
We let e = r

�
and set M =M⊕e. This is an abelian sheaf of rank r and dimension d.

We compute the formal abelian sheaf M̂ associated to M.
In order to do this, we have to extend the base scheme S̄ to S̄′ = Spec Fq� . Since

we afterwards want to lift M̂ to S′ = Spf Fq� [[ζ ]], we describe this lift right away.
For i = 0, . . . , �− 1, we consider the �× �-matrices

%i =

⎛⎜⎜⎝
1
. . .

zk
. . .

1

⎞⎟⎟⎠ and T =
⎛⎜⎝0 . . . (z− ζ )k

1 . . . .... . .
. . .

1 0

⎞⎟⎠ , (8.1)

where the zk in %i sits in the (i + 1)st row. We let the formal abelian sheaf M̂ of
rank � and dimension k be the OS′ [[z]]-module M̂ = OS′ [[z]]�2

together with the
morphisms

% =

⎛⎜⎜⎝
0 . . . %�−1

%0
. . . .... . .

. . .

%�−2 0

⎞⎟⎟⎠ , λ =

⎛⎜⎜⎝
λ Idr

λq Idr . . .

λq�−1
Idr

⎞⎟⎟⎠ : M̂→ M̂,

and

F =
⎛⎜⎝ 0 . . . T

T . . . .... . .
. . .

T 0

⎞⎟⎠ · σ ∗ : σ ∗M̂→ M̂.

We set M̂ = M̂⊕e. If j : S̄′ ↪→ S′ denotes the inclusion, then j∗M̂ is the formal

abelian sheaf associated to M. We denote it by M̂. Via Theorem 7.12 we obtain from

M̂ a special z-divisible O!-module E over Spec Fq� whose Dieudonné Fq [[z]]-module

is M̂. One easily checks F� = zk · σ�∗ on M̂. In the terminology of [23] this means

that E is descent. The Newton-polygon of M̂ is a straight line between the end points
(0, 0) and (r�, d�).

Via the Serre–Tate Theorem (Theorem 8.4), we obtain from the lift M̂ of the
formal abelian sheaf of M an abelian sheaf M over Spf Fq� which lifts M.

Let us compute the group of quasi-isogenies of these (formal) abelian sheaves.

Proposition 8.6. Fix a generator λ ∈ Fq� of the extension Fq�/Fq . Let V be the
Vandermonde matrix
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V =

⎛⎜⎜⎜⎝
1 λ λ2 . . . λ�−1

1 λq λ2q . . . λ(�−1)q

...
...

...
...

1 λq�−1
λ2q�−1

. . . λ(�−1)q�−1

⎞⎟⎟⎟⎠ and Ve =
(
V . . .

V

)
(8.2)

be the block diagonal matrix of dimension r . Then the group of quasi-isogenies of M
over Falg

q is the group of Q-valued points of the algebraic group J = Ve GLr V
−1
e

over Q.

Proof. Let g ∈ J (Q) and let D ⊂ C be an effective divisor satisfying div(gµν) ≥
−D for all entries of g. Then multiplication with g defines morphisms ι∗M⊕e

i →
ι∗M⊕e

i (D) which form a quasi-isogeny of M (defined over Spec Fq� ). Conversely,

one computes that every quasi-isogeny of M arises in this way. ��
If T ∈ NilpF

q�
[[ζ ]] is a scheme, we let β : T → Spf Fq� [[ζ ]] be its structure

morphism and β̄ : T̄ → Spec Fq� be the reduction modulo ζ .

Proposition 8.7. Let T ∈ NilpF
q�
[[ζ ]] be connected. Then there is a canonical iso-

morphism g �→ gT of J (Q) to the group QIsogT (β
∗M) of quasi-isogenies of β∗M

over T .

Proof. The map g �→ gT is defined as

J (Q) −→ QIsogT̄ (β̄
∗M) ∼−−→ QIsogT (β

∗M)

g �→ β̄∗g �→ gT ,

the last isomorphism coming from Proposition 8.2. Clearly, this defines a monomor-
phism of groups.

We show that g �→ β̄∗g is surjective. Let α : MT̄ → MT̄ (D) be an isogeny for
some effective divisor D ⊂ C. There exists an a ∈ A whose divisor is ≥ D on C′.
We view α|C ′̄

T
as a matrix U ∈ Mr(OT̄ ⊗ A[ 1

a
]). Then the matrix V −1

e UVe satisfies

σ(V −1
e UVe) = V −1

e UVe

and hence lies in GLr (Q). We conclude that U ∈ J (Q) and β̄∗U = α. ��
Proposition 8.8. The group of quasi-isogenies of the formal abelian sheaf M̂ is iso-
morphic to J (Q∞).

Proof. A straightforward calculation shows that this isomorphism can be described
as follows. Let

Wi =
(
zk Idi 0

0 Id�−i

)
and W =

⎛⎜⎜⎝
g

W1gW
−1
1 . . .

W�−1gW
−1
�−1

⎞⎟⎟⎠ .

Then an element ∈ (Q∞) is mapped to the quasi-isogeny W⊕e of M̂. ��
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9 Moduli spaces for z-divisible groups

Consider the formal abelian sheaf M̂ from Example 8.5. We will define a moduli
problem for formal abelian sheaves which are quasi-isogenous to M̂. This is a higher
dimensional variant of a moduli problem studied by Drinfeld [11]. At the same time
it is a close analogue of a moduli problem for p-divisible groups considered by
Rapoport–Zink [36]. Like these two problems our moduli problem too will be solved
by a formal scheme over Spf Fq� [[ζ ]]. Following [11, 36] we will use this formal
moduli scheme in Section 12 to (partly) uniformize the stacks of abelian sheaves.

For a scheme S in NilpFq [[ζ ]], we denote by S̄ the closed subscheme defined by

the sheaf of ideals ζOS . We call S̄ the special fiber of S. If E is a z-divisible group
over S we denote by ES̄ = E ×S S̄ the base change to the special fiber. A similar
notation will be applied to Dieudonné Fq [[z]]-modules, etc. If β : S → Spf Fq� [[ζ ]]
is a morphism of formal schemes we denote by β̄ : S̄ → Spec Fq� its restriction to
special fibers. We define the following moduli problem for formal abelian sheaves.

Definition 9.1. Let G be the contravariant functor NilpFq [[ζ ]] −→ Sets,

S �−→ {
Isomorphism classes of triples (β, F̂, α̂), where

• β : S → Spf Fq� [[ζ ]] is a morphism of formal schemes,

• F̂ is a formal abelian sheaf of rank r and dimension d over S,

• α̂ : F̂ S̄ → β̄∗M̂ is a quasi-isogeny of formal abelian sheaves.
}

Thereby two triples (β, F̂, α̂) and (β ′, F̂ ′, α̂′) are isomorphic if β = β ′ and if
there is an isomorphism between F̂ and F̂ ′ over S which is compatible with α̂ and α̂′.

Using the equivalence between special z-divisible O!-modules and formal abelian
sheaves from Theorem 7.12 we see that

Proposition 9.2. G can be described as the functor NilpFq [[ζ ]] −→ Sets,

S �−→ {
Isomorphism classes of triples (β,E, ρ), where

• β : S → Spf Fq� [[ζ ]] is a morphism of formal schemes,

• E is a special z-divisible O!-module of height r� and dimension d�

over S,

• ρ : β̄∗E → ES̄ is a quasi-isogeny of z-divisible O!-modules.
}

Sending (β, F̂, α̂) to β gives a morphism G→ Spf Fq� [[ζ ]]. We define an action
of the Galois group Gal(Fq�/Fq) on G over Spf Fq� [[ζ ]]. Namely, for each π∗ ∈
Gal(Fq�/Fq) = Gal(Fq� [[ζ ]]/Fq [[ζ ]]), consider the cartesian square

Sπ πS−−−−→ S⏐⏐ π∗β
⏐⏐ β

Spf Fq� [[ζ ]] π−−−−→ Spf Fq� [[ζ ]].
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Then we let π∗ act by mapping the element (β, F̂, α̂) ∈ G(S) to

(π∗β, π∗S F̂, π∗S α̂) ∈ G(Sπ).

Following the arguments given in Rapoport–Zink [36] in the case of p-divisible
groups, one can prove the following representability theorem. Recall that an adic
formal scheme G over Spf Fq� [[ζ ]] is called locally formally of finite type if Gred is
locally of finite type over Spec Fq� .

Theorem 9.3. The functor that assigns to a scheme S ∈ NilpFq [[ζ ]] the set of isomor-
phism classes of triples (β,E, ρ), where

• β : S → Spf Fq� [[ζ ]] is a morphism of formal schemes,
• E is a z-divisible group of dimension d� and height r� over S,
• ρ : β̄∗E → ES̄ is a quasi-isogeny of z-divisible groups,

is representable by a quasi-separated, locally noetherian, adic formal scheme which
is locally formally of finite type over Spf Fq� [[ζ ]].

The proof of this theorem is given in [23]. It makes use of Dieudonné Fq [[z]]-
modules which replace the crystals of the p-divisible groups in [36].

Corollary 9.4. The functor G is representable by a quasi-separated, locally noethe-
rian, adic formal scheme which is locally formally of finite type over Spf Fq� [[ζ ]].
Proof. Let G̃ be the formal scheme whose existence is stated in Theorem 9.3. Let E
be the universal z-divisible group over G̃. We transport the O!-action from E to E

via ρ. Then G is the closed formal subscheme of G̃ on which E is special and O!

acts through isogenies (Propositions 6.5 and 6.8). ��
9.5. We define an action of the group J (Q∞) on G. By Proposition 8.8 there is an

isomorphism ε∞ from the group J (Q∞) to the group of quasi-isogenies of M̂. We
let g ∈ J (Q∞) act on G through ε∞,

(β, F̂, α̂) �→ (β, F̂, β̄∗ε∞(g) ◦ α̂).
This action commutes with the Galois action on G.

Let now Γ ⊂ J (Q∞) be a discrete subgroup. We say that Γ is separated if it is
separated in the profinite topology. This means that for every g ∈ Γ there is a normal
subgroup Γ ′ ⊂ Γ of finite index that does not contain g.

Again following the arguments of Rapoport–Zink, we prove the following in [23].

Theorem 9.6. Let Γ ⊂ J (Q∞) be a separated discrete subgroup. Then the quotient
Γ \G is a locally noetherian, adic formal algebraic Spf Fq� [[ζ ]]-stack locally formally
of finite type over Spf Fq� . Moreover, the 1-morphism G→ Γ \G is adic.

See A.5–A.9 in the appendix for an explanation of this statement.
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Part Three: Uniformization

We now turn towards the uniformization of the stacks Ab-Shr,d
H at∞. Therefore, we

again consider their base change

Ab-Shr,d
H ×C Spf Fq [[ζ ]].

As remarked in Part Two these are formal algebraic Spf Fq [[ζ ]]-stacks (Defini-
tion A.5). In analogy with the work of Rapoport–Zink [36] and Drinfeld [11], the
space used to uniformize these stacks will be the formal scheme G. We view it as
a formal algebraic Spf Fq� [[ζ ]]-stack (Example A.10). The uniformization we obtain

will only be partial. To be precise, we find a closed subset Z in Ab-Shr,d
H ×C∞ and

we consider the formal completion Ab-Shr,d
H /Z of Ab-Shr,d

H along Z. It is a formal

algebraic Spf Fq [[ζ ]]-stack (Proposition A.14). We will uniformize Ab-Shr,d
H /Z . This

uniformization therefore takes place in the 2-category of formal algebraic Spf Fq [[ζ ]]-
stacks.

10 Algebraizations

We first give still another interpretation of the moduli space G. Namely, since the

formal abelian sheaf M̂ comes from the abelian sheaf M, the universal formal abelian
sheaf on G and its quasi-isogeny α̂ to M̂ can be algebraized; i.e., they too come from
an abelian sheaf, namely, from α̂∗M. Now consider a scheme S ∈ NilpFq [[ζ ]] and

denote by S̄ the closed subscheme of S defined by ζ = 0.

Definition 10.1. Let G′ be the contravariant functor NilpFq [[ζ ]] −→ Sets.

S �−→ {
Isomorphism classes of pairs (F, α), where

• F is an abelian sheaf of rank r and dimension d over S,

• α : F S̄ → MS̄ is a quasi-isogeny which is an isomorphism over C′
}
.

Thereby two such pairs (F, α) and (F ′, α′) are isomorphic if there is an isomor-
phism between F and F ′ over S which is compatible with α and α′.

Theorem 10.2. The functors G and G′ ×Spf Fq [[ζ ]] Spf Fq� [[ζ ]] are canonically iso-
morphic as Gal(Fq�/Fq)-modules (where Gal(Fq�/Fq) acts trivially on G′).

Proof. We will exhibit two mutually inverse maps between these two functors. We
start by describing the morphism G′ ×Spf Fq [[ζ ]] Spf Fq� [[ζ ]] → G.

So let (F, α) ∈ G′(S) and β : S → Spf Fq� [[ζ ]]. By Construction 7.13, we
obtain from F and β a formal abelian sheaf F̂ of rank r and dimension d over S. The

quasi-isogeny α induces a quasi-isogeny of formal abelian sheaves α̂ : F̂ S̄ → β̄∗M̂.
The triple (β, F̂, α̂) defines an S-valued point of the functor G. One easily checks
that the morphism just constructed is Gal(Fq�/Fq)-equivariant.
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Conversely, let (β, F̂, α̂) ∈ G(S). By Proposition 6.4 there is a unique lift of α̂
to a quasi-isogeny α̂ : F̂ → β∗M̂. From Proposition 8.1 we obtain an abelian sheaf
F := α̂∗(β∗M) whose formal abelian sheaf is F̂ , and a quasi-isogeny α : F → β∗M
which is an isomorphism over C′ and which induces α̂ on the formal abelian sheaves.
We have (F, αS̄) ∈ G′(S). Thus we have constructed a morphism G → G′. Again
one checks that this morphism is Gal(Fq�/Fq)-invariant. The two morphisms just
described are mutually inverse and yield the desired isomorphism between G and
G′ ×Spf Fq [[ζ ]] Spf Fq� [[ζ ]]. ��

The action of J (Q∞) on G from 9.5 induces an action of J (Q∞) on G′, since it
is compatible with the Galois action on G.

Definition 10.3. The pair (F, α) ∈ G′(S) which is associated to an element
(β, F̂, α̂) ∈ G(S) by Theorem 10.2 will be called the algebraization of (β, F̂, α̂).

Example 10.4. We want to explain how a quasi-isogeny α : F S̄ → MS̄ which is an
isomorphism over C′ induces H -level structures on F for compact open subgroups
H ⊂ GLr (Af ).

Consider the abelian sheaf M = (M⊕e
i ,%⊕e

i , τ⊕e
i ) from Example 8.5 pulled

back to S̄ = Spec Fq� . The restrictions M⊕e
i |C ′̄

S
are all isomorphic via the morphisms

%i . We denote this restriction by M|C ′̄
S
. The same holds for the morphisms τi . So we

obtain a morphism
τ |C ′̄

S
: σ ∗M|C ′̄

S
→ M|C ′̄

S
.

Via the canonical identification M|C ′̄
S
= Or

C ′̄
S

this morphism is expressed by the block

diagonal matrix

τ |C ′̄
S
=
(
T . . .

T

)
· σ ∗, where T =

⎛⎜⎜⎝
0 . . . 1
1 . . . .... . .

. . .

1 0

⎞⎟⎟⎠ ∈ GL�(Fq).

Therefore, multiplication with the matrix Ve from (8.2) defines an isomorphism

ψ : (M|C ′̄
S
, τ |C ′̄

S
) ∼−−→(Or

C ′̄
S

, Idr ·σ ∗)

that commutes with the σ -linear endomorphisms τ |C ′̄
S

on one and Idr ·σ ∗ on the other

side. This ψ induces an isomorphism

γ = (ψ |Af
)τ : (M|Af

)τ ∼−−→Ar
f

which gives rise to an H -level structure on M.
Now let S ∈ NilpFq [[ζ ]] be an arbitrary scheme equipped with a fixed morphism

β : S → Spf Fq� [[ζ ]]. Let F be an abelian sheaf over S and let α : F S̄ → MS̄ be
a quasi-isogeny which is an isomorphism over C′. For an algebraically closed base
point ι : s → S the composition of α with β∗ψ gives rise to an isomorphism



Uniformizing the Stacks of Abelian Sheaves 203

γ ◦ (α|Af
)τ := ((β∗ψ ◦ α)|Af

)τ : (ι∗F |Af
)τ (s) ∼−−→Ar

f

which is fixed under the action of π1(S, s) on the source. This induces an H -level
structure on F .

11 Closedness of the uniformizable locus

In this section we show that an abelian sheaf of rank r and dimension d over an
algebraically closed field in NilpF

q�
[[ζ ]] is isogenous to M if and only if its formal

abelian sheaf is isoclinic. The locus of these points inside Ab-Shr,d
H ×C Spf Fq� [[ζ ]]

will be the one uniformized by G. We prove that this locus is formally closed. A
couple of lemmas are needed beforehand.

Lemma 11.1. Let F be an abelian sheaf of rank r and dimension d over a finite field
in NilpF

q�
[[ζ ]]. Assume that the formal abelian sheaf associated to F is isoclinic. Then

for some integer n > 0 divisible by r there is an isomorphism (σn)∗F ∼= F which
maps the isogeny

T := (τi) ◦ σ ∗(τi) ◦ · · · ◦ (σn−1)∗(τi) : (σn)∗F[n] → F

to the isogeny (%i)
n : F[n] → F .

Proof. It suffices to prove the assertion for an abelian sheaf isogenous to F . By
Proposition 7.9, the formal abelian sheaf associated to F is isogenous to a formal
abelian sheaf (F̂, F ) which satisfies im F r = zdF̂ . Pulling back F along this isogeny
(Proposition 8.1), we can assume that (F̂, F ) is the formal abelian sheaf associated to
F . Since F is defined over a finite field, we certainly obtain (σn)∗F ∼= F for a suitable
n > 0. We may even assume that r divides n. The isogeny T is an isomorphism over
C′. Now the equation im F r = zdF̂ implies that the image of T is F(−nk

�
·∞). Hence

T factors as T = α ◦ (%i)
n for an automorphism α of F . Since the automorphism

group of F is finite by Proposition 1.5, the lemma follows. ��
Definition 11.2. Let F and F ′ be abelian sheaves of rank r and dimension d over a
field K in NilpF

q�
[[ζ ]]. We define the Q-vector space

Hom0
K(F,F ′) = lim−→

D

HomK(F,F ′(D)),

where the limit is taken over all effective divisors D ⊂ C. Furthermore, for formal
abelian sheaves F̂ and F̂ ′ over K , we define the Q∞-vector space

Hom0
K(F̂, F̂ ′) = HomK(F̂, F̂ ′)⊗Fq [[z]] Q∞.

Note that each time the invertible elements in Hom0 are precisely the quasi-isogenies.
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Corollary 11.3. Let F and F ′ be abelian sheaves of rank r and dimension d over a
finite fieldK inNilpF

q�
[[ζ ]]. Assume that their associated formal abelian sheaves F̂ and

F̂ ′ are isoclinic. Then for a suitable finite extension K ′/K , we have an isomorphism

Hom0
K ′(F,F ′)⊗Q Q∞ ∼−−→Hom0

Kalg(F̂, F̂ ′).

Proof. We first assume that C = P1
Fq

. Let SpecK[z] ⊂ P1
K be a neighborhood of

∞ = V(z). Restricted to this neighborhood, all the sheaves Fi and F ′i are free of rank
r . We fix bases for i = 0, . . . , �− 1 and consider for the other i the bases induced by
the periodicity Fi = Fi−�(k · ∞). Then the morphism

�−1⊕
i=0

τi :
�−1⊕
i=0

σ ∗Fi −→
�⊕

i=1

Fi

is represented by a matrixU ∈ Mr�(K[z]). We endow the formal abelian sheaf (F̂, F )

of F with the induced basis. With respect to this basis, F is of the form F = Û · σ ∗
for the matrix

Û =

⎛⎜⎜⎝
0 . . . Idr

Idr
. . . .... . .

. . .

Idr 0

⎞⎟⎟⎠ · U =
N∑

ν=0

Ûνz
ν ∈ Mr�(K[z]).

The same holds for F ′, where we denote the corresponding matrix by Û ′. Let us for
a moment forget the structure of the (formal) abelian sheaves that is given by the %s.
Let n = rm be the integer from Lemma 11.1 and let K ′ be the compositum of Fqn

and K inside Kalg. We claim that there is an isomorphism of Q∞-vector spaces

{ ∈ Mr�(Q⊗Fq
K ′) : Û = Û ′σ} ⊗Q Q∞ (11.1)

∼−−→{ ∈ Mr�(K
alg((z))) : Û = Û ′σ},

where the superscript σ denotes the application of σ ∗ to the entries of the matrix .
The injectivity is obvious. We have to prove the surjectivity. So let an element of the
right-hand side be given. After multiplying it with a power of z, it is represented by
a matrix

 =
∞∑

µ=0

µz
µ ∈ Mr�(K

alg[[z]]).

We expand the equation Û = Û ′σ into powers of z and get, for all µ,

µÛ0 − Û ′0σµ =
N∑

ν=1

(µ−νÛν − Û ′νσµ−ν). (11.2)

Now by Lemma 11.1, we have

ÛσÛ · · · σ rm−1
Û = zdm · Idr� and Û ′σÛ ′ · · · σ rm−1

Û ′ = zdm · Idr� .

This implies the equation zdm ·  = zdm · σ rm
, whence µ = σ rm

µ for all µ.
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We find µ ∈ Mr�(K
′). Now we consider for an integer i the sequence of matrices

(i, . . . , i+N).As i varies, these sequences run through a finite set. Therefore, there
are infinitely many i giving rise to the same sequence. Let j be the difference of two
such i and consider the matrix

− zj =:
∞∑

µ=0

̃µz
µ.

In this matrix, we find a sequence with ̃i = · · · = ̃i+N = 0. Looking at equation
(11.2), we see that we may set all ̃µ = 0 for µ > i +N to obtain a matrix

̃ =
i−1∑
µ=0

̃µz
µ ∈ Mr�(K

′[z])

which satisfies ̃Û = Û ′σ̃ and is congruent to  modulo zj . As j can be chosen
arbitrarily large, the surjectivity of (11.1) is established.

Now note that the %s on the (formal) abelian sheaves induce endomorphisms
of the Q∞-vector spaces in (11.1). So the compatibility with the %s is a condition
that cuts out isomorphic linear subspaces on both sides of (11.1). From this the
corollary follows in the case C = P1. For arbitrary C, consider a finite flat morphism
π : C → P1 mapping∞C to∞. We have just proved the assertion for π∗F andπ∗F ′.
Since again the elements of OC induce endomorphisms of the Q∞-vector spaces in
(11.1), we may deduce the assertion for F and F ′. ��

Recall the abelian sheaf M over Spf Fq� [[ζ ]] and the level structures on M from
Example 10.4.

Proposition 11.4. Let S ∈ NilpF
q�
[[ζ ]] be locally of finite type over Fq� [[ζ ]] and let

H ⊂ GLr (Af ) be a compact open subgroup. Let F be an abelian sheaf of rank r

and dimension d with a rational H -level structure over S. Then for a point s ∈ S the
following assertions are equivalent:

1. The formal abelian sheaf associated to F s is isoclinic.
2. Over a finite extension of the residue field κ(s) of s there is a quasi-isogeny

between F s and Ms which is compatible with the H -level structures on both
sides.

3. There is an abelian sheaf F ′ over a finite field F ⊂ Fq� , a finite quasi-isogeny

α : MF → F ′ over F compatible with theH -level structures, and a quasi-isogeny
ϕs : F ′s → F s which is an isomorphism over C′ and which is defined over a
finite extension of κ(s).

Proof. Note that the formal abelian sheaf of F s is isoclinic if and only if it is isogenous
over an algebraically closed extension of κ(s) to the formal abelian sheaf M̂ of M.
Therefore, 2 implies 1. Clearly, 2 follows from 3.

To prove that 1 implies 3, we proceed by induction on the transcendence degree
of the residue field κ(s) of s over Fq . Observe that κ(s) is finitely generated since S
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is locally of finite type over Fq� [[ζ ]]. If κ(s) ⊂ Falg
q we obtain from Corollary 11.3

a quasi-isogeny α : MF → FF over a finite field F ⊃ κ(s). Altering α by a quasi-
isogeny of MF we can achieve that α is compatible with the H -level structures. Let
α̂ be the induced quasi-isogeny on formal abelian sheaves. We set F ′ = α̂∗FF. Then
α factors as

MF
α′−→ F ′ α′′−→ FF,

where α′ is a finite quasi-isogeny compatible with the H -level structures, and α′′ is a
quasi-isogeny which is an isomorphism over C′.

If κ(s) �⊂ Falg
q , we choose a point s′ of codimension 1 in the closure of s inside

S. By Theorem 7.7 the formal abelian sheaf of F s′ is also isoclinic. So the induction
hypothesis asserts that there is an abelian sheaf F ′ over a finite field F ⊂ Fq� , a finite

quasi-isogeny α : MF → F ′ over F compatible with the H -level structures, and a
quasi-isogeny ϕK : F ′K → FK over an algebraic closure K of κ(s′), which is an
isomorphism over C′. A suitable extension of O{s},s′ is a power series ring in one
variable K[[π ]] over K .

Now consider the abelian sheaf FS′ over S′ := SpecK[[π ]]which is the pullback
of F under the morphism S′ → S. Let F̂S′ be the formal abelian sheaf associated
to FS′ . The Newton polygon of F̂S′ is constant over S′. So by Theorem 7.10 there
is a quasi-isogeny of formal abelian sheaves ϕ̂ : F̂ ′S′ → F̂S′ . After changing ϕ̂ by a
quasi-isogeny of F̂ ′, we may assume that ϕK gives rise to ϕ̂|K . Due to the Serre–Tate
Theorem (Theorem 8.4) ϕ̂ induces for all n a lift of ϕK to a quasi-isogeny ϕn over
S′n := SpecK[[π ]]/(πn+1). By Corollarly 8.3, ϕn is an isomorphism over C′. Let D
be the divisor of the pole of ϕ̂ at∞. Then ϕn : F ′S′n → F(D)S′n is a true isogeny. So

in the limit we obtain a quasi-isogeny between F ′S′ and FS′ over Spf K[[π ]] which
is an isomorphism over C′. By Grothendieck’s existence theorem it comes from a
quasi-isogeny over SpecK[[π ]] which gives us a quasi-isogeny ϕs : F ′s → F s over
K((π)). From the following lemma we obtain the desired quasi-isogeny over a finite
extension of κ(s). ��
Lemma 11.5. Let K ⊃ Fq be an arbitrary field. Consider two abelian sheaves F and
F ′ over K and a quasi-isogeny ϕ : F ′L → FL defined over some extension L of K .
Then there is a quasi-isogeny ϕ′ : F ′ → F defined over a finite extension of K . If ϕ
is an isomorphism over C′ we can find a ϕ′ which is also an isomorphism over C′.

Proof. Let D ⊂ C be an effective divisor such that ϕ : F ′L → FL(D) is an isogeny.
In the description of the morphisms ϕi : F ′i → Fi (D), there are only finitely many
coefficients from L involved due to the periodicity. Let R be the K-subalgebra of
L generated by these coefficients. Now consider the locally closed subscheme S of
SpecR defined by the conditions that the ϕi give an isogeny. These are the equations
%i ◦ ϕi = ϕi+1 ◦%′i and τi ◦ σ ∗ϕi = ϕi+1 ◦ τ ′i and the conditions that ϕi is injective
and that coker ϕi is locally free of finite rank and supported on D̃×S for an effective
divisor D̃ ⊂ C.As S is of finite type overK we find aK ′-rational point on it for a finite
extension K ′/K . The data over this point defines a quasi-isogeny ϕ′ : F ′K ′ → FK ′ .
If ϕ is an isomorphism over C′, it is clear that we can achieve the same for ϕ′. ��
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Corollary 11.6. Let S ∈ NilpF
q�
[[ζ ]] and let H ⊂ GLr (Af ) be a compact open

subgroup. Let F be an abelian sheaf of rank r and dimension d with a rational H -
level structure over S. Then the set of points in S over which there is a quasi-isogeny
between F and M which is compatible with the H -level structures, is closed.

Proof. By Theorem 7.7, the set of points over which the formal abelian sheaf asso-
ciated to F is isoclinic is closed in S. If S is locally of finite type over Fq� [[ζ ]], then
the corollary follows from Proposition 11.4.

Let S be arbitrary. We only need to treat the case where S is reduced. Then
the abelian sheaf F induces a 1-morphism f : S → Ab-Shr,d

H ×C∞ of algebraic
Spec Fq� -stacks. As the question is local on S we can assume that S is quasi-compact.

Since Ab-Shr,d
H is locally of finite type over C we may further assume that f factors

through a presentation X → Ab-Shr,d
H ×C∞, where X is a scheme of finite type over

Fq� [[ζ ]]. Then the closedness of the set on X implies the closedness of the set on S.��

Example 11.7. Consider the universal abelian sheaf over M
2,2
I from the example in

Section 4. Let S = M
2,2
I ×C ∞. Pink has computed that the closed set from Corol-

lary 11.6 is the proper subset⋃
g V(ζ, a11, a22, a21) ⊂ S,

where the union runs over all g ∈ GL2(Fq) which act on the points (aµν) ∈ S

by conjugation (aµν) �→ g(aµν)g
−1 ; cf. [3, Section 7]. (Note that Ab-Sh2,2

HI
is a

GL2(Fq)-torsor over Ab-Sh2,2.)

Remark 11.8. There is an interesting consequence for the uniformizability of t-
motives. Namely, by work of Gardeyn [17], the t-motive associated to an abelian
sheaf over a complete extension K of Fq((ζ )) is uniformizable in the sense of Ander-
son [1], if and only if firstly the abelian sheaf extends to an abelian sheaf over the
valuation ring R of a finite extension of K , and secondly its reduction modulo the
maximal ideal of R is isogenous to M.

Let X be an admissible formal scheme in the sense of Raynaud [37, 4] and let
(F, η̄) be an abelian sheaf with H -level structure over X. Then we deduce that the
set of points on the associated rigid-analytic space Xrig over which the abelian sheaf
F is uniformizable, is formally closed. In particular, if Xrig is quasi-compact, then
the complement of this set is also quasi-compact. For more elaboration on this issue
see Böckle–Hartl [3].

In the remainder of this section, we prove a weak result on the uniform existence
of the quasi-isogeny between F and M which above has been studied point-wise.
It will suffice for our purposes in this article. Undoubtedly there should be much
stronger results in this direction.

Lemma 11.9. Let F ⊃ Fq be a finite field and let S = SpecR ∈ NilpFq [[ζ ]] be a

reduced noetherian affine scheme. Consider abelian sheaves F and F ′ of rank r and
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dimension d over S and F, respectively. Let s : SpecL → S be an algebraically
closed point over which a quasi-isogeny ϕs : F ′s → F s is given. Assume that ϕs is an
isomorphism over C′. Then there exists a quasi-compact reduced scheme S′ of finite
type over S containing a lift of s, such that ϕs extends over all of S′ to a quasi-isogeny
ϕ : F ′S′ → FS′ which is an isomorphism over C′.

Proof. We first treat the case where C = P1
Fq

and C′ = Spec Fq [t]. Then the projec-

tive R[t]-module F |C′S underlying F is a direct summand of a free R[t]-module

F |C′S ⊕ Fnil = F̃

of rank r̃ . We extend τF by zero to the endomorphism τ̃ := τF |C′S ⊕ 0 : σ ∗F̃ → F̃ .

After choosing bases of F̃ and F ′|C′S , the coherent sheaves on C′S with σ -linear

endomorphism (F̃, τ̃ ) and F ′|C′S are isomorphic to

(R[t ]̃r , U · σ ∗) and (R[t]r , U ′ · σ ∗)
for suitable matrices U = ∑

ν Uνt
ν ∈ Mr̃(R[t]) and U ′ = ∑

ν U
′
ν t

ν ∈ GLr (F[t]).
The quasi-isogeny ϕ : F ′S′ → FS′ we are looking for, then corresponds to a matrix
 = ∑

µ µt
µ ∈ Mr̃×r (OS′ [t]) satisfying the condition U ′ = Uσ. We expand

this condition according to powers of t to get

µU
′
0 − U0

σµ =
µ∑

ν=1

(Uν
σµ−ν −µ−νU

′
ν). (11.3)

The quasi-isogeny ϕs over SpecL corresponds to a matrix for some integer N

 =
N∑

µ=0

µt
µ ∈ Mr̃×r (L[t])

satisfying (11.3). In order to extend  to a neighborhood of s, we simply adjoin
the entries of indeterminant matrices 0, . . . , N to the ring R and divide out the
relations (11.3) for µ = 0, . . . , N . Thus we obtain an R-algebra R′′ and an étale
morphism S′′ = SpecR′′ → S. The point s lifts to a point s′′ : SpecL → S′′ by
mapping µ to µ.

We let S̃ ⊂ S′′ be the closed subset on which the right-hand side of (11.3) and
the matrices µ are zero for all µ > N . Clearly, s′′ lies in S̃. Over S̃ the matrix
 defines a morphism f : F ′|C ′̃

S
→ (F̃, τ̃ )S̃ . Since τF ′ |C′ is an isomorphism and

τ̃ |Fnil = 0 we see that f factors through a morphismϕ : F ′|C ′̃
S
→ F |C ′̃

S
. The coherent

sheaves ker ϕ and coker ϕ are supported on closed subschemes of C ′̃
S

. Observe that

S̃ is noetherian. So the projection of these closed subschemes to S̃ are constructible
subsets of S̃ by Chevalley’s theorem [20, Corollaire IV.1.8.5]. Their complement S′ is
also constructible. Hence S′ is a finite union of locally close reduced subschemes of S̃.
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We replace S′ with the disjoint union of these subschemes. Then S′ is a quasi-compact
reduced scheme of finite type over S. Now ϕ defines a quasi-isogeny F ′S′ → FS′
which is an isomorphism over C′

S′ . Moreover, s′′ ∈ S′ and ϕ specializes to ϕs at s′′.
If C is arbitrary, we consider a finite flat morphism π : C → P1

Fq
mapping ∞C

to ∞. Then we have just proved the existence of a quasi-isogeny π∗FS′ → π∗F ′S′
over S′. In order for this to give a quasi-isogeny FS′ → F ′S′ it must commute with
the elements of OC . Clearly, this condition cuts out a reduced closed subscheme of
S′ which contains s′′. We replace S′ by this subset. This concludes the proof of the
lemma. ��
Proposition 11.10. Let S ∈ NilpF

q�
[[ζ ]] be a quasi-compact and reduced scheme and

let H ⊂ GLr (Af ) be a compact open subgroup. Consider an abelian sheaf (F, γ̄ ) of
rank r and dimension d with rational H -level structure over S. Assume that for every
point s ∈ S the formal abelian sheaf associated to F s is isoclinic. Then there exists a
surjective morphism of Fq� -schemes S′ → S with S′ quasi-compact and reduced, and
a quasi-isogeny over S′ between FS′ and MS′ compatible with the H -level structures.

Proof. Since the data (F, γ̄ ) involves only finitely many coefficients from OS we
may assume that S is of finite type over Fq� . In particular, S is noetherian. (We could

also use the fact that Ab-Shr,d
H is locally of finite type over C.)

Let s ∈ S be a point. From Proposition 11.4 we obtain an abelian sheaf F ′ over
a finite field F, a finite quasi-isogeny α : MF → F ′ over F compatible with the
H -level structures, and a quasi-isogeny ϕs : F ′s → F s which is an isomorphism
over C′. The quasi-isogeny ϕs is defined over an algebraically closed extension of
κ(s). So by the previous lemma there is a morphism S′s → S of finite type from a
quasi-compact reduced scheme S′s , such that s lifts to a point of S′s , and ϕs extends to
a quasi-isogeny ϕ over all of S′s which is an isomorphism over C′. Clearly, the quasi-
isogeny ϕ ◦ α : MS′s → FS′s over S′s is compatible with the H -level structures. By
Chevalley’s theorem, the image of the morphism S′s → S is a constructible subset Ss

of S containing s. Since S is of finite type over Fq� the Ss form a countable covering of
S by constructible subsets. By [20, Corollaire 0.9.2.4] finitely many of the Ss suffice
to cover S. We let S′ be the finite disjoint union of the corresponding S′s . ��

12 The Uniformization Theorem

Let H ⊂ GLr (Af ) be a compact open subgroup. We will define 1-morphisms of
formal algebraic Spf Fq� [[ζ ]]-stacks from G to the stacks Ab-Shr,d

H ×C Spf Fq� [[ζ ]]
of abelian sheaves with rational H -level structure (Definition 5.7). For this purpose
recall the H -level structures on M constructed in Example 10.4.

12.1. Let S be in NilpFq [[ζ ]] and denote by S̄ its special fiber. The morphism G→ G′

from Theorem 10.2 associates to an element (β, F̂, α̂) ∈ G(S) an abelian sheaf
F and a quasi-isogeny α : F S̄ → β̄∗M which is an isomorphism over C′. For an
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algebraically closed base point ι : s → S the quasi-isogenyα has lead in Example 10.4
to an isomorphism

γ ◦ (α|Af
)τ : (ι∗F |Af

)τ (s) ∼−−→Ar
f

which is fixed under the action ofπ1(S, s) on the source. Then we define a 1-morphism
& of formal algebraic Spf Fq� [[ζ ]]-stacks by the following map on S-valued points:

& : G× GLr (Af )/H −→ Ab-Shr,d
H ×C Spf Fq� [[ζ ]], (12.1)

(β, F̂, α̂)× hH �→ (F, h−1γ (α|Af
)τ )× β.

It is equivariant with respect to the right GLr (Af )-action on the projective systems
on both sides of (12.1).

12.2. There is an action of J (Q) on the source, which we describe next. Recall that
we have defined in 9.5 an action of J (Q∞) on G through the isomorphism ε∞ from

J (Q∞) to the group of quasi-isogenies of M̂. We let J (Q) act on G via the inclusion
J (Q) ⊂ J (Q∞).

On the other hand, we have a morphism

ε∞ : J (Q) ↪→ GLr (Af )

which is defined by the commutative diagram

(M|Af
)τ

(g|Af
)τ

−−−−→ (M|Af
)τ

γ

⏐⏐ ⏐⏐ γ

Ar
f

ε∞(g)−−−−→ Ar
f

for g ∈ J (Q). Note that ε∞ identifies J (Q) with the diagonal embedding of GLr (Q)

into GLr (Af ).
We define a left action of the group J (Q) on G× GLr (Af )/H ,

(β, F̂, α̂)× hH �−→ (β, F̂, β̄∗ε∞(g) ◦ α̂)× ε∞(g)hH.

Proposition 12.3. We abbreviate Y = G×GLr (Af )/H . The action of J (Q) induces
a 1-isomorphism of formal algebraic Spf Fq� [[ζ ]]-stacks

Y × J (Q) ∼−−→Y ×Ab-Shr,dH ×Spf F
q�
[[ζ ]] Y.

Proof. We have to show that the functor between the categories of S-valued points
on both sides is an equivalence. Note that in the stack Y the only morphisms are the
identities. From this full faithfulness follows. For essential surjectivity, we have to
show that two S-valued points of Y lie in the same orbit if and only if they are mapped
to the same point by &. So let (β, F̂, α̂, hH) and (β, F̂ ′, α̂′, h′H) be in Y (S) and let
(F, α, hH) and (F ′, α, h′H) be their algebraizations.
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First we assume that

(β, F̂ ′, α̂′, h′H) = (β, F̂, β̄∗ε∞(g) ◦ α̂, ε∞(g)hH)

in Y (S) for a g ∈ J (Q). Consider the following diagram of quasi-isogenies over S̄:

F S̄

α−−−−→ MS̄

ϕ̄

⏐⏐ ⏐⏐ gS̄

F ′̄
S

α′−−−−→ MS̄ ,

(12.2)

where gS̄ is the quasi-isogeny obtained from g by Proposition 8.7. The quasi-isogeny
ϕ̄ defined by this diagram is finite by construction. By Proposition 8.2 it lifts uniquely
to a quasi-isogeny ϕ : F → F ′. We claim that ϕ is finite. Namely, the induced quasi-
isogeny ϕ̂ on formal abelian sheaves satisfies ϕ̂S̄ = idF̂ S̄

. Hence we find ϕ̂ = idF̂ by
the uniqueness of the lift. This shows that ϕ is a finite quasi-isogeny.

Now ϕ̄ induces on F the H -level structure

h−1ε∞(g)−1γ (α′|Af
)τ (ϕ̄|Af

)τ = h−1γ (α|Af
)τ .

Therefore, the two points have the same image under &.
Conversely, let ϕ : F → F ′ be a finite quasi-isogeny inducing an equality of

H -level structures on F ,

h′−1γ (α′|Af
)τ (ϕ|Af

)τ = h−1γ (α|Af
)τ .

This time diagram (12.2) defines a quasi-isogeny gS̄ from MS̄ to itself. By Proposi-
tion 8.7 it comes from an element g ∈ J (Q). Then we have

(β, F̂ ′, α̂′, h′H) = (β, F̂, β̄∗ε∞(g) ◦ α̂, ε∞(g)hH). ��
Hence the map & factors through a 1-morphism of formal algebraic Spf Fq� [[ζ ]]-

stacks
J (Q)\G× GLr (Af )/H −→ Ab-Shr,d

H ×C Spf Fq� [[ζ ]].
Note that the quotient J (Q)\G×GLr (Af )/H is a formal algebraic Spf Fq� [[ζ ]]-stack
due to Theorem 9.6. Indeed, the subgroup J (Q) ↪→ J (Q∞)×GLr (Af ) is discrete.
Hence

J (Q)\G× GLr (Af )/H ∼=
∐
Γ

Γ \G,

where Γ runs through a countable set of subgroups of J (Q∞) of the form

(J (Q∞)× gHg−1) ∩ J (Q) ⊂ J (Q∞).

These are separated discrete subgroups.
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Proposition 12.4. The 1-morphism & defines a 1-morphism of formal algebraic
Spf Fq [[ζ ]]-stacks

&′ : G′ × GLr (Af )/H −→ Ab-Shr,d
H ×C Spf Fq [[ζ ]],

which is invariant with respect to the action of J (Q) on the source defined in Sec-
tion 10.

Proof. We have to show that & and the action of J (Q) commute with the Galois-
descent data on the source and the target of the 1-morphism &. For the J (Q)-action
this was already observed in 9.5. For & we must check that

(F , h−1γ (α|Af
)τ ) = (F, h−1σγ (α|Af

)τ )

in Ab-Shr,d
H , where σγ is obtained from γ by the action of the generator Frobq of

Gal(Fq�/Fq). Now σγ−1 ◦ γ comes in fact from an automorphism of M (cf. Exam-
ple 10.4). This induces an automorphism of F which carries the H -level structure
h−1γ (α|Af

)τ to h−1σγ (α|Af
)τ . ��

Let Z be the set of points s : SpecL → Ab-Shr,d
H ×C∞ such that the universal

abelian sheaf over s is isogenous to M over an algebraic closure of L. Consider the
preimage Z′ ⊂ Ab-Shr,d

H ×Fq
Fq� of Z under the base change morphism coming from

Fq ⊂ Fq� .

Lemma 12.5. The set Z′ can also be described as the set of points s over which
the associated formal abelian sheaf is isoclinic. In particular, Z and Z′ are closed
subsets.

Proof. The formal abelian sheaf M̂ of M is isoclinic. Therefore, Z′ is contained in
the set of the lemma. Conversely, let s belong to this latter set. Since Ab-Shr,d

H is
locally of finite type over C we can assume that s comes from a point on a local
presentation X → Ab-Shr,d

H ×C∞ where X is a scheme of finite type over Fq . From
Proposition 11.4 we obtain a quasi-isogeny α : F s → Ms over an algebraic closure
of L. Hence s belongs to Z′.

Now Theorem 7.7 implies that the subset Z′ is closed. Namely, Z′ is the com-
plement of the open substack on which the associated Newton polygon lies strictly

below the Newton polygon of M̂. Therefore, also the image Z of Z′ is closed. ��
We denote by Ab-Shr,d

H /Z the formal completion of Ab-Shr,d
H along Z (Defini-

tion A.12). It is a formal algebraic Spf Fq [[ζ ]]-stack. By its definition the 1-morphism
&′ factors through Ab-Shr,d

H /Z . Indeed, if a point s ∈ Ab-Shr,d
H ×C∞ lies in the

image of &′ the formal abelian sheaf associated to s is isogenous to M̂ by definition
and hence isoclinic. We can now formulate our Uniformization Theorem.

Uniformization Theorem 12.6. There are GLr (Af )-equivariant 1-isomorphisms of
formal algebraic Spf Fq [[ζ ]]-stacks
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&̄ : J (Q)\G× GLr (Af )/H
∼−−→Ab-Shr,d

H /Z ×Fq
Fq� ,

&̄′ : J (Q)\G′ × GLr (Af )/H
∼−−→Ab-Shr,d

H /Z.

Example 12.7. In the case of elliptic sheaves,

Ab-Shr,1
H /Z ×Fq

Fq� = Ab-Shr,1
H ×C Spf Fq� [[ζ ]].

This follows from the fact that there is only one polygon between the points (0, 0) and
(r, 1) with nonnegative slopes and integral break points, namely, the straight line. So
all formal abelian sheaves are isoclinic and Z is all of Ab-Shr,d

H ×C∞. In this case,
the open and closed subscheme of G on which the universal quasi-isogeny has height
zero is the formal scheme �(r) used by Drinfeld [11]. A detailed account on this can
be found in Genestier [18]. Therefore, we have an isomorphism of formal schemes
G ∼= Z × �(r). This decomposition of G is compatible with the decomposition of
Ab-Shr,1

HI

∼= Z×Dr-Mod r
I from Example 1.8. So Drinfeld’s uniformization theorem,

which announces an isomorphism of formal schemes

GLr (Q)\�(r) × GLr (Af )/HI
∼−−→Dr-Mod r

I ×C Spf Fq� [[ζ ]],
is equivalent to ours.

Example 12.8. Consider the algebraic stack Ab-Sh2,2
H from Section 4. We describe

Z(0) := Z ∩Ab-Sh2,2
H (0). In Example 11.7, we have remarked that

Z ∩M
2,2
I ×C ∞ =

⋃
g V(ζ, a11, a22, a21).

Now we claim that

Z(0) = (Z ∩M
2,2
I ×C ∞) ∪ (Ab-Sh2,2

H (0)�M
2,2
I )×C ∞.

Indeed, let s : SpecL → (Ab-Sh2,2
H (0)�M

2,2
I ) ×C ∞ be a point. We must show

that the abelian sheaf F over L is isogenous to M. By what was said in Section 4 we
have F0 = OP1

L
(m · ∞)⊕OP1

L
(−m · ∞) for an integer m ≥ 1. With respect to this

basis, τ0 is described by a matrix

τ0 =
(
a0 + a1t b0 + · · · + b2m+1t

2m+1

0 d0 + d1t

)
· σ ∗.

Due to the presence of the I -level structure, we may assume a0 = d0 = 1 and b0 = 0.
Since coker τ0 is supported at ∞ we must have a1 = d1 = 0. Now let ui ∈ Lalg

be solutions of the equations u
q
i − ui + bi = 0 for i = 1, . . . , 2m + 1. Then the

isomorphism

M|C′ → F |C′ ,
(
x

y

)
�→

(
1 u0t + · · · + u2m+1t

2m+1

0 1

)
·
(
x

y

)
extends to a quasi-isogeny M → F over Lalg. Hence s belongs to Z(0).
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Remark 12.9. In [36] Rapoport–Zink study the uniformization of Shimura varieties
of EL- and PEL-type. One of their theorems yields the uniformization of the for-
mal completion of a Shimura variety along the most supersingular isogeny class [36,
6.30]. The Newton polygon in this isogeny class is maximal. In this sense our Uni-
formization Theorem is closely analogous to theirs. Beyond this, Rapoport–Zink also
obtain uniformization theorems of other isogeny classes. There is no doubt that these
theorems too have counterparts for abelian sheaves.

The remainder of this article is devoted to the proof of the Uniformization Theo-
rem.

13 Proof of the Uniformization Theorem

13.1. By Proposition 12.4, it suffices to prove the assertion for the 1-morphism &̄.
We fix the following notation. On the formal scheme G we let J be the largest ideal
of definition of G; cf. [20, Inew, 10.5.4]. For an integer n ≥ 0 we denote by Gn the
scheme (G,OG/J n+1). We set

Y := G× GLr (Af )/H,

Yn := Gn × GLr (Af )/H,

Y := J (Q)\G× GLr (Af )/H,

X := Ab-Shr,d
H /Z ×Spf Fq [[ζ ]] Spf Fq� [[ζ ]].

Let S ∈ NilpFq [[ζ ]] and let (F, γ̄ , β) ∈ X (S) which we consider as a 1-morphism
S → X . We have to show that the stack

Y ×X S

is a scheme mapping isomorphically to S. The proof relies on several intermediate
lemmas.

Lemma 13.2. The 1-morphism &̄ : Y → X is a 1-monomorphism of formal alge-
braic stacks, i.e., for every S ∈ NilpF

q�
[[ζ ]], the functor &̄(S) : Y(S)→ X (S) is fully

faithful.

Proof. We can view the formal algebraic Spf Fq� [[ζ ]]-stacks X and Y as Spec Fq� [[ζ ]]-
stacks X̃ and Ỹ by setting for an Spec Fq� [[ζ ]]-scheme S,

X̃ (S) =
⎧⎨⎩X (S) if S ∈ NilpF

q�
[[ζ ]],

∅ if S /∈ NilpF
q�
[[ζ ]] .

Then the assertion follows from Proposition 12.3, Lemma A.13 and [32, Proposition
3.8]. ��
Lemma 13.3. The 1-morphism of algebraic Spec Fq� -stacks &̄red : Yred → Xred
(see A.6 in the appendix) is representable by a morphism of schemes.
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Proof. This follows from the fact that every 1-monomorphism of algebraic stacks
is representable by a morphism of schemes; cf. [32, Théorème A.2 and Corollaire
8.1.3].��
Lemma 13.4. &̄red : Yred → Xred is surjective.

Proof. Note that Xred is the closed substack Z ⊂ Ab-Shr,d
H ×C∞ with its induced

reduced structure. Let s ∈ Xred be a point. By definition of Z there is a quasi-isogeny
α : F s → Ms . We can multiply it with a quasi-isogeny of M and thus assume that α
is compatible with the H -level structures. The induced quasi-isogeny F s → α̂∗Ms is
finite and also compatible with the H -level structures. Therefore, s lies in the image
of &̄red. ��
Lemma 13.5. Let S ∈ NilpF

q�
[[ζ ]] be quasi-compact and reduced, and consider a 1-

morphism S → Xred . Then there exists a surjective morphism of Fq� -schemes S′ → S

with S′ quasi-compact and reduced, and a 2-commutative diagram

S′ −−−−→ Yred⏐⏐ ⏐⏐ 
S −−−−→ Xred.

Proof. This is just a reformulation of Proposition 11.10. ��
Lemma 13.6. &̄red : Yred → Xred is quasi-compact.

Proof. Let S ∈ NilpF
q�
[[ζ ]] be quasi-compact and reduced, and let S → Xred be a

1-morphism. Let S′ → S be the surjective morphism from Lemma 13.5. It gives rise
to a surjective morphism of schemes over Fq� ,

Yred ×Xred S←←−Yred ×Xred S′ ←←−Yred ×Xred S′.

Since Yred ×Xred S′ ∼= S′ × J (Q) by Proposition 12.3, we obtain an epimorphism
S′ −→→Yred ×Xred S. Now the lemma follows from the quasi-compactness of S′. ��
Lemma 13.7. &̄red : Yred → Xred is proper.

Proof. Since Yred and Xred are locally of finite type and &̄red is quasi-compact, we
see that &̄red is of finite type. Being a 1-monomorphism it is also separated. So it
remains to prove that it is universally closed. For this we use the valuative criterion
[32, Théorème 7.3]. Let R be a valuation ring with SpecR ∈ NilpF

q�
[[ζ ]] and let K

be its field of fractions. We have to show that for every 2-commutative diagram

SpecK −−−−→ Yred⏐⏐ ⏐⏐ 
SpecR −−−−→ Xred,

there exists a finite extension R′/R of valuation rings and a 1-morphism of Spec Fq� -
stacks SpecR′ → Yred which 2-commutes with the above diagram. However, the
existence of this data follows from Lemma 13.5. ��
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Lemma 13.8. The 1-morphism &̄ : Y → X is adic (Definition A.9).

Proof. We will show that &̄red is a 1-isomorphism. Since both X and Y are adic
(see A.7 in the appendix), this suffices.

Let P : X → Xred be a presentation. Then P is an epimorphism since Xred is
an algebraic Spec Fq� -stack. Thus it suffices to show that Yred ×Xred X → X is a 1-
isomorphism. From the previous lemmas, we know that it is a proper monomorphism
of schemes, hence a closed immersion. Since it is also surjective and X is reduced it
is an isomorphism as desired. ��
Lemma 13.9. The 1-morphism &̄ : Y → X is étale.

Proof. Since quasi-isogenies of z-divisible groups lift to infinitesimal neighborhoods
we first see that Y → X is étale.

Now let J be an ideal of definition of X and let Z be the closed substack defined
by J . Since &̄ and also the presentation Y → Y are adic (Theorem 9.6), we obtain
1-morphisms

Y ×X Z → Y ×X Z → Z
of algebraic Spec Fq� [[ζ ]]-stacks. Since these 1-morphisms are representable by mor-
phisms of schemes, we can apply [20] to see that Y ×X Z → Z is étale. This proves
the lemma. ��

We can now finish the proof of the Uniformization Theorem.

Proof of Uniformization Theorem 12.6. Keep the notation of the proof of Lem-
ma 13.9. We have to show that

Y ×X Z → Z

is a 1-isomorphism of algebraic Spec Fq [[ζ ]]-stacks. Let S be a Spec Fq [[ζ ]]-scheme
and let S → Z be a 1-morphism. Then from the previous lemmas we conclude that

Y ×X S → S

is an étale monomorphism of schemes, hence an open immersion. Being also sur-
jective, it is indeed an isomorphism. This completes the proof of the Uniformization
Theorem. ��

Appendix: Background on formal algebraic stacks

For a general introduction to the theory of algebraic stacks we refer to Laumon–
Moret-Bailly [32] or Deligne–Mumford [9]. In this appendix we propose the notion
of formal algebraic stacks which generalizes the notion of algebraic stacks in the
same way as formal schemes are a generalization of usual schemes. In fact much of
the theory of algebraic stacks can be developed also for formal algebraic stacks. See
Hartl [24] for details.
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For a scheme S let SchS be the category of S-schemes equipped with the étale
topology. An algebraic stack X over S is defined as a category fibered in groupoids
over SchS satisfying further conditions [32, Definition 4.1]. We transfer this concept
to the formal category.

For the rest of this appendix we let S be a formal scheme. We denote by NilpS the
category of schemes over S on which an ideal of definition of S is locally nilpotent.
We remind the reader that every scheme may be considered as a formal scheme having
(0) as an ideal of definition. In this sense every U ∈ NilpS is itself a formal scheme.
We equip NilpS with the étale topology. We make the following definitions (compare
[31, 28]).

Definition A.1. A formal S-space is a sheaf of sets on the site NilpS .

Definition A.2. A (quasi-separated) formal algebraic S-space is a formal S-space X

such that

1. the diagonal morphism X → X ×S X is relatively representable by a quasi-
compact morphism of formal schemes, and

2. there is a formal scheme X′ over S and a morphism of formal S-spaces X′ → X

which is representable (automatic because of 1) by an étale surjective morphism
of formal schemes.

Definition A.3. A formal S-stack X is a category X fibered in groupoids over NilpS

such that

1. for every U ∈ NilpS and every x, y ∈ X (U), the presheaf

Isom(x, y) : NilpU → Sets,

(V → U) �→ HomX (V )(xV , yV )

is, in fact, a sheaf on NilpU ;
2. for every covering Ui → U in NilpS , all descent data for this covering are

effective.

Definition A.4. A formal S-stack is called representable if it is 1-isomorphic to a
formal algebraic space.

A 1-morphism X → Y of formal S-stacks is called representable if for every
U ∈ NilpS and every y ∈ Y(U) viewed as a 1-morphism U → Y of formal S-stacks
the fiber product X ×Y U (in the 2-category of formal S-stacks) is representable.

Definition A.5. A (quasi-separated) formal algebraic S-stack is a formal S-stack X
such that

1. the diagonal 1-morphism of formal S-stacks

X → X ×S X

is representable, separated, and quasi-compact;
2. there exists a formal algebraic S-space X and a 1-morphism of formal S-stacks
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P : X → X

which is representable (automatic because of 1) by a smooth and surjective
morphism of formal algebraic S-spaces.

The 1-morphism P is called a presentation of X . We say that X is of DM-type if the
presentation P in 2 can be chosen étale.

A.6. Let X be a formal algebraic S-stack and let P : X → X be a presentation. We
define the underlying reduced stack Xred as follows: For every U ∈ NilpS we let
Xred(U) be the full subcategory of X (U) whose objects are the x ∈ X (U) such that
there is a covering U ′ → U in NilpS , an element x′ ∈ Xred(U

′), and an isomorphism
in X (U ′) between xU ′ andP(x′). Then Xred is an algebraic Sred-stack. If, moreover, X
is of DM-type, then Xred is an algebraic Sred-stack in the sense of Deligne–Mumford.
In this way we obtain from every 1-morphism f : Y → X of formal algebraic S-
stacks a 1-morphism fred : Yred → Xred of algebraic Sred-stacks. We say that f is
locally formally of finite type if fred is locally of finite type.

A.7. For an algebraic stack X one can define its structure sheaf OX , which is a sheaf
on the lisse-étale site of X ; cf. [32, Section 12]. Then one has the usual bijection
between closed substacks of X and quasi-coherent sheaves of ideals of OX .

The same can be done for formal algebraic S-stacks X . In this setting we say that
a sheaf of ideals J of OX is an ideal of definition of X if for some (any) presentation
P : X → X of X the ideal sheaf P ∗J is an ideal of definition of X. The formal
algebraic S-stack is called J -adic if J n is an ideal of definition for every n. It is
called adic if it is J -adic for some J . If X (i.e., X) is locally noetherian then there
exists a unique largest ideal of definition K of X , namely, the one defining the closed
substack Xred of X . Note that if X is J -adic for some J then it is also K-adic. One
easily verifies the following proposition which generalizes A.6.

Proposition A.8. Let I be an ideal of definition of S and let J be an ideal of definition
of a formal algebraic S-stack X with I · OX ⊂ J . Then the closed substack of X
which is defined by the ideal J is an algebraic (S,OS/I)-stack.

Definition A.9. A 1-morphism f : Y → X of locally noetherian formal algebraic
S-stacks is called adic if for some (any) ideal of definition J of X the ideal f ∗J is
an ideal of definition of Y .

We discuss some examples.

Example A.10. Every formal scheme G over S can be viewed as a sheaf of sets on
the category NilpS . Moreover, every sheaf on NilpS is a formal S-stack. Therefore,
we can view every quasi-separated formal scheme G over S as a formal algebraic
S-stack of DM-type.

Example A.11. Let Salg be a scheme and let S0 be a closed subscheme. (We allow
the case S0 = Salg.) We let the formal scheme S be the formal completion of Salg

along S0. If X is an (algebraic) Salg-stack (in the sense of Deligne–Mumford) then
X ×Salg S is an adic formal (algebraic) S-stack (of DM-type).
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We generalize this example as follows.

Definition A.12. Let Salg be a scheme and let S0 be a closed subscheme. We let the
formal scheme S be the formal completion of Salg along S0. Let X be an algebraic
Salg-stack and let Z ⊂ X be a closed substack, contained in X ×Salg S0. We view
the objects of X as 1-morphisms U → X for varying U ∈ SchSalg . We define the
formal completion X̂Z of X along Z as the full subcategory of X consisting of those
objects U → X such that Ured → X factors through Z , i.e., such that there exists a
2-commutative diagram of 1-morphisms

U −−−−→ X,⏐⏐ ,⏐⏐
Ured −−−−→ Z.

Note that if X is an Salg-scheme this definition coincides with the usual definition
of formal completion along a closed subscheme.

One verifies directly that X̂Z is an Salg-stack. The embedding X̂Z → X is a
1-morphism of Salg-stacks which is a 1-monomorphism, i.e., the functors X̂Z (U)→
X (U) are fully faithful. This implies that the diagonal 1-morphism

X̂Z → X̂Z ×X X̂Z

is a 1-isomorphism of Salg-stacks [32, 2.3]. As a consequence we obtain

Lemma A.13. Let Y → X̂Z and Y ′ → X̂Z be two 1-morphisms of Salg-stacks. Then
there is a 1-isomorphism of Salg-stacks

Y ×X̂Z Y ′ ∼−−→Y ×X Y ′.

The fibration X̂Z → SchSalg factors through NilpS ↪→ SchSalg . Note the fact
that for an étale covering Ui → U in SchSalg we have U ∈ NilpS if and only if
Ui ∈ NilpS for all i. This implies that X̂Z is a formal S-stack. We show that X̂Z is
even a formal algebraic S-stack. Namely, condition 1 of Definition A.5 can be read
off from the following 2-cartesian diagram of Salg-stacks

X̂Z
∼−−−−→ X̂Z ×X X̂Z −−−−→ X̂Z ×Salg X̂Z

∼←−−−− X̂Z ×S X̂Z⏐⏐ ⏐⏐ 
X −−−−→ X ×Salg X .

Condition 2 results from the fact that every presentation X → X of X induces a
presentation X̂Z → X̂Z of X̂Z by the formal completion X̂Z of X along the closed
subscheme Z = X ×X Z . Thus we have proved

Proposition A.14. Keep the notation of Definition A.12. Then the formal completion
X̂Z of X along Z is a formal algebraic S-stack. If X is an algebraic Salg-stack in
the sense of Deligne–Mumford then X̂Z is of DM-type. If J is the ideal sheaf on X
defining the closed substack Z then X̂Z is J ·OX̂Z -adic.
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A.15. Let Salg be a scheme and let X be an algebraic Salg-stack. There is a notion of
points of X . Namely, a point of X is given by a 1-morphism SpecK → X for an
Salg-field K . The set |X | of points of X forms a topological space; cf. [32, Section 5].
Let Z ⊂ |X | be a closed subset, i.e., there is an open substack U ⊂ X such that
Z = |X |� |U |. We can equip Z in a unique way with a structure of reduced closed
substacks [32, 4.10]. By Definition A.12, we can consider the formal completion of
X along Z.

Example A.16 (quotients). Let U ∈ NilpS and let G be a formal U -group space
(i.e., a group object in the category of formal U -spaces). A (left) G-torsor is a formal
U -space P with an action of G (from the left) such that there is a covering U ′ → U

in NilpS for which P ×U U ′ is G×U U ′-isomorphic to G×U U ′ which acts on itself
by left translation.

Let X be a formal S-space, Y an X-space (i.e., a formal S-space equipped with a
morphism Y → X) and G an X-group space which acts on Y from the left. We define
the quotient stack G\Y as the following category fibered in groupoids over NilpS :
For every U ∈ NilpS the category (G\Y )(U) consists of all triples (x, P, α) where
x ∈ X(U), P is a G×X,x U -torsor and α : P → YX,xU is a G×X,x U -equivariant
morphism of formal U -spaces. One easily verifies that the quotient G\Y is a formal
S-stack.

In particular, if X is an adic formal algebraic S-space and G a finite étale S-group
scheme, then the quotient G\X is even an adic formal algebraic S-stack of DM-type.
In this case, the canonical projection X → G\X is an étale presentation of G\X.
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1 Introduction

The analogy between number fields and function fields extends to varieties defined
over such fields. Indeed, if one adds in on the arithmetic side contributions that
correspond to the complex embeddings of a number field, it becomes possible to
construct intersection theories with properties analogous to those that we have on the
function field side. The major ingredients of arithmetic intersection theory are the
product formula for number fields and complex differential geometry to deal with the
local intersections “at infinity.’’

In this paper we consider the original intersection theory for arithmetic surfaces
developed by Arakelov [1] and Faltings [7]. Already in this theory, one encounters
interesting complex differential geometric invariants, and it is worthwhile to study
these invariants in more detail. We focus on the delta-invariant, which was defined in
[7], and give an explicit formula for it in the case of a hyperelliptic Riemann surface
of arbitrary genus. We note that [7] treats the case of elliptic curves, and that the case
of Riemann surfaces of genus 2 has been considered before in [3].

In order to state our result, let us recall some notation and earlier results. Let X be
a compact and connected Riemann surface of genus g > 0. Let G be the Arakelov-
Green function of X and let µ be the fundamental (1, 1)-form on X as defined in
[1, 7]. Let S(X) be the invariant defined by

log S(X) := −
∫
X

log ‖ϑ‖(gP −Q) · µ(P ).

Here ‖ϑ‖ is the function on Picg−1(X) defined as on [7, p. 401] and Q can be any
point on X. The integral is well defined and is independent of the choice of the point
Q. In our paper [10], we gave an explicit formula for the Arakelov–Green function
of X.
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Theorem 1.1. Let W be the classical divisor of Weierstrass points on X. For P,Q

points on X, with P not a Weierstrass point, we have

G(P,Q)g = S(X)1/g2 · ‖ϑ‖(gP −Q)∏
W∈W ‖ϑ‖(gP −W)1/g3 .

Here the product runs over the Weierstrass points of X, counted with their weights.
The formula is also valid if P is a Weierstrass point, provided that we take the leading
coefficients of a power series expansion about P in both numerator and denominator.

In the same paper, we also gave an explicit formula for the delta-invariant of X.
The delta-invariant is a fundamental invariant of X, expressing the proportionality
between two natural metrics on the determinant of the Hodge bundle. For P on X,
not a Weierstrass point, and z a local coordinate about P , we put

‖Fz‖(P ) := lim
Q→P

‖ϑ‖(gP −Q)

|z(P )− z(Q)|g .

Further, we let Wz(ω)(P ) be the Wronskian at P in z of an orthonormal basis
{ω1, . . . , ωg} of the differentials H 0(X,�1

X) provided with the standard hermitian
inner product (ω, η) �→ i

2

∫
X
ω ∧ η. We define an invariant T (X) of X by

T (X) := ‖Fz‖(P )−(g+1) ·
∏

W∈W
‖ϑ‖(gP −W)(g−1)/g3 · |Wz(ω)(P )|2,

where again the product runs over the Weierstrass points of X, counted with their
weights. It can be checked that this depends on neither the choice of P nor the choice
of local coordinate z about P . A more intrinsic definition is possible (see [10]), but
the above formula will be convenient for us. We remark that T (X) does not involve
an integral over X, contrary to the invariant S(X).

Theorem 1.2. For Faltings’ delta-invariant δ(X) of X, the formula

exp(δ(X)/4) = S(X)−(g−1)/g2 · T (X)

holds.

In this paper, we make the invariant T (X) explicit in the case that X is a hyperel-
liptic Riemann surface of genus g ≥ 2. We relate it to a nonzero invariant ‖ϕg‖(X)

of X, the Petersson norm of the modular discriminant associated to X, which we
introduce in Section 2. As we will see, for hyperelliptic Riemann surfaces, this is a
very natural invariant to consider. Unfortunately, it is not so clear how to extend its
definition to the general Riemann surface of genus g.

Definition 1.3. We denote by G′ the modified Arakelov–Green function

G′(P,Q) := S(X)−1/g3 ·G(P,Q)

on X ×X.
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We prove the following theorem dealing with G′ and T (X). Recall that the Weier-
strass points of X are just the ramification points of a hyperelliptic map X → P1.

Theorem 1.4. Let W be a Weierstrass point of X. Let n = (
2g
g+1 ). Consider the

product
∏

W ′ �=W G′(W,W ′) running over all Weierstrass points W ′ different from
W , ignoring their weights. Then

∏
W ′ �=W G′(W,W ′) is independent of the choice of

W and the formula∏
W ′ �=W

G′(W,W ′)(g−1)2 = 2(g−1)2 · π2g+2 · T (X)
g+1
g · ‖ϕg‖(X)

1
2n

holds.

The next theorem will be derived in a forthcoming article [11]. The result looks
similar to the formula in Theorem 1.4, but the proof is very different.

Theorem 1.5. Let m = (
2g+2

g
). Then we have∏

(W,W ′)
G′(W,W ′)n(g−1) = π−2g(g+2)m · T (X)−(g+2)m · ‖ϕg‖(X)−

3
2 (g+1),

the product running over all ordered pairs of distinct Weierstrass points of X.

Combining the above two theorems yields a simple closed formula for the invari-
ant T (X) in terms of ‖ϕg‖(X).

Theorem 1.6. Consider the modified discriminant ‖!g‖(X) := 2−(4g+4)n ·‖ϕg‖(X).
Then the formula

T (X) = (2π)−2g · ‖!g‖(X)
− 3g−1

8ng

holds.

Combining this with Theorem 1.2, we obtain the following corollary.

Corollary 1.7. For Faltings’ delta-invariant δ(X) of X, the formula

exp(δ(X)/4) = (2π)−2g · S(X)−(g−1)/g2 · ‖!g‖(X)
− 3g−1

8ng

holds.

The significance of this result is that it makes the efficient calculation of the delta-
invariant possible for hyperelliptic Riemann surfaces. We have given a demonstration
of this in our paper [10].

We remark that in the case g = 2, an explicit formula for the delta-invariant
has been given already by Bost [3]. Apart from the Petersson norm of the modular
discriminant, his formula involves an invariant ‖H‖(X). This invariant has properties
similar to our S(X).
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The idea of the proof of Theorem 1.4 is quite straightforward: we start with the
definition of the invariant T (X) and the formula for G in Theorem 1.1 and observe
what happens if we let P approach the Weierstrass point W on X. Thus we have
to perform a local study around W of the function

∏
W ′ ‖ϑ‖(gP − W ′) and of the

functions ‖Fz‖(P ) and Wz(ω)(P ) for a suitable local coordinate z. In Section 3, we
find a suitable local coordinate on an embedding ofX into its jacobian. In Section 6, we
collect the local information that we need in order to complete the proof in Section 7.
Some preliminary work on this local information is carried out in Sections 4 and 5.
These two sections form the technical heart of the paper.

2 The modular discriminant

In this section, we introduce the modular discriminant ϕg and its Petersson norm
‖ϕg‖. The modular discriminant generalises the usual discriminant function ! for
elliptic curves.

Let g ≥ 2 be an integer and let Hg be the Siegel upper half-space of symmetric
complex g × g-matrices with positive definite imaginary part. For z ∈ Cg (viewed
as a column vector), a matrix τ ∈ Hg and η′, η′′ ∈ 1

2Zg , we have the theta function

with characteristic η = [ η′
η′′ ] given by

ϑ[η](z; τ) :=
∑
n∈Zg

exp(πit (n+ η′)τ (n+ η′)+ 2πit (n+ η′)(z+ η′′)).

For any subset S of {1, 2, . . . , 2g + 1}, we define a theta characteristic ηS as in [14,
Chapter IIIa]: let

η2k−1 =
[

t (0, . . . , 0, 1
2 , 0, . . . , 0)

t ( 1
2 , . . . ,

1
2 , 0, 0, . . . , 0)

]
, 1 ≤ k ≤ g + 1,

η2k =
[

t (0, . . . , 0, 1
2 , 0, . . . , 0)

t ( 1
2 , . . . ,

1
2 ,

1
2 , 0, . . . , 0)

]
, 1 ≤ k ≤ g,

where the nonzero entry in the top row occurs in the kth position. Then we put
ηS :=∑

k∈S ηk where the sum is taken modulo 1.

Definition 2.1 (cf. [13, Section 3]). Let T be the collection of subsets of {1, 2, . . . ,
2g + 1} of cardinality g + 1. Write U = {1, 3, . . . , 2g + 1} and let ◦ denote the
symmetric difference. The modular discriminant ϕg is defined to be the function

ϕg(τ) :=
∏
T ∈T

ϑ[ηT ◦U ](0; τ)8

on Hg . The function ϕg is a modular form on �g(2) := {γ ∈ Sp(2g,Z)|γ ≡ I2g mod
2} of weight 4r , where r = (

2g+1
g+1 ).
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Consider an equation y2 = f (x), where f ∈ C[X] is a monic and separable
polynomial of degree 2g + 1. Write f (x) = ∏2g+1

k=1 (x − ak) and denote by D =∏
k<l(ak − al)

2 the discriminant of f . Let X be the hyperelliptic Riemann surface of
genus g defined by y2 = f (x). Then X carries a basis of holomorphic differentials
µk := xk−1dx/2y, where k = 1, . . . , g. Further, in [14, Chapter IIIa, Section 5],
it is shown how, given an ordering of the roots of f , one can construct a canonical
symplectic basis of the homology of X. Throughout this paper, we will always work
with such a canonical basis of homology, i.e., a certain ordering of the roots of a
hyperelliptic equation will always be taken for granted.

Let (µ|µ′) be the period matrix of the differentials µk with respect to a chosen
canonical basis of homology, and let τ = µ−1µ′.

Proposition 2.2. We have the formula

Dn = π4gr (det µ)−4rϕg(τ )

relating the discriminant D of the polynomial f to the value ϕg(τ) of the modular
discriminant.

Proof. See [13, Proposition 3.2]. ��
Definition 2.3. Let X be a hyperelliptic Riemann surface of genus g ≥ 2 and let τ be
a period matrix for X formed on a canonical symplectic basis, given by an ordering
of the roots of an equation y2 = f (x) for X. Then we write ‖ϕg‖(τ ) for the Petersson
norm (det Im τ)2r · |ϕg(τ)| of ϕg(τ). This does not depend on the choice of τ and
hence it defines an invariant ‖ϕg‖(X) of X.

It follows from Proposition 2.2 that ‖ϕg‖(X) is nonzero.

3 A local coordinate

For our local computations on our hyperelliptic Riemann surface we need a convenient
local coordinate. We find one by embedding the Riemann surface into its jacobian
and by taking one of the euclidean coordinates.

Let X be a hyperelliptic Riemann surface of genus g ≥ 2, let y2 = f (x) with
f monic of degree 2g + 1 be an equation for X, let µk be the differential given by
µk = xk−1dx/2y for k = 1, . . . , g, and let (µ|µ′) be their period matrix formed
on a canonical basis of homology. Let L be the lattice in Cg generated by the
columns of (µ|µ′). We have an embedding ι : X ↪→ Cg/L given by integration
P �→ ∫ P

∞(µ1, . . . , µg). We want to express the coordinates z1, . . . , zg , restricted
to ι(X), in terms of a local coordinate about 0 = ι(∞). This is established by the
following lemma. In general, we denote by O(w1, . . . , ws; d) a Laurent series in the
variables w1, . . . , ws all of whose terms have total degree at least d. We owe the
argument to [12].

Lemma 3.1. The coordinate zg is a local coordinate about 0 on ι(X), and we have
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zk = 1

2(g − k)+ 1
z

2(g−k)+1
g +O(zg; 2(g − k)+ 2)

on ι(X) for k = 1, . . . , g.

Proof. We can choose a local coordinate t about ∞ on X such that x = t−2 and
y = −t−(2g+1) +O(t;−2g). For P ∈ X in a small enough neighborhood of ∞ on
X and for a suitable integration path on X, we then have

zk(P ) =
∫ P

∞
xk−1dx

2y
=
∫ t (P )

0

t−2(k−1) · (−2t−3dt)

−2t−(2g+1) +O(t;−2g)

=
∫ t (P )

0
(t2(g−k) +O(t; 2(g − k)+ 1))dt

= 1

2(g − k)+ 1
t (P )

2(g−k)+1 +O(t(P ); 2(g − k)+ 2).

By taking k = g, we find zg = t +O(t; 2), and for k = 1, . . . , g − 1, then

zk = 1

2(g − k)+ 1
z

2(g−k)+1
g +O(zg; 2(g − k)+ 2),

which is what we wanted. ��

4 Schur polynomials

In this section, we assemble some facts on Schur polynomials. We will need these
facts at various places in the next sections. Fix a positive integer g. Consider the ring
of symmetric polynomials with integer coefficients in the variables x1, . . . , xg . The
elementary symmetric functions er are defined by means of the generating function
E(t) =∑

r≥0 er t
r =∏g

k=1(1+ xkt).

Definition 4.1. Let d be a positive integer and let π = {π1, . . . , πh} with π1 ≥ · · · ≥
πh be a partition of d . The Schur polynomial associated to π is the polynomial

Sπ := det(eπ ′k−k+l )1≤k,l≤h,

where h is the length of the partition π , and where π ′ is the conjugate partition of π
given by π ′k = #{l : πl ≥ k}, i.e., the partition obtained by switching the associated
Young diagram around its diagonal. The polynomial Sπ is symmetric and has total
degree d . We denote by Sg the Schur polynomial in g variables associated to the
partition π = {g, g − 1, . . . , 2, 1}. Thus the formula

Sg = det(eg−2k+l+1)1≤k,l≤g

holds, and the polynomial Sg has total degree g(g + 1)/2.
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We denote by pr the elementary Newton functions (power sums) given by the
generating function P(t) = ∑

r≥1 pr t
r−1 = ∑

k≥1 xk/(1 − xkt). The following
proposition is then a special case of [5, Theorem 4.1].

Proposition 4.2. The Schur polynomial Sg can be expressed as a polynomial in the
g functions p1, p3, . . . , p2g−1 only. This polynomial is unique.

Definition 4.3. We define sg to be the unique polynomial in g variables given by
Proposition 4.2.

The next proposition is a special case of [5, Theorem 6.2].

Proposition 4.4. Let s(x1, . . . , xg) ∈ C[x1, . . . , xg] be a polynomial in g variables
such that for any set of g complex numbers w1, . . . , wg , the polynomial s(z1 −
w, z2−w3, . . . , zg−w2g−1) in w either has exactly g roots w1, . . . , wg , or vanishes
identically, if we give z the value

z = (p1(w1, . . . , wg), p3(w1, . . . , wg), . . . , p2g−1(w1, . . . , wg)).

Then s is equal to the polynomial sg up to a constant factor.

Definition 4.5. We define σg to be the polynomial in g variables given by the equation

σg(z1, . . . , zg) = sg(zg, 3zg−1, . . . , (2g − 1)z1).

The following proposition is then the result of a simple calculation.

Proposition 4.6. Up to a sign, the homogeneous part of least total degree of σg is
equal to the Hankel determinant

H(z) = det

⎛⎜⎜⎜⎝
z1 z2 · · · z(g+1)/2
z2 z3 · · · z(g+3)/2
...

...
. . .

...

z(g+1)/2 z(g+3)/2 · · · zg

⎞⎟⎟⎟⎠
if g is odd, or

H(z) = det

⎛⎜⎜⎜⎝
z1 z2 · · · zg/2
z2 z3 · · · z(g+2)/2
...

...
. . .

...

zg/2 z(g+2)/2 · · · zg−1

⎞⎟⎟⎟⎠
if g is even.

We conclude with some more general facts. These can all be found, for example, in
[8, Appendix A].
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Proposition 4.7. Let π = {π1, . . . , πh} with π1 ≥ · · · ≥ πh be a partition. Then the
formula

Sπ(1, . . . , 1) =
∏
k<l

πk − πl + l − k

l − k

holds. In particular, Sg(1, . . . , 1) = 2g(g−1)/2.

Definition 4.8. Let i = (i1, . . . , id) be a d-tuple of nonnegative integers. The ith
generalized Newton function p(i) is defined to be the polynomial

p(i) := p
i1
1 · pi2

2 · · · · · pid
d ,

where the pr are the elementary Newton functions.

Proposition 4.9. The set of generalized Newton functions p(i), where i runs through
the d-tuples i = (i1, . . . , id) of nonnegative integers with

∑
αiα = d, forms a basis

of the Q-vector space of symmetric polynomials with rational coefficients of total
degree d .

Proposition 4.10. For a partition π of d and a d-tuple i = (i1, . . . , id), denote by
ωπ(i) the coefficient of the monomial xπ1

1 · · · · · xπd

d in p(i). Then the polynomial Sπ

can be expanded on the basis {p(i)} of generalized Newton functions of total degree
d as Sπ =∑

i
1

z(i) · ωπ(i) · p(i). Here z(i) = i1!1i1 · i2!2i2 · · · · · id !did .

5 The sigma function

We consider again hyperelliptic Riemann surfaces of genus g ≥ 2, defined by
equations y2 = f (x) with f monic and separable of degree 2g + 1. We write
f (x) = x2g+1 + λ1x

2g + · · · + λ2gx + λ2g+1 and denote by λ the vector of co-
efficients (λ1, . . . , λ2g+1). In this section, we study the sigma function σ(z; λ) with
argument z ∈ Cg and parameter λ. This is a modified theta function, studied exten-
sively in the 19th Century. Klein observed that the sigma function serves very well
to study the function theory of hyperelliptic Riemann surfaces. For us it will be a
convenient technical tool for obtaining the local expansions that we need. We will
give the definition of the sigma function, as well as its power series expansion in z, λ.
For more details we refer to the Enzyklopädie der mathematischen Wissenschaften,
Band II, Teil 2, Kapitel 7.XII. A modern reference is [4], where one also finds ap-
plications of the sigma function in the theory of the Korteweg–de Vries differential
equation.

As before, let µk be the holomorphic differential given by µk = xk−1dx/2y
for k = 1, . . . , g, and let (µ|µ′) be their period matrix formed on a canonical basis
of homology. Let L be the lattice in Cg generated by the columns of (µ|µ′). By
the theorem of Abel–Jacobi, we have a bijective map Picg−1(X)

∼−→ Cg/L given

by
∑

k mkPk �−→ ∑
k mk

∫ Pk

∞ (µ1, . . . , µg). Denote by & the image of the theta
divisor of classes of effective divisors of degree g − 1, and let q : Cg → Cg/L be
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the projection map. Let τ = µ−1µ′. By a fundamental theorem of Riemann, there
exists a unique theta characteristic δ such that ϑ[δ](z; τ) vanishes to order 1 precisely
along q−1(&).

Definition 5.1. Let ν be the matrix of A-periods of the differentials of the second kind
νk := 1

4y

∑2g−k
l=k (l + 1− k)λl+k+1x

kdx for k = 1, . . . , g. These differentials have a
second-order pole at∞ and no other poles. The sigma function is then the function

σ(z; λ) := exp

(
−1

2
zνµ−1t z

)
· ϑ[δ](µ−1z; τ).

Using some of the facts on Schur polynomials from the previous section, we
can give the power series expansion of σ(z; λ). The result is probably well known
to specialists, although we couldn’t find an explicit reference in the literature. For
the formulation and the proof, we were inspired by [12], as well as by a private
communication with the author. For the special case g = 2, a somewhat stronger
version of the result has been obtained by Grant; see [9, Theorem 2.11].

Proposition 5.2. The power series expansion of σ(z; λ) about z = 0 is of the form

σ(z; λ) = γ · σg(z)+O(λ),

where σg is the polynomial given by Definition 4.5 and where the symbolO(λ) denotes
a power series in z, λ in which each term contains a λk raised to a positive integral
power. The constant γ satisfies the formula

γ 8n = π4g(r−n)(det µ)−4(r−n)ϕg(τ ).

If we assign the variable zk a weight 2(g − k) + 1, and the variable λk a weight
−2k, then the power series expansion in z, λ of σ(z; λ) is homogeneous of weight
g(g + 1)/2.

Proof. First of all, the homogeneity of the power series expansion in z, λ with respect
to the assigned weights follows from an explicit formula for σ(z; λ) given in [6]. This
homogeneity is also mentioned there; cf. the concluding remarks after Corollary 1.
Writeσ(z; λ) = σ0(z)+O(λ)whereO(λ)denotes a power series in z, λ in which each
term contains a λk raised to a positive integral power. Because of the homogeneity, the
series σ0(z) is necessarily a polynomial in the variables z1, . . . , zg . By the Riemann
vanishing theorem, there is a dense open subset U ⊂ C2g+1 such that for any λ ∈ U ,
the function σ(z; λ) satisfies the following property: for any set of g pointsP1, . . . , Pg

on the hyperelliptic Riemann surface X = Xλ corresponding to λ, the function
σ(z−∫ P

∞(µ1, . . . , µg); λ) inP onX either has exactlyg rootsP1, . . . , Pg , or vanishes

identically, when we give the argument z the value z =∑
k

∫ Pk

∞ (µ1, . . . , µg). In the
limit λ→ 0, we find, then, as in the proof of Lemma 3.1, that for any set of g complex
numbers w1, . . . , wg , the polynomial

σ0

(
1

2g − 1
(zg − w2g−1),

1

2g − 3
(zg−1 − w2g−3), . . . ,

1

3
(z2 − w3), z1 − w

)
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in w either has exactly g roots w1, . . . , wg , or vanishes identically, if z takes the
value z = (p1(w1, . . . , wg), p3(w1, . . . , wg), . . . , p2g−1(w1, . . . , wg)). By Propo-
sition 4.4, the polynomial σ0 must be equal to the polynomial σg up to a constant
factor γ . As to this constant γ , we find in [2, Section IX] a calculation of a constant
γ ′ such that σ(z; λ) = γ ′ · H(z) + O(z; #(g + 3)/2$), where H(z) is the Hankel
determinant from Proposition 4.6 and where now we consider the power series ex-
pansion only with respect to the variables z1, . . . , zg and with respect to their usual
weight deg(zk) = 1. By Proposition 4.6, this γ ′ is equal to our constant γ , up to a
sign. We just quote the result of Baker’s computation:

γ 4 = ϑ(0; τ)4 ·
∏
k<l

k,l∈U

(ak − al)
2/(�1�3 · · · �2g+1),

where
�r := −i ·

∏
k∈U
k �=r

(ak − ar)/
∏
k /∈U

(ak − ar).

Thomae’s formula (cf. [14, Chapter IIIa, Section 8]) says that

ϑ(0; τ)8 = (det µ)4π−4g
∏
k<l

k,l∈U

(ak − al)
2
∏
k<l

k,l /∈U

(ak − al)
2.

Combining, we obtain , γ 8 = D · π−4g · (det µ)4. The formula for γ that we gave
then follows from Proposition 2.2. ��
Example 5.3. By way of illustration, we have computed σg for small g:

g σg

1 z1

2 −z1 + 1
3z

3
2

3 z1z3 − z2
2 − 1

3z2z
3
3 + 1

45z
6
3

4 z1z3 − z2
2 − z2

3z4 + z2z3z
2
4 − 1

3z1z
3
4 + 1

15z2z
5
4 − 1

105z3z
7
4 + 1

4725z
10
4

Remark 5.4. As can be seen from Proposition 4.6, the homogeneous part of least total
degree (with respect to the usual weight deg(zk) = 1) of σg(z) has degree #(g+1)/2$.
Hence, by a fundamental theorem of Riemann, the theta-characteristic δ gives rise to
a linear system of dimension #(g − 1)/2$ on X.

6 Leading coefficients

In this section, we calculate the leading coefficients of the power series expansions
in zg of the holomorphic functions ϑ[δ](gµ−1z; τ)|ι(X) and Wzg(µ), the Wronskian
in zg of the basis {µ1, . . . , µg}.
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Proposition 6.1. In the power series expansions of σ(gz; λ)|ι(X), and hence also of
ϑ[δ](gµ−1z; τ)|ι(X), the leading coefficient is equal to γ · 2g(g−1)/2.

Proof. By Lemma 3.1 and Proposition 5.2, we know that the power series expansion
of σ(gz; λ)|ι(X) has the form

σ(gz; λ)|ι(X) = γ · σg

(
g

2g − 1
z

2g−1
g ,

g

2g − 3
z

2g−3
g , . . . ,

g

3
z3
g, gzg

)
+O(zg; g(g + 1)/2+ 1).

Hence we need to calculate σg(
g

2g−1 ,
g

2g−3 , . . . ,
g
3 , g). By Definition 4.5, this is equal

to sg(g, g, . . . , g). But we have sg(g, g, . . . , g) = Sg(1, 1, . . . , 1) by Proposition 4.2
and Definition 4.3, and by Proposition 4.7 we have Sg(1, . . . , 1) = 2g(g−1)/2. The
proposition follows. ��
Proposition 6.2. The leading coefficient of the power series expansion of the Wron-
skian Wzg(µ) is equal to ±2g(g−1)/2.

Proof. Expanding the Wronskian yields

Wzg(µ) = det

(
1

(k − 1)!
dkzl

dzlg

)
1≤k,l≤g

=

⎛⎜⎜⎜⎜⎜⎝
z

2g−2
g z

2g−4
g · · · z2

g 1

(2g − 2)z2g−3
g (2g − 4)z2g−5

g · · · 2zg 0
...

...
. . .

...
...(2g−2

g−1

)
z
g
g

(2g−4
g−1

)
z
g−2
g · · · 0 0

⎞⎟⎟⎟⎟⎟⎠+O(zg; g(g − 1)

2
+ 1).

Let A be the matrix of binomial coefficients A := ((
2g−2k
g−l

))1≤k,l≤g−1. From the
expansion it follows that the required leading coefficient is equal to det A. We will
compute this number. First of all, note that

det A = (2g − 2)!(2g − 4)! · · · 2!
(g − 1)!(g − 2)! · · · 1! det

(
1

(g − 2k + l)!
)

1≤k,l≤g−1
,

where we define 1/n! := 0 for n < 0. Now let d = g(g − 1)/2 and consider the
ring of symmetric polynomials with integer coefficients in g − 1 variables. It is well
known that for the elementary symmetric functions er , we have an expansion

er = 1

r! det

⎛⎜⎜⎜⎜⎝
p1 1 0 · · · 0
p2 p1 2 · · · 0
· · · · · · · · · · · · · · ·
pr−1 pr−2 pr−3 · · · r − 1
pr pr−1 pr−2 · · · p1

⎞⎟⎟⎟⎟⎠ ,
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with pr the elementary Newton functions. From Definition 4.1 and this expansion, it
follows that det(1/(g−2k+ l)!) is the coefficient of pd

1 in the expansion of Sg−1 with
respect to the basis of generalized Newton functions. By Proposition 4.10, this coeffi-
cient is equal toωg−1(d)/d!, whereωg−1(d) is the coefficient of xg−1

1 x
g−2
2 · · · x2

g−1xg

in pd
1 . It immediately follows that det(1/(g − 2k + l)!) = 1/(g − 1)!(g − 2)! · · · 1!.

Combining, one finds det A = 2g(g−1)/2. ��

7 Proof of Theorem 1.4

Now we are ready to prove Theorem 1.4. Let X be a hyperelliptic Riemann surface
of genus g ≥ 2, and let W be one of its Weierstrass points.

Proof of Theorem 1.4. Fix a hyperelliptic equation y2 = f (x) for X with f monic
and separable of degree 2g+1 that puts W at infinity. Choose a canonical basis of the
homology of X, and form the period matrix (µ|µ′) of the differentials xk−1dx/2y
for k = 1, . . . , g on this basis. Let L be the lattice in Cg generated by the columns
of (µ|µ′), and embed X into Cg/L with base point W as in Section 3. We have the
standard euclidean coordinates z1, . . . , zg on Cg/L and according to Lemma 3.1 we
have that zg is a local coordinate about W on X. The weight w of W is given by
w = g(g − 1)/2. Consider then the following quantities:

A(W ′) := lim
Q→W

‖ϑ‖(gQ−W ′)
|zg|g for Weierstrass points W ′ �= W ;

A(W) := lim
Q→W

‖ϑ‖(gQ−W)

|zg|w+g
= lim

Q→W

‖Fzg‖(Q)

|zg|w ;

B(W) := lim
Q→W

|Wzg(ω)(Q)|
|zg|w ,

where Wzg(ω) is the Wronskian in zg of an orthonormal basis {ω1, . . . , ωg} of
H 0(X,�1

X). We have by Theorem 1.1 that

G′(W,W ′)g = A(W ′)∏
W ′′ A(W ′′)w/g3 for Weierstrass points W ′ �= W ;

hence ∏
W ′ �=W

G′(W,W ′)g = 1

A(W)
·
(∏

W ′
A(W ′)

) g+1
2g2

.

Further, we have by the definition of T (X), letting P approach W ,

T (X) = A(W)−(g+1) ·
(∏

W ′
A(W ′)

)w(g−1)
g3

· B(W)2.

Eliminating the factor
∏

W ′ A(W ′) yields
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W ′ �=W

G′(W,W ′)(g−1)2 = A(W)4 · B(W)
− 2g+2

g · T (X)
g+1
g .

Now we use the results obtained in Section 6. Let τ = µ−1µ′. A simple calculation
gives that A(W) is (det Im τ)1/4 times the absolute value of the leading coefficient of
the power series expansion of ϑ[δ](gµ−1z; τ)|ι(X) in zg . Hence by Propositions 5.2
and 6.1, we have

A(W) = 2g(g−1)/2 · πg r−n
2n · (det Im τ)1/4 · | det µ|− r−n

2n · |ϕg(τ)| 1
8n .

Next let ‖·‖ be the metric on∧gH 0(X,�1
X) derived from the hermitian inner product

(ω, η) �→ i
2

∫
X
ω∧η on H 0(X,�1

X). Riemann’s second bilinear relations tell us that
‖µ1 ∧ · · · ∧ µg‖2 = (det Im τ) · | det µ|2. This gives that |Wzg(ω)| = |Wzg(µ)| ·
(det Im τ)−1/2 · | det µ|−1. From Proposition 6.2, we derive then

B(W) = 2g(g−1)/2 · (det Im τ)−1/2 · | det µ|−1.

Plugging in our results for A(W) and B(W) finally gives the theorem. ��
Remark 7.1. The fact that the product from Theorem 1.4 is independent of the choice
of the Weierstrass point W follows a fortiori from the computations in the above
proof. It would be interesting to have an a priori reason for this independence.

Remark 7.2. We have not been able to find in general a formula for G′(W,W ′) with
W,W ′ just two Weierstrass points. In the case g = 2, it can be shown that

G′(W,W ′)2 = 21/4 · ‖ϕ2‖(X)−3/64 ·
∏

W ′′ �=W,W ′
‖ϑ‖(W −W ′ +W ′′).

This formula should be compared with the explicit formula for G(W,W ′) given in
[3], Proposition 4. We guess that in general G′(W,W ′)g is equal to

A(X) ·
∏

{W1,...,Wg−1},
W,W ′ /∈{W1,...,Wg−1}

‖ϑ‖(W −W ′ +W1 + · · · +Wg−1),

with A(X) some invariant of X. Such a result is consistent with Theorems 1.4 and 1.5.

Acknowledgments. The author wishes to thank Gerard van der Geer for his encouragement and
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Summary. We describe a tautological subring in the arithmetic Chow ring of bases of abelian
schemes.Among the results are anArakelov version of the Hirzebruch proportionality principle
and a formula for a critical power of ĉ1 of the Hodge bundle.

Subject Classifications: 14G40, 58J52, 20G05, 20G10, 14M17

1 Introduction

The purpose of this note is to exploit some implications of a fixed-point formula
in Arakelov geometry when applied to the action of the (−1) involution on abelian
schemes of relative dimension d . It is shown that the fixed-point formula’s statement
in this case is equivalent to giving the values of arithmetic Pontrjagin classes of the
Hodge bundle E := (R1π∗O, ‖ · ‖L2)∗, where these Pontrjagin classes are defined as
polynomials in the arithmetic Chern classes defined by Gillet and Soulé. The resulting
formula (see Theorem 3.4) is

p̂k(E) = (−1)k

⎛⎝2ζ ′(1− 2k)

ζ(1− 2k)
+

2k−1∑
j=1

1

j
− 2 log 2

1− 4−k

⎞⎠ (2k−1)!a(ch(E)[2k−1]) (1)

with the canonical map a defined on classes of differential forms. When combined
with the statement of the Gillet–Soulé’s nonequivariant arithmetic Grothendieck–Rie-
mann–Roch formula [GS8, Fal], one obtains a formula for the class ĉ

1+d(d−1)/2
1 of

the d-dimensional Hodge bundle in terms of topological classes and a certain special
differential form γ (Theorem 5.1), which represents anArakelov Euler class. Morally,
this should be regarded as a formula for the height of complete cycles of codimension
d in the moduli space (but the nonexistence of such cycles for d ≥ 3 has been shown
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by Keel and Sadun [KS]). Still, it might serve as a model for the noncomplete case.
Finally, we derive an Arakelov version of the Hirzebruch proportionality principle
(not to be confused with its extension by Mumford [M]), namely a ring homomor-
phism from the Arakelov Chow ring CH∗(Ld−1) of Lagrangian Grassmannians to
the arithmetic Chow ring of bases of abelian schemes ĈH∗(B) (Theorem 5.5).

Theorem 1.1. Let S denote the tautological bundle on Ld−1. There is a ring homo-
morphism

h : CH∗(Ld−1)Q → ĈH∗(B)Q/(a(γ ))

with

h(̂c(S)) = ĉ(E)

(
1+ a

(
d−1∑
k=1

(
ζ ′(1− 2k)

ζ(1− 2k)
− log 2

1− 4−k
)(2k − 1)! ch[2k−1](E)

))

and
h(a(c(S))) = a(c(E)).

In the last section, we investigate the Fourier expansion of the Arakelov Euler
class γ of the Hodge bundle on the moduli space of principally polarized abelian
varieties.

A fixed-point formula for maps from arithmetic varieties to Spec D has been
proven by Roessler and the author in [KR1], where D is a regular arithmetic ring.
In [KR2, Appendix], we described a conjectural generalization to flat equivariantly
projective maps between arithmetic varieties over D. The missing ingredient to the
proof of this conjecture was the equivariant version of Bismut’s formula for the
behavior of analytic torsion forms under the composition of immersions and fibrations
[B4], i.e., a merge of [B3] and [B4]. This formula has meanwhile been shown by
Bismut and Ma [BM].

There is a gap in our proof of this result (Conjecture 3.2), insofar as we only
give a sketch. While our sketch is quite exhaustive and provides a rather complete
guideline to an extension of a previous proof in [KR1] to the one required here, a fully
written-up version of the proof would still be basically a copy of [KR1] and thus be
quite lengthy. This is not the subject of this article.

We work only with regular schemes as bases; extending these results to moduli
stacks and their compactifications remains an open problem, as Arakelov geometry
for such situations has not yet fully been developed. A corresponding Arakelov in-
tersection ring has been established in [BKK] by Burgos, Kramer and Kühn, but the
associated K-theory of vector bundles does not exist yet; see [MR] for associated
conjectures. In particular, one could search an analogue of the Hirzebruch-Mumford
proportionality principle in Arakelov geometry. Van der Geer investigated the classi-
cal Chow ring of the moduli stack of abelian varieties and its compactifications [G]
with a different method. The approach there to determine the tautological subring
uses the nonequivariant Grothendieck–Riemann–Roch theorem applied to line bun-
dles associated to theta divisors. Thus it might be possible to avoid the use of the
fixed-point formula in our situation by mimicking this method, possibly by extending
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the methods of Yoshikawa [Y]; but computing the occurring objects related to the
theta divisor is presumably not easy.

Results extending some parts of an early preprint form of this article [K2] in the
spirit of Mumford’s extension of the proportionality principle have been conjectured
in [MR]. That article also exploits the case in which more special automorphisms exist
than the (−1) automorphism. Their conjectures and results are mainly generalizing
Corollary 4.1.

2 Torsion forms

Letπ : E1,0 → B denote a d-dimensional holomorphic vector bundle over a complex
manifold. Let � be a lattice subbundle of the underlying real vector bundle E

1,0
R

of
rank 2d . Thus the quotient bundle M := E1,0/�→ B is a holomorphic fibration by
tori Z. Let

�∗ := {µ ∈ (E
1,0
R

)∗ | µ(λ) ∈ 2πZ for all λ ∈ �}
denote the dual lattice bundle. Assume that E1,0 is equipped with an Hermitian metric
such that the volume of the fibers is constant. Any polarization induces such a metric.

Let NV be the number operator acting on �(Z,�qT ∗0,1Z) by multiplica-
tion with q. Let Trs denote the supertrace with respect to the Z/2Z-grading on
�T ∗B ⊗End(�T ∗0,1Z). Let φ denote the map acting on �2pT ∗B as multiplication
by (2πi)−p. We write Ã(B) for Ã(B) := ⊕

p≥0(A
p,p(B)/(Im ∂ + Im ∂)), where

Ap,p(B) denotes the C∞ differential forms of type (p, p) on B. We shall denote a
vector bundle F together with an Hermitian metric h by F . Then chg(F ) shall denote
the Chern–Weil representative of the equivariant Chern character associated to the
restriction of (F, h) to the fixed-point subvariety. Recall (see, e.g., [B3]) also that
Tdg(F ) is the differential form

Tdg(F ) := ctop(F
g)∑

k≥0(−1)k chg(�kF )
.

In [K1, Section 3], a superconnection At acting on the infinite-dimensional vector
bundle �(Z,�T ∗0,1Z) over B has been introduced, depending on t ∈ R+. For a
fiberwise acting holomorphic isometry g the limit

lim
t→∞φ Trs g

∗NHe−A2
t =: ω∞

exists and is given by the respective trace restricted to the cohomology of the fibers.
The equivariant analytic torsion form Tg(π,OM) ∈ Ã(B) was defined there as the
derivative at zero of the zeta function with values in differential forms on B given by

− 1

�(s)

∫ ∞

0
(φ Trs g

∗NHe−A2
t − ω∞)ts−1dt

for Re s > d .
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Theorem 2.1. Let an isometryg act fiberwise with isolated fixed points on the fibration
by tori π : M → B. Then the equivariant torsion form Tg(π,OM) vanishes.

Proof. Let fµ : M → C denote the function eiµ for µ ∈ �∗. As is shown in [K1,
Section 5], the operator A2

t acts diagonally with respect to the Hilbert space decom-
position

�(Z,�T ∗0,1Z) =
⊕
µ∈�∗

�E∗0,1 ⊗ {fµ}.

As in [KR4, Lemma 4.1] the induced action by g maps a function fµ to a multiple
of itself if and only if µ = 0 because g acts fixed point free on E1,0 outside the
zero section. In that case, fµ represent an element in the cohomology. Thus the zeta
function defining the torsion vanishes. ��
Remark. As in [KR4, Lemma 4.1], the same proof shows the vanishing of the equiv-
ariant torsion form Tg(π,L) for coefficients in a g-equivariant line bundle L with
vanishing first Chern class.

We shall also need the following result of [K1] for the nonequivariant torsion
form T (π,OM) := Tid(π,OM): Assume for simplicity that π is Kähler. Consider
for Re s < 0 the zeta function with values in (d − 1, d − 1)-forms on B,

Z(s) := �(2d − s − 1) vol(M)

�(s)(d − 1)!
∑

λ∈�\{0}

(
∂∂

4πi
‖λ1,0‖2

)∧(d−1)

(‖λ1,0‖2)s+1−2d ,

where λ1,0 denotes a lattice section in E1,0. (In [K1] the volume is equal to 1.) Then
the limit γ := lims→0− Z′(0) exists and it transgresses the Chern–Weil form cd(E0,1)

representing the Euler class cd(E
0,1),

∂∂

2πi
γ = cd(E0,1).

In [K1, Theorem 4.1], the torsion form is shown to equal

T (π,OM) = γ

Td(E0,1)

in Ã(B). The differential form γ was intensively studied in [K1].

3 Abelian schemes and the fixed-point formula

We shall use the Arakelov geometric concepts and notation of [SABK] and [KR1]. In
this article, we shall only give a brief introduction to Arakelov geometry, and we refer
to [SABK] for details. Let D be a regular arithmetic ring, i.e., a regular, excellent,
Noetherian integral ring, together with a finite set S of ring monomorphisms of
D → C, invariant under complex conjugation. We shall denote by G := µn the
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diagonalizable group scheme over D associated to Z/nZ. We choose once and for
all a primitive nth root of unity ζn ∈ C. Let f : Y → SpecD be an equivariant
arithmetic variety, i.e., a regular integral scheme, endowed with aµn-projective action
over SpecD. The groups of nth roots of unity acts on the d-dimensional manifold
Y (C) by holomorphic automorphisms and we shall write g for the automorphism
corresponding to ζn.

We write f µn for the map Yµn → SpecD induced by f on the fixed-point
subvariety. Complex conjugation induces an antiholomorphic automorphism of Y (C)

and Yµn(C), both of which we denote by F∞. The space Ã(Y ) is the sum over p

of the subspaces of Ãp,p(Y (C)) of classes of differential (p, p)-forms ω such that
F ∗∞ω = (−1)pω. Let Dp,p(Y (C)) denote similarly the F∞-equivariant currents as
duals of differential forms of type (d − p, d − p). It contains in particular the Dirac
currents δZ(C) of p-codimensional subvarieties Z of Y .

Gillet–Soulé’s arithmetic Chow ring ĈH∗(Y ) is the quotient of the Z-module
generated by pairs (Z, gZ) with Z an arithmetic subvariety of codimension p,

gZ ∈ Dp−1,p−1(Y (C)) with ∂∂
2πi

gZ + δZ(C) being a smooth differential form by
the submodule generated by the pairs (div f,− log ‖f ‖2) for rational functions f on
Y . Let CH∗(Y ) denote the classical Chow ring. Then there is an exact sequence, in
any degree p,

CHp,p−1(Y )
ρ−→ Ãp−1,p−1(Y )

a−→ ĈHp(Y )
ζ−→ CHp(Y ) −→ 0. (2)

For Hermitian vector bundles E on Y , Gillet and Soulé defined arithmetic Chern
classes ĉp(E) ∈ ĈHp(Y )Q.

By “product of Chern classes,’’ we shall understand in this article any product of
at least two equal or nonequal Chern classes of degree greater than 0 of a given vector
bundle.

Lemma 3.1. Let

φ̂ =
∞∑
j=0

aj ĉj + products of Chern classes

denote an arithmetic characteristic class with aj ∈ Q and aj �= 0 for j > 0. Assume
that for a vector bundle F on an arithmetic variety Y , we have φ̂(F ) = m + a(β),

where β is a differential form on Y (C) with ∂∂β = 0 and m ∈ ĈH0(Y )Q. Then

∞∑
j=0

aj ĉj (F ) = m+ a(β).

Proof. We use induction. For the term in ĈH0(Y )Q, the formula is clear. Assume now
for k ∈ N0 that

k∑
j=0

aj ĉj (F ) = m+
k∑

j=0

a(β)[j ].
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Then ĉj (F ) ∈ a(ker ∂∂) for 1 ≤ j ≤ k, thus products of these ĉj s vanish by [SABK,
Remark III.2.3.1]. Thus the term of degree k + 1 of φ̂(F ) equals ak+1ĉk+1(F ). ��

We define arithmetic Pontrjagin classes p̂j ∈ ĈH2j of arithmetic vector bundles
by the relation

∞∑
j=0

(−z2)j p̂j := (

∞∑
j=0

zj ĉj )(

∞∑
j=0

(−z)j ĉj ).

Thus,

p̂j (F ) = (−1)j ĉ2j (F ⊕ F ∗) = ĉ2
j (F )+ 2

j∑
l=1

(−1)l ĉj+l (F )̂cj−l (F )

for an arithmetic vector bundle F (compare [MiS, Section 15]). Similarly to the
construction of Chern classes via the elementary symmetric polynomials, the Pon-
trjagin classes can be constructed using the elementary symmetric polynomials in
the squares of the variables. Thus many formulae for Chern classes have an easily
deduced analogue for Pontrjagin classes. In particular, Lemma 3.1 holds with Chern
classes replaced by Pontrjagin classes.

Now let Y , B be µn-equivariant arithmetic varieties over some fixed arithmetic
ring D and let π : Y → B be a map over D, which is flat, µn-projective, and smooth
over the complex numbers. Fix a µn(C)-invariant Kähler metric on Y (C). We recall
[KR1, Definition 4.1] extending the definition of Gillet–Soulé’s arithmetic K0-theory
to the equivariant setting: Let c̃hg(E) be an equivariant Bott–Chern secondary class as
introduced in [KR1, Theorem 3.4]. The arithmetic equivariant Grothendieck group
K̂µn(Y ) of Y is the sum of the abelian group Ã(Yµn) and the free abelian group
generated by the equivariant isometry classes of Hermitian vector bundles, together
with the following relations: For every short exact sequence E : 0 → E′ → E →
E′′ → 0 and any equivariant metrics on E, E′, and E′′, we have the relation c̃hg(E) =
E′ − E + E′′ in K̂µn(Y ). We remark that K̂µn(Y ) has a natural ring structure. We
denote the canonical map Ã(Yµn) → K̂µn(Y ) by a; the canonical trivial Hermitian
line bundle O shall often be denoted by 1.

If E is a π -acyclic (meaning that Rkπ∗E = 0 if k > 0) µn-equivariant Hermitian
bundle on Y , let π∗E be the direct image sheaf (which is locally free), endowed with
its natural equivariant structure and L2-metric. Consider the rule which associates
the element π∗E − Tg(π,E) of K̂

µn

0 (B) to every π -acyclic equivariant Hermitian
bundle E and the element∫

Y (C)g/B(C)g

Tdg(T π)η ∈ Ã(Bµn)

to every η ∈ Ã(Yµn). This rule induces a group homomorphism π! : K̂µn

0 (Y ) →
K̂

µn

0 (B) [KR2, Proposition 3.1].
Let R be a ring as appearing in the statement of [KR1, Theorem 4.4] (in the

cases considered in this paper, we can choose R = D[1/2]) and let R(µn) be the
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Grothendieck group of finitely generated projective µn-comodules. Let λ−1(E) de-
note the alternating sum

∑
k(−1)k�kE of a vector bundle E. Consider the zeta

function L(α, s) =∑∞
k=1 k

−sαk for Re s > 1, |α| = 1. It has a meromorphic contin-
uation to s ∈ C, which shall be denoted by L, too. Then L(−1, s) = (21−s − 1)ζ(s)
and the function

R̃(α, x) :=
∞∑
k=0

⎛⎝∂L

∂s
(α,−k)+ L(α,−k)

k∑
j=1

1

2j

⎞⎠ xk

k!

defines the Bismut equivariantR-class of an equivariant holomorphic hermitian vector
bundle E with E|Xg =

∑
ζ Eζ as

Rg(E) :=
∑
ζ∈S1

(
Tr R̃

(
ζ,−�Eζ

2πi

)
− Tr R̃

(
1/ζ,

�Eζ

2πi

))
.

The following result was stated as a conjecture in [KR2, Conjecture 3.2].

Conjecture 3.2. Set

td(π) :=
λ−1(π

∗N∗B/Bµn
)

λ−1(N
∗
Y/Yµn

)
(1− a(Rg(NY/Yµn

))+ a(Rg(π
∗NB/Bµn

))).

Then the following diagram commutes:

K̂
µn

0 (Y )
td(π)ρ′−→ K̂

µn

0 (Yµn)⊗R(µn) R⏐⏐ π!
⏐⏐ π

µn

!
K̂

µn

0 (B)
ρ′−→ K̂

µn

0 (Bµn)⊗R(µn) R,

where ρ′ denotes the restriction to the fixed-point subscheme.

As this result is not the main aim of this paper, we only outline the proof; details
shall appear elsewhere.

Sketch of the proof. As explained in [KR2, Conjecture 3.2] the proof of the main
statement of [KR1] was already written with this general result in mind and it holds
without any major change for this situation, when using the generalization of Bismut’s
equivariant immersion formula for the holomorphic torsion [KR1, Theorem 3.11] to
torsion forms. The latter has now been established by Bismut and Ma [BM]. The
proof in [KR1] holds when using [BM] instead of [KR1, Theorem 3.11] and [KR2,
Proposition 3.1] instead of [KR1, Proposition 4.3].

Also one has to replace in Sections 5, 6.1, and 6.2 the integrals over Yg , Xg , etc.
by integrals over Yg/Bg , Xg/Bg , while replacing the maps occurring there by corre-
sponding relative versions. As direct images can occur as non-locally-free coherent
sheaves, one has to consider at some steps suitable resolutions of vector bundles such
that the higher direct images of the vector bundles in this resolution are locally free
as, e.g., on [Fal, p. 74]. ��
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Let f : B → SpecD denote a quasi-projective arithmetic variety and let
π : Y → B denote a principally polarized abelian scheme of relative dimension
d. For simplicity, we assume that the volume of the fibers over C is scaled to equal 1;
it would be 2d for the metric induced from the polarization. We shall explain the effect
of rescaling the metric later (after Theorem 5.1). Set E := (R1π∗O, ‖ · ‖L2)∗. This
bundle E = Lie(Y/B)∗ is the Hodge bundle. Then by [BBM, Proposition 2.5.2], the
full direct image of O under π is given by R•π∗O = �•E∗ and the relative tangent
bundle is given by T π = π∗E∗. By similarly representing the cohomology of the
fibers Y/B by translation-invariant differential forms, one shows that these isomor-
phisms induce isometries if and only if the volume of the fibers equals 1 (e.g., as in
[K1, Lemma 3.0]); thus

R•π∗O = �•E∗ (3)

and
T π = π∗E∗. (4)

See also [FC, Theorem VI.1.1], where these properties are extended to toroidal com-
pactifications. For an action of G = µn on Y Conjecture 3.2 combined with the
arithmetic Grothendieck–Riemann–Roch theorem in all degrees for πG states (anal-
ogous to [KR1, Section 7.4]).

Theorem 3.3.

ĉhG(R•π∗O)− a(Tg(πC,O)) = πG∗ (T̂dG(T π)(1− a(Rg(T πC)))).

As in [KR1], G = µn is used as the index for equivariant arithmetic classes, while
the chosen associated automorphism g over the points at infinity is used for objects
defined there. We shall mainly consider the case where πG is actually a smooth
covering, Riemannian over C; thus the statement of the arithmetic Grothendieck–
Riemann–Roch is, in fact, very simple in this case. We obtain the equation

ĉhG(�•E∗)− a(Tg(πC,O)) = πG∗ (T̂dG(π∗E∗)(1− a(Rg(π
∗E∗C)))).

Using the equation

ĉhG(�•E∗) = ĉtop(E
G)

T̂dG(E)

this simplifies to

ĉtop(E
G)

T̂dG(E)
− a(Tg(πC,O)) = T̂dG(E∗)(1− a(Rg(E

∗
C)))πG∗ π∗1,

or, using that a(ker ∂̄∂) is an ideal of square zero,

ĉtop(E
G)(1+ a(Rg(E

∗
C)))− a(Tg(πC,O)Tdg(EC)) = T̂dG(E) T̂dG(E∗)πG∗ π∗1.

(5)

Remarks. 1. If G acts fiberwise with isolated fixed points (over C), by Theorem 2.1
the left-hand side of equation (5) is an element of ĈH0(B)Q(ζn) + a(ker ∂∂). Set for
an equivariant bundle F in analogy to the classical Â-class
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Âg(F ) := Tdg(F ) exp

(
−c1(F )+ chg(F )[0]

2

)
, (6)

and let ̂̂AG denote the corresponding arithmetic class (an unfortunate clash of no-
tations); in particular Âg(F

∗) = (−1)rk(F/FG)Âg(F ). For isolated fixed points, by
comparing the components in degree 0 in equation (5), one obtains

πG∗ π∗1 = (−1)d(Âg(E)[0])−2,

and thus by Theorem 2.1,

1+ a(Rg(E
∗
C)) =

( ̂̂AG(E)

Âg(E)[0]

)2

. (7)

(compare [KR4, Proposition 5.1]). Both sides can be regarded as products over the
occurring eigenvalues of g of characteristic classes of the corresponding bundles Eζ .
One can wonder whether the equality holds for the single factors, similar to [KR4].
Related work is announced by Maillot and Roessler in [MR].

2. IfG(C) does not act with isolated fixed points, then the right-hand side vanishes,
ctop(E

G) vanishes and we find

ĉtop(E
G) = a(Tg(πC,O)Tdg(EC)). (8)

As was mentioned in [K1, equation (7.8)], one finds, in particular,

ĉd (E) = a(γ ). (9)

For this statement, we need Gillet–Soulé’s arithmetic Grothendieck–Riemann–Roch
[GS8] in all degrees, while the above statements use this theorem only in degree 0.
The full result was stated in [S, Section 4]; a proof of an analogue statement is given
in [R2, Section 8]. Another proof was sketched in [Fal] using a possibly different
direct image. If one wants to avoid the use of this strong result, one can at least show
the existence of some (d − 1, d − 1) differential form γ ′ with ĉd (E) = a(γ ′) the
following way: The analogue proof of equation (9) in the classical algebraic Chow
ring CH∗(B) using the classical Riemann–Roch–Grothendieck Theorem shows the
vanishing of cd(E). Thus by the exact sequence

Ãd−1,d−1(B)
a−→ ĈHd(B)

ζ−→ CHd(B) −→ 0

we see that (9) holds with some form γ ′.

Now we restrict ourself to the action of the automorphism (−1). We need to
assume that this automorphism corresponds to a µ2-action. This condition can always
be satisfied by changing the base Spec D to Spec D[ 1

2 ] (see [KR1, Introduction] or
[KR4, Section 2]).
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Theorem 3.4. Let π : Y → B denote a principally polarized abelian scheme of
relative dimension d over an arithmetic variety B. Set E := (R1π∗O, ‖ · ‖L2)∗. Then
the Pontrjagin classes of E are given by

p̂k(E) = (−1)k

⎛⎝2ζ ′(1− 2k)

ζ(1− 2k)
+

2k−1∑
j=1

1

j
− 2 log 2

1− 4−k

⎞⎠ (2k − 1)!a(ch(E)[2k−1]).

(10)

The log 2-term actually vanishes in the arithmetic Chow ring over SpecD[1/2].
Remark. The occurrence of R-class-like terms in Theorem 3.4 makes it very unlikely
that there is an easy proof of this result which does not use arithmetic Riemann–Roch
Theorems. This is in sharp contrast to the classical case over C, where the analogues
formulae are a trivial topological result: The underlying real vector bundle of EC is
flat, as the period lattice determines a flat structure. Thus the topological Pontrjagin
classes pj (EC) vanish.

Proof. Let Q(z) denote the power series in z given by the Taylor expansion of

4(1+ e−z)−1(1+ ez)−1 = 1

cosh2 z
2

at z = 0. Let Q̂ denote the associated multiplicative arithmetic characteristic class.
Thus by definition for G = µ2,

4d T̂dG(E) T̂dG(E∗) = Q̂(E)

and Q̂ can be represented by Pontrjagin classes, as the power series Q is even. Now
we can apply Lemma 3.1 for Pontrjagin classes to equation (5) of equation (7). By
a formula by Cauchy [Hi3, Section 1, equation (10)], the summand of Q̂ consisting
only of single Pontrjagin classes is given by taking the Taylor series in z at z = 0 of

Q(
√−z)

d

dz

z

Q(
√−z)

=
d
dz

(z cosh2
√−z

2 )

cosh2
√−z

2

= 1+
√−z

2
tanh

√−z

2
(11)

and replacing every power zj by p̂j . The bundle EG is trivial, hence ĉtop(E
G) = 1.

Thus by equation (5) with πG∗ π∗1 = 4d , we obtain

∞∑
k=1

(4k − 1)(−1)k+1

(2k − 1)! ζ(1− 2k)p̂k(E) = −a(Rg(EC)).

The function R̃(α, x) by which the Bismut equivariant R-class is constructed satisfies
for α = −1 the relation

R̃(−1, x)− R̃(−1,−x) =
∞∑
k=1

⎡⎣(4k − 1)

⎛⎝2ζ ′(1− 2k)+ ζ(1− 2k)
2k−1∑
j=1

1

j

⎞⎠
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− 2 log 2 · 4kζ(1− 2k)

⎤⎦ · x2k−1

(2k − 1)! . (12)

Thus we finally obtain the desired result. ��
The first Pontrjagin classes are given by

p̂1 = −2̂c2+ ĉ2
1, p̂2 = 2̂c4− 2̂c3ĉ1+ ĉ2

2, p̂3 = −2̂c6+ 2̂c5ĉ1− 2̂c4ĉ2+ ĉ2
3.

In general, p̂k = (−1)k 2̂c2k+products of Chern classes. Thus knowing the Pontrjagin
classes allows us to express the Chern classes of even degree by the Chern classes of
odd degree.

Corollary 3.5. The Chern–Weil form representing the total Pontrjagin class vanishes
(except in degree 0):

c(E ⊕ E∗) = 1, i.e., det(1+ (�E)∧2) = 1

for the curvature �E of the Hodge bundle. The Pontrjagin classes in the algebraic
Chow ring CH(B) vanish:

c(E ⊕ E∗) = 1.

Proof. These facts follow from applying the forget-functors ω : ĈH(B)→ A(B(C))

and ζ : ĈH(B)→ CH(B). ��
The first fact can also be deduced by “linear algebra,’’ e.g., using the Mathai–

Quillen calculus, but it is not that easy. The second statement was obtained in [G,
Theorem 2.5] using the nonequivariant Grothendieck–Riemann–Roch theorem and
the geometry of theta divisors.

4 A K-theoretical proof

The Pontrjagin classes form one set of generators of the algebra of even classes;
another important set of generators is given by (2k)! times the Chern character in
even degrees 2k. We give the value of these classes below. Let U denote the additive
characteristic class associated to the power series

U(x) :=
∞∑
k=1

⎛⎝ζ ′(1− 2k)

ζ(1− 2k)
+

2k−1∑
j=1

1

2j
− log 2

1− 4−k

⎞⎠ x2k−1

(2k − 1)!

and let d again denote the relative dimension of the abelian scheme.

Corollary 4.1. The part of ĉh(E) in ĈHeven(B)Q is given by the formula

ĉh(E)[even] = d − a(U(E)).
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Proof. The part of ĉh(E) of even degree equals

ĉh(E)[even] = 1

2
ĉh(E ⊕ E∗),

thus it can be expressed by Pontrjagin classes. More precisely, by Newton’s formulae
[Hi3, Section 10.1],

(2k)! ĉh[2k] −p̂1 · (2k − 2)! ĉh[2k−2] + · · · + (−1)k−1p̂k−12! ĉh[2] = (−1)k+1kp̂k

for k ∈ N. As products of the arithmetic Pontrjagin classes vanish in ĈH(Y )Q by
Lemma 3.4, we thus observe that the part of ĉh(E) in ĈHeven(Y )Q is given by

ĉh(E)[even] = d +
∑
k>0

(−1)k+1p̂k(E)

2(2k − 1)! .

Thus the result follows from Lemma 3.4. ��
As Harry Tamvakis pointed out to the author, a similar argument is used in [T,

Section 2] and its predecessors.
Now we show how to deduce Corollary 4.1 (and thus the equivalent Theorem 3.4)

using only Conjecture 3.2 without combining it with the arithmetic Grothendieck–
Riemann–Roch Theorem as in Theorem 3.3. Of course the structure of the proof shall
not be too different as the Grothendieck–Riemann–Roch Theorem was very simple
in this case; but the following proof is quite instructive as it provides a different point
of view on the resulting characteristic classes. We shall use the λ-ring structure on K̂

constructed in [R1].
Conjecture 3.2 applied to the abelian scheme π : Y → B provides the formula

π!O = π
µ2
!

1− a(Rg(NY/Yµn
))

λ−1(N
∗
Y/Yµn

)
.

In our situation, NY/Yµn
= T π . Combining this with the fundamental equations (3),

(4) and Theorem 2.1 yields

λ−1E
∗ = π

µ2
! π∗

1− a(Rg(E
∗))

λ−1E
,

and using the projection formula, we find

λ−1E ⊕ E∗ = 4d(1− a(Rg(E
∗))).

Let E′ denote the vector bundle E equipped with the trivial µ2-action. Now one can
deduce from this that E′ ⊕ E′∗ itself has the form 2d + a(η) with a ∂̄∂-closed form
η: Apply the Chern character to both sides. Then use equation (11) and Lemma 3.1
to deduce by induction that all Chern classes of E′ ⊕ E′∗ are in a(ker ∂̄∂). Thus
using the fact that the arithmetic Chern character is an isomorphism up to torsion
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[GS3, Theorem 7.3.4] E′ ⊕ E′∗ = 2d + a(η) with a(η) having even degrees, and
E ⊕ E∗ = (2d + a(η))⊗ (−1) in K̂µ2(B)Q. One could use the γ -filtration instead
to deduce this result; it would be interesting to find a proof which does not use any
filtration.

For a β ∈ Ãp,p(B), the action of the λ-operators can be determined as follows:
The action of the kth Adams operator is given by ψka(β) = kp+1a(β) [GS3, p. 235].
Then with ψt := ∑

k>0 t
kψk , λt := ∑

k≥0 t
kλk the Adams operators are related to

the λ-operators via

ψt(x) = −t
d

dt
log λ−t (x)

for x ∈ K̂µn(B). As ψt(a(β)) = Li−1−p(t)a(β) with the polylogarithm Li, we find,
for β ∈ ker ∂̄∂ ,

λt (a(β)) = 1− Li−p(−t)a(β)

or λka(β) = −(−1)kkpa(β) (Li−p(
t

t−1 ) is actually a polynomial in t ; in this
context this can be regarded as a relation coming from the γ -filtration). In par-
ticular, λ−1a(β) = 1 − ζ(−p)a(β), and λ−1(a(β) ⊗ (−1)) = λ1a(β) ⊗ 1 =
(1+ (1− 2p+1)ζ(−p)a(β))⊗ 1 in K̂µ2 ⊗Rµ2

C.
By comparing

λ−1(a(η)⊗ (−1)) = a

(∑
k>0

ζ(1− 2k)(1− 4k)η[2k−1]
)
⊗ 1 = a(R−1(E

∗))⊗ 1,

we finally derive a(η) = a(−2U(E)) and thus

E′ ⊕ E′∗ = 2d − 2a(U(E)).

In other words, the Hermitian vector bundle E′ ⊕ E′∗ equals the 2d-dimensional
trivial bundle plus the class of differential forms given by U(E) in K̂µ2 ⊗Rµ2

C.
From this Corollary 4.1 follows.

5 A Hirzebruch proportionality principle and other applications

The following formula can be used to express the height of complete subvarieties of
codimension d of the moduli space of abelian varieties as an integral over differential
forms.

Theorem 5.1. There is a real number rd ∈ R and a Chern–Weil form φ(E) on BC of
degree (d − 1)(d − 2)/2 such that

ĉ
1+d(d−1)/2
1 (E) = a(rd · cd(d−1)/2

1 (E)+ φ(E)γ ).

The form φ(E) is actually a polynomial with integral coefficients in the Chern
forms of E. See Corollary 5.6 for a formula for rd .

Proof. Consider the graded ring Rd given by Q[u1, . . . , ud ] divided by the relations
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d−1∑
j=1

uj

⎞⎠⎛⎝1+
d−1∑
j=1

(−1)juj

⎞⎠ = 1 and ud = 0, (13)

where uj shall have degree j (1 ≤ j ≤ d). This ring is finite dimensional as a vector
space over Q with basis

uj1 · · · ujm, 1 ≤ j1 < · · · < jm < d, 1 ≤ m < d.

In particular, any element of Rd has degree ≤ d(d−1)
2 . As the relation (13) is verified

for uj = ĉj (E) up to multiples of the Pontrjagin classes and ĉd (E), any polynomial
in the ĉj (E)s can be expressed in terms of the p̂j (E)s and ĉd (E) if the corresponding
polynomial in the uj s vanishes in Rd .

Thus we can express ĉ
1+d(d−1)/2
1 (E) as the image under a of a topological char-

acteristic class of degree d(d − 1)/2 plus γ times a Chern–Weil form of degree
(d − 1)(d − 2)/2. As any element of degree d(d − 1)/2 in Rd is proportional to
u
d(d−1)/2
1 , the theorem follows. ��

Any other arithmetic characteristic class of E vanishing in Rd can be expressed
in a similar way.

Example 5.2. We shall compute ĉ
1+d(d−1)/2
1 (E) explicitly for small d . Define topo-

logical cohomology classes rj by p̂j (E) = a(rj ) via Theorem 3.4. For d = 1,
clearly

ĉ1(E) = a(γ ).

In the case d = 2, we find by the formula for p̂1,

ĉ2
1(E) = a(r1 + 2γ ) = a

[(
−1+ 8

3
log 2+ 24ζ ′(−1)

)
c1(E)+ 2γ

]
.

Combining the formulae for the first two Pontrjagin classes, we get

p̂2 = 2̂c4 − 2̂c3ĉ1 + 1

4
ĉ4

1 −
1

2
ĉ2

1p̂1 + 1

4
p̂2

1.

Thus for d = 3 we find, using c3(E) = 0 and c2
1(E) = 2c2(E),

ĉ4
1(E) = a(2c2

1(E)r1 + 4r2 + 8c1(E)γ )

= a

[(
−17

3
+ 48

5
log 2+ 48ζ ′(−1)− 480ζ ′(−3)

)
c3

1(E)+ 8c1(E)γ

]
.

For d = 4 one obtains

ĉ7
1(E) = a[64c2(E)c3(E)r1 − (8c1(E)c2(E)+ 32c3(E))r2 + 64c1(E)r3

+ 16(7c1(E)c2(E)− 4c3(E))γ ].
As in this case ch(E)[1] = c1(E), 3! ch(E)[3] = −c3

1(E)/2 + 3c3(E), and
5! ch(E)[5] = c5

1(E)/16, we find
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ĉ7
1(E) = a

[(
−1063

60
+ 1520

63
log 2+ 96ζ ′(−1)− 600ζ ′(−3)+ 2016ζ ′(−5)

)
c5

1(E)

+ 16(7c1(E)c2(E)− 4c3(E))γ

]
.

For d = 5 one gets

ĉ11
1 (E) = a

[
2816γ c2(3c1c3 − 8c4)+ c10

1

(
−104611

2520
+ 113632

2295
log(2)

− 3280ζ ′(−7)+ 2352ζ ′(−5)− 760ζ ′(−3)+ 176ζ ′(−1)

)]
,

and for d = 6

ĉ16
1 (E) = a

[
425984γ (11c1c2c3c4 − 91c2c3c5)+ 40c1c4c5)

+ c15
1

(
−3684242

45045
+ 3321026752

37303695
log(2)+ 36096

13
ζ ′(−9)

− 526080

143
ζ ′(−7)+ 395136

143
ζ ′(−5)− 136320

143
ζ ′(−3)

+ 3264

11
ζ ′(−1)

)]
.

Remark. We shall shortly describe the effect of rescaling the metric for the charac-
teristic classes described above. By the multiplicativity of the Chern character and
using ĉh(O, α| · |2) = 1− a(log α), ĉh(E) changes by

log α · a(ch(E))

when multiplying the metric on E∗ by a constant α ∈ R+ (or with a function α ∈
C∞(B(C),R+)). Thus we observe that in our case ĉh(E)[odd] is invariant under
rescaling on E∗, and we get an additional term

log α · a(ch(E)[odd])

on the right-hand side in Corollary 4.1, when the volume of the fibers equals αd

instead of 1. Thus the right-hand side of Theorem 3.4 gets an additional term

(−1)k+1 log α

2(2k − 1)! a(ch(E)[2k−1]).

Similarly,
ĉd (E) = a(γ )+ log α · a(cd−1(E))

for the rescaled metric. In Theorem 5.1, we obtain an additional

log α · a
(
d(d − 1)+ 2

2
· cd(d−1)/2

1 (E)

)
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on the right-hand side, and this shows

φ(E)cd−1(E) = d(d − 1)+ 2

2
c
d(d−1)/2
1 (E). (14)

Alternatively, one can show the same formulae by investigating directly the Bott–
Chern secondary class of Rπ∗O for the metric change.

Assume that the base space Spec D equals Spec OK [ 1
2 ] for a number field K . We

consider the pushforward map

d̂eg : ĈH(B) −→ ĈH1
(

Spec

(
OK

[
1

2

]))
−→ ĈH1

(
Spec

(
Z
[

1

2

]))
∼= R/(Q log 2),

where the last identification contains the traditional factor 1
2 .

As Keel and Sadun [KS] have shown by proving a conjecture by Oort, the moduli
space of principally polarized complex abelian varieties does not have any projective
subvarieties of codimension d , if d ≥ 3. Thus the following two corollaries have a
nonempty content only for d = 2. Still it is likely that they serve as models for similar
results for nonprojective subvarieties in an extended Arakelov geometry in the spirit
of [BKK]. For that reason, we state them together with the short proof.

Using the definition

h(B) := 1

[K : Q] d̂eg ĉ
1+dim BC

1 (E|B)

of the global height (thus defined modulo rational multiples of log 2 in this case) of
a projective arithmetic variety, we find the following.

Corollary 5.3. If dim BC = d(d−1)
2 and B is projective, then the (global) height of

B with respect to det E is given by

h(B) = rd

2
· deg B + 1

2

∫
BC

φ(E)γ,

with deg denoting the algebraic degree.

Let α(E,�,ωE) ∈∧∗
T ∗B be a differential form associated to bundles of prin-

cipally polarized abelian varieties (E,�,ωE) (with Hodge bundle E, lattice � and
polarization form ωE) in a functorial way: If f : B ′′ → B is a holomorphic map
and (f ∗E, f ∗�, f ∗ωE) the induced bundle over B ′′, then α(f ∗E, f ∗�, f ∗ωE) =
f ∗α(E,�,ωE); in other words, α shall be a modular form. Choose an open cover
(Ui) of B such that the bundle trivializes over Ui . To define the Hecke operator T (p)

for p prime, associated to the group Sp(n,Z), consider on Ui the set L(p) of all
maximal sublattices �′ ⊂ �|Ui

such that ωE takes values in pZ on �′. The sums
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T (p)α(E,�,ωE)|Ui
:=

∑
�′∈L(p)

α

(
E,�′, ω

E

p

)

patch together to a globally defined differential form on B. Note that the set L(p) may
be identified with the set of all maximal isotropic subspaces (Lagrangians) �′/p� of
the symplectic vector space (�/p�,ωE) over Fp.

Let B ′ be a disjoint union of abelian schemes with one connected component for
each �′ ∈ L(p) such that the Hodge bundle over each connected component over
Spec C is isomorphic to the Hodge bundle E(C) over B(C), but the period lattice and
polarization form are given by �′ and ωE/p.

Corollary 5.4. For B as in Corollary 5.3, set h′(B) := h(B)
(dim BC+1) deg B

. The height

of B and B ′ are related by

h′(B ′) = h′(B)+ pd − 1

pd + 1
· log p

2
.

Proof. For this proof we need that γ is indeed the form determined by the arithmetic
Riemann–Roch Theorem in all degrees (compare equation (9)). The action of Hecke
operators on γ was investigated in [K1, Section 7]. In particular, it was shown that

T (p)γ =
d∏

j=1

(pj + 1)

(
γ + pd − 1

pd + 1
log p · cd−1(E)

)
.

The action of Hecke operators commutes with multiplication by a characteristic class,
as the latter are independent of the period lattice in E. Thus by Corollary 5.3 the height
of B ′ is given by

h(B ′)

=
d∏

j=1

(pj + 1)

(
rd

2
· deg BC + 1

2

∫
BC

φ(E)γ + pd − 1

pd + 1

log p

2

∫
BC

φ(E)cd−1(E)

)
.

Combining this with equation (14) gives the result. ��
Similarly, one obtains a formula for the action of any other Hecke operator using

the explicit description of its action on γ in [K1, equation (7.4)].
The choice of B ′ is modeled after the action of the Hecke operator T (p) on

the intersection cohomology on moduli of abelian varieties, as described in [FC,
Chapter VII.3], where B should be regarded as a subvariety of the moduli space and
B ′ as representing its image under T (p) in the intersection cohomology. This action
is only defined over Spec Z[1/p] though. As ĈH1(Spec Z[1/p]) = R/(Q · log p),
the additional term in the above formula would disappear for this base.

Now we are going to formulate an Arakelov version of Hirzebruch’s proportion-
ality principle. In [Hi2, p. 773] it is stated as follows: Let G/K be a noncompact
irreducible Hermitian symmetric space with compact dual G′/K and let � ⊂ G be
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a cocompact subgroup such that �\G/K is a smooth manifold. Then there is a ring
monomorphism

h : H ∗(G′/K,Q)→ H ∗(�\G/K,Q)

such that h(c(TG′/K)) = c(TG/K) (and similar for other bundles F ′, F corre-
sponding to K-representation V ′, V dual to each other). This implies in particular
that Chern numbers on G′/K and �\G/K are proportional [Hi1, p. 345]. Now in
our case think for the moment about B as the moduli space of principally polarized
abelian varieties of dimension d . Its projective dual is the Lagrangian Grassman-
nian Ld over Spec Z parametrizing maximal isotropic subspaces in symplectic vector
spaces of dimension 2d over any field, Ld(C) = Sp(d)/U(d). But as the moduli
space is a noncompact quotient, the proportionality principle must be altered slightly
by considering Chow rings modulo certain ideals corresponding to boundary compo-
nents in a suitable compactification. For that reason, we consider the Arakelov Chow
group CH∗(Ld−1) with respect to the canonical Kähler metric on Ld−1, which is the
quotient of CH∗(Ld) modulo the ideal (̂cd(S), a(cd(S))) with S being the tautolog-
ical bundle on Ld , and we map it to ĈH∗(B)/(a(γ )). Here Ld−1 shall be equipped
with the canonical symmetric metric. For the Hermitian symmetric space Ld−1, the
Arakelov Chow ring is a subring of the arithmetic Chow ring ĈH(Ld−1) [GS2, 5.1.5]
such that the quotient abelian group depends only on Ld−1(C). Instead of dealing
with the moduli space, we continue to work with a general regular base B.

The Arakelov Chow ring CH∗(Ld−1) has been investigated by Tamvakis in [T].
Consider the graded commutative ring

Z[̂u1, . . . , ûd−1] ⊕ R[u1, . . . , ud−1]
where the ring structure is such that R[u1, . . . , ud−1] is an ideal of square zero. Let
R̂d denote the quotient of this ring by the relations⎛⎝1+

d−1∑
j=1

uj

⎞⎠⎛⎝1+
d−1∑
j=1

(−1)juj

⎞⎠ = 1

and (
1+

d−1∑
k=1

ûk

)(
1+

d−1∑
k=1

(−1)kûk

)

= 1−
d−1∑
k=1

⎛⎝2k−1∑
j=1

1

j

⎞⎠ (2k − 1)! ch[2k−1](u1, . . . , ud−1), (15)

where ch(u1, . . . , ud−1) denotes the Chern character polynomial in the Chern classes,
taken ofu1, . . . , ud−1. Then by [T, Theorem 1], there is a ring isomorphism : R̂d →
CH∗(Ld−1) with (̂uk) = ĉk(S

∗) and (uk) = a(ck(S
∗)). The Chern character term

in (15), which strictly speaking should be written as (0, ch[2k−1](u1, . . . , ud−1)), is
thus mapped to

a(ch[2k−1](c1(S
∗), . . . , cd−1(S

∗))).
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Theorem 5.5. There is a ring homomorphism

h : CH∗(Ld−1)Q −→ ĈH∗(B)Q/(a(γ ))

with

h(̂c(S)) = ĉ(E)

(
1+ a

(
d−1∑
k=1

(
ζ ′(1− 2k)

ζ(1− 2k)
− log 2

1− 4−k
)(2k − 1)! ch[2k−1](E)

))
and

h(a(c(S))) = a(c(E)).

Note that S∗ and E are ample. One could as well map a(c(S∗)) to a(c(E)), but
the correction factor for the arithmetic characteristic classes would have additional
harmonic number terms.

Remark. For d ≤ 6 one can, in fact, construct such a ring homomorphism which
preserves degrees. Still this seems to be a very unnatural thing to do. This is thus in
remarkable contrast to the classical Hirzebruch proportionality principle.

Proof. When writing relation (15) as

ĉ(S)̂c(S∗) = 1+ a(ε1)

and the relation in Theorem 3.4 as

ĉ(E)̂c(E∗) = 1+ a(ε2),

we see that a ring homomorphism h is given by

h(̂ck(S)) =
√

1+ h(a(ε1))

1+ a(ε2)
ĉk(E) =

(
1+ 1

2
h(a(ε1))− 1

2
a(ε2)

)
ĉk(E)

(whereh on im(a) is defined as in the theorem). Here the factor 1+ 1
2h(a(ε1))− 1

2a(ε2)

has even degree, and thus

h(̂ck(S
∗)) =

√
1+ h(a(ε1))

1+ a(ε2)
ĉk(E

∗)

which provides the compatibility with the cited relations. ��
Remarks. 1. Note that this proof does not make any use of the remarkable fact that
h(a(ε

[k]
1 )) and a(ε

[k]
2 ) are proportional forms for any degree k.

2. It would be favorable to have a more direct proof of Theorem 5.5, which does
not use the description of the tautological subring. The R-class-like terms suggest
that one has to use an arithmetic Riemann–Roch Theorem somewhere in the proof;
one could wonder whether one could obtain the description of CH∗(Ld−1) by a
method similar to Section 3. Also, one might wonder whether the statement holds for
other symmetric spaces. Our construction relies on the existence of a universal proper
bundle with a fiberwise acting nontrivial automorphism; thus it shall not extend easily
to other cases.



256 Kai Köhler

In particular, Tamvakis’ height formula [T, Theorem 3] provides a combinatorial
formula for the real number rd occurring in Theorem 5.1. Replace each term H2k−1
occurring in [T, Theorem 3] by

−2ζ ′(1− 2k)

ζ(1− 2k)
−

2k−1∑
j=1

1

j
+ 2 log 2

1− 4−k

and divide the resulting value by half of the degree of Ld−1. Using Hirzebruch’s
formula

deg Ld−1 = (d(d − 1)/2)!∏d−1
k=1(2k − 1)!!

for the degree of Ld−1 (see [Hi1, p. 364]) and the Z+-valued function g[a,b]d−1 from
[T] counting involved combinatorial diagrams, we obtain the following.

Corollary 5.6. The real number rd occurring in Theorem 5.1 is given by

rd = 21+(d−1)(d−2)/2 ∏d−1
k=1(2k − 1)!!

(d(d − 1)/2)!

·
d−2∑
k=0

⎛⎝−2ζ ′(−2k − 1)

ζ(−2k − 1)
−

2k+1∑
j=1

1

j
+ 2 log 2

1− 4−k−1

⎞⎠
·

min{k,d−2−k}∑
b=0

(−1)b2−δb,k g[k−b,b]d−1 ,

where δb,k is Kronecker’s δ.

One might wonder whether there is a “topological’’ formula for the height of
locally symmetric spaces similar to [KK, Theorem 8.1]. Comparing the fixed-point
height formula [KK, Lemma 8.3] with the Schubert calculus expression [T, Theo-
rem 3] for the height of Lagrangian Grassmannians, one finds∑

ε1,...,εd−1∈{±1}

1∏
i≤j (εi i + εj j)

d(d−1)
2∑

�=1

∑
i≤j

(
∑

ενν)
d(d−1)

2 − (
∑

ενν)
d(d−1)

2 −�+1 (∑ ενν − (2− δij (εi i + εj j)
)�

2�(εii + εj j)

=
d−2∑
k=0

⎛⎝2k−1∑
j=1

1

j

⎞⎠min{k,d−2−k}∑
b=0

(−1)b2−δb,k g[k−b,b]d−1 .

In [G, Theorem 2.5] van der Geer shows that Rd embeds into the (classical) Chow
ring CH∗(Md)Q of the moduli stack Md of principally polarized abelian varieties.
Using this result, one finds the following.
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Lemma 5.7. Let B be a regular finite covering of the moduli space Md of principally
polarized abelian varieties of dimension d . Then for any nonvanishing polynomial
expression p(u1, . . . , ud−1) in Rd ,

h(p(̂c1(S), . . . , ĉd−1(S))) /∈ im a.

In particular, h is nontrivial in all degrees. Furthermore, h is injective iff
a(c1(E)d(d−1)/2) �= 0 in ĈHd(d−1)/2+1(B)Q/(a(γ )).

The need for a regular covering in our context is an unfortunate consequence
of the Arakelov geometry of stacks not yet being fully constructed. Eventually this
problem might get remedied. Until then, one can resort to base changes to ensure the
existence of regular covers as, e.g., the moduli space of p.p. abelian varieties with
level-n structure for n ≥ 3 over Spec Z[1/n, e2πi/n] [FC, Chapter IV.6.2c].

Proof. Consider the canonical map ζ : ĈH∗(B)Q/(a(γ ))→ CH∗(B)Q. Then

ζ(h(p(̂c1(S), . . . , ĉd−1(S)))) = p(c1(E), . . . , cd−1(E)),

and the latter is nonvanishing according to [G, Theorem 1.5]. This proves the first
assertion.

If a(c1(E)d(d−1)/2) �= 0 in ĈHd(d−1)/2+1(B)Q/(a(γ )), then by the same induc-
tion argument as in the proof of [G, Theorem 2.5] Rd embeds in a(ker ∂̄∂). Finally,
by [T, Theorem 2] any element z of R̂d can be written in a unique way as a linear
combination of

ûj1 · · · ûjm and uj1 · · · ujm with 1 ≤ j1 < · · · < jm < d, 1 ≤ m < d.

Thus if z /∈ im a, then h(z) �= 0 follows by van der Geer’s result, and if z ∈ im a \{0},
then h(z) �= 0 follows by embedding Rd ⊗ R. ��

Using the exact sequence (2), the condition in the Lemma is that the cohomology
class c1(E)d(d−1)/2 should not be in the image of the Beilinson regulator.

Finally, by comparing Theorem 5.1 with Kühn’s result [Kü, Theorem 6.1] (see
also Bost [Bo]), we conjecture that the analogue of Theorem 5.5 holds in a yet to be
developed Arakelov intersection theory with logarithmic singularities, extending the
methods of [Kü, BKK], as described in [MR]. In other words, there should be a ring
homomorphism to the Chow ring of the moduli space of abelian varieties

h : CH∗(Ld)Q → ĈH∗(Md)Q

extending the one in Theorem 5.5, and γ should provide the Green current corre-
sponding to ĉd (E). This would imply the following.

Conjecture 5.8. For an Arakelov intersection theory with logarithmic singularities,
extending the methods of [Kü], the height of a moduli space Md over Spec Z of
principally polarized abelian varieties of relative dimension d is given by

h(Md) = rd+1

2
deg(Md).

The factor 1/2 is caused by the degree map in Arakelov geometry.
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6 The Fourier expansion of the Arakelov Euler class of the Hodge
bundle

In this section, we shall further investigate the differential form γ which played
a prominent role in the preceding results. We adapt most notations from [K1]. In
particular, we use as the base space the Siegel upper half-space

Hn := {Z = X + iY ∈ End(Cd) | tZ = Z, Y > 0},
which is the universal covering of the moduli space of principally polarized abelian
varieties. Due to an unavoidable clash of notations, we are forced here to use the
letters Z and Y again. Choose the trivial Cd -bundle over Hn as the holomorphic
vector bundle E and define the lattice � over a point Z ∈ Hd as

�|Z := (Z, id)Z2n,

where (Z, id) denotes a Cd×2d -matrix. The polarization defines a Kähler form on E;
the associated metric is given by

‖Zr + s‖2|Z = t (Zr + s)Y−1(Zr + s) for r, s ∈ Zn.

(One might scale the metric by a constant factor 1/2 to satisfy the condition vol(Z) =
1. The torsion form is invariant under this scaling.) The crucial ingredient in the
construction of γ in [K1] was a series β̄t depending on real parameters t, b ∈ R, such
that the Epstein zeta function Z(s) with γ = Z′(0) can be constructed as the Mellin
transform of the b-linear term of β̄t . More precisely,

Z(s) := − 1

�(s)

∫ ∞

0
t s−1

(
d

db |b=0
β̄t + cn−1(Ē)

)
dt,

which also leads to other expressions for γ in terms of β̄. We derive the Fourier
expansion for γ by applying the Poisson summation formula to a lattice of half the
maximal rank in the Epstein zeta function defining the torsion form. This leaves us
with two infinite series which converge at s = 0, and another Epstein zeta function
for a lattice of half the previous rank. By iterating this procedure log 2d

log 2 times, one can
actually gain a convergent series expression for γ ; compare [E, Section 8], where a
similar procedure with 2d steps is described.

Set C := 1
π
Y−1(1 − 1

2πib
Re�E) and D := 1

π
Y−1 −i

2πib
Im �E . Thus tC = C,

tD = −D. Then by [K1, equation (6.0)],

β̄t =
(−b

πt

)d ∑
λ∈�

exp

(
−1

t

〈
λ1,0,

(
1+ i

2πb
�E

)
λ0,1

〉)

=
(−b

πt

)d ∑
r,u∈Zd

exp
(
−π

t

t (Zr + u)(C +D)(Z̄r + u)
)
.
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Now let B be a symmetric integral d × d-matrix. The space b of such matrices
embeds into Sp(d,Z) via

B �→
(

id B

0 id

)
.

The induced action of B ∈ b on H is given by Z �→ Z + B. As β̄t is Sp(d,Z)-
invariant, it thus has a Fourier decomposition on the torus H/b. Notice that the space
c of frequencies does not equal b but is the space

c =
{

1

2
(B +t B)

∣∣ B ∈ gl(d,Z)

}
of symmetric matrices integral along the diagonal and half-integral off the diagonal.

Using the Poisson summation formula applied to u ∈ Zd , we find, for β̄t |Z at
Z = X + iY ,

β̄t =
(−b

πt

)d ∑
r,u∈Zd

exp
(
−π

t

t (Zr + u)(C +D)(Z̄r + u)
)

=
(−b

πt

)d ∑
r,u∈Zd

exp
(
−π

t

t (Xr + u)C(Xr + u)

− π

t

t rYCYr − 2πi

t

t rYD(Xr + u)

)
=
( −b

π
√
t

)d ∑
r,û∈Zd

1√
det C

exp
(
−πtt ûC−1û− 2πit ûXr

− π

t

t rY (C −DC−1D)Yr − 2πtrYDC−1û
)
.

For any symmetric A ∈ Rd×d and M = 1
2 (r ·t u + u ·t r), we have 〈M,A〉 =

Tr MtA = t rAu. Thus the Fourier coefficient of e−2πi〈M,X〉 for M ∈ c equals∑( −b

π
√
t

)d 1√
det C

· exp
(
−πttuC−1u− π

t

t rY (C −DC−1D)Yr − 2πtrYDC−1u
)
.

In particular, the occurring frequency matrices M in the Fourier decomposition are
among the matrices in c which have at most two nonzero eigenvalues. Note that

C −DC−1D = C(Id − C−1DC−1D) = C(Id − C−1D)(Id + C−1D)

= (C −D)C−1(C +D) = t (C +D)C−1(C +D), (16)

and, in particular, for a ∈ Rd ,
t a(C −DC−1D)−1a = t a(C +D)−1(C ±D)t (C +D)−1a = t a(C ∓D)−1a

(this value does not depend on the choice of ±), or

2(C −DC−1D)−1 = (C +D)−1 + (C −D)−1.
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6.1 The coefficients of the nonconstant terms

Proposition 6.1. Two vectors r, u ∈ Rd \ {0} are uniquely determined by the matrix

M := 1

2
(r ·t u+ u ·t r)

up to order and multiplication by a constant.

Proof. Assume first that u and r are not colinear. The two nonvanishing eigenvalues
of M are given by

λ1,2 = 1

2
(〈r, u〉 ± ‖r‖‖u‖)

with corresponding eigenvectors v1,2 = c1,2(‖r‖u ± ‖u‖r) with c1,2 ∈ R \ {0}
arbitrary. In fact,

Mv1,2 = c1,2

2
(‖r‖r〈u, u〉 ± ‖u‖r〈r, u〉 + ‖r‖u〈r, u〉 ± ‖u‖u〈r, r〉) = λ1,2v1,2.

Now ‖v1,2‖2 = ±4c2
1,2‖r‖‖s‖λ1,2 and thus

v1,2

‖v1,2‖
√|λ1,2| = ±1

2

(√
‖r‖
‖u‖u±

√
‖u‖
‖r‖ r

)
.

Without loss of generality, we may assume the sign to be positive; we then have

v1

‖v1‖
√|λ1| + v2

‖v2‖
√|λ2| =

√
‖r‖
‖u‖u

and

v1

‖v1‖
√|λ1| − v2

‖v2‖
√|λ2| =

√
‖u‖
‖r‖ r.

Thus all possible sets {u, r} of solutions are given in terms of M by{{
c

(
v1

‖v1‖
√|λ1| + v2

‖v2‖
√|λ2|

)
,

1

c

(
v1

‖v1‖
√|λ1| − v2

‖v2‖
√|λ2|

)} ∣∣∣ c ∈ R, c �= 0

}
.

In the case r, u colinear, the eigenvalue λ2 vanishes and the proof remains the same
with this simplification. ��
Remarks. 1. Note that λ1 > 0 and λ2 ≤ 0.

2. There is a simpler formula for r andu up to two possibilities in every coordinate:
Necessarily one diagonal element of M is nonzero, say, M11. By solving the system
of quadratic equations 2M1j = r1uj + rju1, one finds up to the scaling constant
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rj = M1j ±
√
M2

1j −M11Mjj .

Alas determining the ±-choice in every coordinate is not easy.
3. In our case, the condition r, s ∈ Zd implies that for every M ∈ c there are

primitive vectors r0, u0 ∈ Zd and c ∈ Z+ such that all possible sets {r, u} are given
by {{kr0, c/k · u0}|k ∈ Z, k|c}.

Using the Taylor expansion of (1 − x)−1 at x = 0, we find for the term in the
exponential function in β̄t,M with r = kr0, u = cu0/k,

− πttuC−1u− π

t

t rY (C −DC−1D)Yr − 2πtrYDC−1u

= −π2c2

k2
t tu0Yu0 − k2

t

t r0Yr0 + t

k2

∑
l≥1

ωl

bl
+ k2

t

∑
l≥1

ω′l
bl
+
∑
l≥1

ω′′l
bl

, (17)

where ωl, ω
′
l , ω

′′
l are differential forms of degree (l, l), depending on M but not on

k. Thus β̄t,M has the form

β̄t,M =
∑

k∈Z,k|c

( −b

π
√
t

)d 1√
det C(1+ δr0=u0)

(∑
l∈Z

(
t

k2

)l

αl(b)

)

·
(

exp

(
−π2c2

k2
t tu0Yu0 − k2

t

t r0Yr0

)
+ exp

(
−π2c2

k2
t t r0Yr0 − k2

t

tu0Yu0

))
with αl(b) being a differential form of degree greater than or equal to |l|, with coeffi-
cients in polynomials in 1/b. In particular, the sum over l is finite. Now for a, b ∈ R+,
α ∈ R the Bessel K-functions provide the formula

1

�(s)

∫ ∞

0
e−at−b/t t s−1−αdt = 2

�(s)

√
a

b

α−s

K(α − s, 2
√
ab)

and thus

∂

∂s |s=0

(
1

�(s)

∫ ∞

0
e−at−b/t t s−1−αdt

)
= 2

√
a

b

α

K(α, 2
√
ab).

We define
‖M,Y‖ := √t rY r · t uYu;

by Proposition 6.1, we know that this value does not depend on the choice of r and
u. More easily, one can verify this using ‖M,Y‖2 + 〈M,Y 〉2 = 2 Tr MYMY . Also
we set

ρ(r0, u0) :=
√

t r0Yr0
t u0Yu0

.

Hence we find for the derivative at s = 0 of the Mellin transform of β̄t,M ,



262 Kai Köhler

∂

∂s |s=0

(
1

�(s)

∫ ∞

0
β̄t,Mts−1dt

)
=

∑
k∈Z,k|c

∑
l∈Z

αl(b)|k|−2l
(−b

π

)d 1√
det C(1+ δr0=u0)

· 2
⎛⎝√π2c2 · t u0Yu0

k4 · t r0Yr0

d/2−l

+
√

π2c2 · t r0Yr0

k4 · t u0Yu0

d/2−l⎞⎠
·K(d/2− l, 2

√
π2‖M,Y‖2)

=
∑

k∈Z,k|c

∑
l∈Z

αl(b)
2cd/2−l (−b)d

πl+d/2|k|d√det C(1+ δr0=u0)

·
(
ρ(r0, u0)

l−d/2 + ρ(r0, u0)
d/2−l

)
K(d/2− l, 2π‖M,Y‖)

=
∑
l∈Z

αl(b)
2(πc)−d/2−l (−b)dσd(c)√

det C(1+ δr0=u0)

·
(
ρ(r0, u0)

l−d/2 + ρ(r0, u0)
d/2−l

)
K(d/2− l, 2π‖M,Y‖)

with σm(c) := ∑
k∈Z+,k|c km being the divisor function. For c = ∏

p prime p
νp ,

one finds

σm(c) = cm
∏

p prime

1− p−m(νp+1)

1− p−m

and thus σm(c) ∈ ]cm, ζ(m)cm[. The form γ is given by the linear term in b in the
above equation, for which |l| ≤ d − 1. Set

η(r0, u0)

:= e−2π‖M,Y‖ρ(r0, u0)
−d/2 exp

(
−cρ(r0, u0) · t u0(C

−1 − πY)u0

− 2πct r0YDC−1u0 − π2cρ(r0, u0)
−1 · t r0

(
Y (C −DC−1D)Y − 1

π
Y

)
r0

)
= ρ(r0, u0)

−d/2 exp
(
−cρ(r0, u0) · t u0C

−1u0 − 2πct r0YDC−1u0

− π2cρ(r0, u0)
−1 · t r0Y (C −DC−1D)Yr0

)
.

The Bessel K-functions have for |x| → ∞ the asymptotics

K(v, x) =
√

π

2x
e−x

(
1+O

(
1

x

))
and thus we find for ‖M,Y‖ → ∞ by setting t := k2

cπ
ρ(r0, u0) in the defining

equation for the αl ,
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∂

∂s |s=0

(
1

�(s)

∫ ∞

0
β̄t,Mts−1dt

)
= (πc)−d/2(−b)dσd(c)√‖M,Y‖ det C(1+ δr0=u0)

(η(r0, u0)+ η(u0, r0))

(
1+O

(
1

‖M,Y‖
))

.

(18)

For d odd the Bessel K-functions have special values, and one thus finds explicit ex-
pressions for the Fourier coefficients similar to (18). Using the polylogarithm defined
for |q| < 1, l ∈ R by

Lil (q) :=
∞∑
k=1

qk

kl
, (19)

we have the equality for m ∈ Z+

∞∑
c=1

σm(c)

cl
qc =

∞∑
n=1

nm−l Lil (q
n).

Thus we obtain with

q(r0, u0) := exp(−ρ(r0, u0) · t u0C
−1u0 − 2πtr0YDC−1u0

− π2ρ(r0, u0)
−1 · t r0Y (C −DC−1D)Yr0 − 2πitu0Xr0)

the following.

Lemma 6.2. When summing the part of the Fourier expansion corresponding to fre-
quency matrices which have the same pair of primitive vectors r0, u0, we obtain, with
M0 := 1

2 (r0 ·t u0 + u0 ·t r0),∑
c∈Z+

e−2πi〈cM0,X〉 ∂
∂s |s=0

(
1

�(s)

∫ ∞

0
β̄t,cM0 t

s−1dt

)

= π−d/2(−b)dρ(r0, u0)
−d/2

√‖M0, Y‖ det C(1+ δr0=u0)

·
∞∑
n=1

n
d−1

2

(
Li d+1

2
(q(r0, u0)

n)+O

(
1

‖M0, Y‖
)

Li d+3
2
(q(r0, u0)

n)

)
+ this same term with r0, u0 exchanged

= π−d/2(−b)d√‖M0, Y‖ det C(1+ δr0=u0)

∞∑
n=1

n
d−1

2

(
ρ(r0, u0)

−d/2 Li d+1
2
(q(r0, u0)

n)

+ ρ(r0, u0)
d/2 Li d+1

2
(q(u0, r0)

n)
)
·
(

1+O

(
1

‖M0, Y‖
))

.

Here polylogarithms of forms have to be interpreted via the power series in equa-
tion (19).



264 Kai Köhler

6.2 The coefficient of the constant term

For M = 0, we find by applying again the Poisson summation formula to both sums

β̄t,0 =
∑
r∈Zd

( −b

π
√
t

)d 1√
det C

exp
(
−π

t

t rY (C −DC−1D)Yr
)

(20)

+
∑
u∈Zd

( −b

π
√
t

)d 1√
det C

exp(−πttuC−1u)−
( −b

π
√
t

)d 1√
det C

=
∑
r̂∈Zd

(−b

π

)d exp(−πtt r̂Y−1(C −DC−1D)−1Y−1r̂)√
det(C(C −DC−1D)) det Y

+
∑
û∈Zd

(−b

πt

)d

exp
(
−π

t

t ûCû
)
−
( −b

π
√
t

)d 1√
det C

. (21)

Using (16), we find

det(Y 2C(C −DC−1D)) = det(YC + YD)2

and (by Corollary 3.5)

1

det(πY (C +D))
= det

(
1+ 1

2πib
�E

)
=

d∑
j=0

(−b)−j cj (E),

and thus (21) simplifies to

β̄t,0 = θ1(t)+ θ2(t)−
( −b

π
√
t

)d 1√
det C

, (22)

where

θ1(t) :=
∑
r̂∈Zd

(−b)d det

(
1+ 1

2πib
�E

)
exp(−πt · t r̂Y−1(C ±D)−1Y−1r̂),

θ2(t) :=
∑
û∈Zd

(−b

πt

)d

exp
(
−π

t
· t ûCû

)
.

Note that the term−( −b

π
√
t
)d 1√

det C
vanishes under Mellin transformation [K1, Remark

on p. 12]. The b-linear term of the second summand θ2(t) in (22) is

θ2(t)
[b] = 1

(d − 1)!
∑
u∈Zd

(−1

πt

)d

exp

(
−1

t

tuY−1u

)(
1

2πit

tuY−1�Eu

)∧(d−1)

with Mellin transform
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Z2(s)
[b]

:= −�(2d − 1− s)

�(s)(d − 1)!
∑
u∈Zd

(−1

π

)d

(tuY−1u)1−2d+s

(
1

2πi

tuY−1�Eu

)∧(d−1)

,

and thus the corresponding summand of γ equals

Z′2(0) =
(2d − 2)!
(d − 1)!πd

∑
u∈Zd\{0}

(tuY−1u)1−2d
( −1

2πi

tuY−1�Eu

)∧(d−1)

.

This term is homogeneous in Y of degree 2 − d; thus it behaves like |Y |2−d for
|Y | → ∞ or |Y | → 0.

By proceeding as in (17), we observe that the first summand θ1(t) in (22) has
the form

θ1(t) =
∑
r∈Zd

(−b)d det

(
1+ 1

2πib
�E

)
exp(−πtt rY−1(C −DC−1D)−1Y−1r)

=
∑
r∈Zd

(−b)d det

(
1+ 1

2πib
�E

)
exp(−π2t t rY−1r)

· exp(−πtt rY−1((C −DC−1D)−1 − πY)Y−1r)

=
∑
r∈Zd

(−b)d det

(
1+ 1

2πib
�E

)
exp(−π2t t rY−1r)

·
(

1+
d∑

k=1

k∑
�=1

t�(−b)−kωk,�

)

withωk,� being a (k, k)-form, homogeneous inY of degree−�−2k and homogeneous
in r of degree 2�. The coefficient of b in θ1 is given by

θ1(t)
[b] = θ11(t)+ θ12(t),

where

θ11(t) := −
∑
r∈Zd

exp(−π2t · t rY−1r)cd−1(E),

θ12(t) := −
∑
r∈Zd

exp(−π2t · t rY−1r)

d−1∑
k=1

k∑
�=1

t�ωk,�cd−1−k(E).

The Mellin transform of this term thus equals

Z11(s)cd−1(E)+ 1

�(s)
Z12(s) :=

∑
r∈Zd\{0}

(π2 · t rY−1r)−scd−1(E)
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+
∑

r∈Zd\{0}

d−1∑
k=1

k∑
�=1

�(s + �)

�(s)
(π2 · t rY−1r)−s−�ωk,�cd−1−k(E),

which is homogeneous in Y of degree 2 − 2d + s. In particular, the Mellin trans-
form of θ1 converges in (22) for Re s > d/2 when subtracting the r̂ = 0 summand
(and similarly in (20) for Re s < 0 when subtracting the r = 0 summand). No-
tice that θ22(t) → 0 for t → ∞ and thus 1

�(s)
Z22(s) → 0 for s → 0. Hence

∂
∂s |s=0

1
�(s)

Z12(s) = Z12(0). Furthermore, Z11(0) = −1. Clearly, for α ∈ R+,

Z11(s)|αY = αsZ11(s)|Y ,

and thus
Z′11(0)|αY = − log α + Z′11(0)|Y .

Concluding, we find the following.

Theorem 6.3. The differential form γ representing the torsion form verifies, for
|Y | → ∞,

γ = Z′11(0)cd−1(E)+ Z12(0)+ Z′2(0)+O(e−c|Y |), (23)

where Z11 is a classical real-valued Epstein zeta function; Z12 is a sum of Epstein
zeta functions with polynomials in the numerator; and Z′2(0) is given by a convergent
series. The first term in (23) behaves like− log |Y |·|Y |2−2dc1+|Y |2−2dc2, the second
term is homogeneous in Y of degree 2− 2d , and the third term is homogeneous in Y

of degree 2− d.
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on Curves Defined over Number Fields
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Abstract. We study the basic height conjecture for points on curves defined over number
fields and show: On any algebraic curve defined over a number field the set of algebraic
points contains an unrestricted subset of infinite cardinality such that for all of its points their
canonical height is bounded in terms of a small power of their root discriminant. In addition,
if we assume GRH, then the upper bound is, as it is conjectured, linear in the logarithm of the
root discriminant.

1 Introduction

Let X be a smooth projective curve defined over a number field. Then we have the
Arakelov height function with respect to the metrized canonical bundle

htω : X(Q) −→ R,

whose definition will be given in the main text below, and the logarithmic root dis-
criminant

disc : X(Q) −→ R.

For the latter map, we associate to a point P ∈ X(Q) the number field k(P ) and we
set disc(P ) = log(!k(P )). Here !K = |DK/Q|1/[K:Q] denotes the root discriminant
of a number field K . The above two maps are conjecturally related as follows.

Conjecture 1.1. Let X be a smooth projective curve defined over a number field. Let
ε > 0. Then there exists a constant C(X, ε) such that for P varying over all algebraic
points of X, we have

htω(P ) ≤ (1+ ε) disc(P )+ C(X, ε).

This conjectural height inequality is a special case of Vojta’s conjectures [La]
and also referred to as effective Mordell theorem [MB]. We remark that this conjec-
ture is equivalent to a uniform abc-conjecture for all number fields [Fr]. For a long
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list describing the relations of the abc-conjecture to other conjectures in arithmetic
geometry and analytic number theory, we refer to [Go] and [Ni].

A subset V ⊆ X(Q) is called unrestricted if for all d , r > 0 the cardinality of the
set Vd,r = {P ∈ V | [k(P ) : Q] ≥ d, disc(P ) ≥ r} is infinite. The purpose of this
note is to show the following theorem.

Theorem 1.2. Let X be a smooth projective curve of genus g ≥ 2 defined over a
number field. Let ε, δ > 0. Then there exists an unrestricted subset V ⊆ X(Q) and a
constant C(X, ε, δ,V) such that for all P ∈ V , we have

htω(P ) ≤ ε exp(δ disc(P ))+ C(X, ε, δ,V). (1.1)

If, in addition, the Dirichlet series L(χD, s) for the characters (D· ), where D is a
negative prime number, have no zeros in a ball of radius 1/4 around 0, then for all
P ∈ V , we have

htω(P ) ≤ ε disc(P )+ C(X, ε,V). (1.2)

We should remark that our results only hold for an infinite subset of X(Q) and
the method of proof seems not to be general enough to cover all algebraic points
simultaneously.

2 Heights

The height of an algebraic pointP on a smooth projective curve defined over a number
field K can be defined by means of Arakelov theory as follows.

Let π : X → Spec OK be a regular model for X over the ring of integers OK of
K , i.e., X is a projective, regular scheme, flat over Spec OK . In this note, a hermitian
line bundle L = (L, ‖ · ‖) on X is a line bundle on X together with a continuous
hermitian metric on the induced complex line bundle L∞ over the complex manifold
X∞ = ∏

σ :K→C Xσ (C). A particular hermitian line bundle is the canonical bundle
equipped with theArakelov metric. We denote this distinguished hermitian line bundle
by ω; see, e.g., [La].

In what follows, we also allow that the metric associated with L has logarithmic
singularities at a finite set S of algebraic points on X (Q) of the following type: near
a singular point P , any section l of L has an expansion in a local coordinate t of
the form

‖l‖(t) = |t |ordP (l)φ(t)(− log |t |)α,
where φ(t) is a continuous nonvanishing function and α ∈ R. If α > 0 for all singular
points P , then the metric is called a positive logarithmically singular metric.

Let P be an algebraic point on X and L be a hermitian line bundle. Possibly after
replacing K by a finite extension, we may assume that the algebraic point P , the
points in S, and X are all defined over K . Since the arithmetic surface X is proper,
we have X (K) = X (OK). Therefore, the Zariski closure P of P in X determines a
section sP : Spec OK → X . With the above notation, we define the height of a point
P ∈ X(K) \ S with respect to L by
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htL(P ) = 1

[K : Q]

(
log #(s∗PL/(s∗P l))−

∑
σ :K→C

log ‖l‖(P σ )

)
,

where l is a regular section of L which is nonzero at P . Observe that the height does
not depend on the choices of l or K . If we denote by p a local equation for P , then
we have an equality

log #(s∗PL/(s∗P l)) =
∑
x∈X

log #(OX ,x/(p, l)).

The above quantity is also denoted by (P, div(l))fin and there are only finitely many
x ∈ X that give nonzero contribution to (P, div(l))fin.

We will need the following basic facts on heights.

Proposition 2.1. Let L and M be hermitian line bundles on X . Assume deg(L) =
deg(M) > 0. If the metric on L is continuous and the metric on M is positive
logarithmically singular, then for all ε > 0 we can find a constant C(ε,X ,L,M)

such that
htL(P ) ≤ (1+ ε) htM(P )+ C(ε,X ,L,M).

Proof. It is well known (see, e.g., [Si, Proposition 3.6]) that in the case where both
metrics are continuous, we can find a constant C(ε,X ,L,M) such that for all ε > 0,

htL(P ) ≤ (1+ ε) htM(P )+ C(ε,X ,L,M). (2.1)

For simplicity of the argument, we assume that the metric ‖ · ‖ on M has only
Q ∈ X(Q) as singular point. Let 1Q be the canonical section of O(Q). Then we can
find continuous hermitian metrics ‖ · ‖′ on M and ‖ · ‖ on O(Q) such that for all
P ∈ X(C) \ {Q} and all sections m of M,

‖m‖(P ) = ‖m‖′(P ) · (− log ‖1Q‖(P ))α.

Let Q be the Zariski closure of Q. Then since α > 0, we obtain

htM(P ) = htM′(P )− α log(− log ‖1Q‖(P ))

≥ htM′(P )− α log(− log ‖1Q‖(P )+ (P,Q)fin)

= htM′(P )− α log htO(Q)
(P )

≥ (1− ε′) htL(P )− αε′ 1− ε′

deg(L)
htL(P )− C′(X , ε′,L,M).

For the last inequality, we used (2.1) twice. If we take ε such that 1/(1 + ε) =
1− ε′(1+ α(1− ε′)/ deg(L)), we obtain the claim. ��
Proposition 2.2. Let f : Y → X be a proper morphism of arithmetic surfaces. Then
we have

ht
f ∗L(P ) = htL(f (P ))

for any logarithmically singular hermitian line bundle L on X and P not in the
singular locus of the logarithmically singular metric on L.

Proof. See, e.g., [BGS, formula (3.2.1)]. ��
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3 Arithmetic properties of Heegner points

Due to the modular description, the points on the modular curve X(1) are well un-
derstood. Recall that X(1)(C) = �(1) \ H ∪ {∞} and that X(1) is isomorphic to
P1. The regular model of X(1) will be denoted by X (1). This arithmetic surface is
canonically isomorphic to P1

Z
. On X (1) we have the line bundle of modular forms

M12. The natural metric on this line bundle is the Petersson metric, where we use the
normalization as given in [Kü, Definition 4.8]. This metric gives rise to the positive
logarithmically singular hermitian line bundle M12 (see, e.g., [Kü, Propositions 4.9
and 4.12]). For any point P ∈ X(1)(K) \ {∞} we have a well-defined height with
respect to M12. It is called the modular height.

Let D be a negative fundamental discriminant and K = Q(
√
D). We briefly recall

some properties of Heegner divisors. Every ideal class [a] of K defines a unique point
Pa on �(1)\H by associating with a fractional ideal a = Za+Zb with oriented (i.e.,
Im(bā) > 0) Z-basis a, b the point ρa = b/a ∈ H. We call Pa the Heegner point to
a and sometimes write [ρa] instead of Pa.

The Heegner divisor H(D) on �(1) \ H consists of the sum of the Pa, where a
runs through all ideal classes of K , counted with multiplicity 2/w, where w is the
number of units in K . The cardinality of H(D) is equal to the class number h of K;
its degree is 2h(D)/w.

Proposition 3.1. Let f : X → X(1) be a morphism of algebraic curves that is defined
over the field over which X is defined. Let P ∈ X(Q) be a point such that f (P ) is
contained in a Heegner divisor H(D) with prime discriminant D. Then we have

disc(P ) ≥ 1

2
log |D| − 55

2
. (3.1)

Proof. The composition formula for the discriminant implies that for all morphisms
f : X → X(1) and points P ∈ X(Q), we have the inequality

disc(P ) ≥ disc(f (P )).

Thus it suffices to bound the discriminant of a Heegner pointPa = f (P ). We consider
the following diagram of field extensions

H = Q (
√
D, j (ρa))

F = Q (j (ρa)) K = Q (
√
D)

Q

By the theory of complex multiplication, we have h(D) = [H : K] and DH |Q =
Dh(D). From [Gr, Lemma 12.1.2], we deduce NmF |Q(DH |F ) = D. The composition
formula DH |Q = D2

F |Q · NmF |Q(DH |F ) gives rise to the equality
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disc(Pa) = 1

h(D)
log |DF |Q| =

(
1

2
− 1

2h(D)

)
log |D|.

The class number of an imaginary quadratic number field with prime discriminant
satisfies h(D) > 1/55 log |D| (see, e.g., [Oe]). Thus we have

disc(Pa) =
(

1

2
− 1

2h(D)

)
log |D| ≥ 1

2
log |D| − 55

2
.

This proves the proposition. ��
Proposition 3.2. If Pa ∈ H(D) is a Heegner point then its modular height is given by

htM12
(Pa) = −6

(
L′(χD, 0)

L(χD, 0)
+ 1

2
log |D|

)
, (3.2)

where L(χD, s) is the Dirichlet L-function for the character (D· ).

Proof. Recall that !(τ) = q24 ∏∞
n=1(1 − q)n, where q = e2πiτ with τ ∈ H, is a

section of M12, whose divisor equals the unique cusp∞ of X (1). Its Petersson norm
is given by the formula

‖!(τ)‖Pet = |!(τ)|(4π Im(τ ))6.

Therefore, the modular height of a Heegner point is given by

htM12
(Pa) = 1

[F : Q]

⎛⎝(Pa,∞)fin −
∑

ρa∈H(D)

log ‖!(ρa)‖Pet

⎞⎠ ,

where F := Q(j (ρa)) and where for each embedding σ : F → Q the point ρa ∈ H is
a lift of Pσ

a (C) ∈ �(1)\H. We now recall the well-known Kronecker limit formula. If

E(τ, s) = 1

2

∑
γ∈�∞\�1

(Im(γ τ))s

is the real analytic Eisenstein series for �(1), then the logarithm of the Petersson
norm of the Delta function is given by

log(‖!(τ)‖2
Pet) = −4π lim

s→1

(
E(τ, s)− �(1/2)�(s − 1/2)ζ(2s − 1)

�(s)ζ(2s)

)
+ 12 log(4π).

We also point to the identity

∑
ρa∈H(D)

E(ρa, s) = w

2

∣∣∣∣D4
∣∣∣∣s/2

ζK(s)

ζ(2s)
,
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where ζK(s) = ζ(s)L(χD, s) denotes the Dedekind zeta function of K (see [GZ,
p. 210]). In [BK, p. 1726], we have derived from this the formulas∑
ρa∈H(D)

− log(|!(ρa)|2(4π Im ρa)
12)

= 4π lim
s→1

⎡⎣ ∑
ρa∈H(D)

E(ρa, s)− h
�(1/2)�(s − 1/2)ζ(2s − 1)

�(s)ζ(2s)

⎤⎦+ 12h(D) log(4π)

= −12h(D)

(
L′(χD, 0)

L(χD, 0)
+ 1

2
log |D|

)
.

Since j (ρa) is an algebraic integer, we have (Pa,∞)fin = 0. This gives our
claim. ��
Remark 3.3. Recall that X (1) ∼= P1

Z
, with M12 ∼= O(1), and that the line bundle

O(1) equipped with a particular metric gives rise to the naive height htP1 . For a
Heegner point Pa ∈ X(1)(K), this height is given by

htP1(Pa) = 1

[F : Q]

(
(Pa,∞)fin −

∑
ρa

log max(1, j (ρa))

)

= 6

(
L′(χD, 1)

L(χD, 1)
+ 1

2
log |D|

)(
1+O

(
log log |D|

log |D|
))−1

.

Indeed, since j (ρa) is an algebraic integer, we have (Pa,∞)fin = 0. Now the claim
follows immediately from [GS] by combining their equation (7) with their Theorem 3.

Proposition 3.4. Let Pa ∈ H(D) be a Heegner point with prime discriminant.

(i) For all δ > 0, there exists a constant S(δ) such that

htM12
(Pa) ≤ S(δ) · exp(δ disc(Pa)). (3.3)

(ii) If the Dirichlet L-series L(χD, s) has no zero in the ball of radius 1/4 around
0, then there exist constants a and b such that the modular height of a Heegner
point of discriminant D satisfies

htM12
(Pa) ≤ a disc(Pa)+ b. (3.4)

(iii) Assuming the generalized Riemann hypothesis (GRH ) for the Dirichlet L-series
L(χD, s) in question, we have

htM12
(Pa) = 6 disc(Pa)+ o(disc(Pa)). (3.5)

Proof. (i)–(ii) Let EOK
be an elliptic curve with complex multiplication by OK ; then

the Faltings height of EOK
equals 12 times the modular height of its modular point

POK
; see, e.g., [Co, pp. 362 and 365]. By means of the inequality (3.1), we derive
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that (i) is a reformulation of the corresponding formula in [Co, remark on p. 365] and
claim (ii) is a reformulation of [Co, Theorem 6 (ii)].

(iii) Using the functional equation for L(χD, s) we can express the right-hand
side of (3.2) as a special value at s = 1. Namely, we have

−
(
L′(χD, 0)

L(χD, 0)
+ 1

2
log |D|

)
=
(
L′(χD, 1)

L(χD, 1)
+ 1

2
log |D| − log(2πeγ )

)
,

where γ is the Euler constant. Assuming the GRH, we have

L′(χD, 1)

L(χD, 1)
= O(log log |D|),

where the implied constant is uniform in D (see, e.g., [GS, Section 3.1]). This gives

htM12
(Pa) = 6

(
1

2
log |D| +O(log log |D|)

)
.

Since O(log log |D|) is also of order o(log |D|), we derive by means of (3.1) the
claim. ��

4 Main result

Definition 4.1. Let X be a curve defined over a number field, and let f be a noncon-
stant function in the function field of X. We consider f as a morphism f : X → P1

and identify P1 with the modular curve X(1). Then we define

V(X, f ) = {P ∈ X(Q) | f (P ) is a Heegner point with prime discriminant}.
Proposition 4.2. The subset V(X, f ) ⊆ X(Q) is unrestricted.

Proof. The set of Heegner points with prime discriminant on X(1) is, as we have seen
already in the proof of Proposition 3.1, unrestricted. The composition formula for the
discriminant implies that for all morphisms f : X → X(1) and points P ∈ X(Q),
we have the inequality

disc(f (P )) ≤ disc(P ).

Therefore, the set V(X, f ) is also unrestricted. ��
Theorem 4.3. Let X be a curve of genus g ≥ 2 defined over a number field. Let f be
a nonconstant function in the function field of X, and let ε, δ > 0.

(i) There exist constants S(δ) and C(X, ε,V(X, f )) such that all P ∈ V(X, f )

satisfy

htω(P ) ≤ (1+ ε)
S(δ)(2g − 2)

deg(f )
exp(δ disc(P ))+ C(X, ε,V(X, f )). (4.1)
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(ii) Assume that htM12
(Pa) ≤ a disc(Pa)+ b for all Heegner points Pa with prime

discriminant D. Then for all P ∈ V(X, f ), we have

htω(P ) ≤ (1+ ε)
a(2g − 2)

deg(f )
disc(P )+ C(X, ε,V(X, f )). (4.2)

Proof. Let f : X → X (1) be an extension of the morphism f : X → X(1) given
by f . The degrees of the line bundles ω⊗ deg(f ) and (f ∗M12)

⊗(2g−2) are equal and
positive. We endow M12 with the Petersson metric and by pullback we obtain the
positive logarithmically singular line bundle f ∗M12 on X . Then by Propositions 2.1
and 2.2, we get, for all P ∈ X(Q) \ {f−1(∞)},

htω(P ) ≤ (1+ ε′) 2g − 2

deg(f )
htM12

(f (P ))+ C′(X, ε′,V(X, f )).

Here we wroteC′(X, ε′,V(X, f )) instead ofC′(ε′,X , ω, f ∗M12). IfP ∈ V(X, f ) ⊆
X(Q), then f (P ) is a Heegner point with prime discriminant. Thus (4.1) follows im-
mediately from (3.3). Finally, (4.2) is an easy consequence of the assumed bound for
the modular height of f (P ). ��
Remark 4.4.

(i) In Theorem 4.3 we can choose f with arbitrary large degree. If we let deg(f ) ≥
(1 + ε) · S(δ) · (2g − 2)/ε, we derive formula (1.1) of Theorem 1.2. If we let
deg(f ) ≥ (1+ ε) · a · (2g − 2)/ε, we obtain formula (1.2).

(ii) We note that because of [Fr] the exponential height inequality (1.1) should some-
how be related to the exponential abc-inequality [SY, Su]. We remark also that
(1.2) could be seen as a converse to a theorem of Granville and Stark [GS] saying
that the abc-conjecture implies that there are no Siegel zeros.
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1 Introduction

In studying the analogies between zeta functions of number fields and function fields
over finite fields, several authors have noted that certain properties of number fields
seem well described by viewing them as geometric objects over the “field with one
element.’’ Analogies in these directions have been formalized recently in Manin
[Ma95], Soulé [So99, So03], Kurokawa, Ochiai, and Wakayama [KOW03], and Deit-
mar [De04]. There is also earlier work, noting analogies, such as Kurokawa [Ku92],
which can be traced in the references in the papers above.

In this direction, Kurokawa, Ochiai, andWakayama [KOW03] recently introduced
a notion of absolute derivation over the rational number field Q. Based on this, they
proposed a measure of “quantum noncommutativity’’ of pairs of primes over the
rational field, given as follows. For real variables x, y > 1, define

F(x, y) =
∞∑
k=1

xk−1 y−xk

(1− y−xk
)2

. (1)

Now define, for x, y > 1,

QNC(x, y) := 1

12xy
(x(y − 1)F (x, y)− y(x − 1)F (y, x)). (2)

The “quantum noncommutativity’’of two primes p and q is defined to be QNC(p, q).
It is easy to see that QNC(x, y) = −QNC(y, x), whence QNC(x, x) = 0, and one
has QNC(2, 3) = 0.00220482 . . . , for example. They then raised questions [KOW03,
p. 580] whether there is a connection between the quantum noncommutativity measure
and zeta functions. They defined the infinite skew-symmetric matrix R = [Rij ]whose
(i, j)th entry

Rij := QNC(pi, pj ),

where pi denotes the ith prime listed in increasing order, so that p1 = 2, p2 = 3,
p3 = 5, etc.
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In question (A), they asked whether it could be true (in some suitable sense) that

det

(
I− R

(
s − 1

2

))
= cξ(s), (3)

in which ξ(s) = 1
2 s(s − 1)π− s

2 �( s2 )ζ(s), is the Riemann ξ -function and c is a
nonzero constant. (They proposed c = 2.) They also asked a more general question
(B) for (suitable) automorphic or Galois representations ρ, which would involve a
skew-symmetric matrix R(ρ) with (i, j)th entry

Rij (ρ) := ρ(p)+ ρ(q)∗

2
Rij ,

involving a weighted version of elements QNC(pi, pj ), and asks whether it could be
true that

det

(
I− R(ρ)

(
s − 1

2

))
= csm(ρ)(s − 1)m(ρ)L̂(s, ρ), (4)

where L̂(s, ρ) is the completed L-function attached to the representation ρ, and m(ρ)

is the multiplicity of the trivial representation in ρ.
The object of this note is to give a negative answer to question (A); the same

method should apply to give a negative answer to question (B). We also offer some
(inconclusive) remarks concerning whether the notion of “QNC’’ can be modified to
allow a positive answer to these questions.

In order to make questions (A) and (B) well defined, it is necessary to formulate a
definition of infinite determinant in (3). We take as a basic requirement of a definition
of such an infinite determinant that any zero s of a determinant (3) must necessarily
have z = 1

s− 1
2

belonging to the spectrum of R, i.e., that for this value the resolvent

(zI−R)−1 is not a bounded operator on the full domain of R, assumed to be a Banach
space.

The basic requirement implies that if R acts as a bounded operator on a Hilbert
space in (3), then a positive answer to question (A) would necessarily imply the Rie-
mann hypothesis for ζ(s), and to question (B) would imply the Riemann hypothesis
for L(s, π). This follows since R would then be skew-adjoint, hence have pure imag-
inary spectrum, whence the determinant (assumed defined) could only vanish when
s− 1

2 is pure imaginary. One can weaken question (A) so that it no longer implies the
Riemann hypothesis, by requiring that the left side det(I−R(s− 1

2 )) of (3) detect all
the zeta zeros that are on the critical line 3(s) = 1

2 , and not required to detect zeros
off the line, and similarly for question (B). The result below gives a negative answer
to question (A) in this weaker formulation as well.

We treat the operator R as acting on the Hilbert space l2 of column vectors, and
observe it defines a bounded operator. It follows that it is skew-adjoint and so has
spectrum confined to the imaginary axis. However, we show that its spectrum cannot
detect all the zeta zeros that lie on the critical line, whether or not the Riemann
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hypothesis holds. Note that ρ = 1
2 + iγ is a zeta zero, the corresponding point of the

spectrum of R is λ = − i
γ

.
The main point is that the quantum noncommutativity function is so rapidly de-

creasing as p, q increase that

∞∑
j=1

∞∑
k=1

|Rjk| <∞. (5)

We show this in Section 2, and we deduce that the matrix R defines a trace class
operator on l2. The weaker condition

∞∑
j=1

∞∑
k=1

|Rjk|2 <∞ (6)

already implies that R is a compact operator (in fact, a Hilbert–Schmidt operator);
see Akhiezer and Glazman [AG93, Section 28]. (In Akhiezer and Glazman, the term
“completely continuous operator’’= “compact operator.’’)Acompact operator neces-
sarily has a pure discrete spectrum with all nonzero eigenvalues of finite multiplicity,
with only limit point zero [RS80, Theorem VI.15]. Since we now know R is skew-
adjoint, its eigenvalues, which necessarily occur in complex conjugate pure imaginary
pairs, and can be ordered by decreasing absolute value, {±iλj : j = 1, 2, . . . }, with
λ1 ≥ λ2 ≥ · · · > 0. A trace class operator A is a compact operator with the property

that its singular values µj (eigenvalues of the positive self-adjoint operator (A∗A)
1
2 )

satisfy
∞∑
j=1

µj <∞. (7)

For skew-adjoint operators, µj = |λj |, giving the trace-class condition

∞∑
j=1

|λj | <∞. (8)

For trace class operators A, there is an essentially unique definition of det(I +A) that
satisfies the basic requirement, see B. Simon [Si77], who reviews three equivalent
definitions of this determinant (see also [Si79, Chapter 3]). He bases his treatment on
the formula

det(I − wA) :=
∞∑
k=0

Tr(∧k(wA)) =
∞∑
k=0

Tr(∧kA)wk,

which is also presented in Reed and Simon [RS78, Section XIII.17, p. 323]. This
determinant is an entire function in the variable w, given by a convergent infinite
product

det(I − wA) =
∏
j

(1− wλj (A)),
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in which the eigenvalues λj (A) of A are counted with their algebraic multiplicity.
This determinant satisfies the basic requirement (see Reed and Simon [RS78, The-
orems XIII.105(c) and XIII.106]). The truth of (3) for the trace class operator R,
taking w = s − 1

2 , would imply that if s = 1
2 + iγj is a zeta zero on the critical line,

then the two values λj = ± i
γj

belong to the spectrum of R. It is well known [TH86,

Chapter X] that a positive proportion of zeta zeros lie on the critical line 3(s) = 1
2 ,

and the asymptotics of these zeros easily give∑
{γ :ζ( 1

2+iγ )=0}

1

|γ | = +∞. (9)

This contradicts (8).
In Section 3 we discuss the problem of whether the notion of “QNC’’ can be

modified to give a positive answer to question (A).

2 Trace class operator

Our object is to show the following.

Theorem 1. The operator R acting on the column vector space l2 defines a trace
class operator.

Proof. A bounded operator A is trace class if |A| = (A∗A)
1
2 is trace class, i.e.,

the positive operator |A| has pure discrete spectrum and the sum of its eigenvalues
converges; cf. Reed and Simon [RS80, Section VI.6]. A necessary and sufficient
condition for an operator A to be trace class is that for every orthonormal basis
{φn : 1 ≤ n <∞} of l2, one has

∞∑
n=1

|〈Aφn, φn〉| <∞; (10)

see Reed and Simon [RS80, Chapter VI, Example 26, p. 218].
Taking A = R, since it is skew-symmetric, we have R∗R = −R2. It follows that

if |R| is trace class, then it has pure discrete spectrum and the singular values of R
are just the absolute values of the eigenvalues of R.

We first prove (5). We have

|QNC(p, q)| ≤ 1

12
(F (p, q)+ F(q, p)).

Now we have p, q ≥ 2 so (1− p−qk
)2 ≥ 9

16 , whence

F(p, q) ≤ 16

9

∞∑
k=1

pk−1q−pk ≤ 2q−p + 2q−p

( ∞∑
k=2

pk−1qp−pk

)
≤ 6q−p.
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In the last step above we used (for k, p, q ≥ 2)

pk−1qp−pk ≤ pk−12−pk−1 ≤ 2k−12−2k−1 ≤ 2−k+2.

(Note that x2−x is decreasing for x ≥ 2 > 1
log 2 .) This yields

|QNC(p, q)| ≤ 1

2
(p−q + q−p),

from which we obtain
∞∑
j=1

∞∑
k=1

|Rjk| ≤
∞∑

m=2

( ∞∑
n=m

m−n

)
<∞,

as asserted.
We use (5) to verify criterion (10). Let {ek : 1 ≤ k < ∞} be the standard

orthonormal basis of column vectors of l2, so that R(ek) = ∑∞
j=1 Rjkej . Now let

φn = ∑∞
k=1 cnkek be an orthonormal basis of l2, so that [cnk] is a unitary matrix.

Then we have ||φn||2 =∑∞
k=1 |cnk|2 = 1, and unitarity also implies

∞∑
n=1

|cnk|2 = 1. (11)

Now we compute

∞∑
n=1

|〈Rφn, φn〉| =
∞∑
n=1

∣∣∣∣∣∣
〈 ∞∑
j=1

∞∑
k=1

cnkRjkej ,

∞∑
j=1

cnj ej

〉∣∣∣∣∣∣
≤

∞∑
n=1

∞∑
j=1

∞∑
k=1

|cnkRjkcnj |

≤
∞∑
j=1

∞∑
k=1

|Rjk|
( ∞∑

n=1

|cnj ||cnk|
)

≤
∞∑
j=1

∞∑
k=1

|Rjk|
( ∞∑

n=1

1

2
(|cnj |2 + |cnk|2)

)

≤
∞∑
j=1

∞∑
k=1

|Rjk| <∞

as required. ��

3 Concluding remarks

It is an interesting question whether the concept of “QNC’’ has a natural modification
to correct the difficulty observed here, and possibly to give a positive answer to
question (A). We have no proposal how to do this, but make the following remarks.
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The argument made above rests on the following fact: A necessary condition on a
skew-symmetric compact operator R acting on a Hilbert space to have a determinant
(3) satisfying the basic requirement that detects the zeta function zeros is that it be a
Hilbert–Schmidt operator not of trace class. In order to define an infinite determinant
on the full class of Hilbert–Schmidt operators, an extended definition of infinite de-
terminant is required. There are notions of regularized determinant det(I +wA) that
apply to Hilbert–Schmidt operators A and satisfy the basic requirement. One such,
denoted det2(I + wA), in discussed in Simon [Si77] and Simon [Si79, Chapter 3].
See Pietsch [Pi87, Chapters 4 and 7] for further work on such questions.

The results of Kurokawa, Ochiai, and Wakayama [KOW03] were motivated in
part by the function field case for the absolute function field K = Fq(T ), as noted
at the beginning of their paper. We note that one might reconsider the function field
analogy, varying the base function field. For the (absolute) function field case Fq(T )

the corresponding matrix (and operator) R ≡ 0, but if one allowed other function
fields K of genus 1 or higher, then the function field analogue of the quantity (9) also
diverges. This holds because the function field zeta zeros 1

2 + iγ have γ falling in a
finite number of arithmetic progressions (mod 2π

log p
), so that∑

γ

1

|γ | = +∞.

Thus the difficulty above manifests itself already in the function field case. It therefore
might be useful to look for formulas for quantum noncommutativity for prime ideals
in a function field K of genus at least 1, intending to construct an analogous matrix
RK . The operator corresponding to RK on l2 would necessarily be Hilbert–Schmidt,
but not of trace class, if it were to have eigenvalues ± i

γ
, where 1

2 + iγ runs over the
function field zeta zeros of K , counted with multiplicity. Perhaps such study could
clarify the notion of “QNC.’’

Finally, we note that if to the sum defining the function F(x, y) in (1) the term k =
0 were added, the definition of QNC(p, q) would be modified to add the extra terms

1

12pq

(
1

q − 1
− 1

p − 1

)
.

The resulting modified operator R̃ then has∑
i,j

|R̃ij | = +∞,

and is a Hilbert–Schmidt operator on l2 not of trace class.

Acknowledgment. The author thanks the reviewer for helpful comments.
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Summary. We give a new proof of the fact that the even terms (of a multiple of) the Chern
character of the Hodge bundles of semi-abelian schemes are torsion classes in Chow theory
and we give explicit bounds for almost all the prime powers appearing in their order. These
bounds appear in the numerators of modified Bernoulli numbers. We also obtain similar results
in an equivariant situation.

1 Introduction

Let g � 1 (respectively, n � 4) be an integer (respectively, an even integer) and
let Ag,n be the fine moduli scheme of principally polarized abelian varieties over
C with an n-level structure (see [CF, Chapter I]). By Ag,n we denote a toroidal
compactification of Faltings–Chai type (see [CF, Chapter IV]). Let G→ Ag,n be the
universal semi-abelian scheme over Ag,n. We set E := e∗�G/Ag,n

, where e : Ag,n →
G is the zero-section. For any integer k � 0, we shall write chk

0(V ) for the additive
characteristic class on vector bundles V , such that chk

0(V ) := c1(V )k when V is a
line bundle. Furthermore, for any integer l � 2, we shall write B ′l for the numerator
of the rational number (2l − 1)Bl , where Bl is the lth Bernoulli number. Recall that
the Bernoulli numbers are defined by the formula

t

exp(t)− 1
=
∑
j�0

Bj

tj

j ! .

Theorem 1. Let b : Ãg,n → Ag,n be any desingularization and let l � 2 be an even
integer. Then we have the following:

(1) The characteristic class chl
0(b

∗E) ∈ CHl (Ãg,n) is a torsion class.
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(2) Let t � 1 be the smallest natural number such that t · chl
0(b

∗E) = 0, and let p
be a prime number such that p > l. If q � 0 is the largest integer such that pq |t ,
then pq |B ′l .
Here are some numerical examples. Case l = 2: the class ch2

0(b
∗E) is a torsion

class of order a power of 2, since (22 − 1)B2 = 3/6 = 1/2. Case l = 12: there is an
integer r � 0 such that 691·2310r ·ch12

0 (b∗E) = 691·(2·3·5·7·11)r ·ch12
0 (b∗E) = 0,

since (212 − 1)B12 = −2073/2 = −3 · 691/2.
Recall that CH(Ãg,n) refers to the Chow intersection ring of Ãg,n (see [F]). The

ring CH(Ãg,n) carries a natural ring grading and CHl (Ãg,n) refers to its lth graded
term. Characteristic classes with values in a cohomology theory factor via the cycle
class map through their counterparts with values in the Chow ring. The Chow ring is
thus a universal target for characteristic classes.

If one replaces Ag,n by Ag,n in Theorem 1 (so that b becomes an isomorphism),
then the statement that the characteristic class chl

0(b
∗E) is a torsion class was proven

by van der Geer in [VDG]. Prompted by his work, Esnault and Viehweg then proved
(1) in [EV1]. The original contribution of Theorem 1 thus consists of the information
(2) given about the order of the torsion.

For z belonging to the unit circle S1, we define the Lerch ζ -function ζL(z, s) :=∑
k�1 z

k/ks for s ∈ C such that 3(s) > 1, and using analytic continuation, we
extend it to a meromorphic function of s over C.

In the next theorem, n is an integer � 1 and D is any Dedekind ring containing
OQ(µn) as a subring. Recall that OQ(µn) is the ring of integers of the subfield Q(µn)

of C generated by the nth roots of unity. Let C be a smooth quasi-projective scheme
over SpecD[ 1

n
]. Let furthermore C → C be a polarized abelian scheme and let ι be

an automorphism of finite order n of C over C. Suppose that the fixed-point scheme
Cι of ι is finite and flat over C. Let H := H 1

dR(C/C). The automorphism ι induces an
automorphism of finite order of H, which we also denote by ι. For each u ∈ µn(D),
let Hu := Ker(ι− u · Id).
Theorem 2. Let l � 1 be an integer. The meromorphic function ζL(u, z) is regular
at z = 1− l and the complex number ζL(u, 1− l) lies in OQ(µn)[ 1

n·l! ]. The equality∑
u∈µn(D)

ζL(u, 1− l) chl
0(Hu) = 0

holds in CHl (C)⊗OQ(µn)[ 1
n·l! ].

Theorem 2 is compatible with Theorem 1 in the following sense. Let C = Ag,n

and let C be the restriction of G to Ag,n. Let ι be the automorphism of order 2 of C
over C given by taking the inverse in the group scheme. Then the equality statement
in Theorem 2 is equivalent to Theorem 1 with Ag,n replaced by Ag,n.

Theorem 2 overlaps with Stickelberger’s theorem; this is explained at the end of
Section 4.2.

We shall now describe our methods of proof. Theorems 1 and 2 are both proved by
applying a relative coherent Lefschetz fixed-point formula (see Section 2.3) to certain
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vector bundles and certain fibrations.Aformula involving the extended Hodge bundle
b∗E (respectively, the first Gauss–Manin bundle H 1

dR) is then obtained and Theorem
1 (respectively, Theorem 2) is deduced from this formula, using some linear algebra
and some facts relating the exponential function and the Lerch zeta-function.

In the paper by Esnault and Viehweg quoted above [EV1], the Grothendieck–
Riemann–Roch theorem is applied to a quotient of a compactification of the group
scheme G to prove that chl

0(b
∗E) is a torsion class. This method is conceptually close

to ours but its seems difficult to obtain fine information about denominators using it,
because it involves the Chow group of the compactification, where the denominators
of the Chern character can become large, when the dimension of the compactification
is large. By contrast, the relative Lefschetz formula only involves the Chow group of
the fixed-point set, which has the same dimension as the base. Another advantage of
the fixed-point formula is that it involves fewer denominators at the outset whereas
the Grothendieck–Riemann–Roch theorem would probably have to be replaced by
the Adams–Riemann–Roch theorem to make control of denominators possible.

The authors were led to Theorems 1 and 2 and the methods of proof presented here
by a conjecture on characteristic classes of Hodge bundles in the context of Arakelov
theory. For this we refer to Section 4.2.

The structure of the article is as follows. In the second section, we describe some
results from the book of Chai and Faltings on the toroidal compactification of the
universal semi-abelian family, as presented in the article [EV1]; we use these results
to relate the sheaf of relative differentials with logarithmic singularities to the normal
bundle of the fixed-point set of −1 (see Proposition 2). We then proceed to describe
the relative fixed-point formula which will be our main tool in the proof. In the third
section, we first prove Theorem 2 by applying the fixed-point formula to the relative
de Rham complex of the relevant abelian scheme; second we prove Theorem 1 by
applying the fixed-point formula to the relative logarithmic de Rham complex. In
the fourth section, we shall discuss some consequences of the above theorems, as
well as some conjectures to which they lead. A salient consequence of Theorem 2
is Corollary 1, which concerns abelian schemes with complex multiplications but
possibly no automorphisms of finite order other than −1.

2 Preliminaries

2.1 Differentials with logarithmic singularities

In this subsection, we shall review the definition of a sheaf of differentials with
logarithmic singularities along a divisor with normal crossings, as well as its basic
properties. Our basic reference is [EV2, Chapter 2].

Let Z be a quasi-projective nonsingular variety over C and let D be a normal
crossings divisor in Z. Let d be the dimension of Z. We set U := Z\D and denote
by j : U ↪→ Z be the inclusion map. We shall write �∗Z(log D) for the complex of
sheaves of differential forms with logarithmic singularities along D. The complex
�∗Z(log D) is a subcomplex of the complex j∗�∗U and it has the following defining
property: if V ⊆ Z is an open set, p � 0 is an integer and ω ∈ j∗�p

U(V ) =
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�
p
Z(U ∩V ), then ω ∈ �

p
Z(log D)(V ) iff ω and dω have simple poles along D∩V . To

say that ω has a simple pole along D∩V in the latter situation means the following: in
any affine open subschemeW ⊆ V such that the ideal ofD∩W in OZ(W) is principal,
the section e ·ω|U∩W lies in the image of the restriction map �

p
Z(W)→ �

p
Z(U ∩W)

for any generator e ∈ OZ(W) of the ideal of D ∩W (this condition does not depend
on the choice of e). The definition of �∗Z(log D) implies that for each p � 0 the sheaf
�

p
Z(log D) has the structure of OZ-module, which is compatible with the injection

�
p
Z(log D) ↪→ j∗�p

U ; furthermore,�p
Z(log D) is then locally free for thisOZ-module

structure.
Abusing language, we shall write OD0 for ⊕n

i=1OCi
, where the Ci run over the

irreducible components of D. Let P ∈ Z and let m be the maximal ideal of the local
ring OP . We write s for the number of irreducible components of D which contain
P . We may suppose without restriction of generality that the components C1, . . . , Cs

contain P . We denote by f1, . . . , fs ∈ m generators of the ideals of the compo-
nents C1, . . . , Cs . Since by definition f1, . . . , fs form a regular sequence in OP and
since OP is a regular ring, we may find (see [M, Part 14, Theorem 14.2]) elements
fs+1, . . . , fd ∈ m, such that the elements f1, . . . , fd form a regular system of param-
eters in OP . There is then a neighborhoodV ofP , such that the elements df1, . . . , dfd

form a basis of �Z(V ) as a OZ(V )-module. It is shown in [EV2, Chapter 2, 2.2 (c),
p. 11] that in this situation the elements df1/f1, . . . , dfs/fs, dfs+1, . . . , dfd form a
basis of �Z(log D)(V ) as an OZ(V )-module.

Furthermore, there is a canonical exact sequence

0 −→ �1
Z −→ �1

Z(log D)
r−→ OD0 −→ 0

where the morphism r has the following description. We shall use the terminology of
the last paragraph. The homomorphism �Z(log D)(V )→ OD0(V ) = ⊕s

i=1OCi
(V )

sends α ·dfi/fi (respectively, α ·dfi), where α ∈ OZ(V ) and 1 � i � s (respectively,
d � i > s), to the image of α in OCi

(V ) (respectively, on 0).
Now let Z′ be a nonsingular quasi-projective variety over C and g : Z′ → Z be a

morphism over C. Let D′ := (g∗(D))red and suppose that D′ is a divisor with normal
crossings. We write U ′ for its complement and let j ′ : U ′ ↪→ Z′ be the inclusion
morphism. Notice that by adjunction, there is a natural morphism of coherent sheaves
j∗�Z(log D) → j∗�Z = �U ; this induces a morphism g|∗U(j∗�Z(log D)) →
g|∗U(j∗�Z) and since j ◦ g|U = g ◦ j ′, we obtain a morphism g∗�Z(log D) →
j ′∗j ′

∗
g∗�Z by adjunction. Composing with the natural morphism g∗�Z → �Z′ , we

finally obtain a morphism g∗�Z(log D)→ j ′∗j ′
∗
�Z′ = j ′∗�U ′ .

Lemma 1. The image of the morphism of coherent sheavesg∗�Z(log D)→ j ′∗j ′
∗
�Z′ =

j ′∗�U ′ just given lies inside �Z′(log D′).
We shall prove Lemma 1 together with Lemma 2, which we first describe. Consider

first the following diagram:

g∗�Z −→ g∗�Z(log D) −→ g∗OD0 −→ 0⏐⏐ ⏐⏐ 
0 −→ �Z′ −→ �Z′(log D′) −→ OD′0 −→ 0,

(1)
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where the middle vertical arrow is defined via Lemma 1. By construction this diagram
is commutative and its existence shows that there is a unique morphism g∗OD0 →
OD′0 such that the completed diagram

g∗�Z −→ g∗�Z(log D) −→ g∗OD0 −→ 0⏐⏐ ⏐⏐ ⏐⏐ 
0 −→ �Z′ −→ �Z′(log D′) −→ OD′0 −→ 0

commutes.

Lemma 2. If D and g∗(D) are normal schemes, then the morphism g∗OD0 → OD′0
just described is an isomorphism.

Proof of Lemmas 1 and 2. Since Lemmas 1 and 2 are both local statements on Z and
Z′, we may assume thatZ′ = SpecA,Z = SpecB and that the morphism g is induced
by a ring morphism g0 : A→ B. We may also suppose that�Z(log D)(Z) is free over
A and that a basis of �Z(log D)(Z) is given by df1/f1, . . . , dfs/fs, dfs+1, . . . , dfd ,
where the elements f1, . . . , fs are generators of the ideals of the irreducible com-
ponents C1, . . . , Cs of D and the elements df1, . . . , dfd form a basis of �A over
A. Similarly, we may also suppose that a basis of �Z′(log D′)(Z′) over B is given
by df ′1/f ′1, . . . , df ′

s′/f
′
s′ , df ′

s′+1, . . . , df ′
d ′ , where the elements f ′1, . . . , f ′s are gen-

erators of the ideals of the irreducible components C′1, . . . , C′s′ of D′ and the el-
ements df1, . . . , dfd ′ form a basis of �B over B. We may also suppose that
g0(fk) = ∏s′

r=1 uk,rf
′
r
mk,r , where uk,r ∈ B×, mk,r ∈ Z�0 and 1 � k � s. (This

follows from the fact that the local rings of Z′ are regular rings and hence unique
factorization domains.)

Notice that we have a canonical isomorphism j∗�U(Z) � �A,f1···fs (respec-
tively, j ′∗�U ′(Z′) � �B,f ′1···f ′s′ ). If we follow the steps of the definition of the

morphism g∗�Z(log D) → j ′∗�U ′ , we see that it corresponds to the morphism
�Z(log D)(Z)⊗A B → �B,f ′1···f ′s′ of B-modules such that

dfk

fk

�→
s′∑

r=1

(
duk,r

uk,r

+mk,r

df ′r
f ′r

)
(2)

for 1 � k � s and
dfk �→ d(g0(fk)) (3)

for s < k � d . Since the expressions appearing after the arrows in (2) and (3) are
both linear combinations over B of the elements

df1

f1
, . . . ,

df ′
s′

f ′
s′

, df ′s′+1, . . . , df ′d ′ ,

we have proven Lemma 1.
To prove Lemma 2, notice first that we may assume without loss of generality

in the situation of Lemma 2 that D and g∗(D) are integral. We then have s = 1,
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s′ = 1 and mk,r = 1 for all k, r . The module associated to the coherent sheaf g∗OD0

(respectively, OD′0 ) is then A/(f1) ⊗A B (respectively, B/(g0(f1))). Furthermore,
if a ⊗A b ∈ A/(f1) ⊗A B (respectively, b′ ∈ B/(g0(f1))), then a ⊗A b is by
definition the image of the element a · df1/f1⊗ b ∈ g∗�Z(log D)(Z′) (respectively,
b′ ·df ′1/f ′1 ∈ �Z′(log D′)(Z′)). Looking at the diagram (1), we see that the morphism
A/(f1) ⊗A B → B/(g0(f1)) sends a ⊗A b to the image of g(a)b · (df ′1/f ′1 +
du1,1/u1,1), i.e., g(a)b. Thus the morphism g∗OD0 → OD′0 is given by the natural
isomorphism A/(f1)⊗A B � B/(g0(f1)). ��

2.2 The toroidal compactification of the universal abelian scheme

We shall need the following result, whose proof can be found in [CF, Chapter I,
Proposition 2.7].

Proposition 1 (Raynaud). Let S be a noetherian normal scheme and let U ⊆ S be
an open dense subset. Let B → U be an abelian scheme. If there is a semi-abelian
scheme B̃ → S extending B, then it is unique up to unique isomorphism.

We now quote a theorem stated in [EV1, Theorem 3.1], which sums up some
results that can be found in [CF, Chapter VI, par. 1]. Recall that n � 4 is an even
integer.

Theorem 3. There exists a cartesian diagram of morphisms of schemes

A ↪−→ X

f

⏐⏐ ⏐⏐ f

Ag,n ↪−→ B,

wheref : A → Ag,n is the universal abelian scheme, such that we have the following:

(1) The horizontal morphisms are open immersions.
(2) The closed set T := B\Ag,n, endowed with its reduced induced subscheme struc-

ture, is a normal crossings divisor.
(3) The closed subscheme Y := (f

∗
T )red is a normal crossings divisor.

(4) X and B are projective smooth varieties over C.
(5) There exists a semi-abelian scheme Ã→ B which extends the universal abelian

scheme.
(6) The n-level structure sections Si : Ag,n → A (i ∈ (Z/nZ)2g) extend to pairwise

disjoint sections of X over B.
(7) The action of the inversion on A extends to an involution α of X over B whose

fixed-point scheme factors through
∐

i∈(Z/nZ)2g Si .

(8) Let ẽ : B → Ã be the zero-section and let Ẽ := ẽ∗�Ã/B . There is a natural
isomorphism

f
∗
Ẽ � �X(log Y )/f

∗
(�B(log T )) =: �X/B(log),

where



On the Order of Certain Characteristic Classes 293

(9) there is a natural isomorphism

Rqf ∗(OX) � ∧q(Ẽ∨)

for all q � 0.

Notice that statement (7) implies that Xα = ∐
i∈(Z/nZ)2g,2·i=0 Si . The conormal

sheaf of Xα in X is locally free since both Xα and X are regular and we denote the
dual of the conormal sheaf by N .

Proposition 2. There is a natural isomorphism N∨ � �X/B(log)|Xα .

For the proof, we shall need the following lemma.

Lemma 3. There exists an open neighborhood V of Xα such that f |V is smooth.
Furthermore, the natural map N∨ → �X/B |Xα is an isomorphism.

Proof. Recall that there is an exact sequence

N∨ −→ �X/B |Xα −→ �Xα/X −→ 0

(see [H, II, Proposition 8.12]). Using the determination of Xα given above we deduce
that �Xα/X = 0. Furthermore, the restriction of the above sequence to Xα ∩ A is
exact, since A → Ag,n is smooth (cf. [FL, IV, Part 3, Proposition 3.7 (b)]). Hence
rk(N) = g. Now let r : X → Z be the function r(x) := dimκ(x) �X/B,x ⊗κ(x) κ(x),
where κ(x) is the residue field at x. This function is upper semicontinuous (see [H,
II, Example5.8 (a)]) and thus reaches its minimum at g, which is the rank of �X/B

on the open dense subset A of X. The set V := {x ∈ X|r(x) = g} is open and the
restriction of �X/B to V is locally free of rank g (see [H, II, Example 5.8 (c)]). The
existence of the surjection N∨ → �X/B |Xα implies that r(x) � g when x ∈ Xα

and thus r(x) = g on Xα . Thus Xα ⊆ V . The restriction f |V is smooth since V

and B are nonsingular varieties over C and dim(V ) − dim(B) = g (see [H, III,
Proposition 10.4]). The morphism N∨ → �X/B |Xα is a surjection of locally free
sheaves of the same rank and is thus an isomorphism. This concludes the proof. ��
Proof of Proposition 2. Consider the commutative diagram with exact rows on X:

f
∗
�B −→ f

∗
�B(log T ) −→ f

∗OT0 −→ 0⏐⏐ ⏐⏐ ⏐⏐ 
0 −→ �X −→ �X(log Y ) −→ OY0⏐⏐ ⏐⏐ ⏐⏐ 

�X/B −→ �X/B(log) −→ OY0/f
∗OT0⏐⏐ ⏐⏐ ⏐⏐ 

0 0 0,
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where the morphism f
∗OT0 → OY0 is defined by the two vertical morphisms on

its left side. Let V ⊆ T be the open subset of T which consists of all the points
which do not lie at the intersection of two irreducible components of T . The set V
has smooth disjoint irreducible components. Let U0 be the open neighborhood of Xα

provided by Lemma 3. Let now VB be an open subset of B such that VB ∩ T = V

and let UB := Ag,n ∪ VB . Finally, let U := f
−1

(UB) ∩U0. Using Lemma 2 and the
snake lemma, we see that the restriction of the last diagram to U has the following
appearance:

f
∗
�B |U −→ f

∗
�B(log T )|U −→ f

∗OT0 |U −→ 0⏐⏐ ⏐⏐ ∥∥∥
0 −→ �X|U −→ �X(log Y )|U −→ OY0 |U⏐⏐ ⏐⏐ 

�X/B |U � �X/B(log)|U⏐⏐ ⏐⏐ 
0 0.

Consider now an n-level section σ : B → X whose image is an irreducible com-
ponent of Xα . By the last diagram and the second statement in Lemma 3, we
have σ |∗UB

�X/B(log) � σ |∗UB
N∨. Since B\UB has codimension 2 in B by con-

struction and since B is regular, there is a unique extension of the isomorphism
σ |∗UB

�X/B(log) � σ |∗UB
N∨ to an isomorphism σ ∗�X/B(log) � σ ∗N∨. This con-

cludes the proof. ��

2.3 A relative Lefschetz fixed-point formula

In this subsection, we shall review a relative fixed-point formula which is a corollary of
a formula inArakelov theory proved in [KR1]. LetS be a noetherian affine scheme. Let
Z be a regular scheme which is quasi-projective over S. Let µn be the diagonalizable
group scheme over S which corresponds to Z/nZ. Suppose that Z carries a µn-
action over S; furthermore, suppose that there is an ample line bundle on Z, which
carries a µn-equivariant structure compatible with the µn-equivariant structure of Z
(see [T2, par. 1.2] for more details about the latter notion). We shall write K

µn

0 (Z)

for the Grothendieck group of locally free sheaves on Z which carry a compatible
µn-equivariant structure. Replacing locally free sheaves by coherent sheaves in the
latter definition leads to a naturally isomorphic group (see [T2, Lemma 3.3]). If
the µn-equivariant structure of Z is trivial, then the datum of a (compatible) µn-
equivariant structure on a locally free sheaf E on Z is equivalent to the datum of a
Z/nZ-grading of E. The group K

µn

0 (Z) carries a λ-ring structure such that for any
µn-equivariant locally free sheaf E, the element λk(E) is represented in K

µn

0 (Z)

by the kth exterior power of E, endowed with its natural µn-equivariant structure
(see [K, Lemma 3.4]). For any µn-equivariant locally free sheaf E on Z, we write
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λ−1(E) for
∑rk(E)

k=0 (−1)kλk(E) ∈ K
µn

0 (Z). There is a unique isomorphism of rings
K

µn

0 (S) � K0(S)[T ]/(1 − T n) with the following property: it maps the structure
sheaf of S endowed with a homogenous Z/nZ-grading of weight 1 to T and it maps
any locally free sheaf carrying a trivial equivariant structure to the corresponding
element of K0(S) (= K

µ1
0 (S)).

The functor of fixed points associated to Z is by definition the functor

Schemes/S → Sets

described by the rule
T �→ Z(T )µn(T ).

Here Z(T )µn(T ) is the set of elements of Z(T ) which are fixed under each element
of µn(T ). The functor of fixed points is representable by a scheme Zµn and the
canonical morphism Zµn → Z is a closed immersion (see [SGA3, VIII, 6.5 d]).
Furthermore, the scheme Zµn is regular (see [T, Proposition 3.1]). We shall denote
the immersion Zµn ↪→ Z by i. Write N∨ for the dual of the conormal sheaf of the
closed immersion Zµn ↪→ Z. It is locally free on Zµn and carries a natural µn-
equivariant structure. This structure corresponds to a µn-grading, since Zµn carries
the trivial µn-equivariant structure and it can be shown that the weight-0 term of this
grading is 0 (see [T, Proposition 3.1]).

Let W be a regular scheme which is quasi-projective over S and suppose that
W carries a µn-action over S. Let h : Z → W be a projective S-morphism which
respects the µn-actions and write hµn for the induced morphism Zµn → W . The
morphism h induces a direct image map Rh∗ : Kµn

0 (Z)→ K
µn

0 (W), which is a ho-
momorphism of groups described by the formula Rh∗(E) :=∑

k�0(−1)kRkh∗(E)

for a µn-equivariant coherent sheaf E on Z. Here Rkh∗(E) refers to the kth higher
direct image sheaf of E under h; the sheaves Rkh∗(E) are coherent and carry a
natural µn-equivariant structure. The morphism h also induces a pull-back map
Lh∗ : Kµn

0 (W) → K
µn

0 (Z); this is a ring morphism which sends a µn-equivariant
locally free sheaf E on W on the locally free sheaf h∗(E) on Z, endowed with its
natural µn-equivariant structure. For any elements z ∈ K

µn

0 (Z) and w ∈ K
µn

0 (W),
the projection formula Rh∗(z · Lh∗(w)) = w · Rh∗(z) holds. This implies that the
group homomorphism Rh∗ is a morphism of Kµn

0 (S)-modules, if the group K
µn

0 (Z)

(respectively, Kµn

0 (W)) is endowed with the K
µn

0 (S)-module structure induced by
the pull-back map K

µn

0 (S)→ K
µn

0 (Z) (respectively, Kµn

0 (S)→ K
µn

0 (W)).
Let R be a K

µn

0 (S)-algebra such that 1 − T k is a unit in R for all k such that
1 � k < n.

We shall refer to the following hypothesis as (H): S is the spectrum of a Dedekind
ring which can be embedded in C, Z and W are flat over S and Zµn is flat over S.

Theorem 4. Let hypothesis (H) hold. The element λ−1(N
∨) is a unit in the ring

K
µn

0 (Zµn) ⊗K
µn
0 (S) R. If the µn-equivariant structure on W is trivial, then for any

element z ∈ K
µn

0 (Z), the equality

Rh∗(z) = Rhµn,∗((λ−1(N
∨))−1 · Li∗(z))
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holds in K
µn

0 (W)⊗K
µn
0 (S) R.

Proof. The theorem is a consequence of [KR1, Part 6, Theorem 6.1] if the morphism
h is an immersion. Furthermore, the theorem is a consequence of [KR1, Part 4,
Theorem 4.4] if W = S, Z = Pk

S for some k � 0 and h is the structural morphism
Pk
S → S. These two cases combined with the projection formula and the determination

of Kµn

0 (Pk
S) given in [T2, Theorem 3.1] imply the full statement. ��

Remarks.

(1) Theorem 4, without hypothesis (H) but with the hypothesis that S is the spec-
trum of an algebraically closed field of characteristic not dividing n, is proved
in [BFM].

(2) Theorem 4, without hypothesis (H) but with the requirement that R is a field is a
consequence of [T, Theorem 3.5].

(3) The proof of Theorem 4 given above only apparently refers to Arakelov theory;
its underlying structure is purely algebraic and is a variant of the proof of the main
result of [BFM]. This variant does not, in fact, use hypothesis (H). In particular,
Theorem 4 is true without hypothesis (H).

3 Proof of Theorems 1 and 2

The proofs of Theorems 1 and 2 are similar and proceed in two steps. In the first
one, we apply Theorem 4 to a certain geometrical situation and in the second one,
we transform the resulting expression using some combinatorics. The first subsec-
tion contains the combinatorial statements we shall need and in the second one the
computations leading to the proofs are given.

3.1 Combinatorics

Let’s consider the two following formal series

exp(x) :=
∞∑
j=0

xj

j !

and

log(1+ x) :=
∞∑
j=1

(−1)j+1 x
j

j
.

For l � 1, we shall write C[x]�l for the quotient of the ring C[[x]] by the ideal of
formal series divisible by xr , where r > l. We then define exp�l (x) ∈ Z[ 1

l! ][x] and

log�l (1 + x) ∈ Z[ 1
l
][x] as the only polynomials of degree l representing the above

formal series exp(x) and log(1+ x) in C[x]�l .
About these polynomials, we have the following lemma.
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Lemma 4. Let u ∈ µn(C), u �= 1. Then the equality

log�l

(
1− u · exp�l (x)

1− u

)
= −

l∑
j=1

ζL(u, 1− j)
xj

j !

holds in C[x]�l . In particular, the values ζL(u, 1− j)xj /j ! lie in OQ(µn)[ 1
n·l! ] when

1 � j � l.

Proof. It will be sufficient to prove the identity

log

(
1− u · exp(x)

1− u

)
= −

∞∑
j=1

ζL(u, 1− j)
xj

j ! (4)

in C[[x]]. In [MR2, (6), proof of Lemma 3.1], the identity of complex power series

u · exp(x)

1− u · exp(x)
=

∞∑
j=1

ζL(u,−j)
xj

j ! (5)

is proven. If one takes the formal derivative of both sides of equation (4) (for x),
one obtains equation (5). Hence it is sufficient to show that the constant terms of the
power series on both sides of (4) coincide. Since both constant terms can be seen to
vanish, we are done. ��

The following lemma will be used in the proof of Theorem 1.

Lemma 5. The equality ζL(−1, 1− l) = −(2l − 1)Bl/ l holds for all l � 2.

Proof. Let s ∈ C be such that 3(s) > 1. By definition, we have

ζL(−1, s) =
∑
k�1

(−1)k

ks

and

ζQ(s) =
∑
k�1

1

ks
,

where ζQ is Riemann’s ζ -function. From these equalities, we deduce that ζL(−1, s) =
ζQ(s)(21−s − 1). Now ζQ(1 − l) = −Bl/l (see for example [W, Chapter 4, Theo-
rem 4.2]), whence the lemma. ��

If Z is a scheme which is smooth over a Dedekind ring, we shall write CH(Z)�l

for the ring CH(Z)/⊕∞j=l+1 CHj (Z). If E is a locally free sheaf on Z, we shall write

ch�l (E) (“truncated Chern character’’) for the element of CH(Z)�l ⊗ Z[ 1
l! ] given

by the formula ch�l (E) := ∑l
j=0

1
j ! chj

0(E). The proof of the following lemma is
similar to the proof of the multiplicativity and additivity of the Chern character and
we shall omit it.
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Lemma 6. The map ch�l factors through a ring homomorphism

K0(Z)→ CH(Z)�l ⊗ Z
[

1

l!
]
.

Let CH(Z)�l,∗ be the multiplicative subgroup of CH(Z)�l consisting of elements
of the form 1+ z, where z has the property that its degree-0 part vanishes.

The following lemma is a consequence of the fact that log((1 + x)(1 + y)) =
log(1+ x)+ log(1+ y) in the ring of power series C[[x, y]].
Lemma 7. The polynomial log�l defines a map CH(Z)�l,∗ → CH(Z)�l ⊗ Z[ 1

l
]

which is a group homomorphism.

3.2 Final computations

We shall now prove Theorem 2.

Lemma 8. Let ξ be a primitive nth root of unity in OQ(µn). Then the elements 1− ξk

are units in OQ(µn)[ 1
n
] for every integer k such that 1 � k < n.

Proof. Recall the polynomial identity
∏n−1

j=1(X − ξj ) = Xn−1 + · · · + X + 1. This

identity implies that the inverse of 1− ξk is given by n−1 ∏n−1
r=1,r �=k(1− ξ r ). ��

If A is a D[ 1
n
]-algebra such that SpecA is connected and nonempty, then A con-

tains exactly n distinct nth roots of unity, all of which are images of roots of unity
contained in D[ 1

n
]. This is a consequence of the last lemma and of the Chinese re-

mainder theorem. Fix a primitive root of unity ζ . This choice fixes an isomorphism
Z/nZ � µn(D[ 1

n
]) and hence for each D[ 1

n
]-algebra A, there is a canonical isomor-

phism of groups µn(A) � ∏
C∈CC(A) Z/nZ, where CC(A) is the set of connected

components of Spec(A). We have thus described a D[ 1
n
]-isomorphism between the

constant group scheme over D[ 1
n
] associated to Z/nZ and the group scheme µn

over D[ 1
n
].

Let W be a scheme which is smooth over SpecD[ 1
n
] and which carries the trivial

µn-equivariant structure. For each µn-equivariant locally free sheaf E on C, define

ch�l
µn

(E) :=
∑

k∈Z/nZ

ζ k · ch�l (Ek).

We can see from the definitions that ch�l
µn

induces a ring morphism

ch�l
µn
: Kµn

0 (W)→ CH�l (W)⊗OQ(µn)

[
1

l!
]
.

We shall now apply Theorem 4. Let us denote the morphism C → C by c and its
relative dimension by d. The automorphism ι defines a Z/nZ-action on C over C and
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using the isomorphism described above, we obtain a µn-equivariant structure on C
over C. The fixed-point scheme cµn : Cµn → C (which coincides with the fixed-point
scheme of ι) is then étale over C. To see this, notice that we have an exact sequence
of coherent sheaves

N∨ −→ �C/C |Cµn
−→ �Cµn/C

−→ 0,

where N is the normal bundle of the immersion Cµn ↪→ C and all the maps respect the
natural µn-actions on the sheaves. The two first sheaves in this sequence are locally
free, since C and Cµn are regular and the map c is smooth. Hence the first morphism
in the sequence is injective, because it is injective on the dense open subset where
cµn is étale. If we now consider the weight-0 part of the sequence, we obtain an
isomorphism (�C/C |Cµn

)0 → �Cµn/C
and thus �Cµn/C

is locally free which in turn
implies that �Cµn/C

= 0 since c is finite. Hence c is étale.
We now compute

ch�l
µn

(
Rc∗

(
d∑

k=0

(−1)k ∧k (�C/C)

))
(1)= ch�l

µn

(
2d∑
k=0

(−1)k ∧k (H)

)
(2)= ch�l

µn
(Rcµn∗((λ−1(N

∨))−1λ−1(�C/C |Cµn
)))

(3)= ch�l
µn

(Rcµn,∗(λ−1(�Cµn/C
)))

(4)= f0 ⊗ 1 ∈ CH0(C)⊗OQ(µn)

[
1

n · l!
]
.

Here f0 ∈ CH0(C) = Z is the degree of the finite morphism cµn . Equality (1) is
justified by the fact that the Hodge to de Rham spectral sequence of c degenerates
and the fact that there is a natural isomorphism Hr

dR(C/C) � ∧r (H 1
dR(C/C)) for all

r ∈ Z�0 (see [BBM, 2.5.2]). Equality (2) is provided by Theorem 4, applied in the
case where S = SpecD[ 1

n
], Z = C, h = c, the µn-equivariant structure on C is the

one described above and z = λ−1(�C/C). Equality (3) is justified by the fact that
cµn is étale and the multiplicativity of λ−1. Equality (4) derives from the fact that
�Cµn/C

= 0. We shall now rewrite the resulting equality

ch�l
µn

(
2d∑
k=0

(−1)k ∧k (H)

)
= f0 ⊗ 1 ∈ CH0(C)⊗OQ(µn)

[
1

n · l!
]

(6)

using the combinatorics of the first subsection.
By the splitting principle, we may suppose without restriction of generality that

H = ∑2d
k=1 hk in K

µn

0 (C), where hk is a line bundle which carries a homogenous
Z/nZ-grading. Write tk for the first Chern class c1(hk) of hk . Let w(hk) ∈ Z/nZ be
the weight of hk and let uk := ζw(hk). Equality (6) implies that

2d∏
k=1

(1− uk) = f0.
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In particular, uk �= 1 for all k. We now have the following reformulation of (6):

1

f0
ch�l

µn

(
2d∑
k=0

(−1)k ∧k (H)

)
=

2d∏
k=1

ch�l
µn

(1− hk)

(1− uk)

=
2d∏
k=1

1− uk · exp�l (tk)

1− uk

= 1.

If we apply the log�l map to the members of the last string of equalities and use
Lemma 4, we obtain

2d∑
k=1

log�l

(
1− uk · exp�l (tk)

1− uk

)
= −

2d∑
k=1

l∑
j=1

ζL(uk, 1− j)
t
j
k

j !

= −
l∑

j=1

2d∑
k=1

ζL(uk, 1− j)
t
j
k

j !

= −
l∑

j=1

∑
u∈µn(D)

ζL(u, 1− j)
chj

0(Hu)

j !
= 0, (7)

which implies the result.
We now turn to the proof of Theorem 1. We use the notation of Theorem 3. We

shall apply Theorem 4 to the situation where Z = X, h = f , n = 2, the action
of µ2 is given by the involution α which extends the action of the inversion on A
(notice that over D[ 1

2 ] there is a unique isomorphism between µ2 and the constant
group scheme associated to Z/2Z) and z = λ−1(�X/B(log)). Let N be the dual of
the conormal sheaf of the immersion Xα = Xµ2 ↪→ X.

We compute

ch�l
µ2

(
Rf ∗

(
g∑

k=0

(−1)k ∧k (�X/B(log))

))

(1)= ch�l
µ2

⎛⎝ 2g∑
k=0

(−1)k ∧k (Ẽ⊕ Ẽ∨)

⎞⎠
(2)= ch�l

µ2
(Rf µ2∗((λ−1(N

∨))−1λ−1(�X/B(log)|Xµ2
)))

(3)= f0 ⊗ 1 ∈ CH(C)⊗ Z
[

1

2 · l!
]
.

Here f0 ∈ CH0(C) = Z is the degree of the finite morphism f µn
. Equality

(1) is justified by Theorem 3(9). Equality (2) is provided by Theorem 4, applied
in the situation just described. Equality (3) is justified by Lemma 3. Let us define
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H := Ẽ⊕ Ẽ∨. We can now repeat the computations from (6) to (7) verbatim, setting
n = 2. We obtain the equation

l∑
j=1

∑
u∈µ2(D)

ζL(u, 1− j)
chj

0(Hu)

j ! = 0

in CH(B)⊗ Z[ 1
2·l! ]. In other words,

l∑
j=1

ζL(−1, 1− j)
chj

0(H)

j ! = 2
l∑

j=1

ζL(−1, 1− j)
chj

0(Ẽ)

j ! = 0

in CH(B)⊗ Z[ 1
2·l! ]). Now notice that ζL(−1, 1− l) = −(2l − 1)Bl/ l by Lemma 5.

We have thus proven an analog of Theorem 1, where b∗E is replaced by Ẽ. To
deduce Theorem 1 as stated from it, we shall make the following construction. Let
! : Ag,n ↪→ Ãg,n × B be the diagonal immersion and let Ã′g,n → Zar(!(Ag,n))

be a desingularization of the Zariski closure of !(Ag,n). Let p1 (respectively, p2)
be the map obtained by composing the natural map Ã′g,n ↪→ Ãg,n × B and the first

(respectively, second) projection map Ãg,n × B → Ãg,n (respectively, Ãg,n × B →
B). Let b′ := b ◦p1. The map b′ is a also a desingularization of Ag,n. By Proposition
1, we have an isomorphism p∗2A � b′∗G on Ã′g,n. Hence

2
l∑

j=1

ζL(−1, 1− j)
chj

0(p
∗
2Ẽ)

j ! = 2
l∑

j=1

ζL(−1, 1− j)
chj

0(b
′∗E)

j ! = 0

in CH(Ã′g,n)⊗ Z[ 1
2·l! ]. Now notice that

p1,∗

⎛⎝2
l∑

j=1

ζL(−1, 1− j)
chj

0(b
′∗E)

j !

⎞⎠ = p1,∗p∗1

⎛⎝2
l∑

j=1

ζL(−1, 1− j)
chj

0(b
∗E)

j !

⎞⎠
= p1,∗(1) · 2

l∑
j=1

ζL(−1, 1− j)
chj

0(b
∗E)

j !

in CH(Ãg,n) ⊗ Z[ 1
2·l! ]. We have used the projection formula for the last equality.

Since p1 is birational, we have p1,∗(1) = 1 and we have thus completely proven
Theorem 1.

4 Consequences and conjectures

4.1 A corollary of Theorem 2

Let c : C → C be a polarized abelian scheme, where C is a regular and quasi-
projective variety over C. Let K be a finite abelian extension of Q. Suppose that there
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is an embedding of rings OK ↪→ EndC(C). Let H := H 1
dR(C/C). The coherent sheaf

H carries a ring action of K . Choose an element k0 ∈ K such that K = Q(k0) (a
simple element of K over Q). For each σ ∈ Hom(K,C), define

Hσ := Ker(k0 − σ(k0) · Id).
The natural morphism ⊕σ∈Hom(K,C)Hσ → H is an isomorphism, as can be seen by
considering its restriction to closed points of C. Furthermore, the sheaves Hσ do not
depend on the choice of k0.

Now let χ : Gal(K|Q) → S1 be a one-dimensional character of K . We shall
show that the following proposition is a consequence of Theorem 2.

Proposition 3. The equality∑
σ∈Hom(K,C)

χ(σ ) ch(Hσ ) =
∑

σ∈Hom(K,C)

χ(σ )rk(Hσ )

holds in CH(C)⊗Q.

Notice that there is a noncanonical isomorphism Hom(K,C) � Gal(K|Q). The
equality in the proposition is true for any choice of such an isomorphism.

In the following, the use of Hom(·,C) instead of Gal(·) always implies that the
corresponding statement is independent of the choice of an identification of Hom(·,C)

and Gal(·).
Corollary 1. The equality ch(Hσ ) = rk(Hσ ) in CH(C) ⊗ Q is true for all σ ∈
Hom(K,C).

Proof of Corollary 1. The content of Proposition 3 is that as functions of σ , all the
Fourier coefficients of ch(Hσ ) and rk(Hσ ) coincide. Hence the conclusion follows
from the uniqueness of the Fourier decomposition. ��

Before coming to the full proof of Proposition 3, we shall prove the following
weaker statement.

Proposition 4. Proposition 3 holds for K = Q(µn) for some n � 2.

In the proof of Proposition 4, we shall need the following lemma, which is sur-
prisingly difficult to prove. The hypotheses and the terminology of Proposition 4 are
in force.

Lemma 9. Let u0 := exp(2iπ/n) and let l � 1 be an integer.

(1) The following equalities of meromorphic functions of s ∈ C hold. If χ is an even
character, then∑

σ∈Hom(Q(µn),C)

χ(σ )ζL(σ (u0), s) = n1−sπs−1/2 �((1− s)/2)

�(s/2)
L(χ, 1− s),

while if χ is an odd character, then
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σ∈Hom(Q(µn),C)

χ(σ )ζL(σ (u0), s) = i · n1−sπs−1/2 �(1− s/2)

�((s + 1)/2)
L(χ, 1− s).

(2) We have ∑
σ∈Hom(K,C)

χ(σ )ζL(σ (u0), 1− l) �= 0

when either (a) χ is an even character and l is an even integer, or (b) χ is an odd
character and l is an odd integer.

Recall that a character χ as above is odd (respectively, even) if the image of
complex conjugation under χ is −1 (respectively, 1). The symbol L(χ, s) refers to
the meromorphic function of s ∈ C which is defined by the formula

L(χ, s) :=
∞∑
k=1

χ(k)

ks

for 3(s) > 1. Notice that the character χ may be nonprimitive. If the character χ is
primitive, the equalities in (1) are consequences of the functional equation of Dirichlet
L-functions.

Proof of Lemma 9. The second equality in (1) is the content of [KR2, Lemma 5.2].
The proof of the first equality is similar and we shall omit it. Before beginning with the
proof of (2) we recall that the function 1/�(s) has zeros at the points 0,−1,−2, . . .
and is �= 0 for all the other values of s. Recall also that L(χ, s) has an Euler product
expansion when3(s) > 1 and thus L(χ, s) �= 0 when3(s) > 1. To prove (2)(a), we
compute (with χ and l even)∑

σ∈Hom(K,C)

χ(σ )ζL(σ (u0), 1− l) = nlπ1/2−l �(l/2)

�((1− l)/2)
L(χ, l).

Using the remarks made before the computation, we can conclude the proof of (2)(a).
For the proof of (2)(b), we make a similar computation:∑

σ∈Hom(K,C)

χ(σ )ζL(σ (u0), 1− l)

= nlπ1/2−l i
�(1/2+ l/2)

�(1− l/2)
L(χ, l)

= nlπ1/2−l i
�(1/2+ l/2)

�(1− l/2)
L(χprim, l)

∏
p|n

(1− χprim(p)p−l ).

Here χprim is the primitive Dirichlet character associated to χ . It is shown in [W,
Chapter 4, Corollary 4.4]) that L(χprim, 1) �= 0 (it is only to treat the case l = 1 that
we introduced χprim). Using this fact and again the remarks made before the proof of
(2)(a), we can conclude. ��
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Proof of Proposition 4. Let u0 := exp(2iπ/n). Let τ ∈ Gal(Q(µn)|Q); the root of
unity τ(u0) acts on C as an automorphism of finite order n over C. The fixed-point
scheme of τ(u0) on C can be shown to be finite and flat in this situation. We leave
this as an exercise to the reader. Applying Theorem 2 to this situation (with similar
notations and ι given by τ(u0)), we obtain the equation∑

σ∈Hom(Q(µn),C)

ζL(σ (τ(u0)), 1− l) chl (Hσ ) = 0 (8)

in CHl (C)⊗Q, for any l � 1. We now identify Hom(Q(µn),C) and Gal(Q(µn)|Q)

via the natural embedding Q(µn) ↪→ C and we evaluate at χ = χ−1 the Fourier
transform of the left side of (8) for the variable τ ∈ Gal(Q(µn)|Q). We obtain

∑
τ∈Gal(Q(µn)|Q)

χ(τ )

⎡⎣ ∑
σ∈Gal(Q(µn)|Q)

ζL(σ (τ(u0)), 1− l) chl (Hσ )

⎤⎦
=
∑
τ

χ(τ )

[∑
σ

ζL(σ (u0), 1− l) chl (Hστ )

]

=
∑
τ

χ(τ )

[∑
σ

ζL((στ
−1)(u0), 1− l) chl (Hσ )

]

=
∑
σ

(∑
τ

χ(τ )ζL((στ
−1)(u0), 1− l)

)
chl (Hσ )

=
(∑

τ

χ(τ )ζL(τ(u0), 1− l)

)(∑
σ

χ(σ ) chl (Hσ )

)
= 0.

Now suppose that l is an even integer (respectively, odd integer) and that χ is an even
character (respectively, odd character). Then, using Lemma 9, we deduce that∑

σ

χ(σ ) chl (Hσ ) = 0

which is the equality to be proven. If l is even (respectively, odd) and χ is odd
(respectively, even) then chl (Hσ ) is an even function of σ (respectively, odd function
of σ ), which again implies that∑

σ

χ(σ ) chl (Hσ ) = 0.

Indeed, the change of variables σ �→ σ−1 then changes the sign of the expression∑
σ∈Gal(Q(µn)|Q) χ(σ ) chl (Hσ ). The fact that chl (Hσ ) is an even function of σ (re-

spectively, odd function of σ ) when l is even (respectively, odd) follows from the
fact that there is a u0-equivariant isomorphism H � H∨. This in turn follows from
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relative Lefschetz and Poincaré duality and the fact that there exists an ample invert-
ible sheaf L on C, which carries a u0-equivariant structure. To obtain such a sheaf,
start with an ample invertible sheaf L′ on C and let L := ⊗n−1

n=0(u
k
0)
∗L′. The sheaf L

carries a natural u0-equivariant structure.
Combining the two last equations, we can conclude the proof. ��
We shall need the following lemma in the proof of Proposition 3.

Lemma 10. Let L′|L be a finite extension of number fields such that OL′ is free over
OL and that L′ is abelian over Q. Let χL be a one-dimensional character of L. If
Proposition 3 holds for K = L′ and χ = IndL′

L (χL), then it holds also for K = L

and χ = χL.

Recall that by definition IndL′
L (χL) is a one-dimensional character of L′ such that

IndL′
L (χL)(σL′) = χ(σL′ |L) for all σL′ ∈ Gal(L′|Q).

Proof. Let r := [L′ : L] and let x1, . . . , xr be a basis of OL′ over OL. The mapping
ϕ : OL′ → Mr(OL) of OL′ into the r × r-matrices with entries in OL which maps
an element of OL′ to the matrix representation in this basis of the corresponding
OL linear map OL′ → OL′ , is an embedding of rings. Via the map ϕ, we obtain an
embedding of rings OL′ ↪→ EndC(Cr ). There is a natural isomorphism of coherent
sheaves

r⊕
j=1

H 1
dR(C/C) � H 1

dR(Cr/C),

and under this isomorphism, there is a decomposition

r⊕
j=1

H 1
dR(C/C)σL �

⊕
σL′ |L=σL

H 1
dR(Cr/C)σL′

for any σL ∈ Gal(L|Q). Now choose an embedding L′ ↪→ C to identify Hom(L′,C)

and Gal(L′|Q). We compute∑
σL′

ch(H 1
dR(Cr/C)σL′ ) IndL′

L (χ)(σL′)

=
∑
σL

χ(σL)
∑

σL′ |L=σL

ch(H 1
dR(Cr/C)σL′ )

=
∑
σL

χ(σL)

r∑
j=1

ch(H 1
dR(C/C)σL)

= r ·
∑
σL

ch(H 1
dR(C/C)σL)χ(σL),

from which the conclusion follows. ��
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Proof of Proposition 3. Class field theory implies that K can be embedded in Q(µn)

for some n � 2. We claim that OQ(µn) is free over OK . To see this, let u0 ∈ OQ(µn)

be a primitive nth root of 1 and let k be the degree of the minimal polynomial of
u0 over K . The elements 1, . . . , uk−1

0 are then linearly independent over K , hence
over OK . The minimal polynomial of u0 over K is of the form a0 + a1t + · · · +
ak−1t

k−1 + tk , where {a0, . . . , ak} ⊆ OK . Hence uk+s
0 = −a0u

s
0 − a1u

s+1
0 − · · · −

ak−1u
k−1+s
0 for all integers s � 0. Applying induction over s, we see that all the

elements 1, . . . , un−1
0 are contained in the OK module generated by 1, . . . , uk−1

0 .
Since the elements 1, . . . , un−1

0 generate OQ(µn) as an OK -module, we see that the
elements 1, . . . , uk−1

0 generate OQ(µn) as an OK -module and thus form a basis of
OQ(µn) as an OK -module.

Now using Lemma 10, we see that we may assume without restriction of generality
that K = Q(µn). In that case, Proposition 4 is equivalent to Proposition 3 and this
concludes the proof. ��

4.2 Conjectures and speculations

Let C be a smooth quasi-projective scheme over C. Let furthermore C → C be a
polarized semi-abelian scheme and let K be a number field which is Galois over Q.
Suppose that there is an embeddingK ↪→ EndC(C)⊗Q. Let H := e∗�C/C⊕e∗�∨C/C

where e : C → C is the zero section. The coherent sheaf H carries a ring action of K .
Choose an element k0 ∈ K such that K = Q(k0). For each σ ∈ Hom(K,C), define

Hσ := Ker(k0 − σ(k0) · Id).
The natural morphism⊕σ∈Hom(K,C)Hσ → H is then an isomorphism, as before and
the sheaves Hσ do not depend on the choice of k0.

Let now χ : Hom(K,C) → C be a simple Artin character of K . We make the
following conjecture.

Conjecture 1. The equality∑
σ∈Hom(K,C)

χ(σ ) ch(Hσ ) =
∑

σ∈Hom(K,C)

χ(σ )rk(Hσ )

holds in CH(C)⊗Q.

An even stronger conjecture is the following.

Conjecture 2. The equality ch(Hσ ) = rk(Hσ ) holds for all σ ∈ Hom(K,C).

Notice that unlike in the case where K is an abelian extension of Q, Conjecture
2 is not a consequence of Conjecture 1.

Conjecture 1 is a consequence of [MR1, Conjecture 2.1], which can be considered
as a “lifting’’ of Conjecture 1 to Arakelov geometry.

We would also like to point out a general conjecture on Gauss–Manin bundles,
which overlaps with Conjecture 1 and is a consequence of [MR1, Conjecture 3.1].
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Conjecture 3. Let X and Y be smooth quasi-projective varieties over C. Let f : X →
Y be a smooth and projective morphism. Then ch(H l

dR(X/Y )) = rk(H l
dR(X/Y )) in

CHl (Y )⊗Q, for all l � 1.

Conjecture 3 can be related to a conjecture of Bloch and Beilinson.
Suppose that Y is projective over C and has a model Y0 over a number field. Let

CH(Y0)0 be the subgroup of CH(Y0)⊗Q consisting of homologically trivial cycles.
Recall that there is a map from CH(Y0)0 to the product of the intermediate Jacobians
of Y (C), called the Abel–Jacobi map. The conjecture of Bloch and Beilinson is that
the Abel–Jacobi map is injective in this situation (see [BB, after Lemma 5.6]).

Suppose now furthermore that there is a morphism X0 → Y0, such that the
morphism obtained after a field extension to C coincides with f . Notice that the
classes ch(H l

dR(X0/Y0)) − rk(H l
dR(X0/Y0)) lie in CH(Y0)0, because the bundles

Hl
dR(X0/Y0) carry an algebraic connection, the Gauss–Manin connection. The Abel–

Jacobi map can be described using Cheeger–Simons characteristic classes (see [S,
Proposition 2]) and it has been shown by Corlette and Esnault (see [CE]) that the
Cheeger–Simons classes of Gauss–Manin bundles vanish. All in all, this implies that
the image of the classes ch(H l

dR(X0/Y0))− rk(H l
dR(X0/Y0)) under the Abel–Jacobi

map vanish and thus Conjecture 3 is implied by the conjecture of Bloch and Beilinson
in this situation. The result of Corlette and Esnault could also have been replaced by
a general result of Reznikov (see [R]) in this setup.

Finally, we shall indicate how Theorem 2 overlaps with Stickelberger’s theorem.
Let K ⊆ Q be an abelian extension of Q and suppose that the conductor of K is n.
Let G := Gal(Q(µn)|Q) � (Z/nZ)×. By class field theory, we have an inclusion
K ⊆ Q(µn) and the group G thus acts on K by restriction. Via this action, we obtain
a Z[G]-module structure on the multiplicative group of the ideals of OK . If A is an
ideal in OK and υ ∈ Z[G], we write Aυ for the image of A under υ. We write

θ(K) = θ :=
∑

a∈(Z/nZ)×

{a
n

}
σ−1
a ∈ Q[G],

where {·} denotes the fractional part of a real number. The element θ(K) is called the
Stickelberger element. Let β ∈ Q[G] and suppose that β · θ ∈ Z[G]. Stickelberger’s
theorem asserts that if A is an ideal of OK , then Aβθ is a principal ideal. In particular
Anθ is principal. Let now χ : G→ S1 be an odd primitive Dirichlet character and let

εχ :=
∑
σ∈G

χ(σ)σ−1 ∈ Zab[G].

Here Zab is the integral closure of Z in Qab, the subfield of Q generated by all
the roots of unity. Let L(χ, s) be the L-function of χ , which is a meromorphic
function of s ∈ C (see Section 4.1 or [W, Chapter 4] for the definition). We have
L(χ, 1) = −B1,χ := −∑

a∈(Z/nZ)×{ an }χ(a). We compute

εχθ =
∑

a∈(Z/nZ)×

{a
n

}
εχσ

−1
a =

⎡⎣ ∑
a∈(Z/nZ)×

{a
n

}
χ(σa)

⎤⎦ εχ = B1,χ εχ .
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Now identify CH1(OK) with the class group of OK . The last computation shows that
Stickelberger’s theorem implies that nB1,χ εχ annihilates any element ofCH 1(OK)⊗
Zab.

On the other hand, consider the situation of Theorem 2. With u0 := exp(2iπ/n)
Theorem 2 says in particular that∑

a∈Z/nZ

ζL(u
a
0, 0) c1(Hua

0
) = 0

in CH1(C)⊗ Zab[ 1
n
]. More generally, let b ∈ (Z/nZ)× and apply Theorem 2 again,

with ι−b in place of ι. We obtain the identity∑
a∈Z/nZ

ζL(u
ab
0 , 0) c1(Hua

0
) = 0 (10)

in CH1(C)⊗ Zab[ 1
n
].

Define the Gauss sum

τ(χ) :=
∑

a∈Z/nZ

χ(a)ua
0 .

It is shown in [W, Chapter 4, Lemma 4.7] that
∑

a∈Z/nZ χ(a)uab
0 = τ(χ)χ(b) holds

for any b ∈ Z. This implies that∑
b∈Z/nZ

χ(b)ζL(u
ab
0 , 0) = χ(a)τ(χ)L(χ, 0).

We shall now exploit (10). We compute

∑
b∈Z/nZ

χ(b)

⎛⎝ ∑
a∈Z/nZ

ζL(u
ab
0 , 0) c1(Hua

0
)

⎞⎠ = ∑
a∈Z/nZ

∑
b∈Z/nZ

χ(b)ζL(u
ab
0 , 0) c1(Hua

0
)

= τ(χ)L(χ, 0)
∑

a∈Z/nZ

χ(a) c1(Hua
0
)

in CH1(C) ⊗ Zab[ 1
n
]. Since τ(χ)τ(χ) = |τ(χ)|2 = n (see [W, Chapter 4,

Lemma 4.8]), τ(χ) is a unit in Zab[ 1
n
]. Hence

−L(χ, 0)
∑

a∈Z/nZ

χ(a) c1(Hua
0
) = B1,χ

∑
a∈Z/nZ

χ(a) c1(Hua
0
) = 0

in CH1(C)⊗Zab[ 1
n
]. Now suppose furthermore thatD = OQ(µn) and that the fibration

C → C and the automorphism ι have models over Z[ 1
n
]. Fix such models. We then

obtain
B1,χ εχ c1(Hu0) = 0,
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where CH1(C)⊗Zab[ 1
n
] is considered as Gal(Q(µn)|Q)-module via the given model

of C.
Stickelberger’s theorem and Theorem 2 thus lead to similar annihilation state-

ments. It is even possible to construct a geometrical situation where Theorem 2 is
implied by Stickelberger’s theorem. This is left as an exercise to the reader.

One is thus led to speculate whether (the Fourier transform of) Theorem 2 is
not a special case of a theorem generalizing Stickelberger’s theorem to the Chow
groups of the various Shimura varieties classifying abelian varieties with complex
multiplications.
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to write up the results of this paper and more generally for their interest. Our thanks also go
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Summary. In [PR1], R. Pink and the author gave a short proof of the Manin–Mumford conjec-
ture, which was inspired by an earlier model-theoretic proof by Hrushovski. The proof given in
[PR1] uses a difficult unpublished ramification-theoretic result of Serre. It is the purpose of this
note to show how the proof given in [PR1] can be modified so as to circumvent the reference
to Serre’s result. J. Oesterlé and R. Pink contributed several simplifications and shortcuts to
this note.

1 Introduction

LetAbe an abelian variety defined over an algebraically closed fieldLof characteristic
0 and let X be a closed subvariety. If G is an abelian group, write Tor(G) for the
group of elements of G which are of finite order. A closed subvariety of A whose
irreducible components are translates of abelian subvarieties of A by torsion points
will be called a torsion subvariety. The Manin–Mumford conjecture is the following
statement:

The Zariski closure of Tor(A(L)) ∩X is a torsion subvariety.

This was first proved by Raynaud in [R]. In [PR1], R. Pink and the author gave a new
proof of this statement, which was inspired by an earlier model-theoretic proof given
by Hrushovski in [H]. The interest of this proof is the fact that it relies almost entirely
on classical algebraic geometry and is quite short. Its only nonelementary input is
a ramification-theoretic result of Serre. The proof of this result is not published and
relies (see [Se, pp. 33–34, 56–59]) on deep theorems of Faltings, Nori, and Raynaud.
In this note, we show how the reference to Serre’s result in [PR1] can be replaced by
a reference to a classical result in the theory of formal groups (see Theorem 1(a)).

The structure of the paper is as follows. For the convenience of the reader, the
text has been written so as to be logically independent of [PR1]. In particular, no
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knowledge of [PR1] is necessary to read it. Section 2 recalls various classical results on
abelian varieties and also contains two less well known, but elementary propositions
(Propositions 1 and 2) whose proofs can be found elsewhere but for which we have
included short proofs to make the text more self-contained. The reader is encouraged
to proceed directly to Section 3, which contains a complete proof of the Manin–
Mumford conjecture and to refer to the results listed in Section 2 as needed.

Notation

— “w.r.o.g.’’ is short for without restriction of generality.
— If X is a closed subvariety of an abelian variety A defined over an algebraically

closed field L of characteristic 0, then we write Stab(X) for the stabiliser of X;
this is a closed subgroup of A such that Stab(X)(L) := {a ∈ A(L)|a+X = X};
it has the same field of definition as X and A.

— If p is a prime number and G is an abelian group, we write Torp(G) for the set
of elements of Tor(G) whose order is prime to p and Torp(G) for the set of
elements of Tor(G) whose order is a power of p.

2 Preliminaries

Lemma 1. Let L ⊆ L′ be algebraically closed fields of characteristic 0. Let A be an
abelian variety defined over L and let X be a closed L-subvariety of A. Then

(a) X is a torsion subvariety of A iff XL′ is a torsion subvariety of AL′ ;
(b) the Manin–Mumford conjecture holds for X in A iff it holds for XL′ in AL′ .

Proof. We first prove (a). To prove the equivalence of the two conditions, we only
need to prove the sufficiency of the second one. The latter is a consequence of the fact
that the morphism π : AL′ → A is faithfully flat and that any torsion point and any
abelian subvariety ofAL′ has a model inA (see [Mi, Corollary 20.4, p. 146]). To prove
(b), letZ := Zar(Tor(A(L))∩X) (respectively,Z′ := Zar(Tor(A(L′))∩XL′)). Using
again the fact that any torsion point in AL′ has a model in A and that π is faithfully flat,
we see that π−1(Tor(A(L))∩X) = Tor(A(L′))∩XL′ . From this and the fact that the
morphism π is open [EGA, IV, 2.4.10], we get a set-theoretic equality π−1(Z) = Z′.
Since π is radicial, the underlying set of π∗(Z) := ZL′ is π−1(Z) [EGA, I, 3.5.10].
Since ZL′ is reduced [EGA, IV, 4.6.1], we thus have an equality of closed subschemes
ZL′ = Z′. Now by (a), the closed subscheme ZL′ is a torsion subvariety of AL′ iff Z
is a torsion subvariety of A. ��
Proposition 1 (Pink–Roessler). Let A be an abelian variety over C and let F : A→
A be an isogeny. Suppose that the absolute value of all the eigenvalues of the pull-
back map F ∗ on the first singular cohomology group H 1(A(C),C) is larger than 1.
Then any closed subvariety Z of A such that F(Z) = Z is a torsion subvariety.

The following proof can be found in [PR1, Remark after Lemma 2.6].
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Proof. W.r.o.g., we may replace F by one of its powers and thus suppose that each
irreducible component of Z is stable under F . We may thus suppose that Z is irre-
ducible. Notice that F(Stab(Z)) ⊆ Stab(Z). Let us first suppose that Stab(Z) = 0.

Write cl(Z) for the cycle class of Z in H ∗(A(C),C). We list the following facts:

(1) The degree of F is the determinant of the restriction of F ∗ to H 1(A(C),C).
(2) Each eigenvalue ofF ∗ onHi(A(C),C) is the product of i distinct zeroes (counted

with multiplicities) of the characteristic polynomial of F ∗ on H 1(A(C),C).

Facts (1) and (2) follow from the fact that for all i ≥ 0 there is a natural isomorphism
�i(H 1(A(C),C)) � Hi(A(C),C) (see [Mu, p. 3, equation (4)]).

Now notice that since Stab(Z) = 0, the varieties Z + a, where a ∈ Ker(F )(C),
are pairwise distinct. These varieties are thus the irreducible components of F−1(Z).
Now we compute

cl(F ∗(Z)) =
∑

a∈Ker(F )

cl(Z + a) = # Ker(F )(C) · cl(Z) = deg(F ) cl(Z)

and thus cl(Z) belongs to the eigenspace of H ∗(A(C),C) corresponding to the
eigenvalue deg(F ). Facts (1), (2) and the hypothesis on the eigenvalues imply that
cl(Z) ∈ H 2 dim(A)(A(C),C), which in turn implies that Z is a point. This point is a
torsion point since it lies in the kernel of F − Id, which is an isogeny by construction.

If Stab(Z) �= 0, then replace A by A/Stab(Z) and Z by Z/Stab(Z). The isogeny
F then induces an isogeny on A/Stab(Z), which stabilises Z/Stab(Z). We deduce
that Z/Stab(Z) is a torsion point. This implies that Z is a translate of Stab(Z) by a
torsion point and concludes the proof. ��
Corollary 1. Let A be an abelian variety over an algebraically closed field K of
characteristic 0. Let n ≥ 1 and let M be an n × n-matrix with integer coefficients.
Suppose that the absolute value of all the eigenvalues of M is larger than 1. Then any
closed subvariety Z of An such that M(Z) = Z is a torsion subvariety.

Proof. Because of Lemma 1(a), we may assume w.r.o.g. thatK is the algebraic closure
of a field which is finitely generated as a field over Q. We may thus also assume that
K ⊆ C. Proposition 1 then implies the result for ZC in An

C
, and using Lemma 1(a)

again we can conclude. ��
Proposition 2 (Boxall). Let A be an abelian variety over a field K of characteristic 0.
Let p > 2 be a prime number and let L := K(A[p]) be the extension of K generated
by the p-torsion points of A. Let P ∈ Torp(A(K)) and suppose that P /∈ A(L). Then
there exists σ ∈ Gal(L|L) such that σ(P )− P ∈ A[p] \ {0}.

A proof of a variant of Proposition 2 can be found in [B]. For the convenience
of the reader, we reproduce a proof, which is a simplification by Oesterlé (private
communication) of a proof due to Coleman and Voloch (see [Vo]).

Proof. Let n ≥ 1 be the smallest natural number so that pnP ∈ A(L). For all
i ∈ {1, . . . , n}, let Pi = pn−iP . Let also σ1 be an element of Gal(L|L) such that

σ1(p
n−1P) �= pn−1P . Furthermore, let σi := σ

pi−1

1 and Qi := σi(Pi)− Pi .
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First, notice that we have pQ1 = σ1(p
nP )− pnP = 0 and Q1 = σ1(p

n−1P)−
pn−1P �= 0, hence Q1 ∈ A[p]\{0}. We shall prove by induction on i ≥ 1 that
Qi = Q1 if i ≤ n. This will prove the proposition, since Qn = σn(P )− P .

So assume that Qi = Q1 for some i < n. We have p2(σi − 1)(Pi+1) = p(σi −
1)(Pi) = pQi = 0. Since any p-torsion point of A is fixed by σ , and hence by σi ,
we also have p(σi − 1)2(Pi+1) = 0 and (σi − 1)3(Pi+1) = 0. The binomial formula
shows that, in the ring of polynomials Z[T ], T p is congruent to 1+p(T −1) modulo
the ideal generated by p(T − 1)2 and (T − 1)3 (notice that p �= 2!). We thus have
(σ

p
i −1)(Pi+1) = p(σi−1)(Pi+1) = (σi−1)(Pi), id est Qi+1 = Qi . This completes

the induction on i. ��
Suppose now that K is a finite extension of Qp, for some prime number p and let

Kunr be its maximal unramified extension. Let k be the residue field ofK . Suppose that
A is an abelian variety overK which has good reduction at the unique nonarchimedean
place of K . Denote by A0 the corresponding special fiber, which is an abelian variety
over k.

Theorem 1.

(a) The kernel of the homomorphism

Tor(A(Kunr))→ A0(k)

induced by the reduction map is a finite p-group.
(b) The equality Torp(A(Kunr)) = Torp(A(K)) holds.

Proof. For statement (b), see [Mi, Corollary 20.8, p. 147]. Statement (a), which is
more difficult to prove, follows from general properties of formal groups over K . See
[Oes2, Proposition2.3 (a)] for the proof. ��

Let now φ ∈ Gal(k|k) be the arithmetic Frobenius map.

Theorem 2 (Weil). There is a monic polynomial Q(T ) ∈ Z[T ] with the following
properties:

(a) Q(φ)(P ) = 0 for all P ∈ A0(k).
(b) The complex roots of Q have absolute value

√
#k.

Proof. See [We]. ��

3 Proof of the Manin–Mumford conjecture

Proposition 3. Let A be an abelian variety over a field K0 that is finitely generated
as a field over Q. Then for almost all prime numbers p, there exists an embedding of
K0 into a finite extension K of Qp, such that AK has good reduction at the unique
nonarchimedean place of K .

Proof. Since by assumption K0 has finite transcendence degree over Q, there is a
finite map
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SpecK0 → Spec Q(X1, . . . , Xd)

for some d ≥ 0 (notice that d = 0 is allowed). Let V → Ad
Z

be the normalization of
the affine space Ad

Z
in K0. The scheme V is integral, normal and has K0 as a field of

rational functions. Furthermore, V is finite and surjective onto Ad
Z

. There is an open
subset B ⊆ V and an abelian scheme A → B, whose generic fiber is A. Choose B

sufficiently small so that its image f (B) is open and so that f−1(f (B)) = B (this can
be achieved by replacing B by f−1(Ad

Z
\f (V \B))). Let U := f (B). This accounts

for the square on the left of the diagram (∗) below.
Now notice that U(Q) �= ∅, since Ad(Q) is dense in Ad

Q
and U ∩ Ad

Q
is open

and not empty. Thus, for almost all prime numbers p, we have U(Fp) �= ∅. Let p
be a prime number with this property. Let P ∈ U(Fp) and let a1, . . . , ad ∈ Fp be
its coordinates. Choose as well elements x1, . . . , xd ∈ Qp which are algebraically
independent over Q. The elements x1, . . . , xd remain algebraically independent if we
replace some xi by 1/xi so we may suppose that {x1, . . . , xd} ⊆ Zp. Notice also that
any element of the residue field Fp of Zp is the reduction mod p of an element of
Z ⊆ Zp. Furthermore, the elements x1, . . . , xd remain algebraically independent if
some xi is replaced by xi + m, where m is an integer. Hence, we may also suppose
that xi mod p = ai for all i ∈ {1, . . . , d}. The choice of the xi induces a morphism
e : Spec Zp → Ad

Z
, which by construction sends the generic point of Spec Zp to

the generic point of Ad
Z

and hence of U and sends the special point of Spec Zp to
P ∈ U(Fp). Hence e−1(U) = Spec Zp. This accounts for the lowest square in (∗).

The middle square in (∗) is obtained by taking the fibre product of B → U and
Spec Zp → U . The morphism B1 → Spec Zp is then also finite and surjective.

To define the arrows in the triangle next to it, consider a reduced irreducible
component B ′1 of B1 which dominates Spec Zp. This exists, because the morphism
B1 → Spec Zp is dominant. The morphism B ′1 → Spec Zp will then also be finite
and will thus correspond to a finite (and hence integral) extension of integral rings.
Let K be the function field of B ′1, which is a finite extension of Qp; the ring associated
to B ′1 is by construction included in the integral closure OK of Zp in K and the arrow
Spec OK —>B1 is defined by composing the morphism induced by this inclusion with
the closed immersion B ′1 → B1.

The morphism SpecK → Spec Qp has been implicitly defined in the last para-
graph and the morphisms Spec Qp → Spec Zp and SpecK → Spec OK are the
obvious ones.

We have a commutative diagram (∗):
SpecK0

Cart.
��

�� B

��
Cart.

B1��

��

Spec OK
��� � � �

�� ���������

���������
SpecK��

��
Spec Q(X1, . . . , Xd) �� U

��
Cart.

Spec Zp
�� Spec Qp

��

Ad
Z

Spec Zp
��
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The single-barreled continuous arrows (→) represent dominant maps; the double-
barreled continuous ones (⇒) represent finite and dominant maps; all the schemes in
the diagram apart from B1 are integral; the cartesian squares carry the label “Cart.’’

Now notice that the map SpecK → B obtained by composing the connecting
morphisms sends SpecK to the generic point of B; to see this notice that the maps
SpecK → Spec OK , Spec OK ⇒ Spec Zp and Spec Zp → U are all dominant;
hence SpecK is sent to the generic point of U ; since B → U is a finite map, this
implies that SpecK is sent to the generic point of B.

Thus the map SpecK → B induces a field extension K|K0. Furthermore, as we
have seen, K is a finite extension of Qp and by construction, the abelian variety AK is
the generic fiber of the abelian scheme A×BSpec OK . In other wordsAK is an abelian
variety defined over K which has good reduction at the unique nonarchimedean place
of K . ��

Next, we shall consider the following situation. Let p > 2 be a prime number and
let K be a finite extension of Qp. Let k be its residue field. Let A be an abelian variety
over K . Suppose that A has good reduction at the unique nonarchimedean place of
K . Let A0 be the corresponding special fiber, which is an abelian variety over k.

Recall that Kunr refers to the maximal unramified extension of K . Let φ ∈
Gal(k|k) be the arithmetic Frobenius map and let τ ∈ Gal(Kunr|K) be its canon-
ical lift.

Proposition 4. Let X be a closed K-subvariety of A. Then the Zariski closure of
XK ∩ Tor(A(Kunr)) is a torsion subvariety.

Proof. W.r.o.g., we may suppose that Tor(A(Kunr)) is dense in XK (otherwise,
replace X by the natural model of Zar(XK ∩ Tor(A(Kunr))) over K). By Theo-
rem 1(a), the kernel of the reduction homomorphism Tor(A(Kunr)) → A0(k) is
a finite p-group. Let pr be its cardinality and let Y := pr · X. Let Q(T ) :=
T n − (anT

n−1 + · · · + a0) ∈ Z[T ] be the polynomial provided by Theorem 2 (i.e.,
the characteristic polynomial of φ on A0(k)). Let F be the matrix⎛⎜⎜⎜⎝

0 1 . . . 0 0
...

...
...

...

0 0 . . . 0 1
a0 a1 . . . an−2 an−1

⎞⎟⎟⎟⎠ .

For any a ∈ A(Kunr), write u(x) := (x, τ (x), τ 2(x), . . . , τ n−1(x)) ∈ An(Kunr). Let
Ỹ := Zar({u(a)|a ∈ (pr · Tor(A(Kunr)))∩ YK}). Theorems 2(a) and 1(a) imply that

F(u(a)) = u(τ(a))

for all a ∈ pr · Tor(A(Kunr)). Furthermore, by construction,

τ(pr · Tor(A(Kunr))) ⊆ pr · Tor(A(Kunr)).
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Hence F(Ỹ ) = Ỹ . Now Theorem 2(b) implies that the absolute values of the eigen-
values of the matrix F are larger than 1 and Corollary 1 then implies that Ỹ is a torsion
subvariety of AK . The variety YK is the projection of Ỹ on the first factor and is thus
also a torsion subvariety. Finally, this implies that XK is a torsion subvariety. ��
Proposition 5. Let X be a closed K-subvariety of A. Then the Zariski closure of
XK ∩ Tor(A(K)) is a torsion subvariety.

Proof. We may suppose w.r.o.g. that K = K(A[p]), that X is geometrically ir-
reducible and that XK ∩ Tor(A(K)) is dense in XK . We shall first suppose that
Stab(X) = 0. Let x ∈ XK ∩ Tor(A(K)) and suppose that x /∈ A(Kunr). Write
x = xp + xp, where xp ∈ Torp(A(K)) and xp ∈ Torp(A(K)). By Theo-
rem 1(b) xp ∈ A(Kunr) and thus xp /∈ A(Kunr). By Proposition 2, there exists
σ ∈ Gal(K|Kunr) such that

σ(xp)− xp = σ(x)− x ∈ A[p] \ {0}.
Now notice that for all y ∈ X(K) and all τ ∈ Gal(K|Kunr), we have τ(y) ∈
X(K). Hence if the set {x ∈ XK ∩ Tor(A(K))|x /∈ A(Kunr)} is dense in XK then
Stab(X)(K) contains an element of A[p] \ {0}. Since Stab(X) = 0, we deduce that
the set {x ∈ XK ∩ Tor(A(K))|x /∈ A(Kunr)} is not dense in XK and thus the set
XK ∩ Tor(A(Kunr)) is dense in XK . Proposition 4 then implies that XK is a torsion
point. If Stab(X) �= 0, then we may apply the same reasoning to X/Stab(X) and
A/Stab(A) to conclude that XK is a translate of Stab(X)K by a torsion point. ��

We shall now prove the Manin–Mumford conjecture. Let the terminology of the
introduction hold. By Lemma 1(b), we may assume w.r.o.g. that L is the algebraic
closure of a fieldK0 that is finitely generated as a field over Q and thatA (respectively,
X) has a model A (respectively, X) over K0. By Proposition 3, there is an embedding
of K0 into a field K , with the following properties: K is a finite extension of Qp,
where p is a prime number larger than 2 and AK has good reduction at the unique
nonarchimedean place of K . Proposition 5 now implies that the Manin–Mumford
conjecture holds for XK in AK , and using Lemma 1(b) we deduce that it holds for X
in A.

Remark. Let the notation of the introduction hold. Proposition 2 alone implies
the statement of the Manin–Mumford conjecture, with Tor(A(L)) replaced by
Torp(A(L)), for any prime number p > 2. To see this, we may w.r.o.g. assume
that X is irreducible and that Torp(A(L)) ∩ X is dense in X. By an easy vari-
ant of Lemma 1(b), we may w.r.o.g. assume that L is the algebraic closure of a
field K that is finitely generated as a field over Q and that A (respectively, X)
has a model A (respectively, X) over K . Finally, we may assume w.r.o.g. that
K = K(A[p]). Suppose first that Stab(X) = 0. By the same argument as above,
the set {a ∈ Torp(A(L))|a /∈ A(K), a ∈ X} is not dense in X. Hence the set
{a ∈ Torp(A(L))|a ∈ A(K), a ∈ X} must be dense in X; the theorem of Mordell–
Weil (for instance) implies that this set is finite and thus X consists of a single torsion



318 Damian Roessler

point. If Stab(X) �= 0, then we deduce by the same reasoning that X/Stab(X) is a
torsion point in A/Stab(X) and hence X is a translate of Stab(X) by a torsion point.
This proof of a special case of the Manin–Mumford conjecture is outlined in [B,
Remarque 3, p. 75].
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