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Preface

In recent years, number theory and arithmetic geometry have been enriched
by new techniques from noncommutative geometry, operator algebras, dynamical
systems, and K-Theory. Research across these fields has now reached an impor-
tant turning point, as shows the increasing interest with which the mathematical
community approaches these topics.

This volume collects and presents up-to-date research topics in arithmetic and
noncommutative geometry and ideas from physics that point to possible new con-
nections between the fields of number theory, algebraic geometry and noncommu-
tative geometry.

The contributions to this volume partly reflect the two workshops “Noncommu-
tative Geometry and Number Theory” that took place at the Max–Planck–Institut
für Mathematik in Bonn, in August 2003 and June 2004. The two workshops were
the first activity entirely dedicated to the interplay between these two fields of
mathematics. An important part of the activities, which is also reflected in this
volume, came from the hindsight of physics which often provides new perspectives
on number theoretic problems that make it possible to employ the tools of noncom-
mutative geometry, well designed to describe the quantum world.

Some contributions to the volume (Aubert–Baum–Plymen, Meyer, Nistor) cen-
ter on the theory of reductive p-adic groups and their Hecke algebras, a promising
direction where noncommutative geometry provides valuable tools for the study of
objects of number theoretic and arithmetic interest. A generalization of the clas-
sical Burnside theorem using noncommutative geometry is discussed in the paper
by Fel’shtyn and Troitsky. The contribution of Laca and van Frankenhuijsen repre-
sents another direction in which substantial progress was recently made in applying
tools of noncommutative geometry to number theory: the construction of quantum
statistical mechanical systems associated to number fields and the relation of their
KMS equilibrium states to abelian class field theory. The theory of Shimura vari-
eties is considered from the number theoretic side in the contribution of Blasius, on
the Weight-Monodromy conjecture for Shimura varieties associated to quaternion
algebras over totally real fields and the Ramanujan conjecture for Hilbert modular
forms. An approach via noncommutative geometry to the boundaries of Shimura
varieties is discussed in Paugam’s paper. Modular forms can be studied using tech-
niques from noncommutative geometry, via the Hopf algebra symmetries of the
modular Hecke algebras, as discussed in the paper of Connes and Moscovici. The
general underlying theory of Hopf cyclic cohomology in noncommutative geometry
is presented in the paper of Khalkhali and Rangipour. Further results in arith-
metic geometry include a reinterpretation of the archimedean cohomology of the
fibers at archimedean primes of arithmetic varieties (Consani–Marcolli), and Kim’s
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paper on a noncommutative method of Chabauty. Arithmetic aspects of noncom-
mutative tori are also discussed (Boca–Zaharescu and Polishchuk). The input from
physics and its interactions with number theory and noncommutative geometry is
represented by the contributions of Kreimer, Landi, Marcolli–Mathai, and Ponge.

The workshops were generously funded by the Humboldt Foundation and the
ZIP Program of the German Federal Government, through the Sofja Kovalevskaya
Prize awarded to Marcolli in 2001.

We are very grateful to Yuri Manin and to Alain Connes, who helped us with
the organization of the workshops, and whose ideas and results contributed crucially
to bring number theory in touch with noncommutative geometry.

Caterina Consani and Matilde Marcolli
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The Hecke algebra of a reductive p-adic group: a geometric
conjecture

Anne-Marie Aubert, Paul Baum, and Roger Plymen

Abstract. Let H(G) be the Hecke algebra of a reductive p-adic group G.
We formulate a conjecture for the ideals in the Bernstein decomposition of
H(G). The conjecture says that each ideal is geometrically equivalent to an
algebraic variety. Our conjecture is closely related to Lusztig’s conjecture on
the asymptotic Hecke algebra. We prove our conjecture for SL(2) and GL(n).
We also prove part (1) of the conjecture for the Iwahori ideals of the groups
PGL(n) and SO(5). The conjecture, if true, leads to a parametrization of the
smooth dual of G by the points in a complex affine locally algebraic variety.

1. Introduction

The reciprocity laws in number theory have a long development, starting from
conjectures of Euler, and including contributions of Legendre, Gauss, Dirichlet,
Jacobi, Eisenstein, Takagi and Artin. For the details of this development, see
[Le]. The local reciprocity law for a local field F , which concerns the finite Galois
extensions E/F such that Gal(E/F ) is commutative, is stated and proved in [N,
p. 320]. This local reciprocity law was dramatically generalized by Langlands.
The local Langlands correspondence for GL(n) is a noncommutative generalization
of the reciprocity law of local class field theory. The local Langlands conjectures,
and the global Langlands conjectures, all involve, inter alia, the representations of
reductive p-adic groups, see [BG].

To each reductive p-adic group G there is associated the Hecke algebra H(G),
which we now define. Let K be a compact open subgroup of G, and defineH(G//K)
as the convolution algebra of all complex-valued, compactly-supported functions on
G such that f(k1xk2) = f(x) for all k1, k2 in K. The Hecke algebra H(G) is then
defined as

H(G) :=
⋃
K

H(G//K).

The smooth representations of G on a complex vector space V correspond
bijectively to the nondegenerate representations of H(G) on V , see [B, p.2].

In this article, we consider H(G) from the point of view of noncommutative
(algebraic) geometry.

We recall that the coordinate rings of affine algebraic varieties are precisely the
commutative, unital, finitely generated, reduced C-algebras, see [EH, II.1.1].
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The Hecke algebraH(G) is a non-commutative, non-unital, non-finitely-generated,
non-reduced C-algebra, and so cannot be the coordinate ring of an affine algebraic
variety.

The Hecke algebra H(G) is non-unital, but it admits local units, see [B, p.2].
The algebra H(G) admits a canonical decomposition into ideals, the Bernstein

decomposition [B]:

H(G) =
⊕

s∈B(G)

Hs(G).

Each ideal Hs(G) is a non-commutative, non-unital, non-finitely-generated,
non-reduced C-algebra, and so cannot be the coordinate ring of an affine algebraic
variety.

In section 2, we define the extended centre Z̃(G) of G. At a crucial point in
the construction of the centre Z(G) of the category of smooth representations of
G, certain quotients are made: we replace each ordinary quotient by the extended
quotient to create the extended centre.

In section 3 we define morita contexts, following [CDN].
In section 4 we prove that each ideal Hs(G) is Morita equivalent to a unital

k-algebra of finite type, where k is the coordinate ring of a complex affine algebraic
variety. We think of the ideal Hs(G) as a noncommutative algebraic variety, and
H(G) as a noncommutative scheme.

In section 5 we formulate our conjecture. We conjecture that each ideal Hs(G)
is geometrically equivalent (in a sense which we make precise) to the coordinate
ring of a complex affine algebraic variety Xs:

Hs(G) � O(Xs) = Z̃s(G).

The ring Z̃s(G) is the s-factor in the extended centre of G. The ideals Hs(G)
therefore qualify as noncommutative algebraic varieties.

We have stripped away the homology and cohomology which play such a dom-
inant role in [BN], [BP], leaving behind three crucial moves: Morita equivalence,
morphisms which are spectrum-preserving with respect to filtrations, and deforma-
tion of central character. These three moves generate the notion of geometric
equivalence.

In section 6 we prove the conjecture for all generic points s ∈ B(G).
In section 7 we prove our conjecture for SL(2).
In section 8 we discuss some general features used in proving the conjecture for

certain examples.
In section 9 we review the asymptotic Hecke algebra of Lusztig.
The asymptotic Hecke algebra J plays a vital role in our conjecture, as we now

proceed to explain. One of the Bernstein ideals in H(G) corresponds to the point
i ∈ B(G), where i is the quotient variety Ψ(T )/Wf . Here, T is a maximal torus
in G, Ψ(T ) is the complex torus of unramified quasicharacters of T , and Wf is the
finite Weyl group of G. Let I denote an Iwahori subgroup of G, and define e as
follows:

e(x) =

{
vol(I)−1 if x ∈ I,
0 otherwise.

Then the Iwahori ideal is the two-sided ideal generated by e:

Hi(G) := H(G)eH(G).
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There is a Morita equivalence H(G)eH(G) ∼ eH(G)e and in fact we have

Hi(G) := H(G)eH(G) � eH(G)e ∼= H(G//I) ∼= H(W, qF ) � J

where H(W, qF ) is an (extended) affine Hecke algebra based on the (extended)
Coxeter group W , J is the asymptotic Hecke algebra, and � denotes geometric
equivalence. Now J admits a decomposition into finitely many two-sided ideals

J =
⊕
c

Jc

labelled by the two-sided cells c in W . We therefore have

Hi(G) � ⊕Jc.

This canonical decomposition of J is well-adapted to our conjecture.
In section 10 we prove that

Jc0 � Zi(G)

where c0 is the lowest two-sided cell, for any connected F -split adjoint simple p-
adic group G. We note that Zi(G) is the ring of regular functions on the ordinary
quotient Ψ(T )/Wf .

In section 11 we prove the conjecture for GL(n). We establish that for each
point s ∈ B(G), we have

Hs(GL(n)) � Z̃s(GL(n)).

In section 12 we prove part (1) of the conjecture for the Iwahori ideal in
H(PGL(n)).

In section 13 we prove part (1) of the conjecture for the Iwahori ideal in
H(SO(5)). Our proofs depend crucially on Xi’s affirmation, in certain special cases,
of Lusztig’s conjecture on the asymptotic Hecke algebra J (see [L4, §10]).

In section 14 we discuss some consequences of the conjecture.
We thank the referee for his many detailed and constructive comments, which

forced us thoroughly to revise the article. We also thank Nigel Higson, Ralf Meyer
and Victor Nistor for valuable discussions, and Gene Abrams for an exchange of
emails concerning rings with local units.

2. The extended centre

Let G be the set of rational points of a reductive group defined over a local
nonarchimedean field F , and let R(G) denote the category of smooth G-modules.
Let (L, σ) denote a cuspidal pair : L is a Levi subgroup of G and σ is an irreducible
supercuspidal representation of L. The group Ψ(L) of unramified quasicharacters
of L has the structure of a complex torus.

We write [L, σ]G for the equivalence class of (L, σ) and B(G) for the set of
equivalence classes, where the equivalence relation is defined by (L, σ) ∼ (L′, σ′) if
gLg−1 = L′ and gσ � ν′σ′, for some g ∈ G and some ν′ ∈ Ψ(L′). For s = [L, σ]G,
let Rs(G) denote the full subcategory of R(G) whose objects are the representations
Π such that each irreducible subquotient of Π is a subquotient of a parabolically
induced representation ιGP (νσ) where P is a parabolic subgroup of G with Levi
subgroup L and ν ∈ Ψ(L). The action (by conjugation) of NG(L) on L induces an
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action of W (L) = NG(L)/L on B(L). Let Wt denote the stabilizer of t = [L, σ]L
in W (L). Thus Wt = Nt/L where

Nt = {n ∈ NG(L) : nσ � νσ, for some ν ∈ Ψ(L)} .

It acts (via conjugation) on Irrt L, the set of isomorphism classes of irreducible
objects in Rt(L).

Let Ω(G) denote the set of G-conjugacy classes of cuspidal pairs (L, σ). The
groups Ψ(L) create orbits in Ω(G). Each orbit is of the form Dσ/Wt where Dσ =
IrrtL is a complex torus.

We have
Ω(G) =

⊔
Dσ/Wt.

Let Z(G) denote the centre of the category R(G). The centre of an abelian
category (with a small skeleton) is the endomorphism ring of the identity functor.
An element z of the centre assigns to each object A in R(G) a morphism z(A) such
that

f · z(A) = z(B) · f
for each morphism f ∈ Hom(A, B).

According to Bernstein’s theorem [B] we have the explicit decomposition of
R(G):

R(G) =
∏

s∈B(G)

Rs(G).

We also have
Z(G) ∼=

∏
Zs

where
Zs(G) = O(Dσ/Wt)

is the centre of the category Rs(G).
Let the finite group Γ act on the space X . We define, as in [BC],

X̃ := {(γ, x) : γx = x} ⊂ Γ×X

and define the Γ-action on X̃ as follows:

γ1(γ, x) := (γ1γγ−1
1 , γ1x).

The extended quotient of X by Γ is defined to be the ordinary quotient X̃/Γ. If Γ
acts freely, then we have

X̃ = {(1, x) : x ∈ X} ∼= X

and, in this case, X̃/Γ = X/Γ.
We will write

Z̃s(G) := O(D̃σ/Wt).

We now form the extended centre

Z̃(G) :=
∏

s∈B(G)

O(D̃σ/Wt).

We will write
k := O(Dσ/Wt) = Zs(G).
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3. Morita contexts and the central character

A fundamental theorem of Morita says that the categories of modules over two
rings with identity R and S are equivalent if and only if there exists a strict Morita
context connecting R and S.

A Morita context connecting R and S is a datum

(R, S,R MS ,S NR, φ, ψ)

where M is an R-S-bimodule, N is an S-R-bimodule, φ : M ⊗S N → R is a
morphism of R-R-bimodules and ψ : N⊗R M → S is a morphism of S-S-bimodules
such that

φ(m ⊗ n)m′ = mψ(n⊗m′)

ψ(n⊗m)n′ = nψ(m⊗ n′)

for any m, m′ ∈ M, n, n′ ∈ N. A Morita context is strict if both maps φ, ψ are
isomorphisms, see [CDN].

Let R be a ring with local units, i.e. for any finite subset X of R, there exists
an idempotent element e ∈ R such that ex = xe = x for any x ∈ X . An R-module
M is unital if RM = M. Unital modules are called non-degenerate in [B].

Let R and S be two rings with local units, and R−MOD and S−MOD be the
associated categories of unital modules. A Morita context for R and S is a datum
(R, S,R MS ,S NR, φ, ψ) with the condition that M and N are unital modules to the
left and to the right. If the Morita context is strict, then we obtain by [CDN,
Theorem 4.3] an equivalence of categories R−MOD and S −MOD.

If R and S are rings with local units which are connected by a strict Morita
context, then we will say that R and S are Morita equivalent and write

R ∼morita S.

We will use repeatedly the following elementary lemmas.

Lemma 1. Let R be a ring with local units. Let Mn(R) denote n× n matrices
over R. Then we have

Mn(R) ∼morita R.

Proof. Let Mi×j(R) denote i × j matrices over R. Then we have a strict
Morita context

(R, Mn×n(R), M1×n(R), Mn×1(R), φ, ψ)

where φ, ψ denote matrix multiplication. �

Lemma 2. Let R be a ring with local units. Let e be an idempotent in R. Then
we have

ReR ∼morita eRe.

Proof. Given r ∈ R, there is an idempotent f ∈ R such that r = fr ∈ R2 so
that R ⊂ R2 ⊂ R. A ring R with local units is idempotent : R = R2. This creates
a strict Morita context

(eRe, ReR, eR, Re, φ, ψ)

where φ, ψ are the obvious multiplication maps in R. We now check identities such
as (eR)(Re) = eRe, (Re)(eR) = ReR. �
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Let X be a complex affine algebraic variety, let O(X) denote the algebra of
regular functions on X . Let

k := O(X).
A k-algebra A is a C-algebra which is also a k-module such that

1k · a = a, ω(a1a2) = (ωa1)a2 = a1(ωa2), ω(λa) = λ(ωa) = (λω)a

for all a, a1, a2 ∈ A, ω ∈ k, λ ∈ C.
If A has a unit then a k-algebra is a C-algebra with a given unital homomor-

phism of C-algebras from k to the centre of A. If A does not have a unit, then a
k-algebra is a C-algebra with a given unital homomorphism of C-algebras from k
to the centre of the multiplier algebra M(A) of A, see [B].

A k-algebra A is of finite type if, as a k-module, A is finitely generated.
If A, B are k-algebras, then a morphism of k-algebras is a morphism of C-

algebras which is also a morphism of k-modules.
If A is a k-algebra and Y is a unital A-module then the action of A on Y extends

uniquely to an action of M(A) on Y such that Y is a unital M(A)-module [B]. In
this way the category A−MOD of unital A-modules is equivalent to the category
M(A) −MOD of unital M(A)-modules. Since the k-algebra structure for A can
be viewed as a unital homomorphism of C-algebras from k to the centre of M(A),
it now follows that given any unital A-module Y , Y is canonically a k-module with
the following compatibility between the A-action and the k-action:

1k · y = y, ω(ay) = (ωa)y = a(ωy), ω(λy) = λ(ωy) = (λω)y

for all a ∈ A, y ∈ Y, ω ∈ k, λ ∈ C.
If A, B are k-algebras then a strict Morita context (in the sense of k-algebras)

connecting A and B is a 6-tuple

(A, B, M, N, φ, ψ)

which is a strict Morita context connecting the rings A, B. We require, in addition,
that

ωy = yω

for all y ∈ M, ω ∈ k. Similarly for N . When this is satisfied, we will say that the
k-algebras A and B are Morita equivalent and write

A ∼morita B.

By central character or infinitesimal character we mean the following. Let M
be a simple A-module. Schur’s lemma implies that each θ ∈ k acts on M via a
complex number λ(θ). Then θ 	→ λ(θ) is a morphism of C-algebras k → C and is
therefore given by evaluation at a C-point of X . The map Irr(A) → X so obtained is
the central character (or infinitesimal character). The notation for the infinitesimal
character is as follows:

inf. ch. : Irr(A) −→ X.

If A and B are k-algebras connected by a strict Morita context then we have a
commutative diagram in which the top horizontal arrow is bijective:

Irr(A) −−−−→ Irr(B)

inf.ch.

⏐⏐	 ⏐⏐	inf.ch.

X −−−−→
id

X
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The algebras that occur in this paper have the property that

Prim(A) = Irr(A).

In particular, each Bernstein ideal Hs(G) has this property and any k-algebra of
finite type has this property, see [BN]. Here, Irr(A) is the set of equivalence classes
of simple unital (i.e. non-degenerate) A-modules and Prim(A) is the set of primitive
ideals in A.

4. A Morita equivalence

Let H = H(G) denote the Hecke algebra of G. Note that H(G) admits a set E
of local units. For let K be a compact open subgroup of G and define

eK(x) =

{
vol(K)−1 if x ∈ K,
0 otherwise.

Given a finite set X ⊂ H(G), we choose K sufficiently small. Then we have
eKx = x = xeK for all x ∈ X . It follows that H is an idempotent algebra: H = H2.

We have the Bernstein decomposition

H(G) =
⊕

s∈B(G)

Hs(G)

of the Hecke algebra H(G) into two-sided ideals.

Lemma 3. Each Bernstein ideal Hs(G) admits a set of local units.

Proof. Define
Es := E ∩Hs(G).

Then Es is a set of local units for Hs(G). �

We recall the notation from section 2:

s ∈ B(G), s = [L, σ]G, Dσ = Ψ(L)/G.

Theorem 1. Let s ∈ B(G), k = O(Dσ). The ideal Hs(G) is a k-algebra Morita
equivalent to a unital k-algebra of finite type. If Wt = {1} then Hs(G) is Morita
equivalent to k.

Proof. Let s = [L, σ]G. We will write

H(G) = H = Hs ⊕H′

where H′ denotes the sum of all Ht with t ∈ B(G) and t �= s. It follows from [B,
(3.7)] that there is a compact open subgroup K of G with the property that V K �= 0
for every irreducible representation (π, V ) with I(π) = s. We will write eK = e+ e′

with e ∈ Hs, e′ ∈ H′. Both e and e′ are idempotent and we have ee′ = 0 = e′e.
Given h ∈ H, we will write h = hs + h′ with hs ∈ Hs, h′ ∈ H′. By [BK2,

3.1, 3.4 – 3.6], we have Hs(G) ∼= HeH. We note that this follows from the general
considerations in [BK2, §3], and does not use the existence or construction of types.
The ideal Hs is the idempotent two-sided ideal generated by e. By Lemma 2 we
have

Hs = HeH ∼morita eHe.

Since eh′ = he′ = 0, e′hs = hse′ = 0 we also have

eHe = eHse = eKHseK .
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It follows that
Hs ∼morita eKHseK .

Let B be the unital algebra defined as follows:

B := eKHs(G)eK .

We will use the notation in [BR, p.80]. Let Ω = Dσ/Wt and let Π :=
Π(Ω)K , Λ := EndΠ. There is a strict Morita context

(B, Λ, Π, Π∗, φ, ψ).

We therefore have
Hs(G) ∼morita B ∼morita Λ.

The intertwining operators Aw generate Λ over Λ(Dσ), see [BR, p.81]. We also
have [BR, p. 73]

Λ(Dσ) = O(Ψ(L)) � G
where the finite abelian group G is defined as follows:

G := {ψ ∈ Ψ(G) : ψσ ∼= σ}.
Note that G acts freely on the complex torus Ψ(L).

The k-algebras O(Ψ(L)) � G and O(Ψ(L)/G) are connected by the following
strict Morita context:

(O(Ψ(L)) � G,O(Ψ(L)/G),O(Ψ(L)),O(Ψ(L)), φ, ψ).

We conclude that

Λ(Dσ) = O(Ψ(L)) � G ∼morita O(Ψ(L)/G) = O(Dσ) = k.

Therefore, Λ is finitely generated as a k-module. Note that

Centre Λ(Dσ) ∼= k.

If Wt = {1} then there are no intertwining operators, so that Λ = Λ(Dσ). In
that case we have

Hs(G) ∼morita k.

�

5. The conjecture

Let k be the coordinate ring of a complex affine algebraic variety X , k = O(X).
Let A be an associative C-algebra which is also a k-algebra. We work with the
collection of all k-algebras A which are countably generated. As a C-vector space,
A admits a finite or countable basis.

We will define an equivalence relation, called geometric equivalence, on the
collection of such algebras A. This equivalence relation will be denoted �.

(1) Morita equivalence of k-algebras with local units. Let A and B
be k-algebras, each with a countable set of local units. If A and B are connected
by a strict Morita context, then A � B. Periodic cyclic homology is preserved, see
[C, Theorem 1].

(2) Spectrum preserving morphisms with respect to filtrations of
k-algebras of finite type, as in [BN]. Such filtrations are automatically finite,
since k is Noetherian.

A morphism φ : A→ B of k-algebras of finite type is called
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• spectrum preserving if, for each primitive ideal q of B, there exists a unique
primitive ideal p of A containing φ−1(q), and the resulting map q 	→ p is
a bijection from Prim(B) onto Prim(A);

• spectrum preserving with respect to filtrations if there exist increasing fil-
trations by ideals

(0) = I0 ⊂ I1 ⊂ I2 ⊂ · · · ⊂ Ir−1 ⊂ Ir ⊂ A

(0) = J0 ⊂ J1 ⊂ J2 ⊂ · · · ⊂ Jr−1 ⊂ Jr ⊂ B,

such that, for all j, we have φ(Ij) ⊂ Jj and the induced morphism

φ∗ : Ij/Ij−1 → Jj/Jj−1

is spectrum preserving. If A, B are k-algebras of finite type such that there
exists a morphism φ : A → B of k-algebras which is spectrum preserving
with respect to filtrations then A � B.

(3) Deformation of central character. Let A be a unital algebra over
the complex numbers. Form the algebra A[t, t−1] of Laurent polynomials with
coefficients in A. If q is a non-zero complex number, then we have the evaluation-
at-q map of algebras

A[t, t−1] −→ A

which sends a Laurent polynomial P (t) to P (q). Suppose now that A[t, t−1] has
been given the structure of a k-algebra i.e. we are given a unital map of algebras
over the complex numbers from k to the centre of A[t, t−1]. We assume that for
any non-zero complex number q the composed map

k −→ A[t, t−1] −→ A

where the second arrow is the above evaluation-at-q map makes A into a k-algebra
of finite type. For q a non-zero complex number, denote the finite type k-algebra so
obtained by A(q). Then we decree that if q1 and q2 are any two non-zero complex
numbers, A(q1) is equivalent to A(q2).

We fix k. The first two moves preserve the central character. This third move
allows us to algebraically deform the central character.

Let � be the equivalence relation generated by (1), (2), (3); we say that A and
B are geometrically equivalent if A � B.

Since each move induces an isomorphism in periodic cyclic homology [BN] [C],
we have

A � B =⇒ HP∗(A) ∼= HP∗(B).

In order to formulate our conjecture, we need to review certain results and
definitions.

The primitive ideal space of Z̃s(G) is the set of C-points of the variety D̃σ/Wt

in the Zariski topology.
We have an isomorphism

HP∗(O(D̃σ/Wt)) ∼= H∗(D̃σ/Wt; C).

This is a special case of the Feigin-Tsygan theorem; for a proof of this theorem
which proceeds by reduction to the case of smooth varieties, see [KNS].

Let Eσ be the maximal compact subgroup of the complex torus Dσ, so that
Eσ is a compact torus.

Let PrimtHs(G) denote the set of primitive ideals attached to tempered, simple
Hs(G)-modules.
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Conjecture 1. Let s ∈ B(G). Then
(1) Hs(G) is geometrically equivalent to the commutative algebra Z̃s(G):

Hs(G) � Z̃s(G).

(2) The resulting bijection of primitive ideal spaces

PrimHs(G) ←→ D̃σ/Wt

restricts to give a bijection

PrimtHs(G) ←→ Ẽσ/Wt.

Remark 1. The geometric equivalence of part (1) induces an isomorphism

HP∗(Hs(G)) ∼= H∗(D̃σ/Wt; C).

Remark 2. The referee has posed a very interesting question: if A, B are
geometrically equivalent, what does this imply about the categories A−MOD and
B −MOD of unital modules?

It seems likely that for each idealHs the categoryHs−MOD will have some re-
semblance to Z̃s−MOD. If the conjecture is true, then PrimHs is in bijection with
D̃σ/Wt. However, as the referee has indicated, there may be further resemblances
between Hs −MOD and Z̃s −MOD.

6. Generic points in the Bernstein spectrum

We begin with a definition.

Definition 1. The point s ∈ B(G) is generic if Wt = {1}.

For example, let s = [G, σ]G with σ an irreducible supercuspidal representation
of G. Then s is a generic point in B(G). For a second example, let s = [GL(2) ×
GL(2), σ1 ⊗ σ2]GL(4) with σ1 not equivalent to σ2 (after unramified twist). Then s
is a generic point in B(GL(4)).

Theorem 2. The conjecture is true if s is a generic point in B(G).

Proof. Part (1). This is immediate from Theorem 1. We conclude that

Hs(G) � O(Dσ) = Zs(G) = Z̃s(G).

Part (2). Let C(G) denote the Harish-Chandra Schwartz algebra of G, see [W].
We choose e, eK as in the proof of Theorem 1. Let s ∈ B(G) and let Cs(G) be the
corresponding Bernstein ideal in C(G). As in the proof of Theorem 1, Cs(G) is the
two-sided ideal generated by e. We have Cs(G) = C(G)eC(G). By Lemma 2, we
have

Cs(G) = C(G)eC(G) ∼morita eC(G)e = eKC(G)eK .

According to Mischenko’s theorem [Mi], the Fourier transform induces an iso-
morphism of unital Fréchet algebras:

eKC(G)eK
∼= C∞(Eσ , EndEK).

We also have
C∞(Eσ, End EK) ∼= Mn(C∞(Eσ))

with n = dimC(EK). By Lemma 1 we have

Cs(G) ∼morita C∞(Eσ).
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We now exploit the liminality of the reductive group G, and take the primitive
ideal space of each side. We conclude that there is a bijection

PrimtHs(G) ←→ Eσ.

�

7. The Hecke algebra of SL(2)

Let G = SL(2) = SL(2, F ), a group not of adjoint type. Let W be the Coxeter
group with 2 generators:

W = 〈s1, s2〉 = Z � Wf

where Wf = Z/2Z. Then W is the infinite dihedral group. It has the property (see
section 8) that

H(W, qF ) = H(SL(2)//I).
There is a unique isomorphism of C-algebras between H(W, qF ) and C[W ] such
that

Ts1 	→
qF + 1

2
· s1 +

qF − 1
2

, Ts2 	→
qF + 1

2
· s2 +

qF − 1
2

,

where Tsi is the element of H(W, qF ) corresponding to si. We note also that

C[Z � Z/2Z] ∼= M � Z/2Z

where
M := C[t, t−1]

denotes the Z/2Z-graded algebra of Laurent polynomials in one indeterminate t.
Let α denote the generator of Z/2Z. The group Z/2Z acts as automorphism of M,
with α(t) = t−1. We define

L := {P ∈ M : α(P ) = P}
as the algebra of balanced Laurent polynomials. We will write

L∗ := {P ∈ M : α(P ) = −P}.
Then L∗ is a free of rank 1 module over L, with generator t− t−1. We will refer to
the elements of L∗ as anti-balanced Laurent polynomials.

Lemma 4. We have
M � Z/2Z � C2 ⊕ L.

Proof. We will realize the crossed product as follows:

M � Z/2Z = {f ∈ O(C×, M2(C)) : f(z−1) = a · f(z) · a−1}
where

a =
(

1 0
0 −1

)
We then have

M � Z/2Z =
(

L L∗

L∗ L

)
There is an algebra map (

L L∗

L∗ L

)
→
(

L L
L L

)
as follows:

x11 	→ x11, x22 	→ x22, x12 	→ x12(t− t−1), x21 	→ x21(t− t−1)−1.
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This map, combined with evaluation of x22 at t = 1, t = −1, creates an algebra
map

M � Z/2Z→ M2(L) ⊕ C⊕ C.

This map is spectrum-preserving with respect to the following filtrations:

0 ⊂ M2(L) ⊂ M2(L)⊕ C⊕ C

0 ⊂ I ⊂ M � Z/2Z

where I is the ideal of M � Z/2Z defined by the conditions

x22(1) = 0 = x22(−1).

We therefore have
M � Z/2Z � M2(L)⊕ C2 � L⊕ C2.

It is worth noting that M � Z/2Z is not Morita equivalent to L⊕ C2. For the
primitive ideal space Prim(M � Z/2Z) is connected, whereas the primitive ideal
space Prim(L⊕ C2) is disconnected (it has 3 connected components). �

Theorem 3. The conjecture is true for SL(2, F ).

Proof. For the Iwahori ideal Hi(SL(2)) we have

Hi(G) � H(W, qF ) � C[W ].

Let χ be a unitary character of F× of exact order two. Let G = SL(2, F ) and
let j = j(λ) = [T, λ]G ∈ B(G) with λ defined as follows:

λ :
(

x 0
0 x−1

)
	→ χ(x).

Let c be the least integer n ≥ 1 such that 1 + pn
F ⊂ ker(χ). We set

Jχ :=

(
o×F p

[c/2]
F

p
[(c+1)/2]
F o×F

)
∩ SL(2, F ).

Let τχ denote the restriction of λ to the compact torus{(
x 0
0 x−1

)
: x ∈ o×F

}
.

Then (Jχ, τχ) is an s-type in SL(2, F ) and (for instance, as a special case of [GR,
Theorem 11.1]) the Hecke algebra H(G, τχ) is isomorphic to H(W, qF ). We have

Hj(G) � H(G, τχ) ∼= H(W, qF ) � C[W ].

To summarize: if s = i or j(λ) then we have

Hs(G) � M � Z/2Z.

We have Wt = Wf = Z/2Z. Let Ω be the variety which corresponds to j ∈
B(G), so that Ω = D/Wf with D a complex torus of dimension 1. Each unramified
quasicharacter of the maximal torus T ⊂ SL(2) is given by(

x 0
0 x−1

)
	→ sval(x)

with z ∈ C×. Let V(zw−1) denote the algebraic curve in C2 defined by the equation
zw − 1 = 0. This algebraic curve is a hyperbola. The map C× → V(zw − 1), z 	→
(z, z−1) defines the structure of algebraic curve on C×. The generator of Wf sends
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a point z on this curve to z−1 and there are two fixed points, 1 and −1. The
coordinate algebra of the quotient curve is given by

C[D/Wf ] = L

and the coordinate algebra of the extended quotient is given by

C[D̃/Wf ] = L⊕ C⊕ C.

Then it follows from Lemma 4 that

Hs(SL(2)) � Z̃s(SL(2))

if s = i or j(λ).
If s �= i, j(λ) then s is a generic point in B(SL(2)) and we apply Theorem 1.

Part (1) of the conjecture is proved.
Recall that a representation of G is called elliptic if its character is not identi-

cally zero on the elliptic set of G.
It follows from [Go, Theorem 3.4] (see also [SM, Prop. 1]) that the (normalized)

induced representation IndG
TU (λ⊗1) has an elliptic constituent (and then the other

constituent is also elliptic) if and only if the character χ is of order 2.
We then have

IndG
TU (λ⊗ 1) = π+ ⊕ π−,

and we have the identity θ+ = θ− = 0, between the characters θ+, θ− of π+, π−.
Let s ∈ C, |s| = 1. The corresponding (normalized) induced representation will

be denoted π(s):
π(s) := IndG

TU (χsλ⊗ 1).
The representations π(1), π(−1) are reducible, and split into irreducible compo-
nents:

π(1) = π+(1)⊕ π−(1)

π(−1) = π+(−1)⊕ π−(−1)
These are elliptic representations: their characters

θ+(1), θ−(1), θ+(−1), θ−(−1)

are not identically zero on the elliptic set, although we do have the identities

θ+(1) + θ−(1) = 0

θ+(−1) + θ−(−1) = 0.

Concerning infinitesimal characters, we have

inf.ch. π+(1) = inf.ch. π−(1) = λ

inf.ch. π+(−1) = inf.ch. π−(−1) = (−1)valF ⊗ λ.

Note that Eσ = T, and recall that π(s) ∼= π(s−1). The induced bijection

PrimtHs(G) → Ẽσ/Wt

is as follows. With s ∈ C, |s| = 1:

π(s) 	→ {s, s−1}, s2 �= 1

π+(1) 	→ 1, π−(1) 	→ a

π+(−1) 	→ −1, π−(−1) 	→ b
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where a, b are the two isolated points in the compact extended quotient of T by
Z/2Z. We note that the pair π+(1), π−(1) are L-indistinguishable. The corre-
sponding Langlands parameter fails to distinguish them from each other. The pair
π+(−1), π−(−1) are also L-indistinguishable.

The unramified unitary principal series is defined as follows:

ω(s) := IndG
TU (χs ⊗ 1).

Recall that ω(s) = ω(s−1). The representation ω(−1) is reducible:

ω(−1) = ω+(−1)⊕ ω−(−1).

For that part of the tempered spectrum which admits non-zero Iwahori-fixed
vectors, the induced bijection

PrimtHs(G) → Ẽσ/Wt

is as follows. With s ∈ C, |s| = 1:

ω(s) 	→ {s, s−1}, s �= −1

ω+(−1) 	→ −1, ω−(−1) 	→ c

St(2) 	→ d

where c, d are the two isolated points in the compact extended quotient of T by
Z/2Z, and St(2) denotes the Steinberg representation of SL(2).

These maps are induced by the geometric equivalences and are therefore not
quite canonical, because the geometric equivalences are not canonical.

If s �= i, j(λ) then s is a generic point in B(SL(2)) and the induced bijection is
as follows:

PrimtHs(G) → Ẽσ/Wt

takes the form of the identity map T → T or the identity map pt→ pt. �

There are 2 non-generic points in B(SL(2, Qp)) with p > 3; there are 4 non-
generic points in B(SL(2, Q2)).

8. Iwahori-Hecke algebras

The proof of Theorem 1 shows that Hs(G) is Morita equivalent to a unital
k-algebra which we will denote by As. The next step in proving the conjecture
will be to relate this algebra As to a generalized Iwahori-Hecke algebra, as defined
below.

Let W ′ be a Coxeter group with generators (s)s∈S and relations

(ss′)ms,s′ = 1, for any s, s′ ∈ S such that ms,s′ < +∞,

and let L be a weight function on W ′, that is, a map L : W ′ → Z such that
L(ww′) = L(w) + L(w′) for any w, w′ in W ′ such that �(ww′) = �(w) + �(w′),
where � is the usual length function on W ′. Clearly, the function � is itself a weight
function.

Let Ω be a finite group acting on the Coxeter system (W ′, S). The group
W := W ′ � Ω will be called an extended Coxeter group. We extend L to W by
setting L(wω) := L(w), for w ∈W ′, ω ∈ Ω.

Let A := Z[v, v−1] where v is an indeterminate. We set u := v2 and vs := vL(s)

for any s ∈ S. Let :̄ A → A be the ring involution which takes vn to v−n for any
n ∈ Z.
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Let H(W, u) = H(W, L, u) denote the A-algebra defined by the generators
(Ts)s∈S and the relations

(Ts − vs)(Ts + v−1
s ) = 0 for s ∈ S,

TsTs′Ts · · ·︸ ︷︷ ︸
ms,s′ factors

= Ts′TsTs′ · · ·︸ ︷︷ ︸
ms,s′ factors

, for any s �= s′ in S such that ms,s′ < +∞.

For w ∈W , we define Tw ∈ H(W, u) by Tw = Ts1Ts2 · · ·Tsm , where w = s1s2 · · · sm

is a reduced expression in W . We have T1 = 1, the unit element of H(W, u), and
(Tw)w∈W is an A-basis of H(W, u). The vs are called the parameters of H(W, u).

Let H(W ′, u) be the A-subspace of H(W, u) spanned by all Tw with w ∈ W ′.
For each q ∈ C×, we set H(W, q) := H(W, u) ⊗A C, where C is regarded as an
A-algebra with u acting as scalar multiplication by q. The algebras of the form
H(W, q) where W is an extended Coxeter group and q ∈ C will be called extended
Iwahori-Hecke algebras. In the case when the Coxeter group W ′ is an affine Weyl
group, we will say that H(W, q) is an extended affine Iwahori-Hecke algebra.

We now observe that Wt is a (finite) extended Coxeter group. Indeed, there
exists a root system Φt with associate Weyl group denoted W ′

t and a subset Φ+
t of

positive roots in Φt, such that, setting

Ct :=
{
w ∈Wt : w(Φ+

t ) ⊂ Φ+
t

}
,

we have
Wt = W ′

t � Ct.

This follows from [He, Prop. 4.2] and [Ho, Lem. 2].

It is expected, and proved, using the theory of types of [BK2], for level-zero
representations in [M1], [M2], for principal series representations of split groups in
[R2], for the group GL(n, F ) in [BK1], [BK3], for the group SL(n, F ) in [GR], for
the group Sp(4) in [BB], and for a large class of representations of classical groups
in [Ki1], [Ki2], that there exists always an extended affine Iwahori-Hecke algebra
H′

s such that the following holds:
(1) there exists a (finite) Iwahori-Hecke algebra H ′

s with corresponding Cox-
eter group W ′

t and a Laurent polynomial algebra Bt satisfying H′
s =

H ′
s ⊗C Bt;

(2) there exists a two-cocycle µ : Ct × Ct → C× and an injective homomor-
phism of groups ι : Ct → AutC−algH′

s such that As is Morita equivalent to
the twisted tensor product algebra
H′

s⊗̃ιC[Ct]µ.
In the case of GL(n, F ) (see [BK1]), and in the case of principal series represen-

tations of split groups with connected centre (see [R2]), we always have Ct = {1}.
The references quoted above give examples in which Ct �= {1}. The results in [GR]
also show that the algebra H′

s⊗̃ιC[Ct]µ is not always isomorphic to an extended
Iwahori-Hecke algebra.

There are no known example in which the cocycle µ is non-trivial. In the case
of unipotent level zero representations [L6], [L1], of principal series representations
[R2], and of the group Sp4 [BB], it has been proved that µ is trivial.

From now we restrict attention to the case where Ct = {1}, so that As is
expected to be Morita equivalent to a generalized affine Iwahori-Hecke algebra H′

s.
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In particular, if L is a torus and s = [T, 1]G, then As is isomorphic to the
commuting algebra H(G//I) in G of the induced representation from the trivial
representation of an Iwahori subgroup I of G. We have

H(G//I) � H(W, qF ),

where qF is the order of the residue field of F and W is defined as follows (see for
instance [Ca, §3.2 and 3.5]). Here the weight function is taken to be equal to the
length function. In particular, we are in the equal parameters case.

Let T be a maximal split torus in G, and let X∗(T ), X∗(T ) denote its groups
of characters and cocharacters, respectively. Let Φ(G, T ) ⊂ X∗(T ), Φ∨(G, T ) ⊂
X∗(T ) be the corresponding root and coroot systems, and Wf the associated (finite)
Weyl group. Then

W = X∗(T ) � Wf ,

Now let X ′
∗(T ) denote the subgroup of X∗(T ) generated by Φ∨(G, T ). Then W ′ :=

X ′
∗(T ) � Wf is a Coxeter group (an affine Weyl group) and W = W ′ � Ω, where Ω

is the group of elements in W of length zero.
Let LG0 be the Langlands dual group of G, and let LT 0 denote the Langlands

dual of T , a maximal torus of LG0. By Langlands duality, we have

W = X∗(T ) � Wf = X∗(LT 0) � Wf .

The isomorphism
LT 0 ∼= Ψ(T ), t 	→ χt

is fixed by the relation
χt(φ(�F )) = φ(t)

for t ∈ LT 0, φ ∈ X∗(T ) = X∗(LT 0), and �F a uniformizer in F . This isomorphism
commutes with the Wf -action, see [GS, Section I.2.3].

The group Wf acts on LT 0, and we form the quotient variety LT 0/Wf .
Let i ∈ B(G) be determined by the cuspidal pair (T, 1). We have

Zi = C[LT 0/Wf ],

Z̃i = C[L̃T 0/Wf ].

9. The asymptotic Hecke algebra

There is a unique algebra involution h 	→ h† of H(W ′, u) such that T †
s = −T−1

s

for any s ∈ S, and a unique endomorphism h 	→ h̄ ofH(W ′, u) which is A-semilinear
with respect to :̄ A → A and satisfies T̄s = T−1

s for any s ∈ S. Let

A≤0 :=
⊕
m≤0

Z vm = Z[v−1], A<0 :=
⊕
m<0

Z vm,

H(W ′, u)≤0 :=
⊕

w∈W ′
A≤0 Tw, H(W ′, u)<0 :=

⊕
w∈W ′

A<0 Tw.

Let z ∈ W ′. There is a unique cz ∈ H(W ′, u)≤0 such that c̄z = cz and cz = Tz

mod H(W ′, u)<0, [L7, Theorem 5.2 (a)]. We write cz =
∑

y∈W ′ py,z Ty, where
py,z ∈ A≤0. For y ∈ W ′, ω, ω′ ∈ Ω, we define pyω,zω′ as py,z if ω = ω′ and as
0 otherwise. For w ∈ W , we set cw :=

∑
y∈W py,w Ty. Then it follows from [L7,

Theorem 5.2 (b)] that (cw)w∈W is an A-basis of H(W, u).
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For x, y, z in W , we define fx,y,z ∈ A by

TxTy =
∑
z∈W

fx,y,z Tz.

From now on, we assume that W ′ is a bounded weighted Coxeter group, that is,
that there exists an integer N ∈ N such that v−Nfx,y,z ∈ A≤0 for all x, y, z in W .

For x, y, z in W , we define hx,y,z ∈ A by

cx · cy =
∑
z∈W

hx,y,z cz.

It follows from [L7, §13.6] that, for any z ∈W , there exists an integer a(z) ∈ [0, N ]
such that

hx,y,z ∈ va(z) Z[v−1] for all x, y ∈W ,

hx,y,z /∈ va(z)−1 Z[v−1] for some x, y ∈ W .

Let γx,y,z−1 be the coefficient of va(z) in hx,y,z.
Let ∆(z) ≥ 0 be the integer defined by

p1,z = nzv
−∆(z) + strictly smaller powers of v, nz ∈ Z− {0},

and let D denote the following (finite) subset of W :

D := {z ∈W : a(z) = ∆(z)} .

In [L7, chap. 14.2] Lusztig stated a list of 15 conjectures P1, . . ., P15 and
proved them in several cases [L7, chap. 15, 16, 17]. Assuming the validity of the
conjectures, Lusztig was able to define in [L7] partitions of W into left cells, right
cells and two-sided cells, which extend the theory of Kazhdan-Lusztig from the case
of equal parameters (that is, vs = vs′ for any (s, s′) ∈ S2) to the general case. In
the case of equal parameters the conjectures mentioned above are known to be true.

From now on we shall assume the validity of these conjectures. Let us recall
some of them below:

P1. For any z ∈ W we have a(z) ≤ ∆(z).
P2. If d ∈ D and x, y ∈ W satisfy γx,y,d �= 0, then x = y−1.
P3. If y ∈W , there exists a unique d ∈ D such that γy,y−1,d �= 0.
P4. If z′ ≤LR z then a(z′) ≥ a(z). Hence, if z′ ∼LR z, the a(z′) = a(z).
P5. If d ∈ D, y ∈W , γy−1,y,d �= 0, then γy−1,y,d = nd = ±1.
P6. If d ∈ D, then d2 = 1.
P7. For any x, y, z in W we have γx,y,z = γy,z,x.
P8. Let x, y, z in W be such that γx,y,z �= 0. Then x ∼L y−1, y ∼L z−1,

z ∼L x−1.
For any z ∈ W , we set n̂z := nd where d is the unique element of D such that

d ∼L z−1.
Let J denote the free Abelian group with basis (tw)w∈W . We set

tx · ty :=
∑
z∈W

γx,y,z−1 tz.

(This is a finite sum.) This defines an associative ring structure on J . The ring J
is called the based ring of W . It has a unit element

∑
d∈D td (see [L7, §18.3]).

The C-algebra J(W ) := J ⊗Z C is called the asymptotic Hecke algebra of W .
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According to property (P8), for each two-sided cell c in W , the subspace Jc

spanned by the tw, w ∈ c, is a two-sided ideal of J . The ideal Jc is in fact an
associative ring with unit

∑
d∈D∩c Td, which is called the based ring of the two-

sided cell c, [L7, §18.3], and

(1) J =
⊕
c

Jc

is a direct sum decomposition of J as a ring.

Let J(W, u) := A⊗Z J . We recall from [L7, Theorem 18.9] (which extends [L2,
2.4]) that the A-linear map φ : H(W, u)→ J(W, u) given by

φ(c†w) :=
∑

z∈W, d∈D
a(d)=a(z)

hx,d,z n̂z tz (x ∈ W )

is a homomorphism of A-algebra with unit (note that the conjecture (P15) is used
here).

Let

(2) φq : H(W, q) → J ⊗Z C

be the C-algebra homomorphism induced by φ.
Let H(W, q)≥i be the C-subspace of H(W, q) spanned by all the c†w with w ∈W

and a(w) ≥ i. This a two-sided ideal of H(W, q), because of [L7, §13.1] and (P7).
Let

H(W, q)i := H(W, q)≥i/H(W, q)≥i+1;

this is anH(W, q)-bimodule. It has as C-basis the images [c†w] of the c†w ∈ H(W, q)≥i

such that a(w) = i.
We may regard H(W, q)i as a J-bimodule with multiplication defined by the

rule:

tx ∗ [c†w] =
∑
z∈W
a(z)=i

γx,w,z−1 n̂w n̂z c†z ,

[c†w] ∗ tx =
∑
z∈W
a(z)=i

γw,x,z−1 n̂w n̂z c†z , (w, x ∈W, a(w) = i).(3)

We have (see [L7, 18.10]):

(4) hf = φq(h) ∗ f, for all f ∈ H(W, q)i, h ∈ H(W, q).

On the other side:

(5) (j ∗ f)h = j ∗ (fh), for all f ∈ H(W, q)i, h ∈ H(W, q), j ∈ J .

Let
fi :=

∑
d∈D

a(d)=i

[c†d] ∈ H(W, q)i.

Lemma 5. We have

tx ∗ fi = fi ∗ tx = n̂x [c†x].
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Proof. By definition of ∗, we have

tx ∗ fi =
∑
d∈D

a(d)=i

∑
z∈W
a(z)=i

γx,d,z−1 n̂d n̂z c†z.

Since (because of P7) γx,d,z−1 = γd,z−1,x = γz−1,x,d, it follows from (P2) that if
γx,d,z−1 �= 0 then z = x. Then, using (P3) and (P5), we obtain tx ∗ fi = n̂x c†x.
The proof for fi ∗ tx is similar. �

Let k denote the centre of H(W, q). Lusztig proved the following result in [L3,
Proposition 1.6 (i)] in the case of equal parameters. Our proof will follow the same
lines.

Proposition 1. The centre of J ⊗Z C contains φq(k).

Proof. It is enough to show that φq(z) · tx = tx · φq(z) for any z ∈ k, x ∈W .
Assume that a(x) = i. Let z ∈ k. Using Lemma 5, we obtain

(φq(z)tx) ∗ fi = φq(z) ∗ tx ∗ fi = n̂xφq(z) ∗ [c†x] = n̂xz[c†x].

On the other side, using equation (4), we get

(txφq(z)) ∗ fi = tx ∗ (φq(z) ∗ fi) = tx ∗ (zfi).

Since zfi = fiz, it gives
(txφq(z)) ∗ fi = tx ∗ (fiz),

and then, using equation (5) and again Lemma 5, we obtain

(txφq(z)) ∗ fi = (tx ∗ fi)z = n̂x[c†x]z.

Now, since z ∈ k, we have z[c†x] = [c†x]z. Hence

(6) (φq(z)tx) ∗ fi = (txφq(z)) ∗ fi.

It follows from the combination of (P4) and (P8) that γx,y,z �= 0 implies a(x) =
a(y) = a(z). Hence we have

φq(z)tx =
∑

x′∈W
a(x′)=i

αx′tx′ ,

txφq(z) =
∑

x′∈W
a(x′)=i

βx′tx′ ,

with αx′ , βx′ in C. Then (6) implies that∑
x′∈W
a(x′)=i

αx′ [c†x′ ] =
∑

x′∈W
a(x′)=i

βx′ [c†x′ ].

Hence αx′ = βx′ for all x′ ∈ W such that a(x′) = i. It gives φq(z)tx = txφq(z), as
required. �

Remark 3. The above proposition provides J ⊗Z C (and also each Jc) with a
structure of k-algebra. This k-algebra structure is not canonical: it depends on q.
Our move (3) precisely allows us to pass from one k-algebra structure, depending
on q1, to another k-algebra structure, depending on q2.
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From now on we will assume that the weight function is equal to the length
function �. We will assume that q = 1, in which case H(W, q) is the group algebra
of W ; or q is not a root of unity, in which case we can take for q the order qF of
the residue field of F .

Let E be a simple H(W, q)-module (resp. J ⊗Z C-module). We attach to E an
integer aE by the following two requirements:

(1) cwE = 0 (resp. twE = 0) for any w with a(w) > aE ;
(2) cwE �= 0 (resp. twE �= 0) for some w such a(w) = aE .

Then Lusztig proved in [L3, Cor. 3.6] (see also [L5, Th. 8.1]) that there is a
unique bijection E 	→ E′ between the set of isomorphism classes of simple H(W, q)-
modules and the set of isomorphism classes of simple J ⊗Z C-modules such that
aE′ = aE and such that the restriction of E′ toH(W, q) via φq is anH(W, q)-module
with exactly one composition factor isomorphic to E and all other composition
factors of the form Ē with aĒ < aE .

As shown in [BN, Th. 9], it follows that φq is spectrum preserving with respect
to filtrations. Hence

(7) H(W, q) � J ⊗Z C.

Let G be a connected F -split adjoint simple p-adic group. By Langlands duality
we have

(8) W := X∗(T ) � Wf = X∗(LT 0(C)) � Wf .

Lusztig proved in [L4, Theorem 4.8] that the unipotent conjugacy classes in LG0

are in bijection with the two-sided cells in W .
Let J be the based ring attached to W . We fix a two-sided cell c in W . Let Oc

be the unipotent conjugacy class in LG0 corresponding to c. Let ϕ : SL(2)(C) →
LG0 be a homomorphism of algebraic groups such that u = ϕ

(
1 1
0 1

)
belongs to Oc

and let Fc be a maximal reductive algebraic subgroup of the centralizer CLG0(u).
The reductive group Fc may be disconnected: the identity component of Fc will be
denoted F 0

c .
Let Y be a finite Fc-set (that is, a set with an algebraic action of Fc; thus,

F 0
c acts trivially). An Fc-vector bundle on Y is a collection of finite dimensional

C-vector spaces Vy (y ∈ Y ) with a given algebraic representation of Fc on
⊕

y∈Y Vy

such that G · Vy = Vgy for all g ∈ Fc, y ∈ Y . We now consider the finite Fc-set
Y × Y with diagonal action of Fc and denote by KFc(Y × Y ) the Grothendieck
group of the category of Fc-vector bundles on Y ×Y . One can define an associative
ring structure on KFc(Y × Y ) (see [L4, §10.2]).

Then the conjecture of Lusztig in [L4, §10.5] states in particular that there
should exist a finite Fc-set Y and a bijection π from c onto the set of irreducible
Fc-vector bundles on Y × Y (up to isomorphism) such the C-linear map Jc →
KFc(Y ×Y )⊗C sending tw to π(w) is an algebra isomorphism (preserving the unit
element).

Let |Y | denote the cardinality of Y . This number is expected to be the number
of left cells contained in c. When Fc is connected, KFc(Y ×Y ) is isomorphic to the
|Y | × |Y | matrix algebra M|Y |(RC(Fc)) over the (complexified) rational representa-
tion ring RC(Fc) of Fc. It is important to note: when Fc is connected, the Lusztig
conjecture asserts that Jc is Morita equivalent to a commutative algebra.



HECKE ALGEBRA OF A REDUCTIVE p-ADIC GROUP 21

The Lusztig conjecture has been proved by Xi for any two-sided cell c when G
is one of the following groups GL(n), PGL(n), SL(2), SO(5) and G2, and for the
lowest two-sided cell c0 (see next section) when G is any connected F -split adjoint
simple p-adic group.

10. The ideal Jc0 in J

As above we assume that G is a connected F -split adjoint simple p-adic group.
Let J be the based ring attached to W , with W as in (8). The centralizer of 1 is
of course LG0. Under the bijection cited above, the unipotent class 1 corresponds
to the lowest two-sided cell c0, that is the subset of all the elements w in W such
that a(w) equals the number of positive roots in the root system of Wf .

Xi proved the Lusztig conjecture for this ideal Jc0 in [X3, Theorem 1.10].
According to his result, we have a ring isomorphism

Jc0
∼= M|Wf |(RC(LG0)).

The character map Ch creates an isomorphism

RC(LG0) ∼= (RC(LT 0))Wf .

The Wf -invariant subring of the (complexified) representation ring of LT 0 is pre-
cisely the coordinate ring of the quotient torus LT 0/Wf .

Since
Ψ(T ) = LT 0

we have a Morita equivalence
Jc0 ∼ Zi(G)

where i is the quotient variety Ψ(T )/Wf . Therefore, we obtain the following result.

Theorem 4. Let G be a connected F -split adjoint simple p-adic group. There
is a Morita equivalence between Jc0 and the coordinate ring of the Bernstein variety
Ψ(T )/Wf .

According to our conjecture, the other ideals Jc account (up to geometric equiv-
alence) for the rest of the extended quotient of Ψ(T ) by Wf .

The classical Satake isomorphism is an isomorphism between the spherical
Hecke algebra H(G//K) and the ring RC(LG0). Further, a theorem of Bernstein
(see e.g. [L0, Proposition 8.6]) asserts that the centre Z(H(G//I)) of the Iwahori-
Hecke algebra H(G//I) is also isomorphic to RC(LG0).

At this point, we need the map φqF ,c0 defined in section 1.7 of Xi’s paper [X3].
This map is the composition of φqF and of the projection of J onto Jc0 .

Xi has proved in [X3, Theorem 3.6] that the image φqF ,c0(Z(H(G//I)) is the
centre Z(Jc0) of the algebra Jc0 . This creates the following diagram:

H(G//K) −−−−→ RC(LG0)⏐⏐	 ⏐⏐	
H(G//I) −−−−→

φqF ,c0

Jc0

in which the top horizontal map is the Satake isomorphism, the left vertical map
is induced by the inclusion K ⊂ I, the right vertical map sends RC(LG0) onto the
centre of Jc0 and the bottom horizontal map is Xi’s map φqF ,c0 . The vertical maps
are injective. We expect that this diagram is commutative.
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11. The Hecke algebra of GL(n)

Theorem 5. The conjecture is true for GL(n).

Proof. In this proof, we follow [BP] rather closely; we have refined the proof
at certain points. The occurrence of an extended quotient in the smooth dual of
GL(n) was first recorded in [HP], in the context of Deligne-Langlands parameters.

Let G := GL(n), s = [L, σ]G ∈ B(G) and t = [L, σ]L ∈ B(L). We can think of
t as a vector of irreducible supercuspidal representations of smaller general linear
groups. If the vector is

(σ1, . . . , σ1, . . . , σt, . . . , σt)
with σi repeated ei times, 1 ≤ i ≤ t, and σ1, . . ., σt pairwise distinct (after unram-
ified twist) then we say that t has exponents e1, . . ., et.

Each representation σi of Gi := GL(mi) has a torsion number: the order of the
cyclic group of all those unramified characters η for which σi⊗ η ∼= σi. The torsion
number of σi will be denoted ri.

Hence

L �
t∏

i=1

Gei

i and σ �
t⊗

i=1

σ⊗ei

i ,

Each σi contains a maximal simple type (Ki, λi) in Gi [BK1]. Let

KL :=
t∏

i=1

Kei

i and τL :=
t⊗

i=1

λ⊗ei

i .

Then (KL, τL) is a t-type in L. We have

Wt �
t∏

i=1

Sei .

Let Wei denote the extended affine Weyl group associated to GL(ei, C).
Let (K, τ) be a semisimple s-type, see [BK1, BK2, BK3]. It is worth point-

ing out that we do not need the type explicitly. Instead, we need certain items
attached to the type: the idempotent eτ and the endomorphism-valued Hecke al-
gebra H(G, τ). Let eτ be the idempotent attached to the type (K, τ) as in [BK2,
Definition 2.9]:

eτ (x) =

{
(volK)−1(dim τ) tr(τ(x−1)) if x ∈ K,
0 if x ∈ G, x /∈ K.

The idempotent eτ is then a special idempotent in the Hecke algebra H(G)
according to [BK2, Definition 3.11]. Let H = H(G). It follows from [BK2, §3]
that

Hs(G) = H ∗ eτ ∗ H.

We then have a Morita equivalence

H ∗ eτ ∗ H ∼morita eτ ∗ H ∗ eτ .

Now letH(K, τ) be the endomorphism-valued Hecke algebra attached to the semisim-
ple type (K, τ). By [BK2, 2.12] we have a canonical isomorphism of unital C-
algebras :

H(G, τ) ⊗C EndCW ∼= eτ ∗ H(G) ∗ eτ
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so that the algebra eτ ∗H(G)∗ eτ is Morita equivalent to the algebra H(G, τ). Now
we quote the main theorem for semisimple types in GL(n) [BK3, 1.5]: there is an
isomorphism of unital C-algebras

H(G, τ) ∼=
t⊗

i=1

H(Wei , q
ri

F ).

The factors H(Wei , q
ri

F ) are (extended) affine Hecke algebras whose structure
is given explicitly in [BK1, 5.4.6, 5.6.6].

We conclude that

Hs(G) �
t⊗

i=1

H(Wei , q
ri

F ).

On the other hand, from (7), we have

t⊗
i=1

H(Wei , q
ri

F ) �
t⊗

i=1

J(Wei).

Finally we will prove that that

t⊗
i=1

J(Wei) � Z̃s.

Let LT 0 be the maximal standard torus of LG0 = GL(n, C) and let W be the
extended affine Weyl group associated to GL(n, C). We have W := X∗(LT 0)�Sn =
Wn. For each two-sided cell c of W we have a corresponding partition λ of n. Let
µ be the dual partition of λ. Let u be a unipotent element in GL(n, C) whose
Jordan blocks are determined by the partition µ. Let the distinct parts of the dual
partition µ be µ1, . . . , µp with µr repeated nr times, 1 ≤ r ≤ p.

Let CG(u) be the centralizer of u in G = GL(n, C). Then the maximal reductive
subgroup Fc of CG(u) is isomorphic to GL(n1, C) × GL(n2, C) × · · · × GL(np, C).
For the non-trivial combinatorics which underlies this statement, see [G, §2.6].

Let J be the based ring of W . For each two-sided cell in W , let |Y | be the
number of left cells contained in c. The Lusztig conjecture says that there is a ring
isomorphism

Jc � M|Y |(RFc), tw 	→ π(w)

where RFc is the rational representation ring of Fc. This conjecture for GL(n, C)
has been proved by Xi [X1, 1.5, 4.1, 8.2].

Since Fc is isomorphic to a direct product of the general linear groups GL(ni, C)
(1 ≤ i ≤ p) we see that RFc is isomorphic to the tensor product over Z of the
representation rings RGL(ni,C), 1 ≤ i ≤ p. For the ring R(GL(n, C)) we have

R(GL(n, C)) = Z[X∗(T (C))]Sn

where T (C) is the standard maximal torus in GL(n, C), and X∗(T (C)) is the set of
rational characters of T (C), by [Bo, Chapter VIII]. Therefore we have

RFc ⊗Z C � C[Symn1C× × · · · × SymnpC×].



24 ANNE-MARIE AUBERT, PAUL BAUM, AND ROGER PLYMEN

Let γ ∈ Sn have cycle type µ, let X = (C×)n. Then

Xγ � (C×)n1 × · · · × (C×)np

Z(γ) � (Z/µ1Z) � Sn1 × · · · × (Z/µpZ) � Snp

Xγ/Z(γ) � Symn1C× × · · · × SymnpC×

and so
RFc ⊗Z C � C[Xγ/Z(γ)].

Then, using (1), we obtain

J ⊗Z C =
⊕
c

(Jc ⊗Z C) ∼
⊕
c

(RFc ⊗Z C) � C[X̃/Sn].

The algebra J⊗Z C is Morita equivalent to a reduced, finitely generated, commuta-
tive unital C-algebra, namely the coordinate ring of the extended quotient X̃/Sn.
This finishes the proof of part (1) of the conjecture.

Part (2) of the conjecture for GL(n) is a consequence of [P, Theorem Theorem
5.1]. �

12. The Iwahori ideal in H(PGL(n))

Let G = PGL(n), let T be its standard maximal torus. Let W := X∗(T )�Wf .
Then LG0 = SL(n, C) is the Langlands dual group. Its maximal torus will be
denoted LT 0.

The discrete group W is an extended Coxeter group:

W = 〈s1, s2, . . . , sn〉� Z/nZ

where Z/nZ permutes cyclically the generators s1, . . . , sn. We have

H(W, qF ) = H(G//I).

The symmetric group Wf = Sn acts on LT 0 by permuting coordinates, and we
form the quotient variety LT 0/Sn.

Let i ∈ B(G) be determined by the cuspidal pair (T, 1). We have

Zi = C[LT 0/Sn],

Z̃i = C[L̃T 0/Sn].

Theorem 6. Let Hi(G) denote the Iwahori ideal in H(G). Then Hi(G) is
geometrically equivalent to the extended quotient of LT 0 by the symmetric group
Sn:

Hi(G) � C[L̃T 0/Sn].

Proof. The non-unital algebra Hi(G) is Morita equivalent to the unital affine
Hecke algebra H(W, qF ):

Hi(G) = HeH ∼morita eHe ∼= H(W, qF ).

From (7), we have
H(W, qF ) � J ⊗Z C.

The Langlands dual of PGL(n, F ) is SL(n, C). For each two-sided cell c of W we
have a corresponding partition λ of n. Let µ be the dual partition of λ. Let u be a
unipotent element in SL(n, C) whose Jordan blocks are determined by the partition
µ. Let the distinct parts of the dual partition µ be µ1 < · · · < µp with µr repeated
nr times, 1 ≤ r ≤ p.
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Let CG(u) be the centralizer of u in G = SL(n, C). Then the maximal reductive
subgroup F ′

λ of CG(u) is isomorphic to (GL(n1, C)×GL(n2, C)×· · ·×GL(np, C))∩
SL(n, C). For details of the injective map

(GL(n1, C)×GL(n2, C)× · · · ×GL(np, C)) ∩ SL(n, C) −→ SL(n, C)

see [G].
As a special case, let the two-sided cell c correspond to the partition λ =

(1, 1, 1, . . . , 1) of n. Then the dual partition µ = (n). The unipotent matrix u
has one Jordan block, and its centralizer CG(u) = Z the centre of SL(n, C). The
maximal reductive subgroup F ′

λ of CG(u) is the finite group Z. This is the case
p = 1, µ1 = n, n1 = 1.

By the theorem of Xi [X1, 8.4] we have

Jc ⊗Z C ∼morita RC(F ′
λ) = RC(Z) = Cn.

Let γ have cycle type (n). Then the fixed set (LT 0)γ comprises the n fixed
points

diag(ωj , . . . , ωj) ∈L T 0

where ω = exp(2πi/n) and 0 ≤ j ≤ n− 1. These n fixed points correspond to the
n generators in the commutative ring Cn.

We expect that the corresponding points in Irr(PGL(N)) arise as follows. The
unramified unitary twist

zval◦det ⊗ St(n)
of the Steinberg representation of GL(n) has trivial central character if and only
if z is an nth root of unity. For these values 1, ω, ω2, . . . , ωn−1 of z, we obtain n
irreducible smooth representations of PGL(n).

From now on, we will assume that λ �= (1, 1, 1, . . . , 1). Then F ′
λ is a connected

Lie group.
We will write Tλ(C) for the standard maximal torus of F ′

λ. The Weyl group is
then

W (λ) = Sn1 × · · · × Snp .

According to Bourbaki [Bo, Chapter 8], the map Ch, sending each (virtual)
representation to its (virtual) character, creates an isomorphism:

Ch : R(F ′
λ) ∼= Z[X∗(Tλ(C)]W (λ).

Note that a complex linear combination of rational characters of Tλ(C) is pre-
cisely a regular function on Tλ(C).

For each two-sided cell c of W the Z-submodule Jc of J , spanned by all tw,
w ∈ c, is a two-sided ideal of J . The ring Jc is the based ring of the two-sided cell
c. Now apply the theorem of Xi [X1, 8.4]. We get

Jc ⊗Z C ∼morita RC(F ′
λ) ∼= C[Tλ(C)]W (λ) ∼= C[Tλ(C)/W (λ)].

Let γ ∈ Sn have cycle type µ. Then the γ-centralizer is a direct product of
wreath products:

Z(γ) � (Z/µ1Z) � Sn1 × · · · × (Z/µpZ) � Snp .

The image of Tλ(C) in the inclusion Tλ(C) →L T 0 is precisely the subtorus of
LT 0 fixed by Z/µ1Z× · · · × Z/µpZ. We therefore have

(LT 0)γ/Z(γ) � Tλ(C)/W (λ).
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We conclude that
R(F ′

λ)⊗Z C � C[(LT 0)γ/Z(γ)]

Then
J ⊗Z C = ⊕c(Jc ⊗Z C) ∼ ⊕c(R(F ′

λ)⊗Z C) � C[L̃T 0/Sn]

The algebra J ⊗Z C is Morita equivalent to a reduced, finitely generated, com-
mutative unital C-algebra, namely the coordinate ring of the extended quotient
L̃T 0/Sn. �

13. The Iwahori ideal in H(SO(5))

Let G denote the special orthogonal group SO(5, F ). We view it as the group
of elements of determinant 1 which stabilise the symmetric bilinear form⎛⎜⎜⎜⎜⎝

0 0 0 0 1
0 0 0 1 0
0 0 1 0 0
0 1 0 0 0
1 0 0 0 0

⎞⎟⎟⎟⎟⎠ .

Let T be the group of diagonal matrices⎛⎜⎜⎜⎜⎝
λ1 0 0 0 0
0 λ2 0 0 0
0 0 1 0 0
0 0 0 λ−1

2 0
0 0 0 0 λ−1

1

⎞⎟⎟⎟⎟⎠ , λ1, λ2 ∈ F×.

The extended affine Weyl group W = X∗(T ) � Wf is of type B̃2, with Wf �
S2 � (Z/2)2 a finite Weyl group of type B2.

Here LG0 = Sp(4, C), and LT 0 is the group of diagonal matrices

d(t1, t2) :=

⎛⎜⎜⎝
t1 0 0 0
0 t2 0 0
0 0 t−1

2 0
0 0 0 t−1

1

⎞⎟⎟⎠ , t1, t2 ∈ C×.

We have NLG0(LT 0)/LT 0 � Wf . The group LG0 = Sp(4, C) is simply connected.
In [X2, §11.1], Xi has proved Lusztig’s conjecture for the group W .

The extended Coxeter group W = W ′ � Ω has four two-sided cells ce, c1, c2

and c0 (see [X2, §11.1]):

ce = {w ∈W : a(w) = 0} = {e, ω} = Ω,

c1 = {w ∈W : a(w) = 1} ,

c2 = {w ∈W : a(w) = 2} ,

c0 = {w ∈W : a(w) = 4} (the lowest two-sided cell).

We have
J = Jce ⊕ Jc1 ⊕ Jc2 ⊕ Jc0 .

Let i ∈ B(G) be determined by the cuspidal pair (T, 1). We have

Zi = C[LT 0/Wf ], Z̃i = C[L̃T 0/Wf ].
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Lemma 6. Let
L := C[t, t−1]Z/2Z

denote the balanced Laurent polynomials in one indeterminate t, where the generator
α of Z/2Z acts as follows: α(t) = t−1. Then the coordinate algebra of the extended
quotient of LT 0 by Wf is the C-algebra

C5 ⊕ L3 ⊕ C[LT 0/Wf ].

Proof. Let X := LT 0. The 8 elements γ1, . . ., γ8 of Wf can be described as
follows:

γ1(d(t1, t2)) = (d(t1, t2)) γ2(d(t1, t2)) = d(t2, t1)
γ3(d(t1, t2)) = d(t−1

1 , t2) γ4(d(t1, t2)) = d(t1, t−1
2 )

γ5(d(t1, t2)) = d(t2, t−1
1 ) γ6(d(t1, t2)) = d(t−1

1 , t−1
2 )

γ7(d(t1, t2)) = d(t−1
2 , t1) γ8(d(t1, t2)) = d(t−1

2 , t−1
1 )

.

We have γ5 = γ2γ3 = γ4γ2, γ6 = γ2
5 = γ3γ4 = γ4γ3, γ7 = γ3

5 = γ2γ4 = γ3γ2,
γ8 = γ4γ2γ4 = γ2γ4γ3. The elements γ2, γ3, γ4, γ6 and γ8 are of order 2, the
elements γ5 and γ7 are of order 4. We obtain

Xγ1 = X, Xγ2 =
{
d(t, t) : t ∈ C×} ,

Xγ3 = Xγ4 =
{
d(1, t2), d(−1, t2) : t2 ∈ C×} ,

Xγ5 = Xγ7 = {d(1, 1), d(−1,−1)} ,

Xγ6 = {d(1, 1), d(1,−1), d(−1, 1), d(−1,−1)}.
The elements γ1, γ6 are central, and we have

Z(γ2) = {γ1, γ2, γ6, γ8} ,

Z(γ3) = {γ1, γ3, γ4, γ6} , Z(γ7) = {γ1, γ5, γ6, γ7} .

There are five Wf -conjugacy classes:

{γ1}, {γ6}, {γ2, γ8}, {γ3, γ4}, {γ5, γ7}.
As representatives, we will take γ1, γ2, γ3, γ5, γ6.
• We have

C[Xγ6/Z(γ6)] = C[Xγ6/Wf ] = C⊕ C⊕ C

since there are three Wf -orbits in Xγ6 , namely

{d(1, 1)}, {d(1,−1), d(−1, 1)}, {d(−1,−1)}
• We have

C[Xγ5/Z(γ5)] = C[Xγ5 ] = C⊕ C = RC(Z) = C[Ω] = Jce

since Z(γ5) acts trivially on Xγ5 .
• We have

Xγ3 = {d(1, t); t ∈ C×} � {d(−1, t) : t ∈ C×}
The Z(γ3)-orbit of d(1, t) is the unordered pair {d(1, t), d(1, t−1)} and
the Z(γ3)-orbit of d(−1, t) is the unordered pair {d(−1, t), d(−1, t−1)}.
Therefore we have

C[Xγ3/Z(γ3)] = L⊕ L.
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• We have Xγ2 = {d(t, t) : t ∈ C×} ∼= {t : t ∈ C×}. The Z(γ2)-orbit of the
point t is the unordered pair {t, t−1}. So we have

Xγ2/Z(γ2) ∼= C×/Z/2

and C[Xγ2/Z(γ2)] = L.
• We have C[Xγ1/Z(γ1)] = C[LT 0/Wf ].

�

The reductive group Fce is the center of LG0, Fc1 = (Z/2Z) � C× where
Z/2Z acts on C× by z 	→ z−1, and Fc2 = (Z/2Z) × SL(2, C) and there is a ring
isomorphism Jc2 � M4(RFc2

), where RFc2
is the rational representation ring of Fc2 ,

[X2, Theorem 11.2].
We have Fc1 = 〈α〉� C× where α generates Z/2Z. Note the crucial relation

αz = z−1α

with z ∈ C×. The (semisimple) conjugacy classes in Fc1 are:

{1}, {−1}, {{z, z−1} : z ∈ C×, z2 �= 1}, α · C×

Lemma 7. Let M := C[t, t−1] denote the Laurent polynomials in one indeter-
minate t. We have

Jc1 � C⊕ (M � Z/2Z)
where the generator α of Z/2Z acts as follows: α(t) = t−1.

Proof. Let F = Fc1 , F = 〈α〉 � C×. We have to construct the simple Jc1 -
modules explicitly, following Xi [X2, p. 51, 107]. We will use Xi’s explicit proof of
the Lusztig conjecture for B2. Let Y = {1, 2, 3, 4} be the F -set such that as F -sets
we have {1} ∼= {2} ∼= F/F and {3, 4} ∼= F/F 0. The simple Jc1 -modules are given
by

Es,ρ := HomA(s)(ρ, H∗(Y s))

where A(s) denotes the component group CF (s)/CF (s)0 and ρ is a simple A(s)-
module which appears in the homology group H∗(Y s). The set Y s denotes the
s-fixed set: Y s = {y ∈ Y : sy = y}. The pair (s, ρ) is chosen up to F -conjugacy.

(A). s = 1, ρ = 1. Then Y s = {1, 2, 3, 4}. Also H∗(Y s) is the free C-vector
space V := C4 on {1, 2, 3, 4}: we will denote its basis by {e1, e2, e3, e4}. A(s) =
Z/2Z. The generator of A(s) permutes e3, e4. Let V1 denote the span of e1, e2, e3 +
e4, let V2 denote the span of e3 − e4. Then

E1,1 := HomA(s)(ρ, V ) = V1 = C3.

(B). s = 1, ρ = ε where ε is the sign representation of Z/2Z. We have

E1,ε := HomA(s)(ρ, V ) = V2 = C.

Note that we have
E1,1 ⊕ E1,ε = V = C4

as A(s)-modules.
(C). s = −1, ρ = 1. We have Y s = Y , A(s) = Z/2Z and

E−1,1 := HomA(s)(ρ, V ) = V1 = C3

(D). s = −1, ρ = ε. We have Y s = Y , A(s) = Z/2Z and

E−1,ε := HomA(s)(ρ, V ) = V2 = C
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Note that we have
E−1,1 ⊕ E−1,ε = V = C4

as A(s)-modules.
(E) s = z, ρ = 1 where z ∈ C×, z2 �= 1. We have Y s = Y , A(s) = {1} and

Ez,1 := Hom(C, V ) = V = C4

(F). s = α, ρ = 1. We have Y s = {1, 2}, H∗(Y s) = C2, A(s) = {1,−1, α,−α} =
Z/2Z× Z/2Z. We have

Eα,1 := HomA(s)(C, C2) = C2.

This concludes the list of simple Jc1 -modules. We now turn to the Lusztig-Xi
isomorphism of unital algebras:

Jc1
∼= KF (Y × Y )⊗Z C.

The equivariant K-theory KF (Y ×Y )⊗Z C is equipped with the convolution prod-
uct. The action of F on the set Y leads to the following description. We identify
KF (Y ×Y )⊗Z C with the C-algebra of 4×4 matrices (aij) where a11, a12, a21, a22 ∈
R(F ) ⊗Z C and all other entries are in R(C×) ⊗Z C, subject to the following con-
ditions:

a14 = a13, a24 = a23, a41 = a31, a42 = a32, a44 = a33, a43 = a34

where, for all z ∈ C×,
aij(z) = aij(z−1).

Let
M := C[t, t−1]

denote the Laurent polynomials in one indeterminate t. We have an injective ho-
momorphism of unital C-algebras:

ψ : C⊕ (M � Z/2Z) −→ KF (Y × Y )⊗Z C

(λ, p + α · q) 	→

⎛⎜⎜⎝
λ 0 0 0
0 λ 0 0
0 0 p q
0 0 q p

⎞⎟⎟⎠
We claim that this map is a spectrum-preserving morphism of unital finite-type

k-algebras. We view each entry in KF (Y ×Y ) as a virtual character of F or C×. We
can then evaluate each matrix entry at z ∈ C×. Evaluation at z ∈ C× determines
an algebra homomorphism

KF (Y × Y )⊗Z C −→M4(C).

This homomorphism gives C4 the structure of Jc1 -module.
• When z2 �= 1, this homomorphism gives C4 the structure of a simple

Jc1 -module, namely Ez,1.
• When z = 1, the module C4 splits into simple Jc1 -modules of dimensions

3 and 1, namely E1,1 and E1,ε.
• When z = −1, the module C4 splits into simple Jc1 -modules of dimensions

3 and 1, namely E−1,1 and E−1,ε.
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When restricted to the lower right 2× 2 block of the 4× 4 matrix algebra (aij),
each simple 4-dimensional module splits into the direct sum of a 2-dimensional 0-
module and a 2-dimensional simple module over the crossed product M � Z/2Z.
At 1 and −1, the module C4 restricts to a 2-dimensional 0-module and two 1-
dimensional simple modules. It now follows that Prim(Jc1) with one deleted point
is in bijection (via our morphism of algebras) with Prim(M � Z/2Z). There is one
remaining point in Prim(Jc1), namely Eα,1. This point in Prim(Jc1) maps, via our
morphism of algebras, to the one remaining primitive ideal 0⊕ (M � Z/2Z).

We conclude from this that

Jc1 � C⊕ (M � Z/2Z).

�

Theorem 7. Let Hi(SO(5)) denote the Iwahori ideal in SO(5). We have

Hi(SO(5)) � Z̃i(SO(5)).

Proof. We note that
• Jce = C[Ω] = C2

• Jc2 � RC(Fc2 ) = L2 since

RC(Fc2 ) = RC(Z/2Z× SL(2, C)) = RC(Z/2Z)⊗RC(SL(2, C)) = L⊕ L.

By Lemmas 4 and 7, we have

J = Jce ⊕ Jc1 ⊕ Jc2 ⊕ Jc0 � C2 ⊕ (C3 ⊕ L)⊕ L2 ⊕ Jc0 .

By Lemma 6, we have

C[L̃T 0/Wf ] = C5 ⊕ L3 ⊕ C[LT 0/Wf ].

We conclude, by Theorem 4, that

Hi(SO(5)) � J � C[X̃/Wf ] = Z̃i(SO(5))

as required. This confirms part (1) of our conjecture for the Iwahori ideal of
H(SO(5)). �

It is worth noting that, in this example, there are 4 two sided cells and 5
Wf -conjugacy classes.

14. Consequences of the conjecture

Parametrization of the smooth dual. In this section we will suppose
that the conjecture is true for the Iwahori ideal Hi(G). We then have

Hi(G) � O(L̃T 0/Wf ).

We now take the primitive ideal space of each side. We obtain a bijection

PrimHi(G) ←→ L̃T 0/Wf .

Now PrimHi(G) may be identified with the subset IrrI(G) of the smooth dual
Irr(G) which admits nonzero Iwahori-fixed vectors. This leads to a parametrization
of IrrI(G):

IrrI(G) ←→ L̃T 0/Wf .
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This is a parametrization of IrrI(G) by the C-points in a complex affine alge-
braic variety (with several components). This parametrization is not quite canoni-
cal: it depends on the specific finite sequence of elementary steps (and filtrations)
connecting Hi(G) to O(L̃T 0/Wf ).

This parametrization will assign to each ω ∈ IrrI(G) a pair

(s, γ)

with s ∈L T 0, γ a Wf -conjugacy class.
More generally, the conjecture leads to a parametrization of Irr(G) by the

C-points in a complex affine locally algebraic variety (with countably many com-
ponents). The dimensions of the components are less than or equal to the rank of
G.

Langlands parameters. We wish to make a comparison with Langlands
parameters. We first recall some background material.

Let WF denote the Weil group of F , and let IF ⊂ WF be the inertia subgroup
so that WF /IF � Z. Denote the Frobenius generator by Frob in order that WF =
IF � 〈Frob〉.

By Langlands parameter we mean a continuous homomorphism

ϕ : WF × SL(2, C)→ LG0

which is rational on SL(2, C) and such that ϕ(Frob) is semisimple.
Call ϕ unramified if it has trivial restriction to IF . The unramified Langlands

parameters are parameterized by pairs (s, u) with s ∈ LG0 semisimple, u ∈ LG0

unipotent with sus−1 = uqF .
To each Langlands parameter ϕ should correspond a finite packet Πϕ of irre-

ducible smooth representations of G. According to the Langlands philosophy, the
unramified Langlands parameters should be those for which the representations in
Πϕ are unipotent in the sense of [L6]. This has been proved by Lusztig [L6] when
G is the group of F -points of a split adjoint simple algebraic group.

More precisely, let Z be the centre of LG0, let C(g) denote the centralizer in
LG0 of g ∈ LG0, and C(s, u) := C(s)∩C(u). We denote by C(s, u)0 the connected
component of C(s, u) and set A(s, u) := C(s, u)/Z · C(s, u)0. It is proved in [L6]
that the isomorphism classes of unipotent representations of G are naturally in one-
to-one correspondence with the set of triples (s, u, ρ) (modulo the natural action of
LG0) where s, u as above and ρ an irreducible representation (up to isomorphism)
of A(s, u).

In the case when we restrict ourselves to representations in IrrI(G) the above
classification specializes to the Kazhdan-Lusztig classification, which provides a
proof of a refined form of a conjecture of Deligne and Langlands: if G is the group
of F -points of any split reductive group over F , the set IrrI(G) is naturally in
bijection with the set of triples (s, u, ρ) as above (modulo the natural action of
LG0) such that ρ appears in the homology of the variety Bs

u of the Borel subgroups
of LG0 containing both s and u (see [KL], [Re]).

For GL(n), the simultaneous centralizer C(s, u) is connected, and so each
Deligne-Langlands parameter is a pair (s, u). There is a bijection between unipo-
tent classes in GL(n, C) and partitions of n (via Jordan canonical form). There is
a second bijection between partitions of n and conjugacy classes in Wf = Sn the
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symmetric group. In this way we obtain a perfect match

(s, u)←→ (s, γ).

The Deligne-Langlands parameters can be arranged to form an extended quo-
tient of the complex torus C× by the symmetric group Sn. The details of this
correspondence were recorded in [HP].

Irreducibility of induced representations. If Wt acts freely then D̃σ/Wt
∼=

Dσ/Wt and the conjecture in this case predicts irreducibility of the induced repre-
sentations ιGP (σ ⊗ χ). This situation is discussed in [R1], with any maximal Levi
subgroup of G, and also with the following (non maximal) Levi subgroup

L = (GL(2)×GL(2)×GL(4)) ∩ SL(8)

of SL(8) and σ defined as in [R1, p.127].
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London Math. Soc. 8 5 (2002), 659–685.

[Bo] N. Bourbaki, Lie groups and Lie algebras, Chapters 7–9, Springer 2005.
[BP] J. Brodzki, R.J. Plymen, Complex structure on the smooth dual of GL(n), Documenta Math.

7 (2002), 91–112.
[BK1] C.J. Bushnell, P.C. Kutzko, The admissible dual of GL(n) via compact open subgroups,

Ann. Math. Study 1 2 9 , Princeton Univ. Press 1993.
[BK2] C.J. Bushnell, P.C. Kutzko, Smooth representations of reductive p-adic groups: Structure

theory via types, Proc. London Math. Soc. 7 7 (1998), 582–634.
[BK3] C.J. Bushnell, P.C. Kutzko, Semisimple types in GLn, Comp. Math. 1 1 9 (1999), 53–97.
[Ca] P. Cartier, Representations of p-adic groups: a survey, Proc. Symp. Pure Math. 3 3 (1979),

part 1, 111–155.
[CDN] N. Chifan, S. Dascalescu and C. Nastasescu, Wide Morita contexts, relative injectivity and

equivalence results, J. Algebra 2 8 4 (2005), 705–736.
[C] J. Cuntz, Morita invariance in cyclic homology for nonunital algebras, K-Theory 1 5 (1998),

301 - 305.
[CST] J. Cuntz, G. Skandalis, B. Tsygan, Cyclic homology in noncommutative geometry, EMS

1 2 1 , 2004.
[EH] D. Eisenbud, J. Harris, The geometry of schemes, Springer Graduate Text 1 9 7 , 2001.
[G] M. Geck, An introduction to algebraic geometry and algebraic groups, Oxford Graduate Texts

in Mathematics 1 0 , Oxford University Press, 2003.
[GS] S. Gelbart, F. Shahidi, Analytic properties of automorphic L-functions, Perspectives in

Math. 6 (1988).

[Go] D. Goldberg, R-groups and elliptic representations for SLn, Pacific J. of Math. 1 6 5 (1994),
77–92.

[GR] D. Goldberg, A. Roche, Hecke algebras and SLn-types, Proc. London Math. Soc. 9 0 (2005),
87–131.



HECKE ALGEBRA OF A REDUCTIVE p-ADIC GROUP 33
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Hilbert modular forms and the Ramanujan conjecture

Don Blasius

Abstract. This paper completes the proof, at all finite places, of the Ra-
manujan Conjecture for motivic holomorphic Hilbert modular forms which
belong to the discrete series at the infinite places. In addition, the Weight-
Monodromy Conjecture of Deligne is proven for the Shimura varieties attached
to GL(2) and its inner forms, and the conjecture of Langlands, often today
called the local-global compatibility , is established at all places for these vari-

eties. This latter conjecture gives, for a finite place v of the field of definition
F , an automorphic description of the action of decomposition group Γv of the
Galois group Gal(F/F ) on the l-adic cohomology of the the variety, at least if
l is distinct from the residue characteristic of v. In particular, the Hasse-Weil
zeta functions of these varieties are computed at all places.

Let F be a totally real field. In this paper we study the Ramanujan Conjecture
for Hilbert modular forms and the Weight-Monodromy Conjecture for the Shimura
varieties attached to quaternion algebras over F . As a consequence, we deduce, at
all finite places of the field of definition, the full automorphic description conjectured
by Langlands of the zeta functions of these varieties. Concerning the first problem,
our main result is the following:

Theorem 1. The Ramanujan conjecture holds at all finite places for any cus-
pidal holomorphic automorphic representation π of GL(2,AF ) having weights all
congruent modulo 2 and at least 2 at each infinite place of F .

See below (2.2) for a more precise statement. For background, we note that the
above result has been known for any such π at all but finitely many places, and
without the congruence restriction, since 1984 ([BrLa]), as a consequence of the
direct local computation of the trace of Frobenius on the intersection cohomology
of a Hilbert modular variety. Additionally, the local method of [Ca] is easily seen
to yield the result at all finite places, for the forms π which satisfy the restrictive
hypothesis that either [F : Q] is odd or the local component πv is discrete series
at some finite place v. Hence, the novel cases in Theorem 1 are essentially those of
the forms π attached to F of even degree, and which belong to the principal series
at all finite v.

To prove Theorem 1, we here proceed globally, using the fact ([Ca], [Oh], [T1],
[W]) that there exist two dimensional irreducible ([BR1], [T2]) l-adic representa-
tions ρT

l (π) of the Galois group of F over F attached to such forms π. Crucial to us
is the fact that these representations satisfy the Global Langlands Correspondence,
i.e. that at every finite place v whose residue characteristic is different from l,
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the representations of the Weil-Deligne group defined by πv and ρT
l (π) ([Ca],[T1],

[BR1], [T2], [W]) are isomorphic. Thus we get information about πv from that
about the local Galois representation ρT

l (π)|Dv whenever we realize ρT
l (π), or a

closely related representation ρ′l(π), in some l-adic cohomology. Many such realiza-
tions are provided by the Shimura varieties attached to inner forms of GL(2)/F ,
and to the unitary groups GU(2)/K and GU(3)/K where K is a totally real solv-
able extension of F . Actually, to go beyond the case of lowest discrete series at
∞, in order to obtain cohomological realizations of these Galois representations
ρT

l (π) it is necessary to consider fiber systems of abelian varieties over these uni-
tary Shimura varieties. However, we need no explicit treatment of them here since
the result is contained in [BR1]. The fact that these are realizations of ρT

l follows
from suitable local Hasse-Weil zeta function computations at all but finitely many
good places; it is important to note that in this paper no new such computations at
bad places are done.
To actually get the results, there are several overlapping methods:

A. If one of the weights is greater than 2, or if either (a) [F : Q] is odd or (b)
there is a finite place at which π is discrete series, the result follows easily from
a basic theorem of De Jong ([DJ]), the Local Langlands Correspondence, and the
classification of unitary representations of GL(2) over a local field. In all these
cases there is a direct realization of ρT

l (π) as a subquotient of an l-adic cohomology
group of a variety.

B. If all the weights are 2, we proceed, using a known case of Langlands functo-
riality, by finding a geometric realization of a Galois representation ρ′l(π), made
using ρT

l (π), and from which we can deduce crucial constraints on the Frobenius
eigenvalues of ρT

l (π) at an unramified place under study. While several approaches
are possible, we here use one for which the L-function of ρ′l(π) is, after a formal
base change to a field L, a Rankin product L- function defined by π|L and a Galois
twist τπ|L. Unlike case (A) above, to conclude Ramanujan by an extension of that
method we use a stronger, global Ramanujan estimate ([Sha]) for GL(2) which the
local analytic theory cannot provide. Although several alternative constructions
of ρ′l(π) are possible, the present method has the merit that, further developed, it
enables progress on the p-adic analogue of the Langlands correspondence for these
forms. Nevertheless, in order not to obscure the simple formal structure of the
paper, we defer p-adic questions to a sequel.

C. If all the weights are 2, we can give (See 4.2) prove Theorem 1 by a geomet-
ric argument (found after that of B.) using the fact that the Weight-Monodromy
Conjecture is a theorem for surfaces. We give both arguments since, the method
of B., although a little longer, has a chance to be applicable to other cases, such as
regular algbraic forms on GL(N) where N > 2.

In this paper, we have restricted our study to the case of forms having weights all
congruent modulo 2. However, the method may extend to all holomorphic forms
whose weights are all at least 2 at the infinite places. A key fact, already present
in [BR1], is that a suitable twist π′ = πK ⊗ χ of a CM quadratic base change
πK of π defines motivic forms on appropriate unitary groups GU(2) and GU(3).
Once the Global Langlands Correspondence (See below, Section 2.3)is known for
these forms, the Ramanujan Conjecture will follow by the methods of this paper.
One natural approach is to generalize, in the setting of those GU(2) which define
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curves, the results of Carayol ([Ca]), and then to extend by congruences ([T1]), to
the general case.
The second main goal of the paper is to provide new examples, of arbitrary di-
mension, and with N (See the text for definitions) of many different, often highly
decomposable, types, of the Weight-Monodromy Conjecture (WMC) ([D1]).

Theorem 2. Let ShB be the Shimura variety attached to a quaternion algebra
B over a totally real field F . Then WMC holds for the l-adic cohomology of ShB

at all finite places v whose residue characteristic is different from l.

Remarks.
1. ShB is a projective limit of varieties ShB,W , where W is an open compact sub-
group of the finite adele group of the reductive Q-group G = GB = ResF/Q(B∗)
associated to the multiplicative group of B. Each ShB,W is defined over the canon-
ically defined number field F ′, named by Shimura the reflex field; the definition is
recalled below in Section 3. We say that WMC holds for ShB if it holds for each
smooth variety ShB,W .
2. The Shimura variety is not proper exactly when B = M2(F ), in which case the
connected components of the ShB,W are the classical Hilbert modular varieties. In
this case, the theorem is understood to refer to the l-adic intersection cohomologies
of the Baily-Borel compactification of ShB,W .
3. Several authors have recently made significant progress on cases of WMC involv-
ing Shimura varieties. In [It2], instances of WMC are shown for certain Shimura
varieties Sh associated to unitary groups. In fact, WMC is shown at places v at
which Sh admit p-adic uniformization. In [DS], the p-adic extension of WMC is
shown for a similar class of varieties: here v divides p. As already noted, this is a
case not treated at all in this paper. Finally, in [TY] Taylor and Yoshida establish
WMC, by careful study of the Rapoport-Zink spectral sequence, for all Shimura
varieties associated to the unitary groups defined by division algebras over a CM
field which are definite at all but one infinite place. This is the key class studied
in [HT], and is a vast generalization of the Shimura curves studied in [Ca]. As a
consequence, WMC is true for the l-adic representations attached to the class of
essentially self-dual regular automorphic cusp forms on GL(N,AF ). This result
implies Theorem 1 for π which are discrete series at some finite place, in which case
the result is due to Carayol ([Ca]).
As a corollary of the above result, we achieve easily the third main goal of the
paper: the proof of Langlands’ conjecture ([L1]) which describes, in automorphic
terms, the Frobenius semisimplification of the action of a decomposition group Dv

for v on the l-adic Galois cohomology of the quaternionic Shimura varieties. Here
v is any finite place of the reflex field, and l is a prime different from the residue
characteristic of v. . This result completes the zeta function computations of
Langlands ([L1]), Brylinksi-Labesse ([BrLa]) and Reimann ([Re2])).

Theorem 3. Let B be a quaternion algebra over a totally real field F hav-
ing Bv

∼= M2(R) for r > 0 infinite places v of F . Let F ′ be the canonical field
of definition of the r-fold ShB attached to B. Let π′ be a cuspidal holomorphic
representation of G) = (B ⊗AF )∗ such that

(1) π′
v has weight 2 at each split infinite place,

(2) π′
v is one-dimensional at each ramified infinite place,
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(3) the central character ω of π′ has the form ω = | · |−1Ψ, with a character
of finite order Ψ.

Let l be a rational prime. Then for each finite place v of F ′ whose residue char-
acteristic is different from l, the isomorphism class of the Frobenius semisimple
parameter (ρ∗W,v , NW,v) of the Weil-Deligne group WDv of F ′

v defined by the re-
striction to a decomposition group for v of the action of Gal(Q/F ′) on

Hr(ShB,W ,Ql)(π′
f,W )

coincides with the class of

m(π′
f , W )rB(σ(JL(π′)p)|WDF ′

v
),

where m(π′
f , W ) is defined by

dim(Hr(ShB,W ,Ql)(π′
f,W )) = 2rm(π′

f , W ).

Here, for p the place of Q lying under v,
(1) JL(π′)p is the p-component of the cuspidal representation of GL(2,AF ),

obtained from π′ via the Jacquet-Langlands correspondence JL.
(2) σ(JL(π′)p) is the homomorphism of WDp into the L-group LG which is,

as usual, identified with the L-group of the Q-group RF/Q(GL(2)).
(3) rB is the complex representation of dimension 2r defined by Langlands.
(4) Let HW be the level W Hecke algebra of G which consists of the convolu-

tion algebra of left and right W invariant compactly supported functions
on G(Af ). Then π′

f,W is the representation of HW on the subspace (π′
f )W

of π′
f consisting of the vectors fixed by all of W .

For an exposition of (2), see [BR2], 3.5, and [Ku]. For an exposition of (3), defined
by Langlands ([L1]), see [BR2] esp. 5.1, 7.2. Definitions are briefly recalled as
needed in the paper. Note that we are computing the L-functions as Euler products
over the primes of F ′, not as Euler products over primes of Q.
This result may be the first verification, for some Shimura varieties of dimension
greater than one, at all places and levels, of Langlands’ general conjecture. Never-
theless, for the last two theorems, the proofs are rather formal and do not involve
new direct local verifications of difficult facts. On the contrary, one key principle is
that the semisimplification of the global, i.e. Gal(Q/F ′), Galois action on the l-adic
cohomology of any variety in Theorem 2 is computable in simple ways from glob-
ally irreducible l-adic representations which satisfy WMC and the Global Langlands
correspondence at each place. Of course this type of fact does not hold locally: the
WMC concerns, for each place v of F ′, the nature of the associated indecompos-
able, and in general non-irreducible, Frobenius semisimple representations of the
Weil-Deligne group.

1. Background

1.1. Weil Numbers. Let q be power of a rational prime p. An integral q-Weil
number of weight j ∈ Z is an algebraic integer α having the property that, for each
automorphism σ of Q, we have

|σ(α)| = qj/2,
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with a fixed j independent of σ. We omit reference to q or the weight j when
convenient. An algebraic number of the form β = αqn, for some n ∈ Z and an
integral q-Weil Number α is called a q-Weil number, or simply a Weil number, if
the q is clear from context. Obvious facts about Weil numbers include: (i) the
q-Weil numbers form a group under multiplication;(ii) if q = qf

0 , then α is a q-Weil
number of weight j if and only if f

√
α is a q0-Weil number of weight j; (iii) all roots

of unity are q-Weil numbers of weight 0 for all q.

1.2. l-adic Representations. Let K be a field and let ΓK = Gal(K/K)
be the group of K-linear automorphisms of its algebraic closure K, endowed with
the usual topology. For a prime l, let V be a finite dimensional vector space over
Ql, and let ρ : ΓK → GL(V ) be a homomorphism. We say that ρ is an l-adic
representation if there exists a finite extension T of Ql, a T vector space V0, and a
continuous homomorphism ρ0 : ΓK → GL(V0) which becomes isomorphic to ρ after
extension of scalars on V0 from T to Ql. We use the notation ρ,V , and (V, ρ) at will
to denote such a representation. An l-adic representation (V, ρ) is called motivic
if there is a smooth projective variety X over K such that (V, ρ) is isomorphic to
a Tate twist of a subquotient of the ΓK-module H∗(X,Ql) where X is the scalar
extension of X to the algebraic closure K of K. Here, for a ΓK-module (V, ρ),
and m ∈ Z, the Tate twisted module is the pair (V (m), ρ(m)) where V (m) = V ,
ρ(m) = ρ⊗ χm

l , and χl is the usual l-adic cyclotomic character.

1.3. Local Weil group. For the rest of this paper, K will denote a local field
of characteristic 0 and residue characteristic p. We denote by q the number of the
residue field. Of course, q is a power of p. We let l be any rational prime different
from p. We recall some basics about the Weil group WK ⊂ ΓK of K. Let I be the
inertia subgroup of WK . Then WK/I is isomorphic to the subgroup qZ of Q∗; the
isomorphism is that induced by the homomorphism that sends an element w of WK

to the power |w| of q to which it raises the prime-to-p roots of unity in the maximal
unramified extension of K. Any element Φ of WK for which |Φ| = q−1 is called a
Frobenius. Let Iw be the subgroup of wild inertia, i.e. the maximal pro-p subgroup
of I. Let It denote the quotient I/Iw and let WK,t denote WK/Iw. We call these
groups the tame inertia group and the tame Weil group, respectively. Then It is
non-canonically isomorphic to the product∏

l �=p

Zl,

and WK,t is isomorphic to the semidirect product of Z and It ; the action of WK

on It is given by
wxw−1 = |w|x

for all x ∈ It and all w ∈WK . Choose, once and for all, an isomorphism t = (tl)l �=p

of It with ∏
l �=p

Zl.

Let (V, ρ) be an l-adic representation of ΓK . We extend, replacing ΓK by WK , the
definition of an l-adic representation to WK , and thus each l-adic representation ρ
of ΓK gives rise, by restriction, to an l-adic representation of WK which we also
denote by (V, ρ).



40 DON BLASIUS

1.4. Grothendieck’s Theorem. According to a basic result of Grothendieck
([ST], Appendix), there is a subgroup J of finite index in I such that, for σ ∈ J ,

ρ(σ) = exp(tl(σ)N)
where N ∈ End(V ) is a uniquely determined nilpotent endomorphism.
If we can take J = I in this theorem, (V, ρ) is said to be semistable. It is well-known
that there exists a finite extension L of K such that (ρ|L, V ) is semistable.

1.5. Weil-Deligne parametrization of l-adic representations.
Fix a choice Φ of a Frobenius in WK . Define, for this Φ, and any σ in WK , an
automorphism

ρWD(σ) = ρ(σ)exp(−tl(Φ−logq(|σ|)σ)N)
of V . Then σ → ρWD(σ) is a continuous representation of WK whose restriction
to I has finite image. The triple (V, ρWD, N) depends on the choice of tl and Φ.
Such a triple (V ′, ρ′WD, N ′) arises from an l-adic representation on V of ΓK if and
only if the relation

ρ′WD(σ)N ′ρ′WD(σ)−1 = |σ|N ′,

holds for all σ ∈WK . Note that (V, ρ) is semistable if and only if ρWD is unramified,
i.e. trivial on I.

1.6. Frobenius semisimplification. Following Deligne ([D3], 8.5), let

ρWD(Φ) = ρWD(Φ)ssu

be the Jordan decomposition of ρWD(Φ) as the product of a diagonalizable matrix
ρWD(Φ)ss and a unipotent matrix u. Define, for σ ∈ WK ,

ρss
WD(σ) = ρWD(σ)ulogq(|σ|).

Then ρss
WD is a semisimple representation of WK and, for all σ, ρss

WD(σ) is semisim-
ple. The representation (V, ρss

WD) is called the Φ-semisimplification of (V, ρWD) and
the triple (V, ρss

WD, N) is called the Φ-semisimplification of (V, ρWD, N).
Let now ιl be an isomorphism of Ql with the complex numbers C. This will be
fixed in any discussion, and, to avoid a cumbersome notation, we will identify
Ql with C, suppressing explicit reference to ιl. We will use ιl to define complex
representations of the Weil-Deligne group (c.f. [D3], 8.3, [Ta], 4.1, or [Roh]), via
the triples (V, ρss

WD, N).

1.7. WDK . The Weil-Deligne group WDK of K is the semidirect product of
WK with C defined by the relation

σzσ−1 = |σ|z
for all σ ∈ WK and z ∈ C. Using ιl we regard V as a finite dimensional complex
vector space (i.e. if z ∈ C and v ∈ V , we put zv = ι−1

l (z)v). Then ρss
WD is a

continuous representation of WK on V , and N is a nilpotent endomorphism of V.
The complex triple (V, ρss

WD, N) defines, in view of (1.5), a representation ρ∗ of
WDK by the rule

ρ∗((z, σ)) = exp(zN)ρss
WD(σ)

for all (z, σ) ∈ WDK . Then ρ∗ satisfies
(i) the restriction to WK is semisimple, and
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(ii) the restriction to C = Ga(C) is algebraic.
We denote the family of all complex representations satisfying (i) and (ii) by
Reps(WDK) and denote members by pairs (V, ρ′); a triple giving rise to (V, ρ′)
by the construction above is given by

(V, ρ′|WK , Nρ′)
where log of a unipotent matrix M is the standard polynomial in M − 1 inverting
exponentiation on nilpotents and

Nρ′ = log(ρ′((1, 1))).

Henceforth an element of Reps(WDK) is identified with the triple it defines. Note
that a member of Reps(WDK) is actually a semisimple representation of WDK

if and only if it factors through the quotient WK . A member of Reps(WDK) is
called semistable if it is trivial on I. We denote by Repss(WDK) the subfamily
of Reps(WDK) consisting of semistable representations. Of course, if (V, ρ) is
a semistable l-adic representation if and only if the associated element (V, ρ′) of
Reps(WDK) belongs to Repss(WDK).
As shown in [D3], the isomorphism class of the (V, ρ′) ∈ Reps(WDK) gotten from
an l-adic representation of ΓK is independent of the choices of Φ and tl. The class
of (V, ρ′) does depend on the choice of ιl, but, since any ι′l has the form ι′l = ηιl for
an automorphism η of C, we see that, after such a change, ρ′ is just replaced by
the conjugate ηρ′.

1.8. Structure of semistable modules. Recall that a WDK-module is in-
decomposable if it cannot be written as the direct sum two proper submodules. We
have the following basic structure results ([Roh]) for the members of Repss(WDK):
(i) Any member of Repss(WDK) is isomorphic to a direct sum of indecomposable
modules, hence of Vα,t’s. As such the decomposition is unique up to re-ordering the
factors, and replacing factors by isomorphic factors.(ii) Any indecomposable mem-
ber of Repss(WDK) is isomorphic to exactly one of the form Vα,t = (Ct+1, ρα,t, Nt),
where α is a non-zero complex number, t is a non-negative integer, and ρα,t is the
unramified representation of WK defined by the rule:

ρα,t(Φ) = Diag(α, q−1α, ..., q−tα),

where Diag denote diagonal matrix, and N = (nij), where nij = 0 unless i = j +1,
in which case nij = 1.

1.9. Structure of Frobenius semisimple modules. We have:
(i) Any member of Reps(WDK) is a direct sum of indecomposable submodules.
As such the decomposition is unique up to re-ordering the factors, and replacing
factors by isomorphic factors.

(ii) Any indecomposable representation is isomorphic to one of the form VΛ,t
def
=

Λ⊗Vqt/2,t where Λ (and hence t) is a uniquely determined irreducible representation
of WK , and any such representation is indecomposable. Such a representation is
irreducible iff t = 0.
(iii) if Λ is an irreducible representation of WK and Φ is any Frobenius element in
WK , and α is an eigenvalue of Φ in Λ, then |α| is independent of α.
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To see the last claim, note that we can find a Galois extension L of K such that the
restriction to WDL ⊆ WDK of Λ is unramified, hence a direct sum of unramified
characters χk. Since Λ is irreducible, the χk are permuted transitively by the
natural action of Γ(L/K). Regarding them, via local class field theory, as characters
of L∗, and letting τ be an element of Γ(L/K), the action is just that sending
χk to χk ◦ τ = χk. Hence all χk are the same character χ. Now let χ0 be an
unramified character of WK such that χ0 ◦NL/K = χ, and consider the irreducible
representation Λ0 = Λ⊗ χ−1

0 . Then the restriction to L of Λ0 is trivial, and hence
Λ0 has finite image. In particular, Λ(Φ) = Λ0(Φ)χ0(Φ), and so each eigenvalue α
of Φ in Λ is of the form α = ζχ0(Φ) with a root of unity ζ. This proves (iii).

Let Λ be an irreducible representation of WDK . We call the real number w(Λ) =
2logq(|α|), where α is any eigenvalue of any Φ, the weight of Λ. It is independent
of the choices.

1.10. Pure modules. Fix an integer j. An indecomposable module VΛ,t for
K as above is q-pure of weight j, or simply pure, if

(i) the eigenvalues of Φ in VΛ,t are q-Weil numbers, and

(ii) w(Λ) = t + j.

By the argument at the end of the previous subsection, changing Φ will change
the eigenvalues of Λ(Φ) only by roots of unity, and hence both conditions are
independent of the choice of Φ. Also, an indecomposable VΛ,t is qK -pure of weight
j if and only if, for each finite extension L of K, the restriction VΛ,t|L of VΛ,t

to WDL ⊆ WDK is qL-pure of (the same) weight j. To see this, note since the
condition is obviously stable under passage from K to L, it is enough to show
the descent statement from an L, as above, such that Λ|L is unramified. In this
case, if f = f(L/K) is the degree of the residue field extension, then Φf is a
Frobenius element for WL, and, in the above notation, χ(Φf ) = χ0(Φ)f . Hence
α = (χ(Φf ))1/fζ, for some f -th root of χ(Φf ). Suppose now that χ(Φf ) is a qL-
Weil number of weight j. Then, since qL = qf

K , α is a qK-Weil number of weight
j also. This shows (i) holds over K if it holds over L. To see (ii), just note that
w(Λ) is unchanged when qL = qf

K is replaced by qK and |χ(Φf )| is replaced by
|(χ(Φf ))1/f |. This proves the claim.

We say that a general member V of Reps(WDK) is pure of weight w (w ∈ R) if
each indecomposable constituent is pure of weight w. Of course, if the module V
is pure of weight w, then w is uniquely determined. Furthermore, if V is pure of
weight w, then any conjugate ηV , for η ∈ Aut(C) is also pure of weight w.

Finally, we say that an l-adic representation V of ΓK is

(i) q-pure of weight w if one, and hence any, associated member of Reps(WDK) is
q-pure of weight w, and

(ii) pure if it is q-pure of weight w for some w.

Here are summarized some basic facts about elements of Reps(WDK) :

Proposition 1
Let V1, ...., Vn be l-adic representations of ΓK .

(i)Let V be the direct sum of the Vi. Then V is q-pure of weight j if and only if
each Vi is q-pure of weight j.
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(ii) V is q-pure of weight j if and only if its contragredient V ∗ is q-pure of weight
−j.

(iii) if V is q-pure of weight j, then the Tate twisted module V (m) = V ⊗ χm
l ,

where χl is the usual l-adic cyclotomic character, and m ∈ Z, is q-pure of weight
j − 2m.

(iv) If V and W are q-pure of weights k and l, their tensor product V ⊗W is q-pure
of weight k + l.

1.11. Weight-Monodromy Conjecture. This is the following statement
([Il]):

Let X be a projective smooth variety defined over the local field
K. Let, as usual, for a rational prime l which is different from
the residue characteristic of K, Hj(X,Ql) be the l-adic étale co-
homology of X, regarded as a ΓK-module. Then the ΓK-module
Hj(X,Ql) is q-pure of weight j, where q is the cardinality of the
residue field of K.

Remark. Since X is projective, its cohomology is polarizable, and so Φ acts on
det(Hj(X,Ql)) as qjbj/2 where bj is the dimension of Hj(X,Ql). On the other
hand, if Hj(X,Ql) is q-pure of some weight k, we have also that Φ acts on this
space as qkbj/2. Hence, we say simply that Hj(X,Ql) satisfies WMC if it is q-pure.

If, contrary to the convention of this paper, K and its residue field both have
characteristic p, then WMC is a theorem of Deligne ([D4], Theorem 1.8.4). In
mixed characteristic, WMC is known for curves and abelian varieties ([SGA7-I]),
for surfaces ([RZ], Theorem 2.13, [DJ], and see below, (4.3)), certain threefolds
([It1]) and, as mentioned in the introduction, a class of Shimura varieties associated
to division algebras over CM fields ([It2], [TY]).

As De Jong remarks in the Introduction to [DJ], it follows from his theory of
alterations that condition (i) of the definition of purity is always satisfied for l-
adic representations that are subquotients of the l-adic étale cohomology of a
quasiprojective-variety X over a non-archimedian local field K. We sketch this
result, for the case that X is smooth and projective, since it is basic.

Proposition 2.(De Jong). Let X be a smooth projective variety defined over the
local field K. Let Φ ∈ ΓK be a Frobenius. Then the eigenvalues of Φ on Hj(X,Ql)
are integral Weil numbers.

Proof. Let L be a finite extension of K over which there exists an L-alteration
a : X ′ → XL such that X ′ is the generic fiber of a strictly semistable scheme X ′

defined over the ring of integers OL of L. Since an alteration is surjective and
generically finite, we may regard Hj(X,Ql) as a submodule of Hj(X ′,Ql) via
a∗. Let X ′ be the geometric special fiber of X ′. Since X ′ is strictly semistable,
its cohomology is computable via the ΓL-equivariant weight spectral sequence of
Rapoport and Zink (c.f.[RZ], Section 2, and [Il],3.8). In the notation of [Il], we
have

W Eij
1 = Hi+j(X ′, grW

−iRΨ(Ql) =⇒ Hi+j(X ′,Ql).
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Thus, it suffices to show that the eigenvalues of Φ on each W Eij
1 are integral Weil

numbers. But each W Ei,j
1 is a direct sum of cohomology groups of the form

Hj+i−2l(X ′(2l−i+1)
,Ql)(i− l)

where l ≥ max(0, i), and X ′(2l−i+1) is the disjoint union of smooth proper subvari-
eties of X ′ defined by taking (2l−i+1)- fold intersections of the irreducible divisors
provided in the definition of the strict semistability of X ′. The result now follows
from the Weil conjectures.

�

1.12. Weight-Monodromy: Background Facts. Let W be a finite set of
q-Weil numbers and m : W → Z≥0 be a function. For us, m(α) is the multiplicity
of α in the spectrum of a Frobenius in a semistable module. The pair (W, m) is
said to be wm-q-pure of weight j if ,
(i) whenever |α| > qj/2, m(q−1α) ≥ m(α), and,
(ii) for all α, m(α) = m(q−sαα), where sα = 2logq(|α|q−j/2).
Let, for α ∈W , |α| ≥ qj/2,

δ(α) = m(α) −m(qα).

Let W+ be the subset of W of all α such that |α| ≥ qj/2.
If (V, ρ) is a q-pure of weight j semistable representation of WDK , let b(V ) denote
the number of indecomposable factors in any representation of V as a direct sum
of such so that b(V ) = dim(ker(Nρ)). More generally, for any nilpotent endo-
morphism N of V , let b(N) = dim(ker(N)) denote the number of indecomposable
Jordan blocks in the representation of N as a direct sum of such. Evidently, if
V is a q-pure of weight j semistable representation of WDK , the associated pair
(WV , mV ) is wm-q-pure of weight j. Conversely, if (W, m) is wm-q-pure of weight
j, then ⊕

α∈W+

V δ(α)
α,sα

belongs to the unique isomorphism class of q-pure of weight j semistable represen-
tations (V(W,m), ρ(W,m)) of WDK that give rise to (W, m).
In this case let

b(W, m) = b(VW ) = Σα∈W+δ(α)
.
The following elementary result is key to our work in this paper.
Proposition 3. Let K be a local field and let V be a finite dimensional represen-
tation in Reps(WDK). Let F ·V be a filtration of V by WDK-stable submodules.
Suppose that the graded Galois module GrF (V ) is q-pure of weight j. Then V is
q-pure of weight j.

Proof. Restricting from K to a suitable extension L, we can assume that V
is semistable.
Let EV be an endomorphism of a vector space V , and suppose that we have an EV

stable short exact sequence

0 → S → V → Q→ 0
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with induced endomorphisms ES and EQ on S and Q. Let KS , KV , and KQ be
the kernels of these operators. Then

dim(KS) + dim(KQ) ≥ dim(KV ).
This is evident since we have a short exact sequence

0 → KV ∩ S → KV →
KV + S

S
→ 0

and KV ∩ S = KS and KV +S
S is a subspace of KQ.

Hence, by induction, if EV is a filtered endomorphism of F ·V , inducing GrF (EV )
on GrF (V ) , then

dim(ker(GrF (EV ))) ≥ dim(ker(EV )).
We apply this to the case EV = N .
Lemma. Let (W, m) be wm-q-pure of weight j. Let (V, ρ) be a semistable repre-
sentation of WK such that (WV , mV ) = (W, m). Then

b(V ) ≥ b(W, m).
Further,

b(V ) = b(W, m)
if and only if (V, ρ) is q-pure of weight j.

Proof. Obvious. �

To conclude the proof of the Proposition, we note that GrF (V ) defines the same
pair (W, m) as V . Since we assume GrF (V ) is pure, we have b(W, m) = b(GrF (V )).
By the remarks just above, we always have b(GrF (V )) ≥ b(V ) and b(V ) ≥ b(W, m).
Hence b(V ) = b(W, m) and so V is q-pure of weight j.

1.13. A problem on abelian varieties. Proposition 4.
Let A be an abelian variety defined over a number field J . Let M be an irreducible
motive, defined over J in the category of motives for absolute Hodge cycles gener-
ated by A([DM]). Then for each prime l and each finite place v of J , the l-adic
cohomology Ml of M satisfies the WMC.

Proof. This is, of course, trivial: any irreducible M is of then form M0(n)
where M0 is a submotive of the motive ⊗kH1(A, Q), k is a non-negative integer,
and n is the n-fold Tate twist. The l-adic cohomology M0,l of M0 is a Gal(J/J)
direct summand of ⊗kH1(A, Ql) and hence everywhere locally satisfies WMC since
H1(A, Ql) does. �

Problem: Is the conjugacy class of Nl(in GL(Ml)) independent of l? Evidently,
this amounts to asking whether the Frobenius eigenvalues on the semisimplification
of Ml is independent of l. Of course, these statements are consequences of the
standard l-independence conjecture of Serre and Tate which asserts that, for any
motive M over J , and any non-archimedian completion Jv = K, the isomorphism
classes of the elements of Reps(WDK) gotten from the l-adic étale cohomology
groups of M are all the same.
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2. Automorphic Forms.

2.1. Basic Conventions. Let F be a number field with adele ring AF . Let
A0(F, n) be the set of irreducible cuspidal unitary summands of the space

L2(GL(n,AF )/GL(n, F )).

Each constituent π of such a space is isomorphic to a restricted tensor product
π = ⊗vπv where πv is an infinite dimensional irreducible unitary representation. If
v is finite, each πv is classified up to isomorphism by an associated isomorphism
class σ(πv) of n- dimensional members of Reps(WDv), where we denote by WDv

the Weil- Deligne group of Fv ([HT],[Ku]). As is customary, we denote also by
σ(πv) any member of its class. Let Wv be the Weil group of Fv. Then σ(πv)
is isomorphic, as in 1.9, to a direct sum of indecomposable modules of the form
VΛi,t = Λi ⊗ Vqt/2,t, 1 ≤ i ≤ nv, with irreducible representations Λi of Wv.

2.2. Ramanujan Conjecture. This is the assertion:
Let π ∈ A0(F, n). Let v be a finite place of F and define, as
above, the set of representations Λi of Wv for πv. Then the
image of each Λi is bounded.

Remark: This form of the conjecture is equivalent to the more elementary state-
ment, independent of the Local Langlands Correspondence, which asserts that each
πv is tempered. However, we work exclusively with the formulation via Weil-Deligne
groups in this paper.
Suppose now that n = 2. Then, at non-archimedian v, the local components πv of
a cuspidal π are classified into several types:
(i) πv is supercuspidal,
(ii) πv is a twist of the Steinberg representation: πv = Stv ⊗ ψ(det), so that
σ(πv) = ψ ⊗ Vq1/2,1 with a character ψ of F ∗

v = W ab
v .

(iii) πv is principal series.
In cases (i) and (ii), σ(πv) is indecomposable and if π is unitary, Λ = Λ1 is bounded.
(In case (i), Λ is irreducible, t = 0, and det(Λ) is the unitary central character of
π, so Λ is bounded; in case (ii), t = 1, so Λ = ψ is one-dimensional, and Λ2 is the
unitary central character of π, so Λ has bounded image.
For case (iii), σ(πv) is a direct sum of 2 quasicharacters ψ1 and ψ2 of F ∗

v whose
product is the central character of π, hence unitary. The classification of unitary
representations shows that either (a) |ψ1| = |ψ2| = 1 or (b) there are quasicharacters
µ = |·|t where 0 < t < 1/2 and ψ of F ∗

v such that σ(πv) is the sum of quasicharacters
µψ and µ−1ψ. Hence, the Ramanujan Conjecture amounts to the assertion that
representations of this type (complementary series) don’t occur as local components
of cusp forms. Note that at such a place, the local central character ωπ,v of π is
ψ2. For the forms of interest in this paper, F is totally real, and the infinity type
π∞ of π is discrete series and has the property that the idele class character ωπ

takes the form ωπ = νj
F ⊗ φ, where νF is the norm, j is an integer, and φ is a

character of finite order. Hence, ψ2 = φv and so ψ has finite order. Invoking the
Gruenwald-Hasse-Wang theorem, we see that there is an idele class character of
finite order η such that the local identity ηv = ψ holds. Thus, replacing π by a
form of the same infinity type π′ = π⊗ η−1, we see that to establish the conjecture
for all local components of all cusp forms π′ of the given discrete series infinity type,
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it is enough to prove it for all π of the given type at all v that are unramified for
π. Although this easy argument is special to GL(2), it may be worth noting that
solvable base change for GL(n) should provide a reduction of Ramanujan to the
case of semistable representations (i.e. to those whose local components σ(πv) are
semistable.)

2.3. Global Langlands Correspondence. Let F be a number field and let
(Vl, ρl) be an irreducible n-dimensional l-adic representation of ΓF . Fix, for the
rest of the paper, an isomorphism ιl : Ql → C. For each finite place v of F , whose
residue characteristic is different from l, choose tl and Φl, as before. Let ρ∗l,v be the
associated member of Reps(WDv) so defined.
Global Langlands Correspondence(GLC). This is the assertion:

Suppose that the irreducible l-adic representation (Vl, ρl) is mo-
tivic. Then there are cuspidal representations π ∈ A0(F, n) and
χ ∈ A0(F, 1) such that, for all v whose residue characteristic is
different from l, σ(πv)⊗ χv is the class of ρ∗l,v .

Remark 1. Since the statement of the GLC presupposes the existence of the Local
Langlands Correspondence and an l-adic representation of the absolute Galois group
of a global field, the GLC is often called the problem of Local-Global Compatibility.
Remark 2. If the residue characteristic of v is l the classes σ(πv)⊗ χv can be pre-
dicted using methods of p-adic cohomology ([Fo]). This done, the above conjecture
is extended to all finite places.
Remark 3. It is usual, especially to treat compatibility questions as l and ιl vary,
to formulate the conjecture in terms of a motive M and its Galois representations.
However, as we do not treat compatibility questions in any essential way in this
paper, there is no benefit to this viewpoint.
Remark 4. There is a converse conjecture: if π∞ is algebraic ([C1]) then there
should exist a (Vl, ρl) corresponding to π as above.

2.4. GLC and WMC. Proposition 5
Suppose that the GLC holds for the motivic l-adic representation (Vl, ρl) over F .
Then WMC holds for (Vl, ρl).

Proof. The conjecture is invariant under Tate twist, so we may assume that
(Vl, ρl) is isomorphic to a subquotient of Hi(X,Ql) for some smooth projective X
over F . For almost all places v, πv is unramified. At such a place, the parameter
σ(πv) consists of n = dim(Vl) unramified quasicharacters of F ∗

v , whose values on
a prime element of Fv determine the unordered n-tuple {αj |j = 1, ..., n}. Each
αj is a Weil number, and, if we further restrict v to be a place of good reduction
of X , then we have |αj | = qi/2 for all j, for some i which is independent of j.
Consider the cuspidal representation π′ = π ⊗ | · |i/2. Then π′ is unitary because
its central character is unitary; this holds at all unramified places v and hence
everywhere. Let v0 be finite place which we wish to study. The classification
([Tad], see [Ku])of unitary representations of GL(n, Fv0) shows that σ(π′

v0
) is a

direct sum of indecomposables Λ⊗ Vqt/2,t where

−1/2 < w(Λ) < 1/2.

Hence
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(i− 1)/2 < w(Λ ⊗ | · |−i/2) < (i + 1)/2.

Since (Vl, ρl) is motivic, Proposition 1 shows that w(Λ⊗|·|−i/2) is an integer in this
interval. Hence w(Λ⊗| · |−i/2) = i, which means w(Λ) = 0, as was to be shown. �

Remark. The proof of Proposition 5 uses only the fact that the weight of Λ is an
integer, not the fact that the eigenvalues of Frobenius are algebraic numbers.

3. Zeta functions of quaternionic Shimura varieties.

Assume henceforth that F is totally real and let G be an inner form of GL(2)/F , so
that G(F ) = B∗ with a quaternion algebra B over F . Let JF,nc = {τ1, ..., τr} be the
set of real embeddings (= infinite places) of F where B is indefinite; assume that
JF,nc is non-empty and contains τ1 = 1F . To B is attached a Shimura variety ShB

defined over F ′, the smallest extension of Q containing all elements τ1(f)+...+τr(f)
for all f ∈ F . See ([Shi], [D2]) for constructions of ShB. It is the projective
limit of quasi-projective r-folds ShB,W , where W is an open compact subgroup of
G(AF,f ) = (B ⊗AF,f )∗. Each ShB,W is defined over F ′, and is a finite disjoint
union of connected r- folds. These components are proper if G is not GL(2)/F and
smooth if W is small enough. Any such Shimura variety is called a quaternionic
Shimura variety. The Hasse-Weil zeta function, at almost all places, of the l-adic
étale cohomology of such Shimura varieties has been computed by Reimann (See
[Re1], Theorem 11.6), in the case B �= GL(2)/F , and Brylinski and Labesse in the
case G = GL(2)/F . In the latter case, it is the zeta function of an intersection
cohomology which has been computed, and it is this cohomology that we consider
in the following, using the same notation as the other cases. The zeta functions of
the l-adic cohomology groups of ShB,W have, at almost all places of F ′, the form
conjectured by Langlands ([L1])and proved by him in the case r = [F : Q] ([L1]).
See ([BR2], Sections 3.5, 5.1, and 7.2) for an expository treatment of the result
but not the proof.

For our purposes, it is sufficient to give a global description of the result over a
Galois extension L of Q which contains F . Thus, for each j ∈ {1, ..., r}, let τj be
an extension of τj to L. Let π be a cuspidal automorphic representation of weight
(2, ..., 2) of GL(2,AF ) which is discrete series at any finite place of F at which B
is ramified. Choose π so that its central character ωπ satisfies ωπ = Ψ| · |−1 with
a character Ψ of finite order. Let T be the number field generated by the traces
tr(σ(πv)(Φ)) for all v which are unramified for π. As shown by Taylor ([T1], [T2]),
there is an irreducible two-dimensional l-adic representation ρT

l , depending only on
π and ιl, which satisfies GLC relative to π. Let ρT

l,L be the restriction to ΓL of ρT
l .

Let [τj ]ρT
l,L be the representation defined, for η ∈ ΓL, by

[τj ]ρT
l,L(η) = ρT

l,L(τjητj
−1).

Let

Rl(π) = Rl,JF,nc(π) = ⊗j=1,...,r
[τj]ρT

l,L.

Then Rl(π) is a semisimple l-adic representation of ΓL of dimension 2r.
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3.1. Semisimple cohomology of ShB. Let, if it exists, π′ be an automorphic
representation of G(AF ) such that π′

v is isomorphic to πv at all places v of F which
are unramified for B. Thus π = JL(π′), where JL denotes the Jacquet-Langlands
correspondence. Choose an open compact subgroup W as above so that ShB,W

is smooth and π′
f has a non-zero space of W -invariants. Let π′

f,W denote the
representation of the level W Hecke algebra HW gotten from π′

f . Let

Hr(ShB,W ,Ql)(π′
f,W )

be the π′
f,W -isotypic component of Hr(ShB,W ,Ql).

Proposition 6
The irreducible subquotients of the action of ΓL on Hr(ShB,W ,Ql)(π′

f,W )|L
are exactly the irreducible subquotients of Rl(JL(π′)).

Proof. By the l-adic Cebotarev Theorem ([Se]), it suffices to show that the
semisimplification of the Galois action on Hr(ShB,W ,Ql)(π′

f,W )|L is a multiple of
Rl(JL(π′)). But, up to notation and the base change to L, this is given by Theorem
11.6 of [Re1], and by the main theorem of [BrLa] in the non-compact case. See
Section 5.3 for some explicit review of the zeta function.

4. Ramanujan and Weight-Monodromy for Hilbert modular forms

Let F be a totally real field and let π = π∞ ⊗ πf be a holomorphic cuspidal
automorphic representation of GL(2,AF ). Up to twist, the isomorphism class of
π at the infinite places of F is specified, as usual, by a tuple of positive integral
weights k = (k(τ)), where the variable τ runs over the real embeddings of F . We
normalize π by assuming that its central character ωπ satisfies |ωπ| = | · |1−k where
k is the maximum of the k(τ)’s. It is natural to classify the holomorphic cuspidal
π’s into several types, depending on π∞, i.e. on the classical weights at each infinite
place:

(i) type G: all the weights are 1.

(ii) type MC: all the weights are at least 2 and they are all congruent modulo 2;

(iii) type NMC: all the weights are at least 2 and they are not all congruent modulo
2;

(iv) type NC: at least one, but not all , of the weights are 1.

Types G and MC are well-studied. RC is known at all places for type G ([W],
[RT]); there is a 2-dimensional Artin representation ρ of ΓF that satisfies the GLC.
In this paper we prove RC at all places for the class of forms MC. As mentioned in
the Introduction, the method of this paper should apply to type NMC but we do
not consider this case in the paper. Type NC, except for the case of CM forms of
this type, is completely open. Even in the case where the weights are all congruent
mod 2, we do not know any motivic realization of associated Galois representations
([J]).
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4.1. Proof of Theorem 1. We must show that the Ramanujan Conjecture
(RC) holds for all Hilbert modular forms of type MC.
Let π be a representation of type MC of classical weight k = (k(τ)). Let T be
the field generated by almost all Hecke eigenvalues of π. Let ρT

l be one of the
[T : Q] two dimensional l-adic representations attached to π which satisfy GLC.
As shown in [BR1], these representations are motivic except possibly in the case
where [F : Q] is even, k(τ) = 2 for all τ , and πv belongs to the principal series for
all finite v. Hence, except in this case, RC follows from Proposition 5.
Let v be a finite place at which we will prove that πv satisfies RC. Changing l, if
necessary, we assume that v does not lie above l. Replacing π by a twist π ⊗ Ψ,
we may assume that π is unramified at all finite places of F which lie above the
rational prime p under v . Let τ1 be the tautological infinite place of F and let τ2 be
another infinite place. Let B be the quaternion algebra over F which is unramified
at τ1, τ2 , and at all finite places, and which is ramified at the remaining infinite
places. Let G be the inner form of GL(2) over F such that G(F ) = B∗. Let L be a
Galois extension of Q which contains F . By Proposition 6, the 4-dimensional l- adic
representation Rl(π) of ΓL, made using ρT

l |L with JF,nc = {τ1, τ2}, is isomorphic
to the sum of irreducible subquotients of the cohomology H2(ShB,W ,Ql) of the
quaterionic Shimura surface ShB,W , for small enough open compact subgroup W
of the finite adele group (B ⊗AF,f )∗.
Now we need to make explicit the action on Rl(π) of a decomposition group of a
place w of L dividing v. Choose a decomposition group Dw ⊂ ΓF for w, and denote
by Rl,w(π) the restriction of ρT

l |L to Dw∩ΓL. Let τ2v be the place of F lying below
τ2w. Let f1 and f2 be degrees of the residue field extensions associated to Lw/Fv,
and Lτ2w/Fτ2v, respectively. For each place v′ of F above p, the restriction of ρT

l |L
to Dv′ is unramified. Denote the eigenvalues of Φv by αv and βv. Denote the
eigenvalues of Φτ2v by γτ2v and δτ2v. Over L, Φw acts via ρT

l |L with eigenvalues
αf1

v = αw and βf1
v = βw. Likewise, Φτ2w acts with eigenvalues γf2

τ2v = γτ2w and
δf2
τ2w = δτ2w. Hence Φw acts via [τ2]ρT

l |L with eigenvalues γτ2w and δτ2w. Note
the product relation γτ2wδτ2w = ζqτ2w = ζqw, where ζ is a root of unity, which is
obvious since, by the global Langlands correspondence, det(ρT

l (Φv)) = µqv with a
root of unity µ, where qv, qw, and qτ2w are the numbers of elements of the residue
fields associated to v, w, and τ2w.
By definition of Rl(π), Φw acts via Rl(π) with eigenvalues a = αwγτ2w, b = αwδτ2w,
c = βwγτ2w, and d = βwδτ2w.
By Proposition 2, a, b, c and d are qw-Weil numbers. Hence ab = α2

wζqw, and so
α2

w is a qw-Weil number. Since α2
w = (α2

v)f1 , we see that α2
v is a qv-Weil number.

Likewise, β2
v is a qv-Weil number. If we let |α2

v| = q
l/2
v and |β2

v | = q
m/2
v then

|αv| = q
l/4
v and |βv| = q

m/4
v , for integers l and m.

Recall now the following ([Sha]) Ramanujan estimate:

q−1/5
v < |αv|, |βv| < q1/5

v ,

which applies to all unitary cusp forms π′ for GL(2) over any number field, at an
unramified place v for π′. Since in our case π ⊗ | · |1/2 is unitary, we see that the

exponents q
l−2
4

v and q
m−2

4
v must be compatible with this estimate. Evidently this

happens if and only if l = m = 2, which is precisely what we needed.
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Of course, this result about π implies something about ρT
l :

Corollary 7. Let π be a Hilbert modular form of type MC. Then any l- adic
representation ρT

l which satisfies the GLC satsifies WMC at all places v prime to
l.
Remark. An easy extension of the above method shows RC at all places for all
F , at least under the congruence condition on the weights. To prove RC at the
place v, it is enough to choose any totally real quadratic extension K of F . Then,
defining B over K as above, one proves RC, by the method here, at each place of
K for the base change πK of π from F to K. But it is easy to see that RC holds for
πK at a place w of K iff it holds for π at the place of F under w. Thus, RC may
be proved for all Hilbert modular forms which satisfy the congruence condition at
infinity by a uniform method which reduces the problem to the calculation of [Re1]
and Shahidi’s estimate.
Proof of the Corollary. Indeed, it only remained, in view of the work of Carayol
([Ca]), to establish the result at the unramified places of π, and this is precisely
the RC.

4.2. Geometric Proof of Theorem 1. There exists a finite extension Lu

of Lw over which the generic fiber ShB,W of a semistable alteration of ShB,W is
defined. Then H2(ShB,W ,Ql) is direct summand, as Du-module of H2(ShB,W ,Ql).
This latter group satisfies WMC by [RZ]. Now Rl(π) is, after some base change, a
tensor product, and its associated Weil-Deligne parameter is thus a tensor product
as well. We now note the following simple result whose proof is left to the reader:
Lemma. Let V1 and V2 be 2-dimensional representations of a Weil-Deligne group
WD. Suppose that V1 ⊗ V2 satisfies WMC, and suppose that the modules Λ2(Vi)
are pure of weight 2. Then each Vi is pure of weight 1.
Applying this with V1 = ρT

l , we conclude that ρT
l |Du is pure of weight 1 at u, and

hence ρT
l is pure of weight 1 at v. Hence, since Local-Global Compatibility is known

([T1]), πv satisfies RC.

5. Weight-Monodromy Conjecture for Quaternionic Shimura Varieties.

5.1. Proposition 8. Let F be a number field and let V be a variety defined
over F . Let l be a rational prime with (v, l) = 1. Let v be a finite place of F .
Then if the WMC holds at the place v for the semisimplification of Hj(X,Ql) as a
ΓF -module, then the WMC holds for Hj(X,Ql) at v.

Proof. This is just a geometric restatement of a special case of Proposition 3.
�

5.2. Proof of Theorem 2:WMC for Quaternionic Shimura varieties.
Let, with notations as above, ShB,W be a quaternionic Shimura variety of dimen-
sion r. The Hecke algebra at level W acts semisimply, and Hr(ShB,W ,Ql) is thus
a direct sum of isotypic components Hr(ShB,W ,Ql)(π′

f,W ). It is sufficient, in view
of Proposition 1, to show that WMC holds for each of these components. If πf

is one-dimensional, the result of Reimann ([Re1], Theorem 11.6) shows that after
a finite base change to a number field L, the character of the Galois action on
H∗(ShB,W ,Ql)(πf,W ) is a sum of powers of the cyclotomic character at almost all,
and hence, by Cebotarev, all, finite places. Since Hj(ShB,W ,Ql)(πf,W ) is pure of
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weight j at almost all finite places v, the Galois action on it over L is a multiple
of χ−j

l where χl is the l-adic cyclotomic character. Hence Hj(ShB,W ,Ql)(πf,W )
is pure of weight j at all places. (We note that this fact is much less deep: it
is not hard to see that all of Hj(ShB,W ,Ql)(πf,W ) for j �= r is algebraic, gen-
erated on a single geometrically connected component by the j-fold products of
the r Chern classes of the r line bundles defined by the factors of automorphy at-
tached to the non-compact archimedian places. ) Thus, to prove Theorem 3, we
need only consider Hj(ShB,W ,Ql)(πf,W ) where πf is infinite dimensional. In this
case, π∞ is discrete series and Hj(ShB,W ,Ql)(πf,W ) �= 0 iff j = r. Let C be an
irreducible subquotient of Hj(ShB,W ,Ql)(πf,W ). Then, by Proposition 6, C is a
direct summand of Rl(JL(π′)) for some π′. Note that each [τj]ρT

l,L is semisimple
and satisfies the WMC at each finite place, since ρT

l has these properties. Since, for
L as before, Rl(JL(π′)|L is a tensor product of such representations, it also satisfies
WMC at each finite place. Hence the summand C satisfies WMC and consequently
the semisimplification of Hr(ShB,W ,Ql) as ΓL-module also satisfies WMC at each
finite place. By Proposition 3, this means Hr(ShB,W ,Ql) itself satisfies WMC.

5.3. Proof of Theorem 3: Langlands’ Conjecture. We recall the state-
ment. Let π′ be a cuspidal holomorphic automorphic representation of G(AF )
having weight 2 at each unramified infinite place and with central character | · |−1Ψ
where Ψ is a character of finite order. Let F ′ be the canonical field of definition of
ShB,W . Then, for each finite place v of F ′, the element

(ρ∗W,v , NW,v)

of Reps(WDFv ) defined by the restriction of the ΓF ′ action on Hr(ShB,W ,Ql)(π′
f )

to a decomposition group for v, coincides with the class

m(π′
f , W )rB(σ(JL(π′)p)|WDF ′

v
),

where
(1) the non-negative integer m(π′

f , W ) is defined by

dim(Hr(ShB,W ,Ql)(π′
f,W )) = 2rm(π′

f , W ),

(2) p is the rational prime under v and JL(π′) is regarded as an automorphic
representation of the Q-group ResF/Q(GL(2)) whose Langlands parame-
ter at p is

σ(JL(π′))p : WDp →L ResF/Q(GL(2))

([BR2], 3.5), and
(3)

r :L ResF/Q(GL(2))|F ′ → GL(2r,C)

is the representation defined by Langlands (c.f. [BR2], 5.1, 7.2).

Proof. As before, although the statement is local, for each v, the proof pro-
ceeds via the global Galois representations. In order to see clearly what is being
claimed, we review the key definitions.
Let
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RT
l = rB(IndF

Q(ρT
l (JL(π′)))|ΓF ′ ).

Here, for any two dimensional l-adic representation ρ of ΓF ,

IndF
Q(ρ) : ΓQ →L ResF/Q(GL(2))l

is a representation of ΓQ into the l-adic L-group
LResF/Q(GL(2))l.

This latter group is defined in general as in [BR2], 3.5 using groups Ĝl = GL(2,Ql)
in lieu of the complex groups Ĝ = GL(2,C). Thus, in this case,

LResF/Q(GL(2))l = GL(2,Ql)Hom(F,R) × ΓQ

is the semidirect product defined via the action: if g = (gτ )τ∈Hom(F,R) and η ∈ ΓQ,
then η(g)τ = gη−1τ . The homomorphism

I = IndF
Q(ρT

l (R))
is defined as

I(η) = ((ρT
l (ητ )τ∈Hom(F,R)), η)

where the τ are a set of representatives in ΓQfor the τ , and ητ is defined by the
identity

ηη−1τ = τητ ,

for all η and all τ .
Of course, if η fixes the Galois closure of F , then

ητ = τ−1ητ ,

so I is expressed in terms of the conjugates τρT
l of ρT

l .
We denote the inverse image of ΓF ′ ⊆ ΓQ in LResF/Q(GL(2))l by

LResF/Q(GL(2))l|ΓF ′ .

On this latter group is defined the irreducible representation rB on Ql
2r

. We
review its construction. Recall that JF,nc = {τ1, ..., τr} is an ordering of the set of
real embeddings JF,R ⊆ Hom(F,R) of F where B is split. Then on the connected
component GL(2,Ql)Hom(F,R), and for g = (gτ )τ∈Hom(F,R),

rB(g) = ⊗i=r
i=1gτi .

By definition of F ′, an η ∈ ΓF ′ on Hom(F,R) defines a permutation of JF,nc. If
we define rη

B by the rule,
rη
B(g) = rB(η(g)),

then rη
B is isomorphic to rB . Let

P ⊂ GL(2,Ql)Hom(F,R)

be product of the groups of upper triangular matrices in each factor. Then (i)
η(P ) = P and (ii) rB(P ) fixes a unique line Λ in Ql

2r

. If i(η) is an isomorphism
satisfying, for all g,
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i(η)rB(g) = rη
B(g)i(η),

then i(η)(Λ) = Λ. The choice of i(η) is, by Schur’s Lemma, unique up to a scalar,
and we define rB(η) to be the unique choice which leave L pointwise fixed. The
rule rB((g, η)) = rB(g)rB(η) gives the sought representation.
Note that the restriction of RT

l to the Galois closure L of F is just the represen-
tation Rl(π) defined in Section 3. Hence RT

l is semisimple and satisfies WMC at
each finite place v of F ′ where (v, l) = 1. Furthermore, for such v, the represen-
tations (ρv, Nv) of WDv defined by the Φ- semisimplification of the restriction of
RT

l to a decomposition group Dv at v coincide, since ρT
l satisfies the Langlands

correspondence, with

rB(σ(JL(π′)p)|WDF ′
v
).

Now, at this point we know that, for all v prime to l, the representations

(ρ∗W,v , NW,v)
of WDv, defined by the restriction to Dv of the ΓF ′ module

Hr(ShB,W ,Ql)(π′
f,W )

satisfy-whatever they may be- WMC. Thus (see 1.12), for each v, the nilpotent
data Nv and NW,v are uniquely determined by the semisimple representations ρv

and ρ∗W,v . Hence it will suffice to show that

m(π′
f , W )ρv = ρ∗W,v .

Now, for almost all v, (i) Nv = 0 and NW,v = 0, (ii) ρv and ρ∗W,v are unramified,
and (iii) the computation ([Re1],[L1],[BrLa]) of the unramified zeta function shows
exactly that this formula holds. Using the l-adic Cebotarev theorem again, we see
that the semisimplified ΓF ′ -module

Hr(ShB,W ,Ql)(π′
f,W )ss

is isomorphic to
m(π′

f , W )RT
l .

Now let v be any place of F ′ which is prime to l. Then evidently,

(Hr(ShB,W ,Ql)(π′
f,W )|Dv)ss

is isomorphic to

m(π′
f , W )((RT

l )|Dv)ss.

Since the former gives rise to the parameter ρ∗W,v and the latter gives rise to
m(π′

f , W )ρv, we are done. �
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in Mathematics, Vol. 2 4 4 . Springer-Verlag, Berlin-New York, 1971.
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Mathematics, Vol. 2 8 8 , Springer Verlag, Berlin-New York, 1972.
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Farey fractions and two-dimensional tori

Florin P. Boca and Alexandru Zaharescu

Abstract. The Farey sequence gives a natural filtration with finite subsets
of the set of rational numbers in [0, 1]. It is elementary to define this sequence
and to prove that it is uniformly distributed on the interval [0, 1]. However,
other aspects regarding its distribution appear to be quite intricate and are
related with a number of important open problems in mathematics.

This survey paper revolves around three main themes. The first one is

concerned with their spacing statistics, especially the existence and computa-
tion of consecutive level spacing measures. The second theme is the connection
with some problems in geometric probability concerning the statistics of the
linear flow in a punctured flat two-torus when the diameter of the puncture
tends to zero. Finally some results and open problems about noncommutative
two-tori, some of their subalgebras, and the spectral theory of almost Mathieu
operators are reviewed. In particular, a connection between Farey fractions
and the structure of gaps in the Hofstadter butterfly is discussed.

1. Farey fractions. Elementary properties

The Farey sequence of order n is the set Fn of fractions γ = a
q with 1 ≤ q ≤ n

in the interval (0, 1], written in lowest terms and arranged in increasing order of
magnitude. The number of elements of Fn is

Nn =
n∑

q=1

ϕ(q) =
3n2

π2
+ O(n log n).

Two reduced rational numbers γ = a
q and γ′ = a′

q′ are adjacent in Fn if and only if
the following conditions hold: ⎧⎪⎪⎨⎪⎪⎩

0 < a ≤ q ≤ n
0 < a′ ≤ q′ ≤ n
q + q′ > n
a′q − aq′ = 1.

Three Farey fractions of order n, γj = aj

qj
< γj+1 = aj+1

qj+1
< γj+2 = aj+2

qj+2
, are

adjacent in Fn if and only if

(1.1) qj+2 =
[
n + qj

qj+1

]
qj+1 − qj .
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The condition (1.1) is actually equivalent to(
qj+1

n
,
qj+2

n

)
= T j

(
q1

n
,
q2

n

)
,

where aj

qj
denote the elements of Fn written in increasing order of magnitude, and

T is the bijective area-preserving transformation of the Farey triangle

T = {(x, y) ∈ R2 : 0 < x ≤ y ≤ 1, x + y > 1}

defined ([12]) by

(1.2) T (x, y) =
(

y,

[
1 + x

y

]
y − x

)
, (x, y) ∈ T .

The sets Tk = {(x, y) ∈ T : [ 1+x
y ] = k}, k = 1, 2, . . . , give a partition of T . On

each set Tk the map T is linear and T (x, y) = (y, ky− x), but Tk is not T -invariant
(see Figure 1). The pair (T, T ) is a fibred system in the sense of [53]. In spite of its
apparent resemblance with the Gauss and Jacobi-Perron maps, the transformation
T seems to have a different type of behaviour.

Figure 1. The decomposition T = ∪∞
k=1Tk.

Remark 1.1. 1) The T -orbit of any rational point in T is finite and

#
{

T j

(
r

n
,
s

n

)
: j ∈ N

}
≤ Nn

gcd(r, s)
.

2) The map T can be used to generate the Farey fractions of any order: if
γ1 = 1

n < γ2 = 1
n−1 < · · · < γNn = 1 denote the elements of Fn, γ0 = γNn = 1 and
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γj = aj

qj
with gcd(aj , qj) = 1, then q0 = 1, q1 = n, q2 = n− 1, and

nT j

(
1
n

, 1
)

= (qj , qj+1), 1 ≤ j ≤ Nn.

The fractions γj can be retrieved from the pair (qj , qj+1) by solving for each j the
equation qjaj+1 − qj+1aj = 1, with 0 < aj ≤ qj and 0 < aj+1 ≤ qj+1.

2. Some statistical aspects

2.1. Uniform distribution. Denote by τ(n) the number of positive divisors
of an integer n and by µ the Möbius function. The Landau symbols ‘big oh’ and
‘little oh’ will be denoted by O and o. The meaning of f(x) � g(x) will be that
f(x) = O

(
g(x)

)
.

For each interval I ⊆ (0, 1], consider the set Fn(I) of Farey fractions of order n
from I. The number of elements of Fn(I) can in an elementary way be estimated
as

Nn(I) =
n∑

q=1

#{a ∈ qI ; gcd(a, q) = 1} =
n∑

q=1

(
ϕ(q)

q
· q|I|+ O

(
τ(q)

))

= |I|
n∑

q=1

ϕ(q) + Oε(n1+ε) =
3|I|n2

π2

(
1 +

log n

n

)
+ Oε(n1+ε).

In particular we have

Nn(I)
Nn

= |I|
(

1 + O
( log n

n

))
+ Oε(n−1+ε) as n →∞,

which shows that Farey fractions are uniformly distributed on the unit interval.
The distribution of Farey fractions is closely related to the growth of the func-

tion

M(x) :=
∑
j≤x

µ(j),

as one can see from the equality

(2.1)
∑

γ∈Fn

f(γ) =
∞∑

k=1

k∑
j=1

f

(
j

k

)
M

(
n

k

)
.

Taking fh(x) = e2πihx in (2.1) we find for every integer h ≥ 1 that∑
γ∈Fn

e2πihγ =
∑
d|h

dM

(
n

d

)
,

and in particular that ∑
γ∈Fn

e2πiγ = M(n).

From the very definition of M we have |M(n)| ≤ n. The precise order of growth
of M(n) as n → ∞ is very important. Recall that M(n) = o(n) implies the prime
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number theorem, and also that (see [28])

Riemann hypothesis

� (Littlewood 1912)

M(n) = Oε(n
1
2+ε) ∀ ε > 0

� (Franel 1924)

Nn∑
j=1

(
γj −

j

Nn

)2

= Oε(n−1+ε) ∀ ε > 0

� (Landau 1924)

Nn∑
j=1

∣∣∣∣γj −
j

Nn

∣∣∣∣ = Oε(n
1
2+ε) ∀ ε > 0.

Farey fraction partitions of the unit interval also played an important role in
various applications of the circle method.

2.2. The definition of the consecutive level spacing measures. The
spacing statistics measure the distribution of sequences of real numbers in a more
subtle way than the classical Weyl uniform distribution. They are conveniently
expressed in the convergence of certain measures, called level correlations and re-
spectively level spacings, associated with the sequence.

Definition 2.1. Let A = (xj)N
j=1 be a finite sequence of real numbers, arranged

in increasing order of magnitude. This sequence is scaled to x̃j = Nxj

xN−x1
whose

mean spacing is x̃N−x̃1
N = 1. For each positive integer h ≥ 1, consider the probability

measure with finite support on [0,∞)h defined by

ν
(h)
A :=

1
N − h

N−h∑
j=1

δx̃j+1−x̃j ⊗ δx̃j+2−x̃j+1 ⊗ · · · ⊗ δx̃j+h−x̃j+h−1 ,

where δx denotes the Dirac measure of mass one concentrated at x.
Equivalently, for any continuous function f with compact support on [0,∞)h,∫
[0,∞)h

f dν
(h)
A =

1
N − h

N−h∑
j=1

f(x̃j+1 − x̃j , x̃j+2 − x̃j+1, . . . , x̃j+h − x̃j+h−1).

Definition 2.2. Suppose that (An)n is an increasing sequence of finite sets
of real numbers such that the sequence of probability measures (ν(h)

An
)n is weakly

convergent; that is, there exists a probability measure ν(h) on [0,∞)h such that,
for every continuous function f with compact support on [0,∞)h,∫

[0,∞)h

f dν
(h)
An

n−→
∫

[0,∞)h

f dν(h).

The measure ν(h) is called the h-level consecutive spacing measure of (An)n.

For example, the h-level consecutive spacing measure of the sequence of sets
An =

{
j
n : j = 1, . . . , n

}
is the Dirac measure concentrated at (1, . . . , 1) ∈ [0,∞)h.
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2.3. The consecutive level spacing measures of the Farey sequence.
We are interested in the situation where An = Fn is the set of Farey fractions of
order n. The first level spacings were computed by R. R. Hall.

Theorem 2.1. ([37]) The first consecutive spacing distribution exists and the
limit measure ν(1) is given for every 0 < α < β by

β∫
α

dν(1) = 2Area
{

(x, y) ∈ T :
3

π2β
< xy <

3
π2α

}
.

The density g1 of ν(1) is given by

g1(t) =

⎧⎪⎪⎨⎪⎪⎩
0 if t ∈

ˆ
0, 3

π2

˜
,

6
π2t2 log π2t

3 if t ∈
ˆ

3
π2 , 12

π2

˜
,

12
π2t2 log π2t

6

(
1−
√

1− 12
π2t

)
if t ∈

ˆ
12
π2 ,∞

´
.

0.5 1 1.5 2 2.5 3

0.2

0.4
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1
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Figure 2. The distribution and density functions of ν(1).

For the study of higher level consecutive spacings, it is advantageous to consider
the iterates

T i(x, y) =
(
Li(x, y), Li+1(x, y)

)
, i ≥ 0,

of the area-preserving bijective transformation T of the triangle T defined by (1.2),
and also the map Φh : T → (0,∞)h defined by

Φh(x, y) =
3
π2

(
1

L0(x, y)L1(x, y)
,

1
L1(x, y)L2(x, y)

, · · · , 1
Lh−1(x, y)Lh(x, y)

)
.

The higher level consecutive spacing measures are shown to exist and computed in

Theorem 2.2. ([3]) For every h ≥ 2, the h-level consecutive spacing measure
ν(h) of (Fn)n exists and is given, for any box B ⊂ (0,∞)h, by

ν(h)(B) = 2AreaΦ−1
h (B).
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Figure 3. The support of the measure ν(2).

2.4. Other results on the statistics of Farey fractions. Denote by (γj)Nn

j=1

the elements of Fn arranged in increasing order of magnitude, and consider the sum

Sh(n) =
Nn−h∑
j=1

(γj+h − γj)2.

The problem of estimating the first two terms in the asymptotic of these sums as
n→∞ was considered and solved in the cases h = 1 and h = 2 by R. R. Hall.

Theorem 2.3. ([37],[38])

(i) S1(n) =
12 logn

π2n2
+

12
(
γ − ζ′(2)

ζ(2) + 1
2

)
π2n2

+ Oε

(
log

5
3 n(log log n)1+ε

n3

)
,

(ii) S2(n) =
36 logn

π2n2
+

12
(
3γ − ζ′(2)

ζ(2) + 1 + B
)

π2n2
+ O

(
log n

n
5
2

)
,

where

B =
1
2

+ log 2 + 2
∞∑

k=1

ζ(2k)− 1
2k − 1

= 2.546277 . . .

Based on this result, Hall conjectured ([38]) that an asymptotic formula of type

Sh(n) =
12(2h− 1) logn

π2n2
+

B(h)
n2

+ o

(
1
n2

)
as n→∞,

should be valid for any h ≥ 1. An answer to this problem is given by

Theorem 2.4. ([12]) For any h ≥ 3,

Sh(n) =
12(2h− 1) logn

π2n2
+

B(h)
n2

+ Oh

(
log

1
h+2 n

n2+ 1
h+2

)
,

where

B(h) =
12
π2

(
(2h− 1)

(
γ − ζ ′(2)

ζ(2)

)
+

h

2
+ (h− 1)B +

h−1∑
r=2

(h− r)Ir

)
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and for r ≥ 2 we take

Ir =
∫∫
T

dx dy

xyLr(x, y)Lr+1(x, y)
< ∞.

Other aspects of the distribution of the Farey sequence that were recently in-
vestigated include, for example, the distribution of the integers νn(γ) =

[
n+q
q′
]

([39],[14]), the distribution of consecutive Farey fractions with odd denomina-
tors ([40],[13]), and the distribution of visible lattice points in n-homotheties of
a bounded region in R2 as n →∞ ([11]).

In many of these problems the iterates of the area-preserving, piecewise linear
transformation T of the triangle T do play a prominent role, both in proofs and
statements of results. It is therefore natural to raise the following

Problem. Is T ergodic? weakly mixing? What is the entropy of T ?

3. A technical device: estimates of Kloosterman sums

In these kinds of problems one can also study short interval versions, considering
the set Fn(I) of Farey fractions of order n in an interval I ⊆ (0, 1]. For applications,
situations when |I| → 0 and n →∞ in a prescribed way are important to consider.

In the short interval situations the main terms in the asymptotic expansions
tend to reflect the uniform distribution of Farey fractions. However, it is more
difficult to control the error terms because one also has to take into account the
distribution of multiplicative inverses (mod q). The equality a′q − aq′ = 1 says
that a is the unique integer between 0 and q for which aq′ = −1 (mod q). This is
achieved by using Weil type bounds on Kloosterman sums

K(r, s; q) :=
∑

x(mod q)

exp
2πi(rx + sx̄)

q
,

where x̄ denotes the multiplicative inverse of x(mod q). For q prime and gcd(r, s, q) =
1, Weil proved ([58]) that

|K(r, s; q)| ≤ 2q
1
2 .

For a modulus q ≥ 2 which is not necessarily prime, one has ([32],[44]) that

(3.1) |K(r, s; q)| � gcd(r, s, q)
1
2 τ(q)

1
2 q

1
2 .

Using a standard argument one can derive upper bounds for incomplete Klooster-
man sums

SI(r, s; q) :=
∑
x∈I

gcd(x,q)=1

exp
2πi(rx + sx̄)

q
.

One shows ([11]) for any integer q ≥ 2 and any interval I ⊆ [1, q], that

(3.2) |SI(r, s; q)| � τ(q) gcd(s, q)
1
2 q

1
2 (2 + log q).

The estimate (3.2) can be used to evaluate the asymptotic behaviour of the counting
function for multiplicative inverses, defined by

Nq(I1, I2) := #{(x, y) ∈ I1 × I2 : xy = 1 (mod q)}.
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Lemma 3.1. ([11]) Suppose that q is a large integer and I1 and I2 are intervals
with |I1|, |I2| < q. Then

Nq(I1, I2) =
ϕ(q)
q2

· |I1| · |I2|+ O
(
τ2(q)q

1
2 log2 q

)
.

Given an interval I ⊆ (0, 1], a domain Ω ⊂ T , and a function f , we need to
estimate sums of type

Sf,Ω,I(n) :=
∑

γ∈Fn(I)
(q,q′)∈nΩ

f(q, q′, a)

for large values of n. In many cases of interest we get an estimate of the form
6
π2

∫∫∫
nΩ×I

f(v, w, vγ) dv dw dγ + error,

where the order of magnitude of the error is smaller than that of the main term.
The error term can be accurately estimated by using the following two lemmas.

Lemma 3.2. ([15]) Assume that q ≥ 1 is an integer, I1 and I2 are intervals
with |I1|, |I2| < q, and g : I1 × I2 → R is a C1 function. Write Dg =

∣∣ ∂g
∂x

∣∣+ ∣∣ ∂g
∂y

∣∣
and let ‖ · ‖∞ denote the L∞ norm on I1×I2. Then for any integer T > 1 one has∑

a∈I1, b∈I2
ab=1(mod q)

g(a, b) =
ϕ(q)
q2

∫∫
I1×I2

g(x, y)dxdy + Eq,I1,I2,g,T ,

where, for all δ > 0,

Eq,I1,I2,g,T �δ T 2q
1
2+δ‖g‖∞ + Tq

3
2+δ‖Dg‖∞ +

|I1| |I2| ‖Dg‖∞
T

.

Lemma 3.3. ([11]) Suppose that 0 < a < b are real numbers and that f is a C1

function on [a, b]. Then

∑
a<k≤b

ϕ(k)
k

f(k) =
6
π2

b∫
a

f + O

⎛⎝log b

(
‖f‖∞ +

b∫
a

|f ′|
)⎞⎠ .

The proof of Lemma 3.2 uses an ‘infinitesimal’ application of Lemma 3.1. The
proof of Lemma 3.3 is elementary and only uses elementary properties of the Möbius
function.

4. Some applications to statistical mechanics

4.1. The two-dimensional periodic Lorentz gas and the free path
length. A periodic two-dimensional Lorentz gas (Sinai billiard) is a billiard system
on the two-dimensional torus with one or more circular regions (scatterers) removed
([54], [21], [34], [8], [24]). Such systems were introduced by Lorentz in 1905 to
study the dynamics of electrons in metals ([47]). The problem, which belongs to
classical geometric probability, is to understand the statistics of the linear flow on
a punctured flat two-dimensional torus.

Consider scatterers of small radius ε > 0 centered at all integer lattice points
in the plane. By removing these discs, one gets the region

Zε = {x ∈ R2 : dist(x, Z2) > ε}
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and the punctured disc
Yε = Zε/Z2.

Consider a point-like particle with initial position x ∈ Zε and initial velocity ω ∈
T = [0, 2π), which moves along the linear trajectory t 	→ x + ωt. In this situation
the phase space – comprising the initial position and velocity – is the probability
space (Yε×T, µε), where µε denotes the normalized Lebesgue measure of total mass
one on Yε × T. The free path length (first exit time)

τε(x, ω) = inf{τ > 0 : x + τω ∈ ∂Zε} ∈ (0,∞]

measures the length of the path from the initial position to the first scatterer.
When the trajectory does not reach any scatterer (which may well happen when
the slope of ω is rational) we take τε(x, ω) = ∞. In this way one defines a Borel
map (x, ω) 	→ τε(x, ω) on Yε × T. The problem of estimating the distribution of
τε is of compelling interest; it consists in finding the probability that the free path
length is, say, larger than a given t > 0. For very small values of ε, the average
value of τε(x, ω) is of order of magnitude 1

ε . It is therefore appropriate to study the
probability that ετε > t, or perhaps 2ετε > t. This probability is defined by

Pε(t) =
∫

Yε×T

e(t,∞)(2ετε) dµε = µε{(x, ω) ∈ Yε × T : 2ετε(x, ω) > t}.

Figure 4. The free path length τε(x, ω), (x, ω) ∈ Yε × T.

There is another possible choice for the phase space, motivated by the connec-
tion with dynamical systems and billiards: consider the probability space (Σ+

ε , νε),
where Σ+

ε := {(x, ω) ∈ ∂Yε×T : ω ·nx > 0} with nx being the inward unit normal
to Yε at the point x, and where νε denotes the probability measure obtained by
normalizing the Liouville measure ω · nx dx dω on Σ+

ε . The Liouville measure is
invariant under the billiard map Tε : Σ+

ε → Σ+
ε , which is defined as the return

map on Σ+
ε of the billiard flow. In this case the free path is sometimes called the

geometric free path. The probability that 2ετε > t is this time given by

Gε(t) =
∫

Σ+
ε

e(t,∞)(2ετε) dνε = νε{(x, ω) ∈ Σ+
ε : 2ετε(x, ω) > t}.
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Another related quantity of interest is

Cε := log
∫

Σ+
ε

τε dνε −
∫

Σ+
ε

log τε dνε.

4.2. The free path lengths in the small-scatterer limit. The distribution
Pε of the free path length was studied by Bourgain, Golse, and Wennberg ([20]),
and by Caglioti and Golse ([22]). In [20] the existence of two universal constants
c1, c2 > 0 such that

c1

t
< Pε(t) <

c2

t
for all t > 2

was proved. In [22] the Cesaro lim sup and lim inf means were proved to exist and
have the same asymptotic form for large t:

lim sup
δ→0+

1
| log δ|

1/4∫
δ

Pε(t) dε =
2

π2t
+ O

(
1
t2

)
= lim inf

δ→0+

1
| log δ|

1/4∫
δ

Pε(t) dε.

The free path length on the probability space (Σ+
ε , νε) was studied by Chernov,

who proved relying on a formula of Santaló from integral geometry ([23]) that the
first moment of τε on this space is given (in closed form), for any ε ∈ (0, 1

2 ), by∫
Σ+

ε

τε dνε =
1− πε2

2ε
.

He also proved that the quantity Cε is bounded as ε → 0+.
A comprehensive discussion of the connection with the Kolmogorov-Sinai en-

tropy h(Tε) of the billiard map Tε on Σ+
ε is contained in [24]. Relations of recent

results with the kinetic theory are discussed in [35].
A close connection between the quantities Cε and h(Tε) was shown by Friedman,

Kubo, and Oono ([33]). They proved that if C = lim
ε→0+

Cε exists, then

h(Tε) = −2 log ε + 2− C + o(1),

and also conjectured that C = 0.44± 0.01.
The distribution Gε(t) was studied by Dahlqvist ([27]) using the Farey tree.

He exhibited the remarkable formula

−G′(t) =
6
π2
·
{

1 if t ∈ [0, 1],
1
t

+ 2
`
1 − 1

t

´2
log

`
1 − 1

t

´ − 1
2

`
1 − 2

t

´2
log

˛̨
1 − 2

t

˛̨
if t ∈ [1,∞],

for the density of the limit G(t) of Gε(t) as ε → 0+. His approach however stopped
short of providing a rigorous proof for the fact that the error term is smaller than
the main term. Based on this formula for the limit distribution of the geometric
free path, he found that one should expect h(Tε) to be of the form −2 log ε + 1 −
4 log 2 + 27ζ(3)

2π2 + o(1) as ε → 0+.
Building upon the technique described in Section 3 and employing a certain

partition of the torus T2 introduced by Blank and Krikorian ([7]), and used in
conjunction with the free path length in [22], we proved the following result which
provides complete answers to a number of open questions about the asymptotic
behaviour of the free path lengths in the small-scatterer limit.
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Theorem 4.1. ([18]) For all t > 0 and δ > 0,

Pε(t) = P(t) + Oδ(ε
1
8−δ) and Gε(t) = G(t) + Oδ(ε

1
8−δ) as ε → 0+,

where

P(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1 − t +
3t2

π2
if t ∈ [0, 1],

6

π2

t−1Z
0

ψ(x, t) dx +
6

π2

1Z
t−1

φ(x, t) dx if t ∈ [1, 2],

6

π2

1Z
0

ψ(x, t) dx if t ∈ [2,∞),

and

ψ(x, t) =
(1− x)2

x

(
2 log

t− x

t− 2x
− t

x
· log

(t− x)2

t(t− 2x)

)
,

φ(x, t) =
(1− x)2

x

(
2 log

t− x

1− x
− t

x
· log

t− x

t(1− x)

)
+

1− t

x
· log

1
t− x

+
(t− x)(x − t + 1)

x
.

We also have
G(t) = −P′(t).

We notice that our formula for g(t) = −G′(t) coincides with that given by
Dahlqvist, and that for t ≥ 2 we have

P(t) =
24
π2

∞∑
n=1

2n − 1
n2(n + 1)2(n + 2)tn

,

G(t) =
24
π2t

∞∑
n=1

2n − 1
n(n + 1)2(n + 2)tn

,

g(t) =
24

π2t2

∞∑
n=1

2n − 1
n(n + 1)(n + 2)tn

.
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Figure 5. The graphs of P(t), G(t), and g(t).

We also obtain the following corollary which answers the open problem raised
in [24] concerning the existence of the second term in the asymptotic of the KS
entropy h(Tε). Our answer is close to the prediction of Dahlqvist ([27]) (which
seems to be off by a factor of two somewhere).
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Corollary 4.2. ([18]) The following two estimates hold as ε→ 0+:

(i) Cε = 3 log 2− 9ζ(3)
4ζ(2)

+ o(1),

(ii) h(Tε) = −2 log ε + 2− 3 log 2 +
9ζ(3)
4ζ(2)

+ o(1).

Remark 4.3. (i) Note that 3 log 2− 9ζ(3)
4ζ(2) = 0.43522513609 . . . is indeed within

0.01 of 0.44, as predicted in [33].
(ii) No conjectures on the distribution of Pε in the small-scatterer limit were

available before [18].

4.3. The case when the initial position is at the origin. It is natural to
try to estimate the length of the free path when the initial position x is fixed and the
phase space is the range of the velocity ω. This is certainly a very difficult problem
in general. The case that the trajectory starts at the origin is already nontrivial.
The problem of estimating the moments of the average over ω of τ̃ε(ω) = τε(O, ω)
was raised by Ya. G. Sinai. An answer was given by Gologan and the authors.

Theorem 4.4. ([15]) For any interval I ⊆ [0, 2π), any r > 0 and any δ > 0,∫
I

(
ετ̃ε)r(ω) dω = cr|I|+

{
Or,δ(ε

1
8−δ) if r �= 2

Or,δ(ε
1
4−δ) if r = 2

as ε → 0+,

where1

cr = 12

π2

1/2Z
0

„
x

`
xr−1 + (1 − x)r−1´

+
1 − (1 − x)r

rx(1 − x)
− 1 − (1 − x)r+1

(r + 1)x(1 − x)

«
dx.

This result shows in particular that the sequence of probability measures (µ̃ε)ε

defined by

µ̃ε(f) =
1
2π

2π∫
0

f
(
ετ̃ε(ω)

)
dω, f ∈ Cc

(
[0,∞)

)
,

converges weakly, as ε → 0+, to a probability measure with compact support µ̃ on
[0,∞) and with moments of order n given by cn. The distribution

H(t) := µ̃
(
[t,∞)

)
was shown ([16]) to be given by

(4.1) H(t) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 − 12t

π2
if t ∈

[
0, 1

2

]
,

12

π2

Z 1

t

1 − x

x

„
1 + log

x

1 − x

«
dx if t ∈

[
1
2 , 1
]
,

0 if t ∈ [1,∞).

1Note that lim
r→0+

cr = − 12

π2

1/2Z
0

log(1 − x)

x(1 − x)
dx = 1.
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Figure 6. The graphs of H(t), and respectively of h(t) = −H ′(t).

Equality (4.1) also implies that the limit measure µ̃ is absolutely continuous
with respect to the Lebesgue measure and its density is

h(t) = −H ′(t) =
12
π2
·

⎧⎪⎪⎨⎪⎪⎩
1 if t ∈

[
0, 1

2

]
,

1 − t

t

„
1 + log

t

1 − t

«
if t ∈

[
1
2 , 1
]
,

0 if t ∈ [1,∞).

5. Gap labelling for almost Mathieu operators

In this final section we discuss some spectral properties of almost Mathieu
operators and how Farey fractions are related to the gap labelling of these operators.

5.1. Almost Mathieu operators and rotation C∗-algebras. For each
number θ ∈ [0, 1], consider the rotation C∗-algebra (or noncommutative two-torus)

Aθ = C∗(u1, u2 unitaries : u1u2 = e2πiθu2u1),

the almost Mathieu operator (λ ∈ R)

Hθ,µ = u1 + u∗
1 + µ(u2 + u∗

2) ∈ Aθ,

and the Harper operator

Hθ = Hθ,1 = u1 + u∗
1 + u2 + u∗

2.

The mapping

(u1, u2) 	→
(
σ(u1), σ(u2)

)
= (u2, u

∗
1)

extends to an order four automorphism σ of Aθ which is called the Fourier auto-
morphism of Aθ. An automorphism of a C∗-algebra preserves the spectrum and
thus σ maps Hθ,µ to µHθ, 1

µ
, thus one gets the Aubry duality

spec(Hθ,µ) = µ spec(Hθ, 1
µ
).

When θ = p
q is a (positive) rational number in lowest terms, one can exploit the

fact that all irreducible representations have dimension q and are explicitly known,
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to prove that spec(H p
q ,µ) coincides with the set

S
t1,t2∈[0, 2π

q
)

spec

0
BBBBBBBBBB@

2 cos t1 µeit2 0 . . . µe−it2

µe−it2 2 cos
“
t1 + 2πp

q

”
µeit2 . . . 0

0 µe−it2 2 cos
“
t1 + 4πp

q

”
. . . 0

0 0 µe−it2 . . . 0
...

...
...

. . .
...

µeit2 0 0 . . . 2 cos
“
t1 +

2π(q−1)p
q

”

1
CCCCCCCCCCA

.

This set is contained in [−2 − 2|µ|, 2 + 2|µ|], is symmetric about the origin, and
consists in

• the union of q disjoint bands if q is odd,
• the union of q − 1 bands if q even.

The tower of graphs of the Harper operators H p
q

produces the Hofstadter butterfly
([43]).

Figure 7. The Hofstadter butterfly.

The spectral continuity of the spectrum of almost Mathieu operators with re-
spect to θ has been thoroughly investigated. The following theorem features the
best quantitative results on the continuity of the maps θ 	→ spec(Hθ,µ), and respec-
tively θ 	→ ‖Hθ,µ‖.

Theorem 5.1. (i) ([36]) For any θ ∈ [0, 1] there exists a faithful representation
πθ : Aθ → B(H) of the C∗-algebra Aθ on the same separable Hilbert space H such
that, for all θ, θ′ ∈ [0, 1],

‖πθ(uj)− πθ′(uj)‖ � |θ − θ′| 12 , j = 1, 2.
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In particular, the Hausdorff distance between the spectra of Hθ,µ and Hθ′,µ is at
most c|θ − θ′| 12 , for some universal constant c.

(ii) ([5])
∣∣‖Hθ,µ‖ − ‖Hθ′,µ‖

∣∣�µ |θ − θ′|.

The proofs of these two results make essential use of the unique irreducible
unitary representation π of the real Heisenberg group on a separable Hilbert space
H such that πλ = λIH, λ ∈ T.

The C∗-algebra Aθ is endowed with the tracial state defined by τ(um
1 un

2 ) =
δm,0δn,0. An explicit method of constructing nontrivial projections in Aθ was ex-
hibited by Rieffel ([52]), who proved the inclusion

{
{nθ} : n ∈ Z

}
⊆ τ
(
P(Aθ)

)
,

where P(Aθ) denotes the set of (self-adjoint) projections in Aθ. The converse in-
clusion τ

(
P(Aθ)

)
⊆
{
{nθ} : n ∈ Z

}
∪ {1} was proved by Pimsner and Voiculescu

([50]), by embedding an irrational rotation C∗-algebra Aθ into the Effros-Shen AF-
algebra (see [29]) associated with the continued fraction decomposition of θ. If
θ = [a1, a2, a3, . . . ] is the continued fraction decomposition of the irrational number
θ, this AF-algebra is defined by the Bratteli diagram from Figure 8.

Figure 8. The Bratteli diagram of the Effros-Shen AF-algebra.

The equality τ
(
P(Aθ)

)
=
{
{nθ} : n ∈ Z

}
∪{1} also follows from the following

fundamental theorem of Elliott and Evans concerning the structure of irrational
rotation C∗-algebras.

Theorem 5.2. ([30], see also [31] and [10]) The irrational rotation C∗-algebra
Aθ can be realized as an inductive limit

Aθ = lim
→

(
Mq(C)⊗ C(T)

)
⊕
(
Mq′(C)⊗ C(T)

)
,

of type I algebras, where p
q < θ < p′

q′ are consecutive terms in the continued fraction
decomposition of θ.

Since Hθ,µ is a self-adjoint element in Aθ, it follows that if g is a gap in
spec(Hθ,µ), t ∈ g, and e = e(−∞,t)(Hθ,µ) is the corresponding spectral projection,
then

τ(e) = {nθ} for some n ∈ Z∗.

If e ∈ P(Aθ) and τ(e) = {nθ}, then n coincides with Connes’s first Chern class
c1(e) when θ is irrational, but we only have n = c1(e) (mod q) when θ = p

q is a
rational number in lowest terms (see [26]).

Open problem. (M. Kac’s ‘Ten Martini problem’) Are all gaps open for
irrational θ? That is, is it true, for irrational θ, that

∀n ∈ Z∗, ∃ e ∈ P(Hθ) such that τ(e) = {nθ} ?
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The answer was shown to be affirmative if θ is a Liouville number (cf. [25]).
Various weaker conjectures and results on the Cantoriality and on the Lebesgue
measure of the spectrum were proved in [2], [6], [41], [42], [45], [46], [56], and
most recently in [1] and [51].

There are some very interesting fixed point subalgebras of Aθ which are related
to almost Mathieu or Harper operators. The square σ0 of the Fourier automorphism
σ maps u1 to u∗

1 and u2 to u∗
2, and is called the flip automorphism. Consider the

C∗-subalgebras

Aσ
θ = {a ∈ Aθ : σ(a) = a} ⊂ Aσ0

θ = {a ∈ Aθ : σ0(a) = a} ⊂ Aθ

of fixed points of σ, and respectively of σ0. It is easily seen that Aσ0
θ contains all

almost Mathieu operators Hθ,µ, µ ∈ R, and that Hθ ∈ Aσ
θ . Moreover, when θ is

irrational, Aσ
θ is generated by the Harper operators u1 +u∗

1 +u2 +u∗
2 and u2

1 +u∗2
1 +

u2
2 + u∗2

2 . Although each of the consecutive inclusions above has Jones index 2, the
study of these fixed point C∗-algebras turned out to be quite challenging. By a
result of Bratteli and Kishimoto ([19]) the C∗-algebra Aσ0

θ is AF for any irrational
θ. Manifest symmetry shows that Rieffel projections can be chosen to be invariant
under the flip; thus τ

(
P(Aσ0

θ )
)

contains all numbers {nθ}, n ∈ Z.
However, Rieffel projections are no longer invariant under σ which makes the

task of constructing projections in Aσ
θ and of describing τ

(
P(Aσ

θ )
)

more com-
plicated. Although it is known that θ ∈ τ

(
P(Aσ

θ )
)

([9]), the question whether
τ
(
P(Aσ

θ )
)

contains {nθ} for any integer n seems to be open and does not appear to
be easy. A negative answer for a particular θ would also provide a negative answer
to the ten Martini problem. Recent progress on the structure of Aσ

θ was achieved
by Walters ([57]) and Phillips ([49]), who proved that this C∗-algebra is AF for a
Gδ dense set of parameters θ.

5.2. Gap labelling and Farey fractions. For each µ > 0 consider the com-
pact set

Bµ =
[

θ∈[0,1]

{(E, θ) : E ∈ spec(Hθ,µ)} ⊂ [−2− 2µ, 2 + 2µ]× [0, 1].

To each connected component g of the complement of Bµ one associates the first
Chern class c1(g) of the spectral projection in Aθ of some operator Hθ,µ which has
a gap at the θ-section of g. This integer is independent of θ; thus g 	→ c1(g) defines
a integral-valued map on the connected components of the complement of Bµ.

It was noticed in [48] that

#{g : c1(g) = n} ≥ #F2|n| for all n ∈ Z∗.

Equality would hold if the Ten Martini problem had a positive answer.
The butterflies Bµ have a common shape, which is captured in their stylized

form, obtained by letting µ→ 0+. This set C can be defined as the complement in
the unit square {0 ≤ E, θ < 1} of the 1-dimensional infinite simplex

S =
∞[

Q=1

SQ ,
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where we set

SQ =
Q[

n=1

(S+
n ∪ S−

n ),

S+
n =

{
({nθ}, θ) : θ ∈ [0, 1)

}
=
{(

E,
E + k

n

)
: E ∈ [0, 1), k = 0, 1, . . . , n− 1

}
,

S−
n =

{
({−nθ}, θ) : θ ∈ [0, 1)

}
=
{(
{n(1− θ)}, θ

)
: θ ∈ [0, 1)

}
=
{(

E, 1− E + k

n

)
: E ∈ [0, 1), k = 0, 1, . . . , n− 1

}
.

Each set S±
n is the union of n parallel segments of slope 1

n . For each positive integer
Q, consider the set KQ of points where two distinct segments from S±

n ∩S±
m or from

S±
n ∩ S∓

m cross, 1 ≤ n �= m ≤ Q.2 An easy computation shows that

{θ : ∃E such that (E, θ) ∈ KQ} = F2Q.

The case Q = 4 is illustrated in Figure 9.

Figure 9. The sets S4 and F8.

Note that for irrational θ, the θ-section of C is the Cantor set

Cθ = {E : ∃ θ such that (E, θ) ∈ C} = [0, 1) \
{
{nθ} ; n ∈ Z

}
.

The first Chern class can be handily read on C:

2Note that segments from S+
n ∩ S−

n only cross at E = 1
2
, which corresponds to the point 0

in the spectrum of Hθ,µ, thus where there is a closed gap.
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• Fix a positive integer Q and a rational number in lowest terms θ = a
q ∈

F2Q.
• Draw the horizontal segment of ordinate θ which joins the vertical axis

E = 0 with a point on one of the segments from SQ. Let c be the smallest
positive integer n with the property that the right endpoint belongs to
S+

n ∪ S−
n .

• Then the first Chern class of the corresponding spectral projection in Aθ

should be c or −c according to whether the right endpoint belongs to S+
c

or to S−
c . In particular, c is a nonzero integer such that −Q

2 < c < Q
2 .

It would be interesting to find a closer connection between the simplex S,
which contains a good deal of number-theoretical information and can be used for
instance to find the multiplicative inverse of a unit in the finite ring Z/qZ, and the
continuous field of C∗-algebras (Aθ)θ∈[0,1).

5.3. The label n = 0. Estimates for the norm. The label n = 0 corre-
sponds to the external boundary of the butterfly. As a consequence of Theorem
5.1 (ii) this curve, which corresponds to the graph of the function θ 	→ ‖Hθ,µ‖, is
continuous and almost everywhere differentiable. The estimate ‖Hθ‖ < 4 is non-
trivial for 0 < θ < 1, and means that the gap n = 0 is always open. Lower bound
estimates can be derived by using approximate eigenvectors. Exploiting cancella-
tions in certain trigonometric sums one can also find an explicit upper bound for
the norm and prove:

Theorem 5.3. ([17]) (i) For any θ ∈ [0, 1
2 ] and any µ > 0,

‖Hθ,µ‖ ≤Mµ(θ),

where

Mµ(θ) =

8><
>:

2
p

1 + µ2 + |µ|(cos πθ − sin πθ) cos πθ if θ ∈
ˆ
0, 1

4

˜
,

2

r
1 + µ2 −

“
1 − 1

tan πθ

”“
1 −

q
1+cos2 4πθ

2

”
min{1, µ2} if θ ∈

ˆ
1
4
, 1

2
].

(ii) There exists an elementary function θ 	→ m(θ) such that

m(θ) ≤ ‖Hθ‖ for all θ ∈ [0, 1].

0.1 0.2 0.3 0.4 0.5

2.25

2.5

2.75

3

3.25

3.5

3.75

4

Figure 10. The graphs of the functions [0, 1
2 ] � θ 	→M1(θ), ‖Hθ‖, m(θ).
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Remark 5.4. For lack of space we do not give here the explicit form of the
function m. We note however that in particular

min
θ∈[0,0.5]

‖Hθ‖ ≥ min
θ∈[0,0.5]

m(θ) ≈
√

6.59303 ≈ 2.56769.

This is a satisfactory estimate for min
0.25≤θ≤0.5

‖Hθ‖, which appears to be, by numerical

computations, just fractionally larger than 2.59.

Remark 5.5. The upper bound estimates in Theorem 5.3 significantly improve
upon previous estimates obtained in [4] and in [55].

It would be interesting to prove or disprove the validity of the inequality

min
θ∈[0,0.25]

‖Hθ‖ ≥ 2
√

2 .
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Transgressions of the Godbillon-Vey Class and Rademacher
functions

Alain Connes and Henri Moscovici

Abstract. We construct, out of modular symbols, 1-traces that are invariant
with respect to the actions of the Hopf algebra H1 on the crossed product AQ

of the algebra of modular forms of all levels by GL+(2, Q) investigated in earlier
work. This provides a conceptual explanation for the construction of the Euler
cocycle representing the image of the universal Godbillon-Vey class under the
characteristic map of noncommutative Chern-Weil theory which we developed
in our earlier work. We then refine the construction to produce secondary data
by transgression. For the action determined by the Ramanujan connection
the transgression takes place within the Euler class and the resulting cocycle
coincides with the classical Rademacher function. The actions associated to
cusp forms of higher weight produce transgressed cocycles that implement the
Eichler-Shimura isomorphism. Finally, the actions corresponding to Eisenstein
series give rise by transgression to the Eisenstein cocycle, expressed in terms
of higher Dedekind sums and generalized Rademacher functions.

Introduction

In earlier work [8, 9] we investigated a surprising interconnection between the
transverse geometry of codimension 1 foliations and modular forms. At the core
of this interplay lies the Hopf algebra H1, the first in a series of Hopf algebras Hn

that were found [6] to determine the affine transverse geometry of codimension n
foliations. The periodic Hopf-cyclic cohomology of H1 is generated by two classes,
[δ1] for the odd component and [RC1] for the even component. The tautological
action of H1 on the étale groupoid algebra AG associated to the frame bundle of
a codimension 1 foliation preserves (up to a character) the canonical trace on AG ,
and thus gives rise to a characteristic homomorphism in cyclic cohomology. This
homomorphism maps [δ1] to the Godbillon-Vey class and [RC1] to the transverse
fundamental class.

The starting point of the investigation in [8] was the realization that the Hopf
algebra H1 can be made to act on the crossed product AQ of the algebra of mod-
ular forms of all levels by GL+(2, Q), via a natural connection provided by the
Ramanujan operator on modular forms, thus conferring a symmetry structure to
the space of lattices modulo the action of the Hecke correspondences. Although
the algebra AQ no longer has an invariant trace, we used an ad hoc pairing with
modular symbols to convert the Godbillon-Vey class [δ1] ∈ HC1(H1) into the Euler
class of GL+(2, Q).

79
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In this paper we provide a completely conceptual explanation for the above pair-
ing and at the same time extend it to the higher weight case. This is achieved
by constructing out of modular symbols H1-invariant 1-traces that support char-
acteristic maps for certain actions of H1 on AQ, canonically associated to modular
forms. Moreover, we show that the image of the Godbillon-Vey class through these
characteristic homomorphisms, obtained by the cup product between [δ1] and the
invariant 1-traces, transgresses to secondary data. For the projective action deter-
mined by the Ramanujan connection the transgression takes place within the Euler
class, in a manner that ressembles the K-homological transgression in the context
of SUq(2) [5], and leads to the classical Rademacher function [23]. For the ac-
tions associated to cusp forms of higher weight the transgressed classes implement
the Eichler-Shimura isomorphism. The actions corresponding to Eisenstein series
give rise by transgression to higher Dedekind sums and generalized Rademacher
functions ([28, 20]), or equivalently to the Eisenstein cocycle of [28].

Generalized Dedekind sums have been related to special values of L-functions in the
work of C. Meyer on the class-number formula [18, 19], and higher Dedekind sums
appear in the work of Siegel [25, 26] and Zagier [29] on the values at non-positive
integers of partial zeta functions over real quadratic fields. Eisenstein cocycles were
employed by Stevens [28] and by Sczech [24] in order to compute these values more
efficiently. The fact that these notions can be interpreted as secondary invariants
is reminiscent of the secondary nature of the regulator invariants (cf. e.g. [10])
that are involved in the expression of the special values at non-critical points of
L-functions associated to number fields (see e.g. [16], [30]).

1. The standard modular Hopf action

In this preliminary section, we briefly review the basic facts ([6], [8]) concerning
the Hopf algebra H1 and its standard Hopf action on the crossed product AQ of the
algebra of modular forms of all levels by GL+(2, Q), associated to the Ramanujan
connection.

1.1. The Hopf algebra H1 and its cyclic classes. We start by recalling
the definition of the Hopf algebraH1. As an algebra, it coincides with the universal
enveloping algebra of the Lie algebra with basis {X, Y, δn ; n ≥ 1} and brackets

[Y, X ] = X , [Y, δn] = n δn , [X, δn] = δn+1 , [δk, δ�] = 0 , n, k, � ≥ 1 .

As a Hopf algebra, the coproduct ∆ : H1 → H1 ⊗H1 is determined by

∆ Y = Y ⊗ 1 + 1⊗ Y , ∆ δ1 = δ1 ⊗ 1 + 1⊗ δ1

∆ X = X ⊗ 1 + 1⊗X + δ1 ⊗ Y

and the multiplicativity property

∆(h1 h2) = ∆h1 ·∆h2 , h1, h2 ∈ H1 ;

the antipode is determined by

S(Y ) = −Y, S(X) = −X + δ1Y, S(δ1) = −δ1

and the anti-isomorphism property

S(h1 h2) = S(h2)S(h1) , h1, h2 ∈ H1 ;
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finally, the counit is

ε(h) = constant term of h ∈ H1 .

The modular character δ ∈ H∗
1 , determined by

δ(Y ) = 1, δ(X) = 0, δ(δn) = 0 ,

together with the unit of 1 ∈ H1 forms a modular pair in involution (δ, 1), and thus
the Hopf-cyclic cohomology HC1

(δ,1) (H1) is well-defined (for definitions, see [6, 7]).
The element δ1 ∈ H1 is a Hopf-cyclic cocycle, which gives a nontrivial class

[δ1] ∈ HC1
(δ,1) (H1)

in the Hopf-cyclic cohomology of H1 with respect to the modular pair (δ, 1). Its
periodic image generates the periodic group HP 1 (H1; δ, 1) , and represents the
universal Godbillon-Vey class (cf. [8, Prop. 3]).

The even component of the periodic cyclic cohomology group HP 0(H1; δ, 1) is gen-
erated by the “transverse fundamental class”, represented by the Hopf-cyclic 2-
cocycle

RC1 := X ⊗ Y − Y ⊗X − δ1 Y ⊗ Y .

(See [9] for the explanation of the notation.)

There is one other Hopf-cyclic 1-cocycle, intimately related to the classical Schwarzian,
which plays a prominent role in the transverse geometry of modular Hecke algebras
([8, 9]). It is given by the primitive element

δ′2 := δ2 −
1
2
δ2
1 ∈ H1 .

Its periodic class vanishes because δ′2 = B (c), where c is the following Hochschild
2-cocycle:

c := δ1 ⊗X +
1
2

δ2
1 ⊗ Y .

1.2. Standard modular action of H1. The notation being as in [8, §1], we
form the crossed product algebra

AG+(Q) = M� GL+(2, Q) ,

where M is the algebra of (holomorphic) modular forms of all levels. The product
of two elements in AG+(Q),

a0 =
∑
α

f0
αUα and a1 =

∑
β

f1
βUβ ,

is given by the convolution rule

a0 a1 =
∑
α,β

f0
α f1

β |α−1 Uαβ .
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We recall (see [8, Prop. 7]) that there is a unique Hopf action of the Hopf alge-
bra H1 on AG+(Q) determined by letting the generators {Y, X, δ1} of H1 act on
monomials fU∗

γ ∈ AG+(Q) as follows:

(1.1) Y (fU∗
γ ) = Y (f)U∗

γ , where Y (f) =
w(f)

2
f, w(f) = weight(f);

(1.2) X(fU∗
γ ) = X(f)U∗

γ , where X =
1

2πi

d

dz
− 1

2πi

d

dz
(log η4)Y

and η stands for the Dedekind η-function,

η24(z) = q
∞∏

n=1

(1− qn)24 , q = e2πiz;

lastly,

(1.3) δ1(fU∗
γ ) = µγ fU∗

γ ,

with the factor µγ given by the expression

(1.4) µγ (z) =
1

12πi

d

dz
log

∆|γ
∆

=
1

2πi

d

dz
log

η4|γ
η4

;

equivalently,

(1.5) µγ (z) =
1

2 π2

(
G2|γ (z)−G2(z) +

2πi c

cz + d

)
,

where

G2(z) = 2ζ(2) + 2
∑
m≥1

∑
n∈Z

1
(mz + n)2

=
π2

3
− 8π2

∑
m,n≥1

me2πimnz

is the quasimodular holomorphic Eisenstein series of weight 2. The factor µγ can
further be expressed as the difference

(1.6) µγ = 2(φ0|γ − φ0) , φ0 =
1

4π2
G0 ,

where G0 is the modular (but nonholomorphic) weight 2 Eisenstein series

G0(z) = G0(z, 0)

obtained by taking the value at s = 0 of the analytic continuation of the series

G0(z, s) =
∑

(m,n)∈Z2\0
(mz + n)−2 |mz + n|−s

= 2ζ(2 + s) + 2
∑
m≥1

∑
n∈Z

(mz + n)−2 |mz + n|−s , Re s > 0 .

It is related to G2 by the identity

G2(z) = G0(z) +
2πi

z − z̄
.

The equation (1.6) shows that the range of µ is contained in the space E2(Q) of
weight 2 Eisenstein series whose constant term in the q-expansion at each cusp is
rational. We recall (following [27, §2.4]) Hecke’s construction [14] of a lattice of
generators for the Q-vector space E2(Q).
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For a = (a1, a2) ∈ (Q/Z)2 and z ∈ H fixed, the series

Ga(z, s) :=
∑

m∈Q2\0, m≡a (mod 1)

(m1z + m2)−2|m1z + m2|−s , Re s > 0 ;

defines a function that can be analytically continued beyond Re s = 0, which allows
to define

Ga(z) := Ga(z, 0) .

Furthermore, one has
Ga|γ = Ga·γ , ∀ γ ∈ Γ(1) ,

which shows that Ga(z) behaves like a weight 2 modular form of some level N . In
fact the difference

℘a(z) = Ga(z) − G0(z)

is the a−division value of the Weierstrass ℘-function. The collection of functions{
℘a ; a ∈

(
1
N

Z/Z

)2

\ 0

}
generates the space of weight 2 Eisenstein series of level N .
In order to obtain a set of generators for E2(Q), one considers the additive characters
χx :

(
1
N Z/Z

)2 → C× defined by

(1.7) χx

( a
N

)
:= e2πi (a2x1−a1x2) ,

for each x = (x1, x2) ∈
(

1
N Z/Z

)2, and one forms the series

(1.8) φx(z) := (2πN)−2
∑

a∈( 1
N Z/Z)2

χx(a) ·Ga(z) .

The definition is independent of N and, for each x = (x1, x2) ∈
(

1
N Z/Z

)2 \ 0 then
φx, gives a weight 2 Eisenstein series of level N .
To account for the special case when x = 0 , one adjoins the non-holomorphic but
modular function φ0 defined in (1.6).

All the linear relations among the functions φx , x ∈ (Q/Z)2 are encoded in the
distribution property

(1.9) φx =
∑

y·γ̌=x

φy|γ .

where
γ̌ = det γ · γ−1 .

This allows to equip the extended Eisenstein space

E∗2 (Q) = E2(Q) ⊕ Q · φ0 ,

with a linear PGL+(2, Q)-action, as follows. Denoting

S := (Q/Z)2 , resp. S ′ := S \ 0

and identifying in the obvious way

PGL+(2, Q) ∼= M+
2 (Z)/{scalars} ,
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where M+
2 (Z) stands for the set of integral 2× 2-matrices of determinant > 0, one

defines the action of γ ∈ M+
2 (Z) by:

x|γ :=
∑

y·γ̌=x

y ∈ Q[S] .

With this definition one has

φx|γ = φx|γ , γ ∈M+
2 (Z) .

Modulo the subspace of ‘distribution relations’

R := Q− span of
{
x − x|

(
n 0
0 n

)
; x ∈ S , n ∈ Z \ 0

}
,

the assignment x ∈ S 	−→ φx induces an isomorphism of PGL+
2 (2, Q)-modules

Q[S]/R ∼= E∗2 (Q) .

In view of the above the identity (1.6) can be completed as follows:

(1.10) µγ = 2(φ0|γ − φ0) = 2

( ∑
y·γ̌=0

φy − φ0

)
, ∀ γ ∈ M+

2 (Z).

2. Characteristic map for the standard action

In this section we provide the conceptual explanation for the period pairing which
was employed in [8] to obtain the Euler class out of the universal Godbillon-Vey class
[δ1] ∈ HC1

(δ,1) (H1), by showing that it is in fact the by-product of a characteristic
map associated to a 1-trace which is invariant with respect to the standard action
of H1 on A.
Extending a classical ‘splitting formula’ for the restriction to SL(2, Z) of the 2-
cocycle that gives the universal cover of SL(2, R), we shall then obtain a new formula
for the rational 2-cocycle representing the Euler class found in [8], showing that
it differs from the Petersson cocycle ([1], [21]) by precisely the coboundary of the
classical Rademacher function.

2.1. Characteristic map and cup products. In [6] (see also [7]) we defined
a characteristic map associated to a Hopf module algebra with invariant trace. The
construction has been subsequently extended to higher traces [11] and turned into
a cup product in Hopf-cyclic cohomology, [15]. A predecessor of these constructions
is the contraction of a cyclic n-cocycle by the generator of a 1-parameter group of
automorphisms that fixes the cocycle, [4, Chap.III. 6.β]. We shall apply the latter
to a specific 1-trace τ0 ∈ ZC1(A), which will be described in details in the next
subsection. Further on, it will also be applied in the context of cyclic cohomology
with coefficients, to 1-traces τW ∈ ZC1(A, W ), where W denotes an algebraically
irreducible GL(2, Q)-module.

Let us assume that τ ∈ C1(A) is a cyclic cocycle which satisfies, with respect to a
given Hopf action of H1 on A, the invariance property

(2.1) τ(h(1)(a0), h(2)(a1)) = δ(h) τ(a0, a1), ∀h ∈ H1, a0, a1 ∈ A .
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The simplest expression for the cup product

gv = δ1#τ ∈ ZC2(A)

is given by the contraction formula in [4, Chap.III. 6.β] mentioned above, which
(in the non-normalized form, [11, §3]) takes the expression:

(2.2) gv (a0, a1, a2) = τ(a0 δ1(a1), a2) , a0, a1, a2 ∈ A .

For the convenience of the reader, let us check directly that this formula gives a
cocycle in the (b, B)-bicomplex of the algebra A.

Lemma 1. Let τ ∈ ZC1(A) be a cyclic cocycle satisfying the H1-invariance property
(2.1). Then b(gv) = 0 and B(gv) = 0 .

Proof. Using the fact that δ1 acts as a derivation, one has

b(gv) (a0, a1, a2, a3) = τ (a0a1δ1(a2), a3) − τ (a0δ1(a1a2), a3)

+ τ (a0δ1(a1), a2a3) − τ (a3a0δ1(a1), a2)

= −τ (a0δ1(a1)a2, a3) + τ (a0δ1(a1), a2a3)

− τ (a3a0δ1(a1), a2) = −bτ (a0δ1(a1), a2, a3) = 0 .

Passing to B, since τ(a, 1) = 0 for any a ∈ A, one has

B(gv) (a0, a1) = gv (1, a0, a1) − gv (1, a1, a0)

= τ (δ1(a0), a1) − τ (δ1(a1), a0) = τ (δ1(a0), a1) + τ (a0, δ1(a1)) = 0 ,

the vanishing taking place because τ ∈ ZC1(A) is H1-invariant. �

2.2. The basic invariant 1-cocycles. The modular symbol cocycle of weight
2 associated to a base point z0 ∈ H, τ0 ∈ ZC1(A), is defined as follows. For mono-
mials f0Uγ0 , f

1Uγ1 ∈ A, τ0(f0Uγ0 , f
1Uγ1) = 0, unless they satisfy the condition

(2.3) w(f0) + w(f1) = 2 and γ0γ1 = 1 ,

in which case it is given by the integral

(2.4) τ0(f0Uγ0 , f
1Uγ1) =

∫ γ0 z0

z0

f0 f1|γ1 dz .

The fact that τ0 ∈ C1(A) is indeed an H1-invariant cyclic cocycle is the content of
the following result.

Proposition 2. The cochain τ0 ∈ C1(A) is a cyclic cocycle which satisfies the
H1-invariance property (2.1) with respect to the standard action.
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Proof. Let f0Uγ0 , f
1Uγ1 , f

2Uγ2 ∈ A be such that

(2.5) w(f0) + w(f1) + w(f2) = 2 and γ0γ1γ2 = 1

One has

bτ0(f0Uγ0 , f
1Uγ1 , f

2Uγ2) =

= τ0(f0f1|γ0
−1Uγ0γ1 , f

2Uγ2)− τ0(f0Uγ0 , f
1f2|γ1

−1Uγ1γ2)

+ τ0(f2f0|γ2
−1Uγ2γ0 , f

1Uγ1)

=
∫ γ0γ1 z0

z0

f0f1|γ0
−1f2|γ1

−1γ0
−1dz −

∫ γ0 z0

z0

f0f1|γ0
−1f2|γ1

−1γ0
−1dz

+
∫ γ2γ0 z0

z0

f2f0|γ2
−1f1|γ0

−1γ2
−1dz

=
∫ γ0γ1z0

γ0z0

f0f1|γ0
−1f2|γ2dz +

∫ γ2γ0 z0

z0

f2f0|γ2
−1f1|γ0

−1γ2
−1dz

=
∫ γ2

−1 z0

γ0 z0

f0f1|γ0
−1f2|γ2dz +

∫ γ0 z0

γ2−1 z0

f2|γ2f
0f1|γ0

−1dz = 0 ,

and so τ0 is a Hochschild cocycle.
It is also cyclic, because for f0Uγ0 , f

1Uγ1 ∈ A satisfying (2.3) one has

λ1τ0(f0Uγ0 , f
1Uγ1) = −τ0(f1Uγ1 , f

0Uγ0) = −
∫ γ1 z0

z0

f1f0|γ1
−1dz

=
∫ γ0 z0

z0

f1|γ1f
0dz = τ0(f0Uγ0 , f

1Uγ1) .

In view of its multiplicative nature, it suffices to check the H1-invariance property
(2.1) on the algebra generators {Y, X, δ1}. Starting with Y , and with f0Uγ0 , f

1Uγ1

satisfying (2.3), one has

τ0(Y (f0Uγ0), f
1Uγ1) + τ0(f0Uγ0 , Y (f1Uγ1)) =

=
∫ γ0 z0

z0

Y (f0f1|γ0
−1)dz =

w(f0) + w(f1)
2

∫ γ0 z0

z0

f0f1|γ0
−1dz

=
∫ γ0 z0

z0

f0f1|γ0
−1dz = δ(Y ) τ0(f0Uγ0 , f

1Uγ1) .

Passing to X , the identity (2.1) is nontrivial only if f0Uγ0 , f
1Uγ1 ∈ A satisfy

(2.6) w(f0) + w(f1) = 0 and γ0γ1 = 1 ,

which actually implies that f0 and f1 are constants. One gets

τ(X(f0)Uγ0 , f
1Uγ1) + τ(f0Uγ0 , X(f1)Uγ1) + τ(δ1(f0Uγ0), Y (f1)Uγ1) = 0

since X(f j) = 0 and Y (f1) = 0.
Finally, with f0Uγ0 , f

1Uγ1 as above, one has

τ(δ1(f0Uγ0), f
1Uγ1) + τ(f0Uγ0 , δ1(f1Uγ1)) =

=
∫ γ0 z0

z0

(µγ1 + µγ0 |γ1) f0f1|γ1dz = 0 ,
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because of the cocycle property of µ. �

Allowing the base point z0 to belong to the ‘arithmetic’ boundary of the upper
half plane P 1(Q) requires some regularization of the integral. This can be achieved
by the standard procedure of removing the poles of Eisenstein series, [27]. In the
case at hand, it amounts to a coboundary modification which we proceed now to
describe.
To obtain it, we start from the observation that the derivative of τ0 with respect
to the base point z0 ∈ H is a coboundary:

d

dz0
τ0(f0Uγ0 , f

1Uγ1) = (f0|γ0 f1)(z0)− (f0 f1|γ1)(z0) = −bε(f0Uγ0 , f
1Uγ1),

where ε is the evaluation map at z0:

ε(f Uγ) =

⎧⎨⎩f(z0) if γ = 1 , f ∈M2

0 otherwise .

Taking the base point at the cusp ∞, we split the evaluation functional ε into two
other functionals, the constant term at ∞

a0(f Uγ) =

⎧⎨⎩a0 if γ = 1 , f ∈ M2

0 otherwise

and the evaluation of the remainder

ε̃(f Uγ) =

⎧⎨⎩f̃(z0) if γ = 1 , f ∈M2

0 otherwise ,

where for f ∈ M2 of level N ,

f(z) =
∞∑

n=0

an e
2πinz

N

represents its Fourier expansion at ∞, and

f̃(z) := f(z) − a0(f) .

Both functionals are well-defined, because a0 is independent of the level. To obtain
a cohomologous cocycle independent of z0, it suffices to add to τ0 the sum of
coboundaries of suitable anti-derivatives for the two components. We therefore
define

τ̃0 = τ0 + z0 b a0 −
∫ i∞

z0

b ε̃ dz ,

that is, for f0Uγ0 , f
1Uγ1 ∈ A as in (2.3)

τ̃0(f0Uγ0 , f
1Uγ1) =

∫ γ0 z0

z0

f0 f1|γ1 dz + z0 a0(f0 f1|γ1 − f0|γ0 f1)

−
∫ i∞

z0

ε̃(f0 f1|γ1 − f0|γ0 f1) dz .(2.7)

The fact that τ̃0 ∈ C1(A) still satisfies Proposition 2 can be checked by an obvious
adaptation of its proof.
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2.3. Euler class and the transgression formula. As a first example, we
now specialize the construction of the cup product to the invariant cocycle τ0 ∈
ZC1(A). Let f0Uγ0 , f

1Uγ1 , f
2Uγ2 ∈ A be such that γ0γ1γ2 = 1. Then

gv (f0Uγ0 , f
1Uγ1 , f

2Uγ2) = τ0 (f0Uγ0µγ1−1f1Uγ1 , f
2Uγ2) =

= τ0(f0f1|γ0
−1µγ1−1 |γ0

−1Uγ0γ1 , f
2Uγ2)

=
∫ γ0γ1z0

z0

f0f1|γ0
−1µγ1−1 |γ0

−1f2|γ1
−1γ0

−1 dz

=
∫ γ1z0

γ0−1z0

f0|γ0 f1 µγ1−1 f2|γ1
−1 dz =

∫ z0

γ2z0

f0|γ0γ1 f1|γ1 µγ1−1 |γ1 f2 dz

=
∫ γ2z0

z0

f0|γ0γ1 f1|γ1 f2 µγ1 dz .(2.8)

In particular, the restriction to A0 = C[GL+(2, Q)] is the group cocycle

(2.9) GV (γ1, γ2) := gv (Uγ0 , Uγ1 , Uγ2) =
∫ γ2z0

z0

µγ1 dz ,

whose real part

(2.10) Re GV (γ1, γ2) := Re
∫ γ2z0

z0

µγ1 dz , γ1, γ2 ∈ GL+(2, Q)

represents a generator of H2(SL(2, Q), R), hence a multiple of the Euler class (cf.
[8, Thm. 16]).
For a more precise identification, we shall be very specific about the choice of the
Euler class. Namely, we take it as the class e ∈ H2

bor(T, Z) defined by the extension

0 → Z → R → T → 1 ;

via the canonical isomorphisms

H2
bor(T, Z) � H2(BT, Z) � H2(B SL(2, R), Z) � H2

bor(SL(2, R), Z)

followed by the succession of natural map

H2
bor(SL(2, R), Z)→ H2(SL(2, Q), Z)→ H2(SL(2, Q), R)

we regard it as a class e ∈ H2(SL(2, Q), R).

Proposition 3. The 2-cocycle Re GV ∈ Z2(SL(2, Q), R) represents the class −2e ∈
H2(SL(2, Q), R), while Im GV is a coboundary.

Proof. In view of the definition (2.9) and using (1.4), one has for γ1, γ2 ∈
GL+(2, Q),

12πi GV (γ1, γ2) = 12πi

∫ γ2z0

z0

µγ1(z) dz =
∫ γ2z0

z0

d

dz
log

∆|γ1

∆
dz

=
∫ γ2z0

z0

(d log ∆|γ1 − d log ∆)

= log ∆|γ1(γ2z0)− log ∆|γ1(z0)

− (log ∆(γ2z0)− log ∆(z0))(2.11)
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where, since both ∆ and ∆|γ1 don’t have zeros in H one lets log ∆ and log ∆|γ1 be
holomorphic determinations of the logarithm whose choice is unimportant at this
stage, since the additive constant which depends only on γ1 cancels out. Let

j(γ, z) = cz + d , γ =
(

a b
c d

)
∈ GL+(2, Q) ,

be the automorphy factor. Since it has no zero in H one can choose for each γ
a holomorphic determination log j2(γ, z) of its logarithm (for instance using the
principal branch for C\ [0,∞) of the logarithm when c �= 0 and taking log d2 when
c = 0). One then has,

log ∆|γ(z) = log ∆(γz) − 6 Log j2(γ, z) + 2πi k(γ) , ∀z ∈ H

for some k(γ) ∈ Z . Thus (2.11) can be continued as follows:

12πiGV (γ1, γ2) = log ∆(γ1γ2z0)− log ∆(γ1z0)− log ∆(γ2z0)

+ log ∆(z0)− 6
(
log j2(γ1, γ2z0)− log j2(γ1, z0)

)
(2.12)

again after the cancelation of the additive constants. The equality

(2.13) log j2(γ1γ2, z0) = log j2(γ1, γ2z0) + log j2(γ2, z0)− 2πi c(γ1, γ2) ,

determines a cocycle c ∈ Z2(PSL(2, R), Z) (which is precisely the cocycle dis-
cussed in [2, §B-2], and whose cohomology class is independent of the choices of
the branches log j2(γ, z) of the logarithm). Inserting (2.13) into (2.12) one obtains

12πiGV (γ1, γ2) = log ∆(z0) + log ∆(γ1γ2z0)− log ∆(γ1z0)− log ∆(γ2z0)

− 6
(
log j2(γ1γ2, z0)− log j2(γ2, z0)− log j2(γ1, z0)

)
− 12πi c(γ1, γ2) .(2.14)

This identity shows that the cocycles ReGV and −c are cohomologous in Z2(PSL(2, Q), R),
and also that ImGV is a coboundary.
On the other hand, the restriction of c ∈ Z2

bor(SL(2, R), Z) to T = SO(2),

c(γ(θ1), γ(θ2)) =
1

2πi

(
Log e2iθ1 + Log e2iθ2 − Log e2i(θ1+θ2)

)
,

where γ(θ) =
(

cos θ − sin θ
sin θ cos θ

)
, θ ∈ [0, 2π) .

evidently represents the class 2e ∈ H2
bor(T, Z), which concludes the proof. �

The Euler class e ∈ H2(SL(2, Q), Z) occurs naturally in the context of the Chern
character in K-homology [3], as the Chern character of a natural Fredholm module
given by the ”dual Dirac” operator relative to a base point z0 ∈ H. When moving
the base point to the cusp i∞ ∈ P 1(Q), it coincides with the restriction of the
2-cocycle e ∈ Z2(SL(2, R), Z) introduced by Petersson, [21], and investigated in
detail by Asai, [1], where it is denoted w). It is defined, for g1, g2 ∈ SL(2, R), by
the formula

(2.15) e(g1, g2) =
1

2πi
(log j(g2, z) + log j(g1, g2z)− log j(g1g2, z)) ,

with the logarithm chosen so that Im log ∈ [−π, π); the above definition is indepen-
dent of z ∈ H.
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Asai [1, §1-4] has shown that it can be given a simple expression, analogous to
Kubota’s cocycles [17] for coverings over local fields, which is as follows:

(2.16) e(g1, g2) = −(x(g1)|x(g2)) + (−x(g1)x(g2)|x(g1g2)) ,

where

x(g) =

⎧⎨⎩
c if c > 0 ,

d if c = 0 ,
∀ g =

(
a b
c d

)
∈ SL(2, R)

and for any two numbers x1, x2 ∈ R, the (Hilbert-like) symbol (x1|x2) is defined as

(x1|x2) =

⎧⎨⎩ 1 iff x1 < 0 and x2 < 0 ,

0 otherwise .

Replacing τ0 by τ̃0 one obtains, as in (2.8) and (2.9), the cohomologous group
2-cocycle on GL+(2, Q)

G̃V (γ1, γ2) = τ̃0(Uγ0 δ1(Uγ1), Uγ2) = τ̃0(µγ1−1 |γ−1
0 Uγ0γ1 , Uγ2)

=
∫ γ2z0

z0

µγ1dz + z0 a0(µγ1 − µγ1 |γ2) +
∫ i∞

z0

(µ̃γ1 |γ2 − µ̃γ1)dz .(2.17)

In [8, §4] we found an explicit rational formula for Re G̃V , in terms of Rademacher-
Dedekind sums, which we proceed now to recall.

Since by its very definition Re G̃V descends to a 2-cocycle on PGL+(2, Q), it suffices
to express it for pairs of matrices with integer entries

(2.18) γ1 =
(

a1 b1

c1 d1

)
, γ2 =

(
a2 b2

c2 d2

)
∈ M+

2 (Z) .

When γ2 ∈ B+(Z), that is c2 = 0, then

(2.19) Re G̃V (γ1, γ2) =
b2

d2

∑
x·γ̌1=0,x �=0

B2(x1) ,

where B2(x) := (x − [x])2 − (x− [x]) + 1
6 , with [x] = greatest integer ≤ x.

When c2 > 0, then

Re G̃V (γ1, γ2) =
a2

c2

∑
x·γ̌1=0,x �=0

B2(x1) +
d2

c2

∑
x·γ̌2γ̌1=0,x �=0

B2(x1)

− 2
∑

x·γ̌1=0,x �=0

c′2−1∑
j=0

B1

(
x1 + j

c′2

)
B1

(
a′
2(x1 + j)

c′2
+ x2

)
(2.20)

where a′
2

c′2
= a2

c2
, (a′

2, c
′
2) = 1 , and B1(x) := x− [x]− 1

2 , for any x ∈ R .

We shall obtain below a simpler expression for Re G̃V ∈ Z2(SL(2, Q), Q), through a
transgression formula which involves only the classical Dedekind sums, through the
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Rademacher function. Let us recall that, for a pair of integers m, n with (m, n) = 1
and n ≥ 1, the Dedekind sum is given by the formula

(2.21) s(
m

n
) =

n−1∑
j=1

B1

(
j

n

)
B1

(
m j

n

)
.

The Rademacher function Φ : SL(2, Z) → Z is uniquely characterized [23] by the
coboundary relation

(2.22) Φ(σ1σ2) = Φ(σ1)− Φ(σ2)− 3 sign(c1c2c3) , σ1, σ2 ∈ SL(2, Q)

where σ3 = σ1σ2, σi =
(

ai bi

ci di

)
∈ SL(2, Z), i = 1, 2, 3, and is explicitly given by

the following formula, [22]:

(2.23) Φ(σ) =

⎧⎨⎩
b
d if c = 0,

a+d
c − 12 sign(c)s( a

|c|) if c �= 0

for any σ =
(

a b
c d

)
∈ SL(2, Z).

We extend it, in a slightly modified version, to a function Φ̃ : GL+(2, Q) → Q, as

follows. First, for any σ =
(

a b
c d

)
∈ SL(2, Z) , we define

(2.24) Φ̃(σ) =

⎧⎪⎨⎪⎩
b

12d + 1−sign(d)
4 if c = 0,

a+d
12c − sign(c)

(
1
4 + s( a

|c| )
)

if c �= 0,

while for any β ∈ B(Q), where B(Q) =
{

β =
(

a b
0 d

)
∈ GL+(2, Q)

}
, we set

(2.25) Φ̃(β) =
b

12d
+

1− sign(d)
4

.

Now given γ ∈ GL+(2, Q), after factoring it in the form

γ = σ · β with σ ∈ SL(2, Z) and β ∈ B(Q) ,

we define

(2.26) Φ̃(γ) = Φ̃(σ) + Φ̃(β) ;

one easily checks, by elementary calculations, that the definition is consistent.

The transgression formula within the Euler class can now be stated as follows.

Theorem 4. The function Φ̃ : SL(2, Q) → Q is uniquely characterized by the
identity

(2.27)
1
2

Re G̃V (γ1, γ2) + e(γ1, γ2) = Φ̃(γ1γ2) − Φ̃(γ1) − Φ̃(γ2) ,

for any γ1, γ2 ∈ SL(2, Q).
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Proof. By Proposition 3, [
1
2

Re G̃V + e] = 0 in H2(SL(2, Q), R). Since

H1(SL(2, Q), R) = 0 ,

there exists a unique function Ψ : SL(2, Q)→ R such that

(2.28)
1
2

Re G̃V (γ1, γ2) + e(γ1, γ2) = Ψ(γ1γ2)−Ψ(γ1)−Ψ(γ2) .

Restricting to SL(2, Z), and taking into account that µσ = 0 for all σ ∈ SL(2, Z),
one obtains

e(σ1, σ2) = Ψ(σ1σ2)−Ψ(σ1)−Ψ(σ2) , σ1, σ2 ∈ SL(2, Z).

This is the splitting formula (2.22) which uniquely characterizes the restriction
(2.24) of Φ̃ to SL(2, Z) (see [1, Thm. 3]), so that

(2.29) Ψ(σ) = Φ̃(σ) , ∀σ ∈ SL(2, Z) .

Furthermore, taking in (2.28) γ1 = σ ∈ SL(2, Z) and

γ2 = β ∈ B+
1 (Q) =

{
β =

(
a b
0 d

)
∈ B(Q) ; a > 0 , a d = 1

}
,

one obtains

(2.30) Ψ(σβ) = Φ̃(σ) + Ψ(β) , ∀σ ∈ SL(2, Z) , β ∈ B+
1 (Q) ,

because e(σ, β) = 0, by [1, Lemma 3]. In particular, for σ = −I, one has

(2.31) Ψ(−β) = Φ̃(−I) + Ψ(β) = Ψ(β) +
1
2
, ∀β ∈ B+

1 (Q) ,

since Φ̃(−I) =
1
2
, cf. [1, Lemma 4].

It remains to prove that Ψ(β) = Φ̃(β) for any β ∈ B+
1 (Q). Specializing (2.28) to

B+
1 (Q), and recalling that e vanishes on B+

1 (Q), one obtains

Ψ(β1β2)−Ψ(β1)−Ψ(β2) =
1
2

Re G̃V (β1, β2)

and by (2.17) and (1.6) this can be computed as the real part of∫ β2z0

z0

(φ0|β1 − φ0)dz + z0 a0(φ0|β1 − φ0 − φ0|β1β2 + φ0|β2)

+
∫ i∞

z0

( ˜φ0|β1β2 − φ̃0|β2 − φ̃0|β1 + φ̃0)dz

=
∫ β2z0

z0

(φ̃0|β1 − φ̃0)dz + (β2z0 − z0)a0(φ0|β1 − φ0)

+ z0 a0(φ0|β1 − φ0 − φ0|β1β2 + φ0|β2)

+
∫ i∞

z0

( ˜φ0|β1β2 − φ̃0|β2 − φ̃0|β1 + φ̃0)dz

=
∫ β2z0

z0

(φ̃0|β1 − φ̃0)dz +
∫ i∞

z0

( ˜φ0|β1β2 − φ̃0|β2 − φ̃0|β1 + φ̃0)dz

+ β2z0 a0(φ0|β1 − φ0)− z0 a0((φ0|β1 − φ0)|β2) .
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Since obviously

(2.32) a0(f |β) =
a

d
a0(f) , for β =

(
a b
0 d

)
∈ B(Q) ,

the last line contributes(
a2 z0 + b2

d2
− a2

d2
z0

)
a0(φ0|β1 − φ0) =

b2

d2
a0(φ0|β1 − φ0)

which can be further computed as

=
1
12

b2

d2

(
a1

d1
− 1
)

,

by using (2.19) or more directly the Fourier expansion of φ0 (cf. e.g. [27, Prop.
2.4.2]). On the other hand, when z0 → i∞ then β2 z0 → i∞ too, so that both
integrals converge to 0. We conclude that

(2.33) Ψ(β1β2)−Ψ(β1)−Ψ(β2) =
1
2

Re G̃V (β1, β2) =
1
12

b2

d2

(
a1

d1
− 1
)

.

Using (2.25) it is elementary to check that, for β1, β2 ∈ B+
1 (Q),

Φ̃(β1β2)− Φ̃(β1)− Φ̃(β2) =
1
12

b2

d2

(
a1

d1
− 1
)

.

Thus, Ψ|B+
1 (Q) and Φ̃|B+

1 (Q) can only differ by a character of B+
1 (Q).

To show that they coincide, it suffices to prove that Ψ vanishes on the torus

T =
{

δ =
(

a 0
0 d

)
; δ ∈ B+

1 (Q)
}

.

For any δ ∈ T , one has

σ0 δ = δ−1 σ0 , where σ0 =
(

0 −1
1 0

)
,

hence
Ψ(σ0 δ) = Ψ(δ−1 σ0) .

From (2.28) it follows that

Ψ(σ0) + Ψ(δ) +
1
2

Re G̃V (σ0, δ) = Ψ(δ−1) + Ψ(σ0) +
1
2

Re G̃V (δ−1, σ0) ,

therefore, since Re G̃V (σ0, δ) = 0,

Ψ(δ) − Ψ(δ−1) =
1
2

Re G̃V (δ−1, σ0) .

On the other hand, by (2.33)

Ψ(δ) + Ψ(δ−1) = 0 .

Hence

Ψ(δ) =
1
4

Re G̃V (δ−1, σ0) ,

and it remains to show that the right hand side vanishes. We shall apply formula
(2.20), which allows us to replace δ−1, after multiplication by a scalar, with a
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diagonal matrix with positive integer entries ρ =
(

m 0
0 n

)
∈M+

2 (Z). In this case,

it simply gives
1
2

Re G̃V (ρ, σ0) = −
∑

x·ρ̌=0

B1(x1)B1(x2) + B1(0)2

= −
m−1∑
j=0

B1(
j

m
)

n−1∑
k=0

B1(
k

n
) + B1(0)2 = 0 ,

because of the distribution property of the first Bernoulli function. �

Remark 5. Note that while the cocycle e admits a K-homological interpretation as
a Chern character, the cohomologous cocycle 1

2 Re G̃V obviously should also have
such an interpretation. This in turn would allow to put the above transgression on
the same K-homological footing as in [5].

3. Modular symbol cyclic cocycles of higher weight

We begin in this section to extend the above results to the case of higher weight
modular symbols. This will involve introducing the cyclic cohomology with coeffi-
cients HC∗(A, W ) and describing the higher weight analogues of the basic invariant
cocycles. They will be used in the next section to define the characteristic maps
corresponding to the degenerate actions of weight m ≥ 2 of H1 on A = AG+(Q).

3.1. Cyclic cohomology with coefficients. We need to introduce the cyclic
cohomology with coefficients HC∗(A, W ), where A is the crossed product algebra
AG+(Q) and W is a GL+(2, Q) -module. It is a special case of the Hopf-cyclic
cohomology with coefficients, cf. [12, §3], in which the ‘gauge’ Hopf algebra is the
group ring

G = C[G+(Q)], G+(Q) := GL+(2, Q),
equipped with its usual Hopf algebra structure; W is viewed as a left G-module
and as a trivial G-comodule, and A is regarded as a left G-comodule algebra with
respect to the intrinsic coaction

a = f Uγ 	−→ a(−1) ⊗ a(0) := Uγ ⊗ f Uγ ∈ G ⊗A .

Thus, by definition, HC∗(A, W ) is the cohomology associated to the cyclic module

(3.1) C∗(A, W ) := HomG(A∗+1, W ) ,

whose cyclic structure is defined by the operators

∂iφ(a0 ⊗ · · · ⊗ an) = φ(a0 ⊗ · · ·aiai+1 ⊗ · · · ⊗ an) , 0 ≤ i < n ,

∂nφ(a0 ⊗ · · · ⊗ an) = S(an
(−1))φ(an

(0)a
0 ⊗ · · · ⊗ an−1) ,

σiφ(a0 ⊗ · · · ⊗ an) = φ(a0 ⊗ · · ·ai ⊗ ai+1 ⊗ · · · ⊗ an) , 0 ≤ i < n ,

τnφ(a0 ⊗ · · · ⊗ an) = S(an
(−1))φ(an

(0) ⊗ a0 ⊗ · · · ⊗ an−1) .

For each m ∈ N we denote by Wm the simple SL(2, C)-module of dimension m+1,
realized as the the space

Wm = {P (T1, T2) ∈ C[T1, T2] ; P is homogeneous of degreem}
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and we let GL+(2, R) act on Wm by

(g · P ) (T1, T2) = det(g)−
m
2 P (aT1 + cT2, bT1 + dT2), g =

(
a b
c d

)
.

Note that as a GL+(2, R)-module, Wm is the complexification of

Wm(R) = {P (T1, T2) ∈ R[T1, T2] ; P is homogeneous of degreem} ,

and we denote by Re : Wm → Wm(R) the projection obtained by taking the real
parts of the coefficients. We also note that as a GL+(2, Q)-module Wm(R) has an
obvious rational structure

Wm(Q) = {P (T1, T2) ∈ Q[T1, T2] ; P is homogeneous of degreem} .

We denote by Fm : H →Wm the polynomial function

(3.2) Fm(z) = (zT1 + T2)m ,

and note that it satisfies, for any g ∈ GL+(2, R), the covariance property

(3.3) Fm|g (z) ≡ det(g)−
m
2 (cz + d)m Fm(gz) = g · Fm(z) .

3.2. Cyclic 1-cocycles with coefficients: base point in H. With these
ingredients at hand, and after making the additional choice of a ‘base point’ z0 ∈ H ,
we proceed to define the invariant cocycles which will support characteristic maps
associated to Hopf actions in the degenerate case.
Regarding HomG(A⊗A, Wm) as a graded linear space with respect to the weight
filtration inherited from A , we define the weight 2 element τm ∈ HomG(A⊗A, Wm)
as follows. Let

a0 =
∑
α

f0
αUα ∈ Aw(a0) and a1 =

∑
β

f1
βUβ ∈ Aw(a1) ,

be two homogeneous elements in A; by definition,

τm(a0, a1) =

⎧⎪⎪⎨⎪⎪⎩
∑
α

∫ α z0

z0

Fm f0
α f1

α−1 |α−1 dz if w(a0) + w(a1) = m + 2,

0 otherwise .

Lemma 6. For each m ≥ 2, τm−2 ∈ C1(A, Wm−2) is a cyclic cocycle.

Proof. For notational convenience, we shall omit the subscript m − 2 in the
ensuing calculations, which are of course similar to those in the proof of Proposition
2.
Let f0Uγ0 , f

1Uγ1 , f
2Uγ2 ∈ A be such that

w(f0) + w(f1) + w(f2) = m and γ0γ1γ2 = 1 .

Then

bτ(f0Uγ0 , f
1Uγ1 , f

2Uγ2) =
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= τ(f0f1|γ0
−1Uγ0γ1 , f

2Uγ2)− τ(f0Uγ0 , f
1f2|γ1

−1Uγ1γ2)

+ γ2
−1τ(f2f0|γ2

−1Uγ2γ0 , f
1Uγ1)

=
∫ γ0γ1 z0

z0

Ff0f1|γ0
−1f2|γ1

−1γ0
−1dz −

∫ γ0 z0

z0

Ff0f1|γ0
−1f2|γ1

−1γ0
−1dz

+ γ2
−1

∫ γ2γ0 z0

z0

Ff2f0|γ2
−1f1|γ0

−1γ2
−1dz

=
∫ γ0γ1z0

γ0z0

Ff0f1|γ0
−1f2|γ2dz +

∫ γ2γ0 z0

z0

F |γ2
−1f2f0|γ2

−1f1|γ0
−1γ2

−1dz

=
∫ γ2

−1 z0

γ0 z0

Ff0f1|γ0
−1f2|γ2dz +

∫ γ0 z0

γ2−1 z0

Ff2|γ2f
0f1|γ0

−1dz = 0 ,

and so bτ = 0. It is also cyclic, because for f0Uγ0 , f
1Uγ1 ∈ A such that

(3.4) w(f0) + w(f1) = m and γ0γ1 = 1

one has

λ1τ(f0Uγ0 , f
1Uγ1) = −γ1

−1τ(f1Uγ1 , f
0Uγ0) =

= −γ1
−1

∫ γ1 z0

z0

Ff1f0|γ1
−1dz = −

∫ γ1 z0

z0

F |γ1
−1f1f0|γ1

−1dz

=
∫ γ0 z0

z0

Ff1|γ1f
0dz = τ(f0Uγ0 , f

1Uγ1) .

�

3.3. Cyclic 1-cocycles with coefficients: base point at cusps. We now
extend the construction of subsection 2.2, allowing the base point z0 to belong to
the ‘arithmetic’ boundary of the upper half plane P 1(Q), to the general case of
weight m ≥ 2. To this end we shall just apply the same procedure to the cocycle
τ = τm−2. For f0Uγ0 , f

1Uγ1 ∈ A such that

(3.5) w(f0) + w(f1) = m and γ0γ1 = 1

it is given by the integral

τ(f0Uγ0 , f
1Uγ1) =

∫ γ0 z0

z0

Ff0 f1|γ1 dz ,

where F = Fm−2. Taking its derivative with respect to z0 ∈ H gives

d

dz0
τ(f0Uγ0 , f

1Uγ1) = F |γ0(z0) (f0|γ0 f1)(z0)− F (z0) (f0 f1|γ1)(z0)

= γ0 · F (z0) (f0|γ0 f1)(z0)− F (z0) (f0 f1|γ1)(z0)

= −bεF (f0Uγ0 , f
1Uγ1),

where
εF = F (z0) ε .



TRANSGRESSIONS OF GODBILLON-VEY AND RADEMACHER FUNCTIONS 97

As above, we split it into two functionals

εF = F (z0)a0 + F (z0) ε̃ ,

and regularize the cocycle τ by adding the coboundaries of suitable anti-derivatives
of the two components:

τ̃ = τ + b
(
F̌ (z0)a0

)
−
∫ i∞

z0

b (F (z) ε̃) dz ,

where

(3.6) F̌m−2(z0) =
∫ z0

0

F (z)dz =
m−2∑
k=0

(m− 2)!
(k + 1)!(m− k − 2)!

zk+1
0 T k

1 T m−k−2
2 .

Explicitly, for f0Uγ0 , f
1Uγ1 ∈ A satisfying (3.5),

τ̃m−2(f0Uγ0 , f
1Uγ1) =

=
∫ γ0 z0

z0

Ff0 f1|γ1 dz + F̌ (z0)a0(f0 f1|γ1)− γ0 · F̌ (z0)a0(f0|γ0 f1)

−
∫ i∞

z0

F ε̃(f0 f1|γ1) dz +
∫ i∞

z0

γ0 · F ε̃(f0|γ0 f1) dz .(3.7)

Since by its very definition τ̃m−2 ∈ C1(A, Wm−2) differs from the cocycle τm−2 ∈
ZC1(A, Wm−2) by a coboundary, it is itself a cyclic cocycle.

4. Transgression for degenerate actions

The higher weight counterparts of the above results involve cyclic cocycles with
coefficients that are invariant under ‘degenerate’ actions of H1, associated to mod-
ular forms of arbitrary weight. In the case of cusp forms, the corresponding cup
products by the universal Godbillon-Vey cocycle δ1 ∈ ZC1(H1; δ, 1) transgress to 1-
dimensional cohomology classes of congruence subgroups, implementing the Eichler-
Shimura isomorphism, while the degenerate actions corresponding to Eisenstein se-
ries give rise to generalized functions of Rademacher type, [20], as well as to the
Eisenstein cocycle of Stevens [28].

4.1. Degenerate actions of H1 of higher weight. We recall a few basic
facts about cocycle perturbations of Hopf actions. Given a Hopf algebra H and
an algebra A endowed with a Hopf action of H, a 1-cocycle u ∈ Z1(H,A) is an
invertible element of the convolution algebra L(H,A) of linear maps from H to A,
satisfying

(4.1) u(h h′) =
∑

u(h(1))h(2)(u(h′)) , ∀h ∈ H .

The conjugate under u ∈ Z1(H,A) of the original action of H on A is given by

(4.2) h̃(a) :=
∑

u(h(1))h(2)(a)u−1(h(3))
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The standard action of H1 commutes with the natural coaction of G+(Q) on
AG+(Q). It is natural to only consider cocycles u with the same property. The val-
ues of such a 1-cocycle u on generators must belong to the subalgebraM⊂ AG+(Q),
and have to be of the following form:

u(X) = θ ∈ M2, u(Y ) = λ ∈ C, u(δ1) = ω ∈M2 .

By [8, Prop. 11], for each such data θ ∈ M2, λ ∈ C, ω ∈ M2 ,
10 there exists a unique 1-cocycle u ∈ L(H1,AG+(Q)) such that

u(X) = θ, u(Y ) = λ, u(δ1) = ω ;

20 the conjugate under u of the action ofH1 is given on generators as follows:

Ỹ = Y , X̃(a) = X(a) + [(θ − λω), a]− λ δ1(a) + ωY (a) ,

δ̃1(a) = δ1(a) + [ω, a] , a ∈ AG+(Q) ;(4.3)

30 The conjugate under u of δ′2 is given by the operator

δ̃′2(a) = [X(ω) +
ω2

2
− Ω4, a] , a ∈ AG+(Q)

and there is no choice of u for which δ̃′2 = 0.

The actions described above were called projective because δ̃′2 acts by an inner
transformation.

For our purposes, it is the difference δ̃1 − δ1 which matters. In view of (4.3), we
may as well start from the trivial action and may also assume θ = 0, λ = 0.

We call the trivial action of weight m of H1 on AG+(Q) the action defined by

(4.4) Y (a) =
w(f)
m

a, X(a) = 0 , δn(a) = 0, n ≥ 1

To any modular form ω ∈Mm we shall now associate a ‘degenerate’ action of the
Hopf algebra H1 on the crossed product algebra AG+(Q) as follows.

Proposition 7. Let ω ∈M be a modular of weight w(ω) = m.
10. There exists a unique 1-cocycle u = uω ∈ Z1(H1,AG+(Q)) such that

u(Y ) = 0, u(X) = 0, u(δ1) = ω .

20. The conjugate under uω of the trivial action of weight m of H1 on A =
AG+(Q) is determined by

(4.5) Ỹ (a) =
w(a)
m

a, X̃(a) = ω Ỹ (a), δ̃1(a) = [ω, a], ∀ a ∈ A .

Under this action, one has, for any n ≥ 1 ,

δ̃n(a) = (n− 1)! ωn−1 [ω, a], ∀ a ∈ A ,(4.6)

resp. δ̃n(f U∗
γ ) = Xn−1(ω − ω|γ) f U∗

γ , ∀ f U∗
γ ∈ A .(4.7)
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Proof. The first statement is a variant of [8, Proposition 11, 10]. Its proof
gives the following explicit description of the 1-cocycle u ∈ Z1(H1,AG+(Q)).
First, recall that any element of H1 can be uniquely written as a linear combination
of monomials of the form P (δ1, δ2, ..., δ�)Xn Y m . We then let ω(k) be defined by
induction by

ω(1) := ω, ω(k+1) := ω Y (ω(k)) = k! ωk+1, ∀ k ≥ 1 .

Then

u (P (δ1, δ2, ..., δ�)Xn Y m) =

{
P (ω(1), ω(2), ..., ω(�)) if n = m = 0,

0 otherwise ,

while its inverse u−1 is given by

u−1 (P (δ1, δ2, ..., δ�)Xn Y m) =

{
P (−ω, 0, ..., 0) if n = m = 0,

0 otherwise .

The formulae (4.5) are obtained from 10 above and the definitions (4.2), (4.4) (cf.
also [8, Proposition 11, 20]). Finally (4.6), and hence (4.7), follows by straightfor-
ward computation. �

The actions as in 20 above are degenerate, in the sense that δ̃1 acts by an inner
transformation.

Lemma 8. With respect to the degenerate action of weight m, one has

(4.8) τ(h(1)(a0), h(2)(a1)) = δ(h) τ(a0, a1), ∀h ∈ H1, a0, a1 ∈ A ,

for τ = τm−2 or τ = τ̃m−2.

Proof. We shall check the H1-invariance property (4.8) for τ = τm−2. As in
the proof of Proposition 2, it suffices to verify it on the generators.
Starting with Ỹ , for f0Uγ0 , f

1Uγ1 satisfying (3.4) one has

τ(Ỹ (f0Uγ0), f
1Uγ1) + τ(f0Uγ0 , Ỹ (f1Uγ1)) =

=
∫ γ0 z0

z0

F Ỹ (f0f1|γ0
−1)dz =

w(f0) + w(f1)
m

∫ γ0 z0

z0

Ff0f1|γ0
−1dz

=
∫ γ0 z0

z0

Ff0f1|γ0
−1dz = δ(Y ) τ(f0Uγ0 , f

1Uγ1) .

Passing to X̃, the identity (4.8) is nontrivial only if f0Uγ0 , f
1Uγ1 ∈ A satisfy

(4.9) w(f0) + w(f1) = 0 and γ0γ1 = 1 .

One then has

τ(X̃(f0)Uγ0 , f
1Uγ1) + τ(f0Uγ0 , X̃(f1)Uγ1) + τ(δ1(f0Uγ0), Ỹ (f1)Uγ1) =

=
∫ γ0 z0

z0

F ωỸ (f0)f1|γ0
−1dz +

∫ γ0 z0

z0

F f0ω|γ0
−1Ỹ (f1)|γ0

−1dz

+
∫ γ0 z0

z0

F (ω − ω|γ0
−1)f0Ỹ (f1)|γ0

−1dz =
∫ γ0 z0

z0

F ωỸ (f0 f1|γ0
−1)dz
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=
w(f0) + w(f1)

m

∫ γ0 z0

z0

Ff0f1|γ0
−1dz = 0 ,

the vanishing being a consequence of (4.9).
Finally, in the case of δ̃1 and with f0Uγ0 , f

1Uγ1 as in (4.9), if the action is degen-
erate, one has

τ(δ̃1(f0Uγ0), f
1Uγ1) + τ(f0Uγ0 , δ̃1(f1Uγ1)) =

=
∫ γ0 z0

z0

F (ω − ω|γ1)f0f1|γ1dz +
∫ γ0 z0

z0

Ff0(ω − ω|γ0)|γ1f
1|γ1dz = 0 .

�

4.2. Transgression in the higher weight case. We now consider the de-
generate action associated to a modular form ω ∈ Mm with m ≥ 2 and define the
cup product of δ1 with the invariant 1-trace τ as in Lemma 8 by the formula

gvω (a0, a1, a2) = τ(a0 δ̃1(a1), a2) = τ(a0 ωa1 − a1ω, a2) , a0, a1, a2 ∈ A

Lemma 9. One has gvω ∈ ZC2(A, Wm−2), that is

b(gvω) = 0 and B(gvω) = 0 .

Proof. As in the proof of Lemma 1, using the primitivity of δ1, one has

b(gvω) (a0, a1, a2, a3) = τ (a0a1δ1(a2), a3) − τ (a0δ1(a1a2), a3)

+ τ (a0δ1(a1), a2a3) − S(a3
(−1)) τ (a3

(0)a
0δ1(a1), a2)

= −τ (a0δ1(a1)a2, a3) + τ (a0δ1(a1), a2a3)

− S(a3
(−1)) τ (a3

(0)a
0δ1(a1), a2) = −bτ (a0δ1(a1), a2, a3) = 0 .

Next, since τ(a, 1) = 0 for any a ∈ A, one has

B(gvω) (a0, a1) = gωv (1, a0, a1) − S(a1
(−1)) gvω (1, a1

(0), a
0)

= τ (δ1(a0), a1) − S(a1
(−1)) τ (δ1(a1

(0)), a
0) .

We now use the fact that the action of δ1 commutes with the coaction of GL+(2, Q),
to continue

B(gvω) (a0, a1) = τ (δ1(a0), a1) − S(δ1(a1)(−1)) τ (δ1(a1)(0), a0)

= τ (δ1(a0), a1) + τ (a0, δ1(a1)) = 0 ,

the vanishing being a consequence of theH1-invariance property of τ ∈ ZC1(A, Wm−2).
�
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Because degenerate actions are perturbations of the trivial action of weight m, one
expects the cup product

[gvω] = [δ1]#[τm−2]
to vanish. This is indeed the case, the vanishing being a consequence of a general
transgression formula for degenerate actions. To state it, we introduce the cochain
tgvω ∈ C1(A, Wm−2),

(4.10) tgvω(a0, a1) = −τ(a0, ω a1) , a0, a1 ∈ A

Proposition 10. For any ω ∈ Mm,

gvω = b (tgvω) and B (tgvω) = 0 .

Proof. One has

b(tgvω)(a0, a1, a2) = −τ(a0a1, ωa2) + τ(a0, ωa1a2)− a2
(−1)τ(a2a0, ωa1);

after replacing the first term in the right hand side using

0 = bτ(a0, a1, ωa2) =

= τ(a0a1, ωa2)− τ(a0, a1ωa2) + a2
(−1)τ(ωa2a0, a1),

one obtains

b(tgvω) (a0, a1, a2) = τ(a0, ωa1a2)− τ(a0, a1ωa2) +

+ a2
(−1)

(
τ(ωa2a0, a1)− τ(a2a0, ωa1)

)
= τ(a0, δ̃1(a1)a2) + a2

(−1)

(
τ(ωa2a0, a1)− τ(a2a0, ωa1)

)
.

We now use the identity

0 = bτ(a0, δ̃1(a1), a2) = τ(a0δ̃1(a1), a2)− τ(a0, δ̃1(a1)a2) + a2
(−1)τ(a2a0, δ̃1(a1))

to replace the term τ(a0, δ̃1(a1)a2), thus obtaining

b(tgvω) (a0, a1, a2) = τ(a0δ̃1(a1), a2) +

+ a2
(−1)

(
τ(a2a0, δ̃1(a1)) + τ(ωa2a0, a1)− τ(a2a0, ωa1)

)
= τ(a0δ̃1(a1), a2) + a2

(−1)

(
−τ(a2a0, a1ω) + τ(ωa2a0, a1)

)
.(4.11)

Next, using

0 = bτ(c0, c1, ω) = τ(c0c1, ω)− τ(c0, c1ω) + τ(ωc0, c1)

= −τ(c0, c1ω) + τ(ωc0, c1) ,

for c0 = a2a0 and c1 = a1, one sees that the term in paranthesis vanishes, and
therefore (4.11) reduces to

b(tgvω) (a0, a1, a2) = τ(a0δ̃1(a1), a2) = gvω (a0, a1, a2) .

On the other hand, by the very definition of τ = τm−2, one has

B(tgvω) (a0) = −τ(1, ωa0) − τ(a0, ω) = 0 .

�
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Let ω ∈ Mm(Γ), for some congruence subgroup Γ ⊂ SL(2, Z). The transgression
proper occurs when gvω is restricted to the subalgebra

AΓ = M� Γ ,

on which δ̃1 vanishes. Then tgvω becomes a cocycle in ZC2(AΓ, Wm−2) and its
restriction to AΓ

0 = C[Γ]

tgvω(Uγ0 , Uγ1) = −τ(Uγ0 , ω Uγ1) = −
∫ γ0z0

z0

Fω dz , γ0γ1 = 1,

gives a group cocycle in Z1(Γ, Wm−2). After a change of sign, we denote this cocycle

(4.12) TGVω(γ) :=
∫ γz0

z0

Fω dz , ∀ γ ∈ Γ.

Taking its real part, one obtains the linear map

(4.13) ω ∈Mm(Γ) 	−→ ES(ω) := [Re TGVω] ∈ H1(Γ, Wm−2(R)) ,

whose restriction to the cuspidal subspace M0
m(Γ) gives the Eichler-Shimura em-

bedding of M0
m(Γ) into H1(Γ, Wm−2(R)).

In the remainder of this section we shall look closer at the restriction of the assign-
ment (4.13) to the Eisenstein subspace Em(Γ) ⊂Mm(Γ). To this end, we proceed
to recall the construction of the Hecke lattice for higher weight Eisenstein series.
For a = (a1, a2) ∈ (Q/Z)2, the holomorphic Eisenstein series G

(m)
a of weight m > 2

is defined by the absolutely convergent series

G(m)
a (z) :=

∑
k∈Q2\0,k≡a (mod1)

(k1z + k2)−m ;

averaging over
(

1
N Z/Z

)2, and using as weights the additive characters (see (1.7)){
χx ; x ∈

(
1
N Z/Z

)2}, gives rise to the series

(4.14) φ(m)
x (z) :=

(m− 1)!
(2πiN)m

∑
a∈( 1

N Z/Z)2

χx(a) ·G(m)
a (z) .

We now apply Proposition 10 for the case of the degenerate action defined by
an Eisenstein series φ

(m)
x , x ∈

(
1
N Z/Z

)2, and with respect to the H1-invariant
cocycle τ̃ = τ̃m−2 (see (3.7)). Restricting to C[Γ(N)] one obtains the transgressed
group cocycle T̃GV φx ∈ Z1(Γ(N), Wm−2). We then take its real part Φ(m)

x :=
Re T̃GV φx ∈ Z1(Γ(N), Wm−2(R)), which still satisfies the cocycle relation

(4.15) Φ(m)
x (αβ) = Φ(m)

x (α) + α · Φ(m)
x (β), α, β ∈ Γ(N) .

We shall show that Φ(m)
x coincides with the generalized Rademacher function of

[20, §2], and in particular Φ(m)
x ∈ Z1(Γ(N), Wm−2(Q)). As a matter of fact, we

shall explicitly compute its extension to GL+(2, Q) ,

Φ(m)
x = ReΨ(m)

x .

In turn,
Ψ(m)

x (γ) = T̃GV φx , γ ∈ GL+(2, Q) ,
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is obtained by specializing the formula (3.7) to f0 = φ
(m)
x , f1 = 1 and thus is given

by the expression

Ψ(m)
x (γ) =

∫ γz0

z0

F (z)φ(m)
x (z)dz + F̌ (z0)a0(φ(m)

x )− γ · F̌ (z0)a0(φ(m)
x |γ)

−
∫ i∞

z0

F (z) ε̃(φ(m)
x )(z)dz +

∫ i∞

z0

γ · F (z) ε̃(φ(m)
x |γ)(z)dz ,(4.16)

which is independent of z0 ∈ H. The coboundary relation in Proposition 10 is
equivalent with the following cocycle property

(4.17) Ψ(m)
x (αβ) = Ψ(m)

x (α) + α ·Ψ(m)
x|α (β), α, β ∈ GL+(2, Q) ,

and the collection {Φ(m)
x ; x ∈ Q2/Z2} is equivalent to the distribution valued

Eisenstein cocycle of Stevens [28].

To state the precise result, we need to recall one more definition, that of a generalized
higher Rademacher-Dedekind sum ([23, 13, 28, 20]); given a, c ∈ Z with (a, c) = 1
and c ≥ 1, 0 < k < m ∈ N and x ∈

(
1
N Z/Z

)2, it is defined by the expression

(4.18) S(m−k,k)
x (

a

c
) =

c−1∑
r=0

Bm−k

(
x1+r

c

)
m− k

Bk

(
x2 + ax1+r

c

)
k

,

where Bj : R → R is the j-th periodic Bernoulli function

Bj(x) = Bj(x− [x]) , x ∈ R .

Theorem 11. Let m ≥ 2 and let x ∈ Q2/Z2, with x �= 0 if m = 2.

10. For β =
(

a b
0 d

)
∈ B(Q),

Φ(m)
x (β) = −Bm(x1)

m

∫ b
d

0

(tT1 + T2)m−2 dt .

20. For σ =
(

a b
c d

)
∈ SL(2, Z), with c > 0,

Φ(m)
x (σ) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

− Bm(x1)
m

∫ a
c

0

(tT1 + T2)m−2 dt

− Bm(ax1 + cx2)
m

∫ 0

− d
c

(t(aT1 + cT2) + bT1 + dT2)
m−2

dt

+
m−2∑
k=0

(−1)k

(
m− 2

k

)
S(m−k−1,k+1)

x (
a

c
)T k

1 (aT1 + cT2)m−k−2.

Proof. 10. Restricting Ψ(m)
x to B(Q), one has

Ψ(m)
x (β) =

∫ βz0

z0

F (z) ε̃(φ(m)
x )(z)dz + a0(φ(m)

x )
∫ βz0

z0

F (z)dz
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+ F̌ (z0)a0(φ(m)
x )− β · F̌ (z0)a0(φ(m)

x |β)

−
∫ i∞

z0

F (z) ε̃(φ(m)
x )(z) dz +

∫ i∞

z0

β · F (z) ε̃(φ(m)
x |β)(z)dz

=
∫ βz0

z0

F (z) ε̃(φ(m)
x )(z)dz + a0(φ(m)

x ) (F̌ (βz0)− F̌ (z0))

+ F̌ (z0)a0(φ(m)
x )− β · F̌ (z0)a0(φ(m)

x |β)

−
∫ i∞

z0

F (z) ε̃(φ(m)
x )(z)dz +

∫ i∞

z0

β · F (z) ε̃(φ(m)
x |β)(z)dz

=
∫ βz0

z0

F (z)ε̃(φ(m)
x )(z)dz + a0(φ(m)

x )F̌ (βz0)− β · F̌ (z0)a0(φ(m)
x |β)

−
∫ i∞

z0

F (z) ε̃(φ(m)
x )(z)dz +

∫ i∞

z0

β · F (z) ε̃(φ(m)
x |β)(z) dz .

When z0 → i∞ all three integrals vanish. For the remaining terms we note that,
using the weight m analogue of (2.32), one has

a0(φ(m)
x )F̌ (βz0)− β · F̌ (z0)a0(φ(m)

x |β) = a0(φ(m)
x )

(
F̌ (βz0)−

(a

d

)m
2

β · F̌ (z0)
)

.

Since
d

dz0

(
F̌ (βz0)−

(a

d

)m
2

β · F̌ (z0)
)

= 0 ,

as one can easily check employing (3.3), the expression is constant in z0, hence
equal to its value at z0 = 0

F̌ (βz0)−
(a

d

)m
2

β · F̌ (z0) = F̌ (
b

d
) .

From the known Fourier transform of φ
(m)
x ([20], formula (2.1)), one reads that

(4.19) a0(φ(m)
x ) = −Bm(x1)

m
.

It follows that

(4.20) Φ(m)
x (β) = −Bm(x1)

m

∫ b
d

0

(tT1 + T2)m−2 dt

which proves the first statement.

20. Let us now compute the value of Ψ(m)
x at σ0 =

(
0 −1
1 0

)
by choosing in (4.16)

z0 = i, which is a fixed point of σ0. One has

Ψ(m)
x (σ0) = a0(φ(m)

x ) F̌ (i)− σ0 · F̌ (i)a0(φ(m)
x |σ0)

−
∫ i∞

i

F (z) ε̃(φ(m)
x )(z) dz +

∫ i∞

i

σ0 · F (z) ε̃(φ(m)
x |σ0)(z) dz .

This can be related to the Mellin transform of Fφ
(m)
x ,

D(Fφ(m)
x , s) =

∫ i∞

0

F (z) ε̃(φ(m)
x )(z) ys−1 dz , z = x + iy .
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More precisely, as in the proof of [27, Prop. 2.3.3], one shows that

Ψ(m)
x (σ0) = −D(Fφ(m)

x , 1) ,

which in turn can be computed, as in [27, Prop. 2.2.1], from the Fourier transform
of f φ

(m)
x . Taking the real part one obtains, [28, Thm. 6.9 (a)],

(4.21) Φ(m)
x (σ0) =

m−2∑
k=0

(−1)k

(
m− 2

k

)
Bm−k−1(x1)
m− k − 1

Bk+1(x2)
k + 1

T k
1 T m−k−2

2

In view of the Bruhat decomposition GL+(2, Q) = B(Q) ∪ B(Q)σ0B(Q), the ex-
pressions (4.20) and (4.21), together with the cocycle relation (4.17), uniquely de-
termine Φ(m)

x and allow its explicit calculation (comp. [27, Ch. 2], [28, §5], where
the weight 2 case is treated in detail). This calculation has in fact been done by
Nakamura [20], for a cocycle defined in a similar manner but using an alternate
construction of the Eichler-Shimura period integrals. Since both (4.20) and (4.21)
agree with Nakamura’s formula [20, (2.8)] for the restriction of Φ(m)

x to SL(2, Z), one
can conclude that Φ(m)

x (σ) is given by the cited formula for any σ ∈ SL(2, Z). �

A similar construction can be performed starting with any holomorphic function
F : H →W that satisfies the covariance law (3.3),

F |g (z) ≡ det(g)−
m−2

2 (cz + d)m−2 F (gz) = g · F (z) , g ∈ GL+(2, R).

Of particular interest, in view of its connection to special values at non-positive in-
tegers of partial zeta functions for real quadratic fields (see [28, §7]), is the following
choice ([28, (6.4) (b)]). For m = 2n ∈ 2N, one takes

Wn−1,n−1 = (Wn−1 ⊗Wn−1)sym ⊂ Wn−1 ⊗Wn−1 ,

i.e. the subspace fixed by the involution P1 ⊗ P2 	→ P2 ⊗ P1; its elements may be
identified with the homogeneous polynomials P ∈ C[T1, T2, T3, T4] of degree 2(n−1)
such that

P (T1, T2, T3, T4) = P (T3, T4, T1, T2) .

GL+(2, R) acts on Wn−1,n−1 by the tensor product of the natural representations
on the two factors Wn−1, and the function F = Fn−1,n−1 : H → Wn−1,n−1 is
defined by the formula

Fn−1,n−1(z) = (zT1 + T2)n−1 (zT3 + T4)n−1 .

For this specific choice, taking into account [28, Theorem 6.9], the statement of
Theorem 11 becomes modified as follows.

Theorem 12. Let m = 2n ≥ 2 and let x ∈ Q2/Z2, with x �= 0 if m = 2.

10. For β =
(

a b
0 d

)
∈ B(Q),

Φ(m)
x (β) = −Bm(x1)

m

∫ b
d

0

(tT1 + T2)n−1 (tT3 + T4)n−1 dt .
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20. For σ =
(

a b
c d

)
∈ SL(2, Z), with c > 0,

Φ(m)
x (σ) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

− Bm(x1)
m

∫ a
c

0

(tT1 + T2)n−1 (tT3 + T4)n−1 dt

− Bm(ax1 + cx2)
m

∫ 0

− d
c

(t(aT1 + cT2) + bT1 + dT2)
n−1

· (t(aT3 + cT4) + bT3 + dT4)
n−1

dt

+
n−1∑
k=0

n−1∑
�=0

(−1)k+�

(
n− 1

k

)(
n− 1

�

)
S(m−k−�−1,k+�+1)

x (
a

c
)

·T k
1 (aT1 + cT2)n−k−1 T �

3 (aT3 + cT4)n−�−1.

Remark 13. Reformulating a result of Siegel [25, 26], Stevens has shown [28, §7]
that the Eisenstein cocycle Φ of Theorem 12 can be used to calculate the values
at nonpositive integers of partial zeta functions over a real quadratic field. This is
achieved by specializing Φ to a certain Eisenstein series E, then evaluating it at
the element σ ∈ SL(2, Z) that represents the action of a certain unit, and finally
computing the polynomial ΦE(σ) on the basis elements and their conjugates. It
is intriguing to observe that the above transgressive construction confers Φ the
secondary status reminiscent of the Borel regulator invariants that enter in the
expression of the special values at non-critical points of L-functions associated to
number fields ([16, 29, 30]).
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Archimedean cohomology revisited

Caterina Consani and Matilde Marcolli

Abstract. Archimedean cohomology provides a cohomological interpretation
for the calculation of the local L-factors at archimedean places as zeta regu-
larized determinant of a log of Frobenius. In this paper we investigate further
the properties of the Lefschetz and log of monodromy operators on this coho-
mology. We use the Connes-Kreimer formalism of renormalization to obtain
a fuchsian connection whose residue is the log of the monodromy. We also
present a dictionary of analogies between the geometry of a tubular neigh-
borhood of the “fiber at arithmetic infinity” of an arithmetic variety and the
complex of nearby cycles in the geometry of a degeneration over a disk, and we
recall Deninger’s approach to the archimedean cohomology through an inter-
pretation as global sections of a analytic Rees sheaf. We show that action of the
Lefschetz, the log of monodromy and the log of Frobenius on the archimedean
cohomology combine to determine a spectral triple in the sense of Connes. The
archimedean part of the Hasse-Weil L-function appears as a zeta function of
this spectral triple. We also outline some formal analogies between this coho-
mological theory at arithmetic infinity and Givental’s homological geometry
on loop spaces.

1. Introduction

C. Deninger produced a unified description of the local factors at arithmetic infinity
and at the finite places where the local Frobenius acts semi-simply, in the form of a
Ray–Singer determinant of a “logarithm of Frobenius” Φ on an infinite dimensional
vector space (the archimedean cohomology H ·

ar(X) at the archimedean places, [11]).
The first author gave a cohomological interpretation of the space H ·

ar(X), in terms
of a double complex K ·,· of real differential forms on a smooth projective algebraic
variety X (over C or R), with Tate-twists and suitable cutoffs, together with an
endomorphism N , which represents a “logarithm of the local monodromy at arith-
metic infinity”. Moreover, in this theory the cohomology of the complex Cone(N)·

computes real Deligne cohomology of X , [9]. The construction of[9] is motivated
by a dictionary of analogies between the geometry of the tubular neighborhoods
of the “fibers at arithmetic infinity” of an arithmetic variety X and the geometric
theory of the limiting mixed Hodge structure of a degeneration over a disk. Thus,
the formulation and notation used in [9] for the double complex and archimedean
cohomology mimics the definition, in the geometric case, of a resolution of the
complex of nearby cycles and its cohomology([28]).
In Section 2 and 3 we give an equivalent description of Consani’s double complex,
which allows us to investigate further the structure induced on the complex and
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the archimedean cohomology by the operators N , Φ, and the Lefschetz operator
L. In Section 4 we illustrate the analogies between the complex and archimedean
cohomology and a resolution of the complex of nearby cycles in the classical ge-
ometry of an analytic degeneration with normal crossings over a disk. In Section
5 we show that, using the Connes–Kreimer formalism of renormalization, we can
identify the endomorphism N with the residue of a Fuchsian connection, in anal-
ogy to the log of the monodromy in the geometric case. In Section 6 we recall
Deninger’s approach to the archimedean cohomology through an interpretation as
global sections of a real analytic Rees sheaf over R. In Section 7 we show how
the action of the endomorphisms N and L and the Frobenius operator Φ define
a noncommutative manifold (a spectral triple in the sense of Connes), where the
algebra is related to the SL(2, R) representation associated to the Lefschetz L, the
Hilbert space is obtained by considering Kernel and Cokernel of powers of N , and
the log of Frobenius Φ gives the Dirac operator. The archimedean part of the
Hasse-Weil L-function is obtained from a zeta function of the spectral triple. In
Section 8 we outline some formal analogies between the complex and cohomology at
arithmetic infinity and the equivariant Floer cohomology of loop spaces considered
in Givental’s homological geometry of mirror symmetry.

2. Cohomology at arithmetic infinity

Let X be a compact Kähler manifold of (complex) dimension n. Consider the
complex of C-vector spaces

(2.1) C· = Ω·
X ⊗ C[U, U−1]⊗ C[�, �−1],

where Ω·
X = ⊕p,qΩ

p,q
X is the complex of global sections of the sheaves of (p, q)-forms

on X , � and U are formal independent variables, with U of degree two. Our choice
of notation wants to be suggestive of [15], in view of the analogies illustrated in the
last section of this paper. On C · we consider the total differential δC = d′C + d′′C ,
where d′C = � d, with d = ∂+∂̄ the usual de Rham differential and d′′C =

√
−1(∂̄−∂).

The hypercohomology H·(C·, δC) is then simply given by the infinite dimensional
vector space H ·(X ; C)⊗ C[U, U−1]⊗ C[�, �−1].
We also consider the positive definite inner product

(2.2) 〈α⊗ U r ⊗ �k, η ⊗ U s ⊗ �t〉 := 〈α, η〉 δr,sδk,t,

where 〈α, η〉 denotes the Hodge inner product on forms Ω·
X , given by

(2.3) 〈α, η〉 :=
∫

X

α ∧ ∗C(η̄),

with C(η) = (
√
−1 )p−q, for η ∈ Ωp,q

X , and δa,b the Kronecker delta.
We then introduce certain cutoffs on C·, which will allow us to recover the complex
at arithmetic infinity of [9] from C·.
To fix notation, for fixed p, q ∈ Z≥0 with m = p + q, let

(2.4) λ(q, r) := max {0, 2r + m, r + q} ,

where 2r +m is the total degree of the complex. Let Λ̃p,q ⊂ Z2 be the set of lattice
points satisfying

(2.5) Λ̃q = {(r, k) ∈ Z2 : k ≥ λ(q, r)},
for λ(q, r) as in (2.4).
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For fixed (p, q) with m = p+q, let Cm,2r
p,q ⊂ C· be the complex linear subspace given

by the span of the elements of the form

(2.6) α⊗ U r ⊗ �k,

where α ∈ Ωp,q
X and (r, k) ∈ Λ̃q. We regard Cm,∗

p,q as a 2Z-graded complex vector
space.
Let C· be the direct sum of all the Cm,∗

p,q , for varying (p, q). We regard it as a
Z-graded complex vector space with total degree 2r + m.
In the cutoff (2.4), while the integer 2r+m is just the total degree in Ω·

X⊗C[U, U−1],
the constraint k ≥ r + q can be explained in terms of the Hodge filtration.
Let γ· = F · ∩ F̄ ·, where F · and F̄ · are the Hodge filtrations

(2.7) F pΩm
X :=

⊕
p′+q=m

p′≥p

Ωp′,q
X ,

(2.8) F̄ qΩm
X :=

⊕
p+q′′=m

q′′≥q

Ωp,q′′
X .

The condition defining C· can be rephrased in the following way.

Lemma 2.1. The complex C· has an equivalent description as Ci =
⊕

i=m+2r Cm,2r,
with

(2.9) Cm,2r =
⊕

p+q=m
k≥max{0,2r+m}

(
Fm+r−k Ωm

X

)
⊗ U r ⊗ �k.

with the filtration F · as in (2.7).

Proof. This follows immediately by

(2.10) Fm+r−kΩm
X =

⊕
p+q=m
k≥r+q

Ωp,q
X .

�

Let c denote the complex conjugation operator acting on complex differential forms.
We set T · := (C·)c=id. This is the real complex

(C·)c=id = Ω·
X,R ⊗ R[U, U−1]⊗ R[�, �−1].

Here Ωm
X,R is the R-vector space of real differential forms of degree m, spanned by

forms α = ξ + ξ̄, with ξ ∈ Ωp,q
X and such that p + q = m, namely

(2.11) Ωm
X,R =

⊕
p+q=m

(Ωp,q
X + Ωq,p

X ).

We have then the following equivalent description of T ·.

Lemma 2.2. The complex T · = (C·)c=id has the equivalent description T i =⊕
i=m+2r T m,2r with

(2.12) T m,2r =
⊕

p+q=m
k≥max{0,2r+m}

(
γm+r−k Ωm

X

)
⊗ U r ⊗ �k,
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with the filtration γ· = F · ∩ F̄ ·.

Proof. We have
Fm+r−kΩm

X =
⊕

p+q=m
k≥r+q

Ωp,q
X

F̄m+r−kΩm
X =

⊕
p+q=m
k≥r+p

Ωp,q
X ,

hence one obtains
γm+r−k Ωm

X =
⊕

p+q=m

k≥ |p−q|+2r+m
2

Ωp,q
X ,

where (|p− q|+ 2r + m)/2 = r + max{p, q}.
�

Notice that the inner product (2.3) is real valued on real forms, hence it induces an
inner product on T ·.

Lemma 2.2 suggests the following convenient description of T ·, which we shall use
in the following.
For fixed (p, q) with m = p + q, let

(2.13) κ(p, q, r) := max
{

0, 2r + m,
|p− q|+ 2r + m

2

}
.

Then let Λp,q ⊂ Z2 be the set

(2.14) Λp,q = {(r, k) ∈ Z2 : k ≥ κ(p, q, r)},

with κ(p, q, r) as in (2.13).

Proposition 2.3. The elements of the Z-graded real vector space T · are linear
combinations of elements of the form

(2.15) α⊗ U r ⊗ �k,

with α ∈ (Ωp,q
X + Ωq,p

X ), α = ξ + ξ̄, for some (p, q) with p + q = m, and (r, k) in the
corresponding Λp,q.

Proof. By Lemma 2.1, we have seen that the cutoff λ(q, r) of (2.4) corresponds
to the Hodge filtration F ·, while Lemma 2.2 shows that, when we impose c = id we
can describe (C·)c=id in terms of the γ·-filtration as in (2.12). For fixed (p, q) with
p + q = m, this corresponds to the fact that

(2.16) T m,2r
p,q := (Cm,2r

p,q ⊕ Cm,2r
q,p )c=id

is the real vector space generated by elements of the form (2.15), where α = ξ + ξ̄ ∈
(Ωp,q

X + Ωq,p
X ) is a real form and the indices (r, k) satisfy the conditions k ≥ 0,

k ≥ 2r + m and k ≥ r + max{p, q}. Equivalently, (r, k) ∈ Λp,q. Notice that, since
κ(p, q, r) = κ(q, p, r), we have Λp,q = Λq,p. In fact Λp,q depends on (p, q) only
through |p− q| and m = p + q.

�
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r

.m,
p,q 2r−2k+ |p−q|+m=0

2r+m−k=0

k

T

Figure 1. The region Λp,q ⊂ Z2 defining T m,·
p,q

Figure 1 describes, for fixed values of m and |p− q|, the effect of the cutoff (2.13)
on the varying indices (r, k). Namely, for fixed (p, q) with p + q = m, the region
Λp,q ⊂ Z2 defined in (2.14) is the shaded region in Figure 1. The graph of the
function k = κ(p, q, r) of (2.13) is the boundary of the shaded region in the Figure.
By construction, the real vector space T m,2r

p,q is the linear span of the (2.15) with
(r, k) ∈ Λp,q and T · is the direct sum of all the T m,∗

p,q , for varying (p, q), viewed
as a Z-graded real vector space with total degree 2r + m. Namely, we can think
of a single T m,∗

p,q as a “slice” of T · for fixed (p, q), namely, for each (p, q) there is
a corresponding Figure 1 and T · is obtained when considering the union of all of
them.
The differentials d′C and d′′C induce corresponding differentials d′ and d′′ on T ·,
where d′ = d′C = �d and d′′ = P⊥d′′C , with P⊥ the orthogonal projection of (C·)c=id

onto T ·. Notice that, since d′ and d′′ change the values of (p, q), the differentials
move from one “slice” T m,∗

p,q ⊂ T · to another.

2.1. Operators. In the formulation introduced above, we then obtain the
very simple description of the operators N and Φ of [9] as

(2.17) N = U� Φ = −U
∂

∂U
.

In [9] these represent, respectively, a logarithm of the local monodromy and a loga-
rithm of Frobenius at arithmetic infinity. We consider the Hilbert space completion
of T · in the inner product induced by (2.2). With a slight abuse of notation, we
still denote this Hilbert space by T ·. The linear operator N satisfies N∗N = P1
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and NN∗ = P2, where P1 and P2 denote, respectively, the orthogonal projections
onto the closed subspaces Ker(N)⊥ and Coker(N)⊥ of T ·. The operator N also
has the property that [N, d′] = [N, d′′] = 0. The operator Φ is an unbounded, self
adjoint operator with spectrum Spec(Φ) = Z. It also satisfies [Φ, d′] = [Φ, d′′] = 0.

Notice that, unlike the differentials d′ and d′′ that move between different slices
T m,∗

p,q of T ·, the monodromy map N does not change the values (p, q).

This means that, in addition to the result of Corollary 4.4 of [9] on the “global”
properties of injectivity and surjectivity of the map N : T · → T ·+2, we can also
give an analogous “local” result describing the properties of the map N : T m,∗

p,q →
T m,∗+2

p,q , restricted to an action on a fixed “slice” (i.e. for fixed p and q). In this
case, we obtain the following result.

Proposition 2.4. The endomorphism N : T m,2r
p,q → T m,2(r+1)

p,q has the follow-
ing properties:

(1) N is surjective iff r is in the range r > −max{p, q}
(2) N is injective iff r is in the range r < −min{p, q}.

Proof. (1) For fixed (p, q) with p + q = m, let Λp,q ⊂ Z2 denote the shaded
region in Figure 1, as in (2.14). Let Zp,q ⊂ Z2 denote the set of lattice points
Zp,q = {(r, k) ∈ Z2 : r > −max{p, q}}.
The point (−max{p, q}, 0) ∈ Λp,q is the intersection point of the lines k = 0 and
2r − 2k + m + |p − q| = 0 in the boundary of Λp,q. Thus, one sees that the only
points in (r, k) ∈ Λp,q such that (r−1, k−1) /∈ Λp,q are those of the form (r, 0) with
r ≤ −max{p, q}. This shows that every point (r, k) ∈ Λp,q ∩ Zp,q has the property
that (r − 1, k − 1) ∈ Λp,q, hence N is surjective in the range r > −max{p, q}. It
also shows that, for every r ≤ −max{p, q}, the point (r, 0) in Λp,q is such that
(r − 1,−1) /∈ Λp,q, so that N cannot be surjective in the range r ≤ −max{p, q}.
(2) The case of injectivity is proved similarly. Let

Wp,q = {(r, k) ∈ Z2 : r < −min{p, q}}.

Notice that the only points (r, k) ∈ Λp,q such that (r +1, k +1) /∈ Λp,q are those on
the boundary line k = 2r + m. The point (−min{p, q}, |p− q|) is the intersection
point of the lines k = 2r +m and 2r− 2k +m+ |p− q| = 0 in the boundary of Λp,q.
Thus, we see that every point (r, k) ∈ Λp,q ∩Wp,q is such that (r + 1, k + 1) ∈ Λp,q,
and conversely, for all r ≥ −min{p, q} there exists a point (r, k = 2r + m) ∈ Λp,q

such that (r + 1, k + 1) /∈ Λp,q, hence N is injective in the range r < −min{p, q},
while it cannot be injective for r ≥ −min{p, q}.

�

The complex (T ·, δ) has another important structure, given by the Lefschetz op-
erator, which, together with the polarization and the monodromy, endows (T ·, δ)
with the structure of a polarized Hodge–Lefschetz module, in the sense of Deligne
and Saito ([9], [18], [24]). The Lefschetz endomorphism L is given by

(2.18) L = (· ∧ ω) U−1

where ω is the canonical real closed (1,1)-form determined by the Kähler structure.
The Lefschetz operator satisfies [L, d′] = [L, d′′] = 0.
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Notice that, unlike the monodromy operator N that preserves the “slices” T m,∗
p,q ,

the Lefschetz moves between different slices, namely

L : T m,∗
p,q → T m+2,∗−1

p+1,q+1 .

2.2. Dualities. There are two important duality maps on the complex T ·.
The first is defined on forms by

(2.19) S : α⊗ U r ⊗ �2r+m+� 	→ α⊗ U−(r+m) ⊗ ��,

for α ∈ Ωm
X , and it induces, at the level of cohomology, the duality map of Propo-

sition 4.8 of [9]. The map S induces, in particular, the duality between kernel and
cokernel of the monodromy map in cohomology, described in [9] and [10] in terms
of powers of the monodromy (cf. Proposition 2.5 below).
The other duality is given by the map

(2.20) S̃ : α⊗ U r ⊗ �k 	→ C(∗α)⊗ U r−(n−m) ⊗ �k.

Proposition 2.5. Let S and S̃ be the maps defined in (2.19) and (2.20).
(1) The map S : T · → T · is an involution, namely S2 = 1. It gives a

collection of linear isomorphisms

S = N−(2r+m) : span{α⊗ U r ⊗ �2r+m+�} → span{α⊗ U−(r+m) ⊗ ��},
realized by powers N−(2r+m) of the monodromy.

(2) The map S̃ : T · → T · is an involution, S̃2 = 1. The map induced by S̃ on
the primitive part of the cohomology, with respect to the Lefschetz decom-
position, agrees (up to a non-zero real constant) with the power Ln−m of
the Lefschetz operator.

Proof. (1) The result for S follows directly from the definition, in fact, we
have

S2(α⊗ U r ⊗ �2r+m+�) = S(α⊗ U−(r+m) ⊗ ��)

= α⊗ U r+m−m ⊗ ��+2(r+m)−m = α⊗ U r ⊗ �2r+m+�.

This means that the duality S preserve the “slices” T m,∗
p,q and on them it can be

identified with the symmetry of T · obtained by reflection of the shaded area of
Figure 1 along the line illustrated in Figure 2. The elements of the form α ⊗
U−m/2 ⊗ �|p−q|, for α ∈ Ωm

X are fixed by the involution S since

S(α⊗ U−m/2 ⊗ �|p−q|) = α⊗ U
m
2 −m ⊗ �|p−q|+ 2m

2 −m = α⊗ U−m/2 ⊗ �|p−q|.

We prove (2). The map S̃ preserves T ·, since the cutoffs described by the conditions
k ≥ 0, 2r + m − 2k + |p − q| ≤ 0 and k ≥ 2r + m are preserved by mapping
r 	→ r − (n −m), k 	→ k, m 	→ 2n−m, (p, q) 	→ (n − q, n − p). We have S̃2 = 1,
since

S̃2(α⊗ U r ⊗ �k) = (
√
−1)p−q S̃(∗α⊗ U r−(n−m) ⊗ �k)

= (
√
−1)p−q(

√
−1)n−q−(n−p) ∗2 α⊗ U r−(n−m)−(n−(2n−m)) ⊗ �k

= (
√
−1)2(p−q)(−1)m α⊗ U r ⊗ �k,

where we used ∗2 = (−1)m(2n−m) = (−1)m.
Let Pm(X) be the primitive part of the cohomology Hm(X, C), with respect to the
Lefschetz decomposition ([29] §V.6). Let J be the operator induced on P p,q(X) by
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r

(−m/2, |p−q|)

(−max{p,q},0)

(−min{p,q},|p−q|)

   k=2r+m

2r−2k+ |p−q|+m=0

S

k

Figure 2. The duality S

C(η) = (
√
−1)p−q η. On the primitive cohomology one has the identification (up

to multiplication by a non-zero real constant)

(2.21) Ln−mJη = ∗η.

In particular, (2.21) implies that the map S̃ agrees (up to a normalization factor)
with Ln−m, on the primitive cohomology.

�

Thus, we can think of the two dualities S and S̃ as related, respectively, to the
action of N2r+m and Ln−m, i.e. of powers of the monodromy and Lefschetz.

2.3. Representations. The nilpotent endomorphisms L and N of T · intro-
duced above define two representations of SL(2, R) on T · as follows. With the
notation
(2.22)

χ(λ) :=
(

λ 0
0 λ−1

)
λ ∈ R∗, u(s) :=

(
1 s
0 1

)
s ∈ R, w :=

(
0 1
−1 0

)
,

we define σL and σR by

(2.23) σL(χ(λ)) = λ−n+m, σL(u(s)) = exp(s L), σL(w) = (
√
−1)n C S̃.

(2.24) σR(χ(λ)) = λ2r+m, σR(u(s)) = exp(s N), σR(w) = C S.

Here C is the operator on forms C(η) = (
√
−1 )p−q for η ∈ Ωp,q

X , and S and S̃ the
dualities on T ·, as in Proposition 2.5. The results of [18], [9] and [10] yield the
following.

Proposition 2.6. The operators (2.23) and (2.24) on T · define a represen-
tation σ = (σL, σR) : SL(2, R) × SL(2, R) → Aut(T ·). In the representation σL,
the group SL(2, R) acts by bounded operators on the completion of T · in the inner
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product (2.2). Both SL(2, R) actions commute with the Laplacian � = δδ∗ + δ∗δ,
hence they define induced representations on the cohomology H·(T ·, δ).

Proof. For completeness, we give here a simple proof of the proposition. In
order to show that we have representations of SL(2, R) it is sufficient ([19] §XI.2)
to check that (2.23) and (2.24) satisfy the relations

(2.25)
σ(w)2 = σ(χ(−1))

σ(χ(λ))σ(u(s))σ(χ(λ−1)) = σ(u(sλ2))

We show it first for σR. We show that we have σR(w) = (−1)m, as in [10]. This
follows directly from the fact that S2 = 1, since σR(w)2 = CSCS = (

√
−1)2(p−q) =

(−1)m. Thus, we have σR(w)2 = (−1)m = λ2r+m|λ=−1 and the first relation of
(2.25) is satisfied. To check the second relation notice that, on an element α⊗U r⊗�k

with α ∈ Ωm
X we have

σR(χ(λ))σR(u(s))σR(χ(λ−1)) α⊗ U r ⊗ �k =

σR(χ(λ))
(

1 + sN +
s2

2
N2 + · · ·

)
λ−(2r+m) α⊗ U r ⊗ �k =(

1 + λ2(r+1)+msNλ−(2r+m) + λ2(r+2)+m s2

2
N2λ−(2r+m) + · · ·

)
α⊗ U r ⊗ �k =

exp(sλ2 N) α⊗ U r ⊗ �k,

hence the second relation is satisfied.
We show that σL also satisfies the relations (2.25). Again, we first show that
σL(w) = (−1)n+m, as in [9]. We have

CS̃(α⊗ U r ⊗ �k) = (
√
−1)n−q−n+p(

√
−1)p−q ∗ α⊗ U r−(n−m) ⊗ �k,

hence

σL(w)2 (α ⊗ U r ⊗ �k) = (−1)n(−1)m CS̃(∗α⊗ U r−(n−m) ⊗ �k)

= (−1)n(−1)m(−1)m(
√
−1)p−q(

√
−1)n−q−n+pα⊗U r⊗�k = (−1)n(−1)mα⊗U r⊗�k

where, in the left-hand side, we used ∗2 = (−1)m.
Thus, we have σL(w)2 = (−1)n+m = λm−n|λ=−1. Moreover, we have

σL(χ(λ))σL(u(s)) σL(χ(λ−1)) α⊗ U r ⊗ �k =

σL(χ(λ))
(

1 + sL +
s2

2
L2 + · · ·

)
λn−m α⊗ U r ⊗ �k =(

1 + λ−n+m+2sLλn−m + λ−n+m+4 s2

2
L2λn−m + · · ·

)
α⊗ U r ⊗ �k =

exp(sλ2 L) α⊗ U r ⊗ �k,

hence the second relation is also satisfied.
The fact that σL(χ(λ)) is a bounded operator in the inner product induced by (2.2),
while for λ �= ±1 the operators σR(χ(λ)) are unbounded is clear from the fact that
the index 2r + m ranges over all of Z, while −n ≤ m − n ≤ n. For the fact that
[�, σL] = [�, σR] = 0 we refer to [9].

�
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2.4. Ring of differential operators. Let D denote the algebra of differential
operators on a 1-dimensional complex torus TC, generated by the operators Q = ez

and P = ∂
∂z satisfying the commutation relation

(2.26) PQ−QP = Q.

Let R be the ring of functions defining the coefficients of the differential operators
in D. This is a subring of the ring of functions on C∗. For R = C[Q] we obtain
D = C[P, Q]/(PQ−QP = Q).
Since the operators N and Φ satisfy the commutation relation [Φ, N ] = −N and
the operators L and Φ satisfy the commutation relation [Φ, L] = L, the pairs of
operators (N,−Φ) and (L, Φ) define actions πR and πL of D on the complex C· and
on its cohomology, by setting

(2.27)
πL(P ) = Φ πL(Q) = L

πR(P ) = −Φ πR(Q) = N.

There is an induced action of the ring D = R[P, Q]/(PQ−QP = Q) on the complex
T · and on its cohomology.

2.5. Weil–Deligne group at arithmetic infinity. On T · consider the “Frobe-
nius flow”

(2.28) Ft = etΦ, ∀t ∈ R,

generated by the operator Φ. We write F = F1. This satisfies

(2.29) F N F−1 = e−1 N.

Thus, the operators F and N can be thought of as defining an analog at arithmetic
infinity of the Weil–Deligne group Ga � WK , which acts on the finite dimensional
vector space associated to the étale cohomology of the geometric generic fiber of a
local geometric degeneration for K a non-archimedean local field. In fact, in that
case, the action of the Frobenius ϕ ∈WK on Ga is given by

(2.30) ϕxϕ−1 = q−1 x,

where q is the cardinality of the residue field. The formal replacement of q by
e and of ϕ by F determines (2.29) from (2.30). In the archimedean case, this
“Weil–Deligne group” acts directly at the level of the complex, not just on the
cohomology.

3. Archimedean cohomology

We now describe the relation between the complex (T ·, δ = d′ + d′′) defined in the
first section and the cohomology theory at arithmetic infinity developed in [9].
On a smooth projective algebraic variety X of dimension n over C or R, the complex
of Tate-twisted real differential forms introduced in (4.1) of [9] is defined as
(3.1)

Ki,j,k =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
⊕

p+q=j+n
|p−q|≤2k−i

(Ωp,q
X ⊕ Ωq,p

X )R ⊗R R

(
n + j − i

2

)
if

j + n− i ≡ 0(2),
k ≥ max(0, i)

0 otherwise,
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for i, j, k ∈ Z. Here R(r) denotes the real Hodge structure R(r) := (2π
√
−1)rR,

and the differentials d′ and d′′ are given by

(3.2) d′ : Ki,j,k → Ki+1,j+1,k+1, d′(α) = d(α)

(3.3)
d′′ : Ki,j,k → Ki+1,j+1,k, d′′(α) =

√
−1(∂̄−∂)(α) (projected onto Ki+1,j+1,k).

The inner product on H·(K ·, d′ + d′′) is defined in terms of the bilinear form

(3.4) Q(α, η) =
∫

X

Ln−mα ∧ Jη̄,

for η, α in the primitive part Pm(X) of the de Rham cohomology Hm(X, R) with
respect to the Lefschetz decomposition.
The relation between the complex T · and the total complex K · of (3.1) is described
by the following result, which shows that the complex T · is identified with K · after
applying the simple change of variables

(3.5) i = m + 2r, r = −n + j − i

2
, j = −n + m

to the indices of T ·, taking fixed points under complex conjugation (c = id) and
replacing the variable U by a Tate twist.

Proposition 3.1. Upon identifying the formal variable U−1 with the Tate twist
given by multiplication by 2π

√
−1, we obtain an isomorphism of complexes

(3.6) (T ·|U=(2π
√
−1)−1 , δ) ∼= (K ·, d′ + d′′),

given by a reparameterization of the indices. Up to a normalization factor, the inner
product induced by (2.2) on the cohomology H·(T ·|U=(2π

√
−1)−1 , δ) agrees with the

one defined by (3.4) on H·(K ·, d′ + d′′).

Proof. We define a homomorphism

I : T · → K ·

as follows. For fixed p, q with p+ q = m, consider the region Λp,q ⊂ Z2 as in (2.14),
with κ(p, q, r) as in (2.13). For every α ∈ (Ωp,q

X ⊕ Ωq,p
X )R a real form, α = ξ + ξ̄,

with ξ ∈ Ωp,q
X , and for every point (r, k) ∈ Λp,q, we have

α⊗ U r ⊗ �k ∈ T m,2r
p,q ,

and, by Proposition 2.3, every element of T · is a linear combination of elements of
this form, for varying (p, q) and corresponding (r, k) ∈ Λp,q.
We now define the map I in the following way. To an element

(3.7) (ξ + ξ̄)⊗ U r ⊗ �k,

with ξ ∈ Ωp,q
X , with p + q = m, and with k ≥ κ(p, q, r), we assign an element

I(η) ∈ Ki,j,k, with the same index k and with

(3.8) i = m + 2r, and j = −n + m,

by setting

(3.9) I(η) = (2π
√
−1)−r (ξ + ξ̄).

In fact, for (i, j) as in (3.8), the index r ∈ Z can be written in the form

r = −n + j − i

2
, where n + j − i = 0 mod 2.
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Thus, the element (3.9) can be written as

(3.10) (2π
√
−1)

n+j−i
2 (ξ + ξ̄).

By the definition (3.1), to check that this is an element in Ki,j,k, it is sufficient to
verify that p+ q = j +n, and that the conditions |p− q| ≤ 2k− i and k ≥ max{0, i}
are satisfied. Since j = −n + m and p + q = m we have p + q = j + n. The index
k is the same as in (3.7), hence it satisfies k ≥ κ(p, q, r). This means that k ≥ 0
and that k ≥ 2r + m = i, so that k ≥ max{0, i} satisfied. Since k ≥ κ(p, q, r) also
implies k ≥ (|p−q|+2r+m)/2, which, by i = 2r+m is the condition |p−q| ≤ 2k−i.
It is clear that the map I defined this way is injective.
Thus, we have shown that, for every real form α ∈ (Ωp,q

X ⊕ Ωq,p
X )R and for every

lattice point (r, k) ∈ Λp,q we have a unique corresponding element in the complex
Ki,j,k.
The map I is also surjective, hence a linear isomorphism. In fact, every element in
K · is a linear combination of elements of the form (3.10) in Ki,j,k, for ξ ∈ Ωp,q

X , and
indices (i, j, k) ∈ Z3 satisfying n + j − i = 0 mod 2, p + q = j + n, k ≥ max{i, 0}
and |p− q| ≤ 2k− i. It is sufficient to show that, for any such element, there exists
a point (r, k) ∈ Λp,q such that

I((ξ + ξ̄)⊗ U r ⊗ �k) = (2π
√
−1)

n+j−i
2 (ξ + ξ̄) ∈ Ki,j,k.

This is achieved by taking the point

(3.11)
(

r = −n + j − i

2
, k

)
.

Since n + j − i = 0 mod 2 this point is in Z2, and since under the change of
variables (3.8) the conditions k ≥ max{i, 0} and |p− q| ≤ 2k − i are equivalent to
the condition k ≥ κ(p, q, r) of (2.13), the point (3.11) is in Λp,q.
The map I is compatible with the differentials, namely

I(δη) = (d′ + d′′)I(η),

where on the left hand side δ = d′C +P⊥d′′C is the differential on T · and on the right
hand side d′ + d′′ is as in (3.2) (3.3). To see this, first notice that the differential d′

of (3.2) satisfies

d′ = Id′CI−1 = I�dI−1 : K2r+m,−n+m,k → K2r+(m+1),−n+(m+1),k+1.

The analogous statement d′′ = IP⊥d′′CI−1 for the differential d′′ of (3.3) also in-
volves the fact that the orthogonal projection onto Ki+1,j+1,k in (3.3), induced by
the inner product (3.4) agrees with the corresponding orthogonal projection P⊥ in
T · induced by the inner product (2.2).
The identification (2.21) implies that the inner product (3.4) on H·(K ·, d′ + d′′)
considered in [9] and the inner product induced by (2.2) agree up to a normalization
factor.

�

In particular, the ‘weight type’ condition |a − b| ≤ 2k − i on the real forms in
(3.1) describes, as in (2.7) (2.8), the filtration γ· := F · ∩ F̄ · on the complex of real
differential forms on X . It follows that the complex Ki,j,k has a real analytic type,
even when X defined over C does not have a real structure.
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To the abelian group Ki,j,k we assign the weight: −n − j + i ∈ Z. Keeping in
mind that R(n+j−i

2 ) is the real Hodge structure of rank one and pure bi-degree
(−n+j−i

2 ,−n+j−i
2 ), we obtain the following description in terms of the filtration γ·:

(3.12) Ki,j,k = γ
n+j+i

2 −kΩn+j
X ⊗R R(

n + j − i

2
) = γ

n+j+i
2 −kΩn+j

X ⊗R γ−n+j−i
2 R.

When considering the tensor product of the two structures one sees that the index
of the γ-filtration on the product (i.e. on Ki,j,k) is i− k.

3.1. Deligne cohomology. By Proposition 3.1, the complex T · is related to
the real Deligne cohomology H∗

D(X, R(r)). These groups can be computed via the
Deligne complex (C∗

D(r), dD) ( [3], [9]). The relation of (C∗
D(r), dD) to the complex

(T ·, δ) is given by the following result of [9] (Prop. 4.1), which, for convenience, we
reformulate here in our notation.

Proposition 3.2. For N acting on (T ·, δ), consider the complex (Cone(N)·, D)
with differential D(α, β) = (δ(α), N(β) − δ(β)).

(1) For 2r + m > 0, the map N−(2r+m) gives an isomorphism between the
cohomology group in H·(Ker(N)·), which lies over the point of coordinates
(2r, 2r+m) in Figure 1, and the cohomology group in H·(Coker(N)·) that
lies over the point of coordinates (−2(r + m), 0) in Figure 1.

(2) In the range 2r + m < −1, the cohomology H·(Cone(N)·, D) is identified
with H·+1(Coker(N), δ).

(3) Upon identifying the variable U−1 with the Tate twist by 2π
√
−1, and for

a for fixed r ∈ Z≤0, we obtain quasi isomorphic complexes

(3.13) (Cone(N)·, D)|Ur=(2π
√
−1)−r � (C∗

D(−r), dD)

3.2. Local factors. The “archimedean factor” (i.e. the local factor at arith-
metic infinity) Lκ(Hm, s) is a product of powers of shifted Gamma functions,
with exponents and arguments that depend on the Hodge structure on Hm =
Hm(X, C) = ⊕p+q=mHp,q. More precisely, it is given by ([25])
(3.14)

Lκ(Hm, s) =

⎧⎪⎨⎪⎩
∏

p,q ΓC(s−min(p, q))hp,q

κ = C

∏
p<q ΓC(s− p)hp,q ∏

p ΓR(s− p)hp+
ΓR(s− p + 1)hp−

κ = R,

where the hp,q, with p + q = m, are the Hodge numbers, hp,± is the dimension of
the ±(−1)p-eigenspace of de Rham conjugation on Hp,p, and

ΓC(s) := (2π)−sΓ(s) ΓR(s) := 2−1/2π−s/2Γ(s/2).

It is shown in [11] that the local factor (3.14) can be computed as a Ray–Singer
determinant

(3.15) Lκ(Hm, s) = det
∞

(
1
2π

(s− Φ)|Hm
ar(X)

)−1

,

where the “archimedean cohomology” Hm
ar(X) is an infinite-dimensional real vector

space, and the zeta regularized determinant of an unbounded self adjoint operator
T is defined as

det
∞

(s− T ) = exp(− d

dz
ζT (s, z)|z=0).
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In [9] (cf. §5) the archimedean cohomology is identified with the “inertia invariants”

(3.16) H ·
ar(X) = H·(K ·, d′ + d′′)N=0,

where H·(K ·, d′ + d′′) is the hypercohomology of the complex (3.1) and H·(K ·, d′ +
d′′)N=0 is the kernel of the map induced in hypercohomology by the monodromy N .
This follows the expectation that the fiber over arithmetic infinity has semi-stable
reduction.
At arithmetic infinity, the alternating product of the local factors of X can be
described in terms of the operators σL(w)2 and Φ ([10] par. 3.4). Let Φ0 denote
the restriction of the operator Φ to H·(K ·)N=0. For a a bounded operator on
H·(K ·)N=0, let ζa,Φ0(s, z) denote the two variable zeta function

(3.17) ζa,Φ0(s, z) =
∑

λ∈Spec(Φ0)

Tr(aΠλ)(s− λ)−z ,

where Πλ are the spectral projections of Φ0. Let det∞,a,Φ0 denote the zeta regu-
larized determinant

(3.18) det
∞,a,Φ0

(s) = exp
(
− d

dz
ζa,Φ0(s, z)|z=0

)
.

Proposition 3.3. The two variable zeta function ζσL(w)2,Φ0(s, z) satisfies

(3.19) det
∞,σL(w)2,Φ0/(2π)

( s

2π

)−1

=
2n∏

m=0

LC(Hm, s)(−1)m+n

.

Proof. The operator Φ0 has spectrum

Spec(Φ0) = {λ�,p,q = min{p, q} − � : � ∈ Z≥0},
with eigenspaces E�,p,q = Hp,q(X) ⊗ U r ⊗ �2r+m, with r = � − min{p, q} and
m = p + q. In fact, for H·(K)N=0 we have 2r + m = k, and k ≥ |p − q| so that
r ≥ −min{p, q}. The result then follows as in [10] §3.3.

�

4. Archimedean cohomology and nearby cycles

The definition of the complex (3.1) was inspired by an analogy with the resolution
of the complex of nearby cycles associated to an analytic degeneration with normal
crossings over a disk, [28]. In this section we recall this classical construction and
we relate it to its archimedean counterpart by making the analogy more explicit.

4.1. The complex of nearby cycles. Let X and ∆ be complex analytic
manifolds, of complex dimensions dim X = n+1 and dim ∆ = 1, and let f : X → ∆
be a flat, proper morphism with projective fibers. For 0 ∈ ∆, we write Y = f−1(0),
X∗ = X � Y , and ∆∗ = ∆ � {0}. We assume that the map f is smooth on X∗

and that Y is a divisor with normal crossings on X. Under these hypotheses, the
relative de Rham complex of sheaves of differential forms with logarithmic poles
along Y is well defined and of the form

Ωm
X/∆(log Y ) := ∧mΩ1

X/∆(log Y ),

where we use the inclusion f∗Ω1
∆(log 0) ⊂ Ω1

X(log Y ) to define

Ω1
X/∆(log Y ) := Ω1

X(log Y )/f∗Ω1
∆(log 0).
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Consider local coordinates {z0, . . . zn} at P ∈ Y , with t the local coordinate at 0 ∈
∆, so that t◦f = ze0

0 · · · z
ek

k for some 0 ≤ k ≤ n and ei ∈ N. The stalk Ω1
X/∆(log Y )P

is the OX,P -module with generators {dz0/z0, . . . , dzk/zk, dzk+1, . . . dzn} satisfying
the relation

∑k
i=0 eidzi/zi = 0. Thus, Ω1

X/∆(log Y ) is a locally free sheaf of rank
n = dim X− 1 endowed with differential d given by the composite

d : OX → Ω1
X ↪→ Ω1

X(log Y )→ Ω1
X/∆(log Y ),

where Ω1
X(log Y ) is the free sheaf of OX-modules on the same generators of

Ω1
X/∆(log Y ).

The relative hypercohomology sheaves Rmf∗Ω·
X/∆(log Y ) are locally free O∆-

modules of finite rank ([28]). This follows from the fact that the restriction f :
X∗ → ∆∗, which is a smooth fiber bundle, determines, for all s ∈ ∆∗, a canonical
isomorphism of complexes

Ω·
X/∆(log Y )⊗OX

OXs

�→ Ω·
Xs

on Xs = f−1(s). This implies that Ω·
X/∆(log Y ) ⊗OX

OXs is a resolution of the
constant sheaf C on Xs, hence

Hm(Xs, Ω·
X/∆(log Y )⊗OX

OXs) � Hm(Xs, C), ∀s ∈ ∆∗,

hence the complex dimension of Hm(Xs, Ω·
X/∆(log Y )⊗OX

OXs) is a locally constant
function. One obtains

(4.1) Rmf∗Ω·
X/∆(log Y )⊗O∆∗ k(s) � Hm(Xs, C), ∀s ∈ ∆∗,

so that Rmf∗Ω·
X/∆(log Y ) is a locally free O∆∗ -module of finite rank. Moreover, if

∆ is a small disk, there exists an isomorphism

(4.2) Hm(X̃∗, C) �→ Hm(Y, Ω·
X/∆(log Y )⊗OX

OY )

where X̃∗ = X×∆ ∆̃∗ and ∆̃∗ → ∆∗ is the universal covering space of ∆∗ = ∆\{0},
so that dim Hm(Xs, Ω·

X/∆(log Y )⊗OX
OXs) is locally constant on ∆.

A stronger result ([28], §9) shows that the Gauss–Manin connection

(4.3) ∇ : Rmf∗Ω·
X/∆(log Y ) → Ω1

∆(log 0)⊗O∆ Rmf∗Ω·
X/∆(log Y )

has logarithmic singularities at 0 ∈ ∆ and in case of an algebraic morphism f
admits an algebraic description. In particular the residue of ∇ at zero is a well
defined operator

(4.4) N := Res0(∇)

in fact it is an endomorphism of Hm(X̃∗, C). The eigenvalues of Res0(∇) are ra-
tional numbers α with 0 ≤ α < 1. The monodromy transformation T induces an
automorphism T0 of (4.1) and it can be shown that

(4.5) T0 = exp(−2π
√
−1 Res0(∇)).

It follows that the eigenvalues of T0 are roots of unity, so that a power T d
0 is

unipotent. In fact, up to a base change ∆ → ∆, z 	→ zd, one can assume that T0 is
already unipotent, this means that the residue (4.4) is nilpotent.
There are two important filtrations on the cohomology Hm(X̃∗, C). One is the
Hodge filtration F pHm(X̃∗, C) determined by the isomorphism (4.2) and the ‘naive
filtration’ on Ω·

X/∆(log Y ) ⊗OX
OY . The other is the Picard–Lefschetz filtration
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L�H
m(X̃∗, C), � ∈ Z, which is a canonical, finite, increasing filtration associated to

the map N and defined by induction. The properties and behavior of this filtration
are a priori rather mysterious as its definition is given via an “indirect method”.
The main result in [28] shows that the data (H ·(X̃∗, C), L·, F

·) determine a mixed
Q-Hodge structure on H ·(X̃∗, Q).
This result is obtained by studying “explicitly” the Picard–Lefschetz filtration L·
on a resolution of the complex of sheaves Ω·

X/∆(log Y ) ⊗OX
OY red of the form

(4.6) As,k := Ωs+k+1
X (log Y )/WkΩs+k+1

X (log Y ), s, k ∈ Z≥0,

where the weight filtration W· on Ω·
X(log Y ) is defined as

WkΩm
X (log Y ) := Ωk

X(log Y ) ∧Ωm−k
X ,

and the differentials

(4.7) d′ : As,k → As+1,k, d′′ : As,k → As,k+1.

on (4.6) are the usual differential d′ on Ω·
X(log Y ) and

(4.8) d′′(α) = (−1)sα ∧ θ, for θ = f∗
(

dt

t

)
.

Notice that θ can be seen as an element of

(4.9) H1(X∗, Q)(1) = 2π
√
−1 H1(X∗, Q),

because the form dt/t on ∆∗ has period 2π
√
−1, so that

(4.10) (2π
√
−1)−1dt/t ∈ H1(∆∗, Z) ⊂ H1(∆∗, Q).

Wedging with θ provides an injective map

∧θ : Ωm
X/∆(log Y ) ↪→ Ωm+1

X (log Y )

and an induced morphism of complexes of sheaves φ : Ω·
X/∆(log Y ) ⊗OX

OY red →
A·, which defines a resolution of the unipotent factor of the complex of nearby
cycles, with (A·, δ = d′ + d′′) the total complex of (4.6). The endomorphism
νs,k : As,k → As−1,k+1 given by the natural projection on forms is non-trivial
because of the presence of the cutoff by the weight filtration Wk on Ωm

X (log Y ) and
it plays a central role in this theory as it describes the local monodromy map on
the resolution A·.
It can be shown (see [18]) that the map induced in hypercohomology by

(4.11) ν̃ = (−1)sνs,k : As,k → As−1,k+1,

satisfying ν̃δ + δν̃ = 0, is the residue (4.4) of the Gauss–Manin connection,

N : Hm(X̃∗, C)→ Hm(X̃∗, C).

More precisely, N is obtained as the connecting homomorphism in the long exact
sequence of hypercohomology associated to the exact sequence of complexes of
sheaves on Y

0→ A·[−1] ε→ Cone·(ν̃)
η→ A· → 0.

The complex (Cone·(ν̃), D), D = (δ + ν̃, δ) is quasi-isomorphic to Ω·
X(log Y ) ⊗OX

OY red . The map ν̃ measures the difference between differentiation in Cone·(ν̃) and
in A· which appears when one considers the section of η: As,k → Cones,k(ν̃) =
As−1,k ⊕As,k.
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4.2. Nearby cycles at arithmetic infinity. The main idea that motivates
the definition of the complex (3.1) is to “transfer” these results to the archimedean
setting, where one deals with a smooth, projective algebraic variety X over C or
R, interpreted as the generic fiber of a degeneration “around” infinity. The main
aspects of the above construction that one wishes to retain are the fact that the
cutoff by Wk on Ωm

X (log Y ) is introduced because the complex of the nearby cycles
is the restriction to Y of the complex Ωm

X/∆(log Y ). It is the presence of this cutoff
that makes the morphism νs,k non-trivial on As,k. Moreover, another essential
observation is that translates of the weight filtration

(4.12) L�A
s,k = W2k+�+1Ωs+k+1

X (log Y )/WkΩs+k+1
X (log Y ); � ∈ Z

and the corresponding graded spaces

(4.13) grL
� As,k =

{
grW

2k+�+1Ω
s+k+1
X (log Y ) � + k ≥ 0

0 � + k < 0

describe the strata of the special fiber Y , through the Poincaré residue map

(4.14) Res : WkΩm
X (log Y ) → (ak)∗Ωm−k

Ỹ (k) ,

where
Ỹ (k) :=

∐
1≤i1<...<ik≤M

Yi1 ∩ . . . ∩ Yik

is the k-th stratum of Y = Y1 ∪ . . . ∪ YM and (ak)∗ : Ỹ (k) → X is the canonical
projection. The Poincaré residue (4.14) is given by

(4.15) Res

⎛⎝ ∑
1≤i1<...<ik≤K

ωi1...ik

dzi1

zi1

∧ . . . ∧ dzik

zik

⎞⎠ =
∑

1≤i1<...<ik≤K

res(ωi1...ik
),

where z1 · · · zK = 0 is the local description of Y red (the closed subset Y of X with
its reduced scheme structure), ωi1...ik

is a section of Ωm−k
X , and res : Ωm−k

X →
(ak)∗Ωm−k

Ỹ (k) is the restriction to the stratum Ỹ (k).

This means that it is sufficient to provide a version at arithmetic infinity of the
weight filtration W· and the Picard–Lefschetz filtration L·, as these are sufficient to
characterize the geometry of the singular fiber Y = f−1(0), which is strictly related
to the behavior of the monodromy map.
Notice that the period 2π

√
−1 of the form dt/t on ∆∗ (cf. (4.8), (4.9), (4.10))

corresponds to a Tate twist on the (rational) cohomology of the generic fiber X̃∗.
It is important to stress the fact that this ‘detects’ the presence of the singular
fiber through an operation that does not involve Y explicitly, and therefore can be
transported at arithmetic infinity (where the description of the fiber ‘over infinity’
is still mysterious) on a complex of real differential forms. Moreover, the fact that
the cutoff by Wk on Ωm

X (log Y ) implies the non-triviality of the monodromy map
νs,k suggests a definition of the monodromy operator N “at infinity” in terms of
an analogous weight filtration on a complex of Tate–twisted real differential forms.
By weight of a real m-form

α ∈
⊕

p+q=m

(Ωp,q
X + Ωq,p

X )R
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on X we mean the non-negative integer |p−q|. At arithmetic infinity, the operations
of taking the residues and hence considering holomorphic differential forms on the
strata of Y can be rephrased in a form suitable to be included in the definition of
the complex K · of (3.1).
In fact, one should interpret the archimedean complex (3.1) as a “filtered copy” of
As,k, with an additional condition characterizing the graded pieces grL

· A·. In fact,
in the case of the complex of the nearby cycles, there is a graded isomorphism

(4.16) grL
� A· �

⊕
k≥max(0,−�)

(a2k+�+1)∗Ω·+1

Ỹ (2k+�+1) [−�− 2k − 1]

under the condition � + k ≥ 0. Furthermore, in grL
� A· the second differential is

trivial, d′′ = 0. The induced weights spectral sequence

(4.17) Ei,m−i
1 =

⊕
k≥max(0,i)

Hm+i−2k(Ỹ (2k−i+1), Q)(i− k) ⇒ Hm(X̃∗, Q)

degenerates at the E2 term. The Ei,m−i
1 term is a pure Hodge structure of weight

m − i. A major result in the theory shows that the filtration induced on the
abutment coincides with the Picard-Lefschetz filtration.
At arithmetic infinity, in terms of the complex (3.1), for

Ki,j =
⊕

k≥max{0,i}
Ki,j,k,

the terms
(4.18)

Ki,m−n,k =

⎧⎪⎪⎨⎪⎪⎩
⊕

p+q=m
|p−q|≤2k−i

(Ωp,q
X ⊕ Ωq,p

X )R(
m− i

2
) if m− i ≡ 0(2), k ≥ max(0, i)

0 otherwise

give the archimedean analog, at the level of the real differential forms, of the Ei,m−i
1 -

term of the spectral sequence (4.17). At arithmetic infinity the weight is i−m.
These analogies suggest a geometric interpretation of the indices involved in the
definition of (3.1). The first index is associated to the �-th piece of an “archimedean
monodromy filtration” L� on ⊕p+q=m(Ωp,q

X ⊕ Ωq,p
X )R, with � = −i. This explains

our previous comment that the archimedean complex should be thought of as a
filtered copy of As,k. The cutoffs |p − q| ≤ 2k − i and k ≥ max{0, i} correspond
to considering the filtered piece L�A

s,k = W2k+�+1A
s,k in Steenbrink’s theory with

the cutoff by Wk on Ωs+k+1
X (log Y ), justified by restricting (relative) differential

forms to the special fiber. In this identification the third index k of (3.1) plays
the role of the index k of the anti-holomorphic forms in the double complex (4.6).
The archimedean theory is a weighted “even theory” since i−m = 2r. The second
index j = m− n detects the total degree m of the differential forms.
Finally, we remark that there is a fundamental difference in the definition of the
differentials (3.2) (3.3) in the complex (3.1) at infinity and their geometric analogs
(4.7). In fact, while the differential d′ is similar in both theories, in the geomet-
ric case, the action of d′′ by the wedging with the form θ = f∗(dt/t) involves a
Tate twist on the rational version of the complex As,k, the differential d′′ in the
archimedean case does not involve any twist.
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5. Monodromy and the renormalization group

In the construction at arithmetic infinity we obtain an analog of the formula (4.4)
for the logarithm of the monodromy N as the residue of a connection, in terms
of a Birkhoff decomposition of loops and a Riemann–Hilbert problem analogous to
those underlying the theory of renormalization in QFT, as developed by Connes
and Kreimer ([7] [5], also [8]).
In our case, the Birkhoff decomposition will take place in the group G of automor-
phisms of the complex (T ·

C, δ), where T ·
C is the complexification of T ·. The Birkhoff

decomposition will determine a one parameter family of principal G-bundles Pµ on
P1(C), with trivializations

(5.1) φµ(z) = φ−
µ (z)−1 φ+

µ (z), z ∈ ∂∆ ⊂ P1(C), µ ∈ C∗,

where φ+
µ is a holomorphic function on a disk ∆ around z = 0 and φ−

µ is holomorphic
on P1(C) � ∆, normalized by φ−

µ (∞) = 1. The parameter µ is related to a scaling
action by R∗

+, by µ 	→ λµ. We shall construct the data (5.1) in such a way that
the negative part of the Birkhoff decomposition φ−

µ = φ− is in fact independent
of µ, as in the theory of renormalization. As part of the data, one also considers
a one parameter group of automorphisms θ, and the corresponding infinitesimal
generator Υ = d

dtθt|t=0, so that

(5.2) φλµ(ε) = θtε φµ(ε), ∀λ = et ∈ R∗
+, ε ∈ ∂∆.

The corresponding renormalization group is the one parameter group

(5.3) ρ(λ) = lim
ε→0

φ−(ε) θtε(φ−(ε)−1), ∀λ = et ∈ R∗
+.

Following [7], one can write φ−(z) in the form

(5.4) φ−(z)−1 = 1 +
∞∑

k=1

dk

zk
,

with coefficients

(5.5) dk =
∫

s1≥···≥sk≥0

θ−s1(β) · · · θ−sk
(β) ds1 · · · dsk.

Here β is the beta-function of renormalization, related to the residue at zero of φ
by

(5.6) β = Υ Resφ,

where Υ is the generator of θt and the residue is defined as

(5.7) Resφ =
d

dz

(
φ−(1/z)−1

)
|z=0.

In the construction at arithmetic infinity, the grading operator Φ induces a time
evolution on the complex (T ·

C, δ) given by the “Frobenius flow” (2.28),

(5.8) Ft = etΦ, t ∈ R,

and we denote by θt the induced time evolution on End(T ·
C, δ),

(5.9) θt(a) = e−tΦ a etΦ,

with the corresponding Υ given by

(5.10) Υ(a) =
d

dt
θt(a)|t=0 = [a, Φ].
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The analogy with the complex of nearby cycles of a geometric degeneration over a
disk suggests to make the following prescription for the residue of φ:

(5.11) Resφ = N.

As in the case of Connes–Kreimer, the residue uniquely determines φ− via (5.5)
and (5.4). We obtain the following result.

Theorem 5.1. There is a unique holomorphic map φ− : P1(C)�{0} → Aut(T ·
C)

satisfying (5.4), with coefficients (5.5) and residue (5.11), and it is of the form

(5.12) φ−(z) = exp(−N/z).

Proof. First notice that the time evolution (5.9) satisfies

(5.13) θt(N) = et N.

Moreover, by (5.10) and (5.11), we have

(5.14) β = [N, Φ] = N

Thus, we can write the coefficients dk of (5.5) in the form

dk = Nk

∫
s1≥···≥sk≥0

e−(s1+···+sk) ds1 · · · dsk.

It is easy to see by induction that

uk(t) :=
∫ t

0

∫ s1

0

· · ·
∫ sk−1

0

e−(s1+···+sk) ds1 · · · dsk =
(1− e−t)k

k!
,

satisfying the recursion u′
k+1(t) = e−tuk(t), so that∫

s1≥···≥sk≥0

e−(s1+···+sk) ds1 · · · dsk =
1
k!

.

This implies that dk = Nk/k!, hence we obtain that the series (5.4) is just

φ−(z)−1 =
∞∑

k=0

z−k

k!
Nk,

and φ−(z) = exp(−N/z). �

Correspondingly, we see that the renormalization group (5.3) is given by

(5.15) ρ(λ) = λN = exp(tN), ∀λ = et ∈ R∗
+,

since we have

(5.16) θtε(φ−(ε)) = exp
(
−λε

ε
N

)
∀λ = et ∈ R∗

+.

We now show that the other term of the Birkhoff decomposition (5.1) is deter-
mined by the requirement (5.2) of compatibility between the scaling and the time
evolution.

Theorem 5.2. Consider the holomorphic map φ+
µ : P1(C) � {∞} → Aut(T ·

C)
given by

(5.17) φ+
µ (z) = exp

(
µz − 1

z
N

)
.

The loop φµ(z) = φ−(z)−1φ+
µ (z) with φ−(z) = exp(−N/z) and φ+

µ as in (5.17)
satisfies the relation (5.2).
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Proof. First notice that (5.17) is indeed holomorphic at z = 0 with φ+
µ (0) =

exp(log(µ)N) = µN . By (5.1) and (5.16), the relation (5.2) is equivalent to requiring
that, for all λ = et ∈ R∗

+, the function φ+
µ satisfies

(5.18) φ+
λµ(ε) = exp

(
λε − 1

ε
N

)
θtε(φ+

µ (ε)).

For φ+
µ as in (5.17) we have

θtε(φ+
µ (ε)) = exp

(
µε − 1

ε
λε N

)
= exp

(
(λµ)ε − 1

ε
N

)
exp
(

1− λε

ε
N

)
,

so that (5.18) is satisfied. �

Notice that, via the representation (2.24), it is possible to lift the Birkhoff decom-
position (5.1) to a Birkhoff decomposition of the form

(5.19) gµ(z) = g−(z)−1g+
µ (z),

where, with the notation of (2.22), we have

g−(z) = u(1/z), gµ(z) = u(µz/z).

The renormalization group (5.15) then becomes simply the horocycle flow

(5.20) ρ(λ) = u(t) =
(

1 t
0 1

)
.

There is a Riemann–Hilbert problem associated to the Birkhoff decomposition con-
sidered in the theory of renormalization ( [8]). Namely, for γ a generator of the
fundamental group π1(∆∗) = Z of the punctured disk, consider a complex linear
representation π : Z → G. Under the assumption that the eigenvalues of π(γ)
satisfy

0 ≤ Re
λ

2π
√
−1

< 1,

we can take the logarithm

(5.21)
1

2π
√
−1

log π(γ).

By the Riemann–Hilbert correspondence ([1]), a representation π : Z → G deter-
mines a bundle with connection (E ,∇), where the Fuchsian connection ∇ has local
gauge potential on the disk ∆ of the form

(5.22) −φ+(z)−1 log π(γ) dz

z
φ+(z) + φ+(z)−1 dφ+(z),

with φ+(z) the local trivialization of E over ∆. The data (E ,∇) correspond to a
linear differential system f ′(z) = A(z)f(z), with ∇f = df − A(z)fdz, for sections
f ∈ Γ(∆∗, E).
In the case of the cohomological theory at arithmetic infinity, this amounts to a
vector bundle E ·µ over P1(C), with fiber T ·

C, associated to the principal G-bundles
Pµ, with transition function the loop φµ(z) and local trivializations given by the
φ−(z) and φ+

µ (z). We use the representation specified by

(5.23) π(γ) := exp(−2π
√
−1 N),
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which is the analog of (4.5). This determines a one parameter family (Eµ,∇µ) of
linear differential systems over the disk ∆, of the form

(5.24) ∇µ : E ·µ → E ·µ ⊗O∆ Ω·
∆(log 0),

where the connection on the restriction of Eµ over ∆ is given by

(5.25) ∇µ = N

(
1
z

+
d

dz

µz − 1
z

)
dz.

Using the induced representation (2.24) in cohomology, this determines a corre-
sponding linear differential system on the bundle of hypercohomologies H·(E ·µ) with
fiber H·(T ·

C),

(5.26) ∇µ : H·(E ·µ) → H·(E ·µ)⊗O∆ Ω·
∆(log 0),

which is the analog of the Gauss–Manin connection (4.3) in the geometric case.
The connections (5.25) form an isomonodromic family, with

(5.27) Resz=0∇µ = N.

6. Rees sheaves at arithmetic infinity

In the description (3.15) ([11]) of the archimedean factor of the Hasse-Weil L-
function of the “motive” Hm(X), for X a smooth projective variety over a number
field, the definition of the archimedean cohomology Hm

ar(X) is motivated by previ-
ous work of J. M. Fontaine and it is expressed in terms of an additive functor D
(derivation) from the (abelian) category of pure Hodge structures over κ = C, R
to the additive category whose objects are free modules of finite rank over the R-
algebra of polynomials in one variable endowed with a R-linear endomorphism and
satisfying certain properties. More precisely one sets

Hm
ar(X) =

{
Fil0(Hm

B (X, C)⊗C C[z±1])c=id if κ = C

Fil0(Hm
B (X, C)⊗C C[z±1])c=id,F∞=id if κ = R.

Here, Filq denotes the filtration on the tensor product Hm
B (X(C), C) ⊗C C[z±1],

which is obtained from the Hodge filtration F · on the Betti cohomology Hm
B (X) :=

Hm
B (X(C), C) and the one on the ring of Laurent polynomials C[z±1] given by

F qC[z±1] := z−qC[z−1], ∀q ∈ Z. By c one denotes the conjugate linear involution
(complex conjugation) and F∞ is a C-linear involution (the infinite Frobenius).
The expectation is that one should obtain a description of the archimedean coho-
mology together with the linear “Frobenius flow” generated by Φ directly by some
natural homological construction on a suitable non-linear dynamical system. In
this direction, a more geometric construction of the archimedean cohomology was
given in [13] (cf. par. 3), where it was interpreted (for instance when κ = C) as the
space of global sections of a real analytic sheaf (Rees sheaf) ζω

C (Hm(X), γ·) over R.
A similar description holds when κ = R. Here, as before, γ· denotes the descend-
ing filtration F · ∩ F̄ · on Hm(Xan, R) endowed with its real Hodge structure. The
locally-free sheaf ζω

C (Hm(X), γ·) has the remarkable description ( [13] Thm. 4.4)

ζω
C (Hm(X), γ·) � Ker

(
Rmπ∗(Ω·

Xan
C

×R/R, sd)→ (Rmπ∗DRX/C)/TX/C

)
(6.1)

Hm
ar (X) = Γ(R, ζω

C (Hm(X), γ·) if κ = C
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where π : Xan
C × R → R is the projection, s is a standard coordinate on R, AR

denotes the sheaf of real-analytic functions on the real analytic manifold R, DRX/C

is the cokernel of the natural inclusion of complexes of π−1AR-modules on Xan
C ×R

π−1AR ↪→ (Ω·
Xan

C
×R/R, sd)

and TX/C is the AR-torsion in Rmπ∗DRX/C. Ω·
Xan

C
×R/R is the complex of C-valued

smooth relative differential forms on Xan × R/R which are holomorphic in the
Xan-coordinates and real analytic in the R-variable. One considers the scaling flow
on R given by the map φt

C(s) = se−t. It induces an action of this group on the
relative differential complex by means of: ψt(ω) = etdegω · (id×φt

C)∗ω. This action
defines in turn a AR-linear action on the complex of higher direct image sheaves
on R. A similar result holds when κ = R: in this case one gets a AR≥0-action. In
the description of Hm

ar (X) given in (6.1), the Hodge theoretic notions required in
the definition of the archimedean cohomology have been replaced by using suitably
deformed complexes of sheaves of modules on R (on R≥0 when κ = R). The
deformed complex of locally free sheaves of relative differentials (Ω·

XC×A1/A1 , zd),
filtered by the Hodge filtration F ·, for z coordinate on A1, was firstly studied by
Simpson in [27]. He introduced the algebraic version ζC(Hm(Xan, C), F ·) of the real
analytic Rees sheaf and proved that ζC(Hm(Xan, C), F ·) � Rmπ∗(Ω·

XC×A1/A1 , zd).
Following this viewpoint, (6.1) is the analogue of Simpson’s formula for the non-
algebraic filtration γ·. A very interesting fact ( [13], §4) is that in the real analytic
setting, the higher direct image sheaves fit into short exact sequences of coherent
AR-modules

(6.2) 0 → Rmπ∗(π−1AR)→ Rmπ∗(Ω·
Xan

C
×R/R, sd) α→ Rmπ∗DRX/C → 0

where Rmπ∗(π−1AR) = Hm(Xan, R) ⊗ AR. Here we like to think of the sheaf
Rmπ∗(Ω·

Xan
C

×R/R, sd) as the archimedean real analytic analog of the relative an-
alytic hypercohomology Rmf∗Ω·

X/∆(log Y ) over a small disk ∆ centered at the
origin, whose algebraic description has been recalled in § 3.3. It turns out that
ζω

C (Hm(X), γ·) is also canonically isomorphic to a twisted dual of Rmπ∗DRX/C.
More precisely, if d, m ∈ Z≥0 with m + d = 2n (n = dim X), then there are
isomorphisms of AR-modules ( [13] Thm. 4.2)

(6.3) ζω
C (Hm(X), γ·) � (2π

√
−1)1−nHomAR

(Rdπ∗DRX/C,AR(−n)).

Dualization detects the γ·-filtration from the Hodge filtration on Rdπ∗DRX/C.
From (6.1) and (6.3) one gets isomorphisms respecting the AR-module structures
and the flow

(6.4)
Ker

(
Rmπ∗(Ω·

Xan
C

×R/R, sd) → (Rmπ∗DRX/C)/TX/C

)
� (2π

√
−1)1−nHomAR

(Rdπ∗DRX/C,AR(−n)).

This statement is the dynamical sheaf-theoretic analog of the duality isomorphisms
between the hypercohomology of the complexes Ker(N)· and Coker(N)· of vector
spaces of [9] (Prop. 4.13) induced by powers of the ‘local monodromy at arithmetic
infinity’, that is, of the duality S of (2.19).
This way, one can reinterpret the archimedean cohomology as the space of global
sections on R (R≥0 for κ = R) of the sheaf inverse image in Rmπ∗(Ω·

Xan×R/R, sd) of
the maximal AR-submodule of Rmπ∗DRX/C with support in 0 ∈ R. This statement
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is in accord with the classical description of the inertia invariants as the kernel of
the local monodromy map N , viewed as the residue at zero of the Gauss-Manin
connection

Ker(Res0∇ : Rmf∗Ω·
X/∆(log Y )⊗O∆ k(0)→ Rmf∗Ω·

X/∆(log Y )⊗O∆ k(0))

cf. § 3.3 and (5.24), (5.25), (5.26) in the archimedean case.
In the archimedean setting (e.g. for κ = C), the exact sequences

(6.5) 0 → ζω
C (Hm(X), γ·)→ Rmπ∗(Ω·

Xan
C

×R/R, sd) → (Rmπ∗DRX/C)/TX/C → 0

are the sheaf theoretic analogs of the hypercohomology exact sequences associated
to the nearby cycles complex as defined by Deligne in [26] ( Exp. XIII, § 1.4:
(1.4.2.2)). At arithmetic infinity, the hypercohomology of the complex of vanishing
cycles is replaced by the hypercohomology sheaf (Rmπ∗DRX/C)/TX/C, whereas the
archimedean analog of the variation map in the formalism of the nearby cycles
produces the duality isomorphisms (6.4).
The sequence (6.5) has also interesting analogies with the exact sequence of Ck-
modules (Ck = idèle class group of a global field k)

(6.6) 0 → L2
δ(X)0

E→ L2
δ(Ck)→ H → 0

studied by A. Connes in [4], §III (33). It is tempting to connect the role played by
the space L2

δ(Ck) to that of the cohomology (R·π∗(Ω·
Xan

C
×R/R, sd)), hence to recast

the spacesH and L2
δ(X)0 of Connes’ theory, respectively, in the role of invariant and

vanishing cycles. A connection with singularity theory in [4] is motivated by the
“bad” behavior (at zero) of the action of k∗ on the adeles space Ak. This expected
connection suggests, in turn, a singular behavior of Spec(Z) around infinity.
One of the interesting questions related to the archimedean cohomology and the
archimedean factor is that of writing the logarithm log Lκ(Hm(X), s) of the regu-
larized determinant (3.15) via a Lefschetz trace formula for the Frobenius operator.
We shall return to these topics in future work.

7. “Arithmetic” spectral triples

In this section we present a refined version of the proposed construction of an
“arithmetic spectral triple” in [10]. This version has the advantage that it holds
at the level of differential forms and for X of any dimension. We first introduce
natural subcomplexes and quotient complexes of T ·.

7.1. Inertia invariants and coinvariants. We consider certain complexes of
vector spaces related to the action of the endomorphism N on (T ·, δ). We introduce
the notation T ·

� ⊂ T · for the Z-graded linear subspace obtained as follows. For fixed
(p, q) with p+q = m, let (T m,∗

p,q )� ⊂ T m,∗
p,q be the 2Z-graded real vector space spanned

by elements of the form α⊗U r⊗�k, with α ∈ (Ωp,q
X ⊕Ωq,p

X )R and (r, k) ∈ Λp,q lying
on the line k = 2r + m + � (cf. Figure 3). We let T ·

� = ⊕p,q(T m,∗
p,q )�.

Each T ·
� is a subcomplex with respect to the differential d′ = �d, while the second

differential satisfies d′′ : T ·
� → T ·+1

�−1 .

Similarly, we denote by Ť ·
� the linear subspace of T ·, which is the direct sum of the

subspaces (Ť m,∗
p,q )� ⊂ T m,∗

p,q spanned by elements α⊗U r⊗�k, with α ∈ (Ωp,q
X ⊕Ωq,p

X )R
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r

2r−2k+ |p−q|+m=0

0,u

0,u

.
T

.
T

   k=2r+m

S

v

k

Figure 3. The complexes Ť ·
0,u and T ·

0,u and the duality S

and with (r, k) ∈ Λp,q lying on the horizontal line k = � (cf. Figure 3). Each Ť ·
� is

a subcomplex with respect to the differential d′′, while d′ : Ť ·
� → Ť ·+1

�+1 .
In particular, for � = 0 and k = 2r + m ≥ 0, we obtain the subcomplex of “inertia
invariants”

T ·
0 := Ker(N)·.

This complex agrees with the complex that computes the H·(T ·, δ)N=0, for all
k = 2r + m > 0, so that the map

H∗(Ker(N)·, d) � H∗(T ·, d)N=0

is almost always a bijection.
Similarly, for u ∈ N, one can consider subcomplexes T ·

0,u ⊂ T ·

(7.1) T ·
0,u := ⊕u

�=0T ·
� = Ker(Nu+1)·.

These satisfy T · = lim−→u
T ·

0,u. We also consider the quotient complexes

(7.2) Ť ·
0,u := ⊕u

�=0Ť ·
� = Coker(Nu+1)·,

where we denote by δ̌ the induced differential on Ť ·
0,u. We obtain this way T · =

lim←−u
Ť ·

0,u. We call Coker(N)· the complex of “inertia coinvariant” and we refer to
the Ker(Nu+1)· and Coker(Nu+1)· as higher inertia co/invariants.

7.2. Spectral triple. We consider the complex

(7.3) T ·
u = T ·

0,u ⊕ Ť ·
0,u[+1],

with induced differential δu = δ⊕ δ̌, where (T ·
0,u, δ) and (Ť ·

0,u, δ̌) are the complexes
of higher invariants and coinvariants of (7.1) and (7.2).
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We still denote by Φ the linear operator on T ·
u which agrees with the operator

Φ = −U∂U on the subspaces 0⊕Ť ·
0,u and T ·

0,u⊕0, identified with the corresponding
linear subspaces of T ·.
On the compact Kähler manifold X consider the operator d+d∗ on real forms Ω·

X,R.
For the next result we need to assume the following conditions on the spectrum of
d + d∗:

(7.4)
#{(r, λ) ∈ Z× Spec(d + d∗) : t = r + λ} <∞ ∀t ∈ R

{r + λ : r ∈ Z, λ ∈ Spec(d + d∗)} ⊂ R is discrete.

Theorem 7.1. Let U(g) be the universal enveloping algebra of the Lie algebra
g = sl(2, R). Let H· denote the completion of T ·

u with respect to the inner product
induced by (2.2). Let D be the linear operator D = Φ+δu+δ∗u. Let A = C∞(X, R)⊗
U(g). If X has the property (7.4), then the data (A,H·,D) satisfy the properties:

• The representation (2.23) determines an action of the algebra A by bounded
operators on the Hilbert space H·.

• The commutators [D, σL(a)], for a ∈ A, are bounded operators on H·.
• The operator D is a densely defined unbounded self-adjoint operator on
H·, such that (1 +D2)−1 is a compact operator.

Proof. The representation σL of SL(2, R) on T · defined in (2.23) preserves the
subspaces T ·

0,u and Ť ·
0,u. In fact, the operator L changes m 	→ m+2, r 	→ r−1 and

k 	→ k, so that the constraint k ≤ u defining Ť ·
0,u and the constraint k = 2r +m+ �

with 0 ≤ � ≤ u defining T ·
0,u are preserved by the action of L. Similarly, the

involution S̃ changes m 	→ 2n−m, r 	→ r− (n−m) and k 	→ k, so that again both
constraints k ≤ u and k = 2r + m + �, for 0 ≤ � ≤ u, are preserved. Thus, we
can consider on T ·

u the corresponding derived representation dσL of the Lie algebra
g = sl(2, R),

dσL(v) =
d

ds
σL(exp(sv))|s=0.

Let {v±, v0} be the basis of g with [v0, v+] = 2v+, [v0, v−] = −2v−, and [v+, v−] =
v0. We have dσL(v+) = L, while dσL(v0) is the linear operator that multiplies
elements α⊗U r ⊗ �k with α ∈ Ωm

X,R by −n + m. Thus, we obtain an action of the
algebra U(g) on H· by bounded linear operators.
We have [σL(γ), δu] = [σL(γ), δ∗u] = 0 hence [D, dσL(v)] = [Φ, dσL(v)]. Using
[Φ, L] = L and [Φ, S̃] = (−n + m)S̃, we obtain that [D, dσL(v)] is a bounded
operator for all v ∈ U(g). The algebra of real valued smooth functions C∞(X, R)
acts on T · and on T ·

u by the usual action on real forms Ω·
X,R. This action commutes

with Φ so that [D, f ] = [δu + δ∗u, f ], for all f ∈ C∞(X, R), and we can estimate
‖ [D, f ] ‖ ≤ C sup |df | for some C > 0.
For Du = δu + δ∗u, we have D = Φ + Du, with [Φ,Du] = 0. The operator Φ on
T ·

u has spectrum Z. The eigenspace Er with eigenvalue r ∈ Z is the span of the
elements

(α1 ⊗ U r ⊗ �k1 , α2 ⊗ U r ⊗ �k2) ∈ T ·
0,u ⊕ Ť ·

0,u,

namely, elements with αi ∈ Ωmi

X,R and ki satisfying 0 ≤ k1 − 2r − m1 ≤ u and
0 ≤ k2 ≤ u. The operator Du restricted to the eigenspace Er has discrete spectrum.
The multiplicity mλ of an eigenvalue λ of Du|Er is bounded by 2u nλ, where nλ

is the multiplicity of λ as an eigenvalue of the operator d + d∗ on real differential
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forms Ω·
X,R. Condition (7.4) then implies that D has discrete spectrum with finite

multiplicities and that (1 +D2)−1 is compact.
�

When passing to cohomology, we obtain an induced structure of the following form.

Corollary 7.2. Let now H· denote the Hilbert completion of the cohomology
H·(T ·

u, δu) and let D = Φ, the operator induced in cohomology. For A = U(g), the
triple (A,H·,D) satisfies:

• The representation (2.23) induces an action of algebra A by bounded op-
erators on H·.

• The commutators [D, σL(a)], for a ∈ A, are bounded operators on H·.
• The operator D is a densely defined unbounded self-adjoint operator on
H·, such that (1 +D2)−1 is a compact operator.

Proof. The statement follows as in the case of Theorem 7.1. Notice that now
we have Spec(Φ) = Z with multiplicites

mr = dim
Ker(d′ : T ·,2r

0,u → T ·+1,2r
0,u )

Im(d′ : T ·−1,2r
0,u → T ·,2r

0,u )
+ dim

Ker(d′′ : Ť ·+1,2r
0,u → Ť ·+2,2r

0,u )

Im(d′′ : Ť ·,2r
0,u → Ť ·+1,2r

0,u )
.

This cohomological result no longer depends on the property (7.4).
�

Recall that (A,H·,D) is a spectral triple in the sense of Connes ([6]) if the three
properties listed in the statement of Theorem 7.1 and Corollary 7.2 hold and the
algebra A is a dense involutive subalgebra of a C∗-algebra.

In our case, the adjoints of elements in A with respect to the inner product on H·

are again contained in A. In fact, one can see that the adjoint of the Lefschetz L
is given by

(7.5) L∗ = (·$ω)U,

where $ is the interior product and ω is the Kähler form, and we obtain (7.5) from

σL(w)−1LσL(w) = ∗((∗·) ∧ ω)U.

Moreover, a choice of the Kähler form (of the Kähler class in the cohomological
case) determines a corresponding representation of the involutive algebra A on the
Hilbert space H·. The choice of the Kähler class ranges over the Kähler cone

(7.6) K = {c ∈ H1,1(X) :
∫

M

ck > 0}

for all M ⊂ X complex submanifolds of dimension 1 ≤ k ≤ X . Thus, in the case
of Corollary 7.2 for instance we can consider a norm

(7.7) ‖a‖ := sup
c∈K: ‖c‖=1

‖σL
c (a)‖,

where K is the nef cone and σL
c is the representation of A determined by the choice

of the class c. Thus, the data (A,H·,D) of Theorem 7.1 and Corollary 7.2 determine
a spectral triple.
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An interesting arithmetic aspect of spectral triples is that they have an associated
family of zeta functions, the basic one being the zeta function of the Dirac operator,

ζD(z) = Tr(|D|−z) =
∑

λ

Tr(Π(λ, |D|))λ−z ,

where Π(λ, |D|) denotes the orthogonal projection onto the eigenspace E(λ, |D|).
More generally, one considers for a ∈ A the corresponding zeta function

ζa,D(z) = Tr(a|D|−z) =
∑

λ

Tr(a Π(λ, |D|))λ−z .

These provide a refined notion of dimension for noncommutative spaces, the dimen-
sion spectrum, which is the complement in C of the set where all the ζa,D extend
holomorphically.
One can also consider the associated two-variable zeta functions,

ζa,D(s, z) :=
∑

λ

Tr(a Π(λ, |D|))(s − λ)−z

and the corresponding regularized determinants,

det
∞ a,D

(s) := exp
(
− d

dz
ζa,D(s, z)|z=0

)
.

Proposition 3.3 then shows that the archimedean factor of the Hasse-Weil L-function
is given by the regularized determinant of a zeta function ζa,D of the spectral triple
of Corollary 7.2, namely the one for a = σL(w)2. One advantage of this point of
view is that one can now see the archimedean factor of the Hasse-Weil L-function
as an element in the family det∞a,D associated to the noncommutative geometry
(A,H·,D).

Different representations of the Lie algebra g = sl(2), for different choice of the
Kähler class and the corresponding Lefschetz operators, were considered also in
[20]. It would be interesting to see if one can use this formalism of spectral triples
in that context to further investigate the structure of the resulting Kähler Lie
algebra (or of the Neron–Severi Lie algebra of projective varieties considered in
[20]).

In the special case of arithmetic surfaces considered in [10], where X is a compact
Riemann surface, the result of Corollary 7.2 can be related to the “arithmetic
spectral triple” of [10].
Consider the complex Cone(N)· = T · ⊕ T ·[+1] with differential

dCone =
(

δ N
0 −δ

)
.

Proposition 2.23 of [10] and §4 of [9] show that, for X a compact Riemann surface,
we have

H·(Cone(N)·, dCone) � H·(Ker(N)·, d′)⊕H·+1(Coker(N)·, d′′).

This is isomorphic to H·(T ·
u, δu)|u=0. Moreover, under this identification, the oper-

ator Φ on the cohomology H·(Cone(N)·, dCone) considered in [10] agrees with the
operator Φ on H·(T ·

u, δu)|u=0.
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8. Analogies with loop space geometry

Besides the original motivating analogy with the case of a geometric degeneration
and the resolution (4.6) of the complex of nearby cycles, the cohomology theory
at arithmetic infinity defined by the complex (T ·, δ) also bears some interesting
formal analogies with Givental’s homological geometry on the loop space of a Kähler
manifold ( [15]).
Let X be a compact Kähler manifold, with the symplectic form ω representing an
integral class in cohomology, such that the morphism ω : π2(X) → Z is onto. Let
LX denote the space of contractible loops on X , and L̃X the cyclic cover with
group of deck transformations

(8.1) π2(X)/Ker{ω : π2(X)→ Z} ∼= Z,

and with the S1-action that rotates loops. This covering makes the action functional

(8.2) A(φ) =
∫

∆

φ∗ω, ∀φ ∈ L̃X

single valued, for ∂∆ = S1. In fact, if γ denotes the generator of (8.1), we have
γ∗A = A + 1. The critical manifold Crit(A) = Fix(S1) consists of a trivial
cyclic cover of the submanifold of constant loops X . Formally, one can consider
an equivariant Floer complex for the functional A, which is the complex (2.1)
with a differential dS1 ± π∗π

∗, which combines the equivariant differential on each
component of Crit(A) with a pullback–pushforward along gradient flow lines of A
between different components of the critical manifold.
More precisely, a formal setting for the construction of equivariant Floer cohomolo-
gies can be described as follows. On a configuration space C, which is an infi-
nite dimensional manifold with an S1 action, consider an S1-invariant functional
A : C → R, satisfying the following assumptions: (i) The critical point equation
∇A = 0 cuts out a finite dimensional smooth compact S1-manifold Crit(A) ⊂ C.
(ii) The Hessian H(A) on Crit(A) is non-degenerate in the normal directions.
(iii) For any x, y ∈ Crit(A), there is a well defined locally constant relative index
ind(x)− ind(y) ∈ Z. (iv) For any two S1-orbits O± in Crit(A), the setM(O+,O−)
of solutions to the flow equation

(8.3)
d

dt
u(t) +∇A(u(t)) = 0, lim

t→±∞
u(t) ∈ O±,

modulo reparameterizations by translations, is either empty or a smooth manifold
of dimension ind(O+) − ind(O−) + dimO+ − 1. (v) The manifolds M(O+,O−)
admit a compactification to smooth manifolds with corners, with codimension one
boundary strata ∪ind(O+)≥ind(O)≥ind(O−)M(O+,O)×O M(O,O−), and with com-
patible endpoint fibrations π± :M(O+,O−) → O±.
For each component O ⊂ Crit(A) one can then consider the S1-equivariant de
Rham complex

(8.4) Ω·,∞
S1 (O) := Ω·

inv(O) ⊗ C[U, U−1],

where U is of degree two, so that the total degree of α ⊗ U r, with α ∈ Ωm
O is

i = m + 2r. The differential is of the form

(8.5) dS1(α⊗ U r) = dα⊗ U r + ιV (α) ⊗ U r+1, dS1U = 0,
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where ιV denotes contraction with the vector field generated to the S1-action on
O. The complex (8.4) computes the periodic S1-equivariant cohomology of O,

H ·(Ω·,∞
S1 (O), dS1 ) = H ·

S1,per(O; C),

which is the localization of H ·
S1(O; C) obtained by inverting U . The Floer complex

is then defined as

(8.6) CF �,∞
S1 = ⊕�=ind(O)+m+2r Ωm+2r,∞

S1 (O),

with the relative index ind(O) computed with respect to a fixed base point in
Crit(A), and with the Floer differential given by

(8.7) DO+,O−(α⊗ U r) =

⎧⎨⎩ dS1 (α⊗ U r) O+ = O−

(−1)m(π+ ∗π
∗
− α)⊗ U r ind(O+) ≥ ind(O−)

0 otherwise,

where π± : M(O+,O−) → O± are the endpoint projections. The (periodic) equi-
variant Floer cohomology is the C[U, U−1] module

(8.8) HF ·,∞
S1 (C;A) := H ·(CF∞

S1 , D).

The property D2 = 0 for the Floer differential holds because of the structure of the
compactification of the spaces M(O+,O−) and its compatibility with the endpoint
fibrations ([2]). The periodic equivariant Floer cohomology is related to equivariant
Floer cohomology and homology via a natural exact sequence of complexes ([22]),
of the form

(8.9) 0 → CF ∗,+
S1 → CF ∗,∞

S1 → CF ∗,−
S1 → 0,

where CF ∗,+
S1 is defined as in (8.6), but with C[U ] instead of C[U, U−1] in (8.4).

The equivariant Floer cohomology is defined as

(8.10) HF ∗
S1(C;A) = HF ∗,+

S1 (C;A) = H∗(CF ∗,+
S1 , D),

while the quotient complex CF ∗,−
S1 , with the induced Floer differential D−, com-

putes the equivariant Floer homology

(8.11) HF∗,S1(C;−A) = HF ∗,−
S1 (C;A).

There is also, in Floer theory, an analog of the weight filtration W· given by the
increasing filtration of the complex (8.6) by index of critical orbits, ind(O) ≥ k,

(8.12) WkCF �,∞(C,A) = ⊕ind(O)≥k, i+ind(O)=� Ωi
S1(O).

In the cases where the components of the boundary corresponding to flow lines in
M(O+,O−) vanish, the exact sequence collapses and the Floer cohomology is the
equivariant cohomology of the critical set, [15] and [16]. We have then an analog,
in this context, of the Picard–Lefschetz filtration in the form (4.12), by setting

(8.13) AF s,k := CF s+k+1,∞
S1 /WkCF s+k+1,∞

S1 ,

as the analog of (4.6), and

(8.14) L�AF s,k = W2k+�+1CF s+k+1,∞
S1 /WkCF s+k+1,∞

S1 ,

with

(8.15) grL
� AF s,k =

{
grW

2k+�+1CF s+k+1,∞
S1 � + k ≥ 0

0 � + k < 0
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where
grW

2k+�+1CF s+k+1,∞
S1 = ⊕ind(O)=2k+�+1,s−i=�+kΩi

S1(O).

In the case of the loop space of a smooth compact symplectic manifold X , the
action functional (8.2) is degenerate, the transversality conditions fail and the setup
of Floer theory becomes more delicate [23]. The argument of [16] shows that,
in the case of the loop space of a Kähler manifold, the components M(O+,O−)
contribute trivially to the Floer differential, hence the equivariant Floer cohomology
is computed by the E1 term of the spectral sequence associated to the filtration W·,
namely by the infinite dimensional vector space H ·(X ; C)⊗C[U, U−1]⊗ C[�, �−1],
where � implements the action of Z in (8.1).
Thus, one can see a formal analogy between the complex C· of (2.9) and an equi-
variant Floer complex on the loop space. The cutoff k ≥ 0 is then interpreted as a
filtration by sublevel sets, corresponding to considering HF ·

S1 of C0 = A−1(R≥0).
The cutoff 2r + m ≥ 0 instead corresponds in this analogy to a cutoff on the total
degree of the equivariant differential forms, HF ·≥0

S1 . Finally, the cutoff k ≥ r + q
in (2.4) can be compared to a splitting of the form (8.9), adapted to the Hodge fil-
tration. As in the case of the analogy with the resolution of the complex of nearby
cycles, also in this analogy with Floer theory on loop spaces there is however a
fundamental difference in the differentials. In fact, the term dS1 of the Floer dif-
ferential is replaced in the theory at arithmetic infinity by �d + d′′, which would
not give a degree one differential on the Floer complex (except in special cases, like
hyperkähler manifolds, where all components of Crit(A) have relative index zero).
By the results of Givental, the equivariant Floer cohomology of the loop space also
has an action of the ring D of differential operators on C∗, where Q acts as � = γ∗

and P as a combination of the symplectic form and action functional on the loop
space, [15]. This structure on the Floer cohomology plays an important role in
the phenomenon of mirror symmetry. It is interesting to remark that there is a
conjectural mirror relation between the monodromy and the Lefschetz operators (
[17] [21]). Thus, the question of developing a more precise relation between the
complex (T ·, δ) and Floer theory, with the actions (2.27) of the ring of differential
operators on C∗, may be interesting in this respect, in view of the possibility of
addressing such mirror symmetry questions in the context of arithmetic geometry,
by adapting to arithmetic cohomological constructions the setting of homological
geometry on loop spaces.
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pp. 53–73.
[22] M. Marcolli, B.L. Wang, Variants of equivariant Seiberg–Witten Floer homology, preprint

math.GT/0211238.
[23] S.Piunikhin, D.Salamon, M.Schwarz, Symplectic Floer-Donaldson theory and quantum coho-

mology. Contact and symplectic geometry (Cambridge, 1994), 171–200, Publ. Newton Inst.,
8 , Cambridge Univ. Press, Cambridge, 1996.

[24] M. Saito, Modules de Hodge Polarisable. Publ. Res. Inst. Math. Sci. 2 4 (1988) 849–995.
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3 4 0 , Springer-Verlag, New York 1973.
[27] C. Simpson, The Hodge filtration on nonabelian cohomology, Proc. Symp. Pure Math. 6 2 (2)

(1997) 217–281.
[28] J. Steenbrink, Limits of Hodge structures. Invent. Math. 3 1 (1976), 229–257.
[29] R.O. Wells, Differential analysis on complex manifolds, Springer Verlag, 1980.

C. Consani: University of Toronto Canada
E-mail address: kc@math.toronto.edu

M. Marcolli: Max–Planck Institut für Mathematik Bonn Germany
E-mail address: marcolli@mpim-bonn.mpg.de



A twisted Burnside theorem for countable groups and
Reidemeister numbers

Alexander Fel’shtyn and Evgenij Troitsky

Abstract. The purpose of the present paper is to prove for finitely generated

groups of type I the following conjecture of A. Fel’shtyn and R. Hill [ 8 ], which
is a generalization of the classical Burnside theorem.

Let G be a countable discrete group, φ one of its automorphisms, R(φ)

the number of φ-conjugacy classes, and S(φ) = #Fix(bφ) the number of φ-
invariant equivalence classes of irreducible unitary representations. If one of
R(φ) and S(φ) is finite, then it is equal to the other.

This conjecture plays a important role in the theory of twisted conju-
gacy classes (see [ 1 2 ], [ 6 ]) and has very important consequences in Dynamics,
while its proof needs rather sophisticated results from Functional and Non-
commutative Harmonic Analysis.

We begin a discussion of the general case (which needs another definition

of the dual object). It will be the subject of a forthcoming paper.
Some applications and examples are presented.

1. Introduction and formulation of results

Definition 1.1. Let G be a countable discrete group and φ : G → G an
endomorphism. Two elements x, x′ ∈ G are said to be φ-conjugate or twisted
conjugate iff there exists g ∈ G with

x′ = gxφ(g−1).

We shall write {x}φ for the φ-conjugacy or twisted conjugacy class of the element
x ∈ G. The number of φ-conjugacy classes is called the Reidemeister number of
an endomorphism φ and is denoted by R(φ). If φ is the identity map then the
φ-conjugacy classes are the usual conjugacy classes in the group G.

If G is a finite group, then the classical Burnside theorem (see e.g. [13, p. 140])
says that the number of classes of irreducible representations is equal to the number
of conjugacy classes of elements of G. Let Ĝ be the unitary dual of G, i.e. the set
of equivalence classes of unitary irreducible representations of G.

Remark 1.2. If φ : G → G is an epimorphism, it induces a map φ̂ : Ĝ → Ĝ,
φ̂(ρ) = ρ◦φ (because a representation is irreducible if and only if the scalar operators
in the space of representation are the only ones which commute with all operators
of the representation). This is not the case for a general endomorphism φ, because
ρφ can be reducible for an irreducible representation ρ, and φ̂ can be defined only
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as a multi-valued map. But nevertheless we can define the set of fixed points Fix φ̂

of φ̂ on Ĝ.

Therefore, by the Burnside’s theorem, if φ is the identity automorphism of any
finite group G, then we have R(φ) = # Fix(φ̂).

To formulate our theorem for the case of a general endomorphism we first need
an appropriate definition of the Fix(φ̂).

Definition 1.3. Let Rep(G) be the space of equivalence classes of finite dimen-
sional unitary representations of G. Then the corresponding map φ̂R : Rep(G) →
Rep(G) is defined in the same way as above: φ̂R(ρ) = ρ ◦ φ.

Let us denote by Fix(φ̂) the set of points ρ ∈ Ĝ ⊂ Rep(G) such that φ̂R(ρ) = ρ.

Theorem 1.4 (Main Theorem). Let G be a finitely generated discrete group
of type I, φ one of its endomorphism, R(φ) the number of φ-conjugacy classes,
and S(φ) = # Fix(φ̂) the number of φ-invariant equivalence classes of irreducible
unitary representations. If one of R(φ) and S(φ) is finite, then it is equal to the
other.

Let µ(d), d ∈ N, be the Möbius function, i.e.

µ(d) =

⎧⎨⎩
1 if d = 1,
(−1)k if d is a product of k distinct primes,
0 if d is not square− free.

Theorem 1.5 (Congruences for the Reidemeister numbers). Let φ : G → G be
an endomorphism of a countable discrete group G such that all numbers R(φn) are
finite and let H be a subgroup of G with the properties

φ(H) ⊂ H

∀x ∈ G ∃n ∈ N such that φn(x) ∈ H.

If the pair (H, φn) satisfies the conditions of Theorem 1.4 for any n ∈ N, then one
has for all n, ∑

d|n
µ(d) · R(φn/d) ≡ 0 mod n.

These theorems were proved previously in a special case of Abelian finitely
generated plus finite group [8, 9].

The interest in twisted conjugacy relations has its origins, in particular, in the
Nielsen-Reidemeister fixed point theory (see, e.g. [12, 6]), in Selberg theory (see,
eg. [14, 1]), and Algebraic Geometry (see, e.g. [11]).

Concerning some topological applications of our main results, they are already
obtained in the present paper (Theorem 8.5). The congruences give some neces-
sary conditions for the realization problem for Reidemeister numbers in topological
dynamics. The relations with Selberg theory will be presented in a forthcoming
paper.

Let us remark that it is known that the Reidemeister number of an endomor-
phism of a finitely generated Abelian group is finite iff 1 is not in the spectrum of
the restriction of this endomorphism to the free part of the group (see, e.g. [12]).
The Reidemeister number is infinite for any automorphism of a non-elementary
Gromov hyperbolic group [5].
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To make the presentation more transparent we start from a new approach
(E.T.) for Abelian (Section 2) and compact (Section 3) groups. Only after that
we develop this approach and prove the main theorem for finitely generated groups
of type I in Section 5. A discussion of some examples leading to conjectures is
the subject of Section 6. Then we prove the congruences theorem (Section 7) and
describe some topological applications (Section 8).

Acknowledgement. We would like to thank the Max Planck Institute for Mathe-
matics in Bonn for its kind support and hospitality while the most part of this work
has been completed. We are also indebted to MPI and organizers of the Workshop
on Noncommutative Geometry and Number Theory (Bonn, August 18–22, 2003)
where the results of this paper were presented.
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for helpful discussions.
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2. Abelian case

Let φ be an automorphism of an Abelian group G.

Lemma 2.1. The twisted conjugacy class H of e is a subgroup. The other ones
are cosets gH.

Proof. The first statement follows from the equalities

hφ(h−1)gφ(g−1) = ghφ((gh)−1, (hφ(h−1))−1 = φ(h)h−1 = h−1φ(h).

For the second statement suppose a ∼ b, i.e. b = haφ(h−1). Then

gb = ghaφ(h−1) = h(ga)φ(h−1), gb ∼ ga.

�

Lemma 2.2. Suppose, u1, u2 ∈ G, χH is the characteristic function of H as a
set. Then

χH(u1u
−1
2 ) =

{
1, if u1, u2 are in one coset ,
0, otherwise .

Proof. Suppose, u1 ∈ g1H , u2 ∈ g2H , hence, u1 = g1h1, u2 = g2h2. Then

u1u
−1
2 = g1h1h

−1
2 g−1

2 ∈ g1g
−1
2 H.

Thus, χH(u1u
−1
2 ) = 1 if and only if g1g

−1
2 ∈ H and u1 and u2 are in the same class.

Otherwise it is 0. �

The following Lemma is well known.

Lemma 2.3. For any subgroup H the function χH is of positive type.

Proof. Let us take arbitrary elements u1, u2, . . . , un of G. Let us reenumerate
them in such a way that some first are in g1H , the next ones are in g2H , and so
on, till gmH , where gjH are different cosets. By the previous Lemma the matrix
‖pit‖ := ‖χH(uiu

−1
t )‖ is block-diagonal with square blocks formed by units. These

blocks, and consequently the whole matrix are positively semi-defined. �
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Lemma 2.4. In the Abelian case characteristic functions of twisted conjugacy
classes belong to the Fourier-Stieltjes algebra B(G) = (C∗(G))∗.

Proof. In this case the characteristic functions of twisted conjugacy classes
are the shifts of the characteristic function of the class H of e. Indeed, we have the
following sequence of equivalent properties:

a ∼ b, b = haφ(h−1) for some h, gb = ghaφ(h−1) for some h,

gb = hgaφ(h−1) for some h, ga ∼ gb.

Hence, by Corollary (2.19) of [4], these characteristic functions are in B(G). �

Let us remark that there exists a natural isomorphism (Fourier transform)

u 	→ û, C∗(G) = C∗
r (G) ∼= C(Ĝ), ĝ(ρ) := ρ(g),

(this is a number because irreducible representations of an Abelian group are 1-
dimensional). In fact, it is better to look (for what follows) at an algebra C(Ĝ)
as an algebra of continuous sections of a bundle of 1-dimensional matrix algebras.
over Ĝ.

Our characteristic functions, being in B(G) = (C∗(G))∗ in this case, are
mapped to the functionals on C(Ĝ) which, by the Riesz-Markov-Kakutani theo-
rem, are measures on Ĝ. Which of these measures are invariant under the induced
(twisted) action of G ? Let us remark, that an invariant non-trivial functional gives
rise to at least one invariant space – its kernel.

Let us remark, that convolution under the Fourier transform becomes point-
wise multiplication. More precisely, the twisted action, for example, is defined as

g[f ](ρ) = ρ(g)f(ρ)ρ(φ(g−1)), ρ ∈ Ĝ, g ∈ G, f ∈ C(Ĝ).

There are 2 possibilities for the twisted action of G on the representation algebra
Aρ

∼= C : 1) the linear span of the orbit of 1 ∈ Aρ is equal to all Aρ, 2) and the
opposite case (the action is trivial).

The second case means that the space of interviewing operators between Aρ

and Abφρ equals C, and ρ is a fixed point of the action φ̂ : Ĝ → Ĝ. In the first case
this is the opposite situation.

If we have a finite number of such fixed points, then the space of twisted invari-
ant measures is just the space of measures concentrated in these points. Indeed, let
us describe the action of G on measures in more detail.

Lemma 2.5. For any Borel set E one has g[µ](E) =
∫

E
g[1] dµ.

Proof. The restriction of measure to any Borel set commutes with the action
of G, since the last is point wise on C(Ĝ). For any Borel set E one has

g[µ](E) =
∫

E

1 dg[µ] =
∫

E

g[1] dµ.

�

Hence, if µ is twisted invariant, then for any Borel set E and any g ∈ G one
has ∫

E

(1− g[1]) dµ = 0.
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Lemma 2.6. Suppose, f ∈ C(X), where X is a compact Hausdorff space, and
µ is a regular Borel measure on X, i.e. a functional on C(X). Suppose, for any
Borel set E ⊂ X one has

∫
E

f dµ = 0. Then µ(h) = 0 for any h ∈ C(X) such that
f(x) = 0 implies h(x) = 0. I.e. µ is concentrated off the interior of supp f.

Proof. Since the functions of the form fh are dense in the space of the refered
to above h’s, it is sufficient to verify the statement for fh. Let us choose an arbitrary

ε > 0 and a simple function h′ =
n∑

i=1

aiχEi such that |µ(fh′)− µ(fh)| < ε. Then

µ(fh′) =
n∑

i=1

∫
Ei

aif dµ =
n∑

i=1

ai

∫
Ei

f dµ = 0.

Since ε is an arbitrary one, we are done. �

Applying this lemma to a twisted invariant measure µ and f = 1 − g[1] we
obtain that µ is concentrated at our finite number of fixed points of φ̂, because
outside of them f �= 0. If we have an infinite number of fixed points, then the
space is infinite–dimensional (we have an infinite number of measures concentrated
in finite number of points, each time different) and Reidemeister number is infinite
as well. So, we are done.

3. Compact case

Let G be a compact group, hence Ĝ is a discrete space. Then C∗(G) = ⊕Mi,
where Mi are the matrix algebras of irreducible representations. The infinite sum
is in the following sense:

C∗(G) = {fi}, i ∈ {1, 2, 3, ...} = Ĝ, fi ∈Mi, ‖fi‖ → 0(i→∞).

When G is finite and Ĝ is finite this is exactly Peter-Weyl theorem.
A characteristic function of a twisted class is a functional on C∗(G). For a

finite group it is evident, for a general compact group it is necessary to verify only
the measurability of the twisted class with the respect to Haar measure, i.e. that
twisted class is Borel. For a compact G, the twisted conjugacy classes being orbits
of twisted action are compact and hence closed. Then its complement is open,
hence Borel, and the class is Borel too.

Under the identification it passes to a sequence {ϕi}, where ϕi is a functional
on Mi (the properties of convergence can be formulated, but they play no role at the
moment). The conditions of invariance are the following: for each ρi ∈ Ĝ one has
g[ϕi] = ϕi, i.e. for any a ∈ Mi and any g ∈ G one has ϕi(ρi(g)aρi(φ(g−1))) = ϕi(a).

Let us recall the following well-known fact.

Lemma 3.1. Each functional on matrix algebra has form a 	→ Tr(ab) for a fixed
matrix b.

Proof. One has dim(M(n, C))′ = dim(M(n, C)) = n×n and looking at matri-
ces as at operators in V , dim V = n, with base ei, one can remark that functionals
a 	→ 〈aei, ej〉, i, j = 1, . . . , n, are linearly independent. Hence, any functional takes
form

a 	→
∑
i,j

bi
j〈aei, ej〉 =

∑
i,j

bi
ja

j
i = Tr(ba), b := ‖bi

j‖.

�
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Now we can study invariant ones:

Tr(bρi(g)aρi(φ(g−1))) = Tr(ba), ∀ a, g,

Tr((b− ρi(φ(g−1))bρi(g))a) = 0, ∀ a, g,

hence,
b− ρi(φ(g−1))bρi(g) = 0, ∀ g.

Since ρi is irreducible, the dimension of the space of such b is 1 if ρi is a fixed point
of φ̂ and 0 in the opposite case. So, we are done.

Remark 3.2. In fact we are only interested in finite discrete case. Indeed,
for a compact G, the twisted conjugacy classes being orbits of twisted action are
compact and hence closed. If there is a finite number of them, then are open too.
Hence, the situation is more or less reduced to a discrete group: quotient by the
component of unity.

4. Extensions and Reidemeister classes

Consider a group extension respecting homomorphism φ:

0 �� H
i ��

φ′

��

G
p ��

φ

��

G/H

φ

��

�� 0

0 �� H
i �� G

p �� G/H �� 0,

where H is a normal subgroup of G. The following argument has partial intersection
with [10].

First of all let us notice that the Reidemeister classes of φ in G are mapped
epimorphically on classes of φ in G/H . Indeed,

p(g̃)p(g)φ(p(g̃−1)) = p(g̃gφ(g̃−1).

Suppose, R(φ) < ∞. Then the previous remark implies R(φ) < ∞. Consider a
class K = {h}τgφ′ , where τg(h) := ghg−1, g ∈ G, h ∈ H . The corresponding
equivalence relation is

(1) h ∼ h̃hgφ′(h̃−1)g−1.

Since H is normal, the automorphism τg : H → H is well defined. We will denote
by K the image iK as well. By (1) the shift Kg is a subset of Hg is characterized
by

(2) hg ∼ h̃(hg)φ′(h̃−1).

Hence it is a subset of {hg}φ ∩Hg and the partition Hg = ∪({h}τgφ′)g is a sub-
partition of Hg = ∪(Hg ∩ {hg}φ).

Lemma 4.1. Suppose, |G/H | = N < ∞. Then R(τgφ
′) ≤ NR(φ). More

precisely, the mentioned subpartition is not more than in N parts.

Proof. Consider the following action of G on itself: x 	→ gxφ(g−1). Then
its orbits are exactly classes {x}φ. Moreover it maps classes (2) onto each other.
Indeed,

g̃h̃(hg)φ′(h̃−1)φ(g̃−1) = ĥg̃(hg)φ(g̃−1)φ′(ĥ−1)
using normality of the H . This map is invertible (g̃ ↔ g̃−1), hence bijection.
Moreover, g̃ and g̃ĥ, for any ĥ ∈ H, act in the same way. Or in the other words, H



TWISTED BURNSIDE THEOREM FOR COUNTABLE GROUPS 147

is in the stabilizer of this permutation of classes (2). Hence, the cardinality of any
orbit ≤ N . �

Hence, for any finite G/H the number of classes of the form (2) is finite: it is
≤ NR(φ).

Lemma 4.2. Suppose, H satisfies the following property: for any automorphism
of H with finite Reidemeister number the characteristic functions of Reidemeister
classes of φ are linear combinations of matrix elements of some finite number of ir-
reducible finite dimensional representations of H. Then the characteristic functions
of classes (2) are linear combinations of matrix elements of some finite number of
irreducible finite dimensional representations of G.

Proof. Let ρ1, ρ2, . . . , ρk be the above irreducible representations of H , ρ its
direct sum acting on V , and π the regular (finite dimensional) representation of
G/H . Let ρI

1, . . . , ρ
I
k, ρI be the corresponding induced representations of G. Let

the characteristic function of K be represented under the form χK(h) = 〈ρ(h)ξ, η〉.
Let ξI ∈ L2(G/H, V ) be defined by the formulas ξI(e) = ξ ∈ V , ξI(g) = 0 if g �= e.
Define similarly ηI . Then for h ∈ iH we have

ρI(h)ξI(g) = ρ(s(g)hs(gh)−1)ξ(gh) = ρ(hs(g)s(g)−1)ξ(g) =

{
ρ(h)ξ, if g = e,

0, otherwise.

Hence, 〈ρI(h)ξI , ηI〉|iH is the characteristic function of iK. Let u, v ∈ L2(G/H) be
such vectors that 〈π(g)u, v〉 is the characteristic function of e. Then

〈(ρI ⊗ π)(ξI ⊗ u, ηI ⊗ v)〉
is the characteristic function of iK. Other characteristic functions of classes (2)
are shifts of this one. Hence matrix elements of the representation ρI ⊗ π. It is
finite dimensional. Hence it can be decomposed in a finite direct sum of irreducible
representations. �

Corollary 4.3 (of previous two lemmata). Under the assumptions of the pre-
vious lemma, the characteristic functions of Reidemeister classes of φ are linear
combinations of matrix elements of some finite number of irreducible finite dimen-
sional representations of G.

5. The case of groups of type I

Theorem 5.1. Let G be a discrete group of type I. Then

• [3, 3.1.4, 4.1.11] The dual space Ĝ is a T1-topological space.
• [15] Any irreducible representation of G is finite-dimensional.

Remark 5.2. In fact a discrete group G is of type I if and only if it has a
normal, Abelian subgroup M of finite index. The dimension of any irreducible
representation of G is at most [G : M ] [15].

Suppose R = R(φ) < ∞, and let F ⊂ L∞(G) be the R-dimensional space of
all twisted-invariant functionals on L1(G). Let K ⊂ L1(G) be the intersection of
kernels of functionals from F . Then K is a linear subspace of L1(G) of codimension
R. For each ρ ∈ Ĝ let us denote by Kρ the image ρ(K). This is a subspace of a
(finite-dimensional) full matrix algebra. Let cdρ be its codimension.
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Let us introduce the following set

ĜF = {ρ ∈ Ĝ | cdρ �= 0}.

Lemma 5.3. One has cdρ �= 0 if and only if ρ is a fixed point of φ̂. In this case
cdρ = 1.

Proof. Suppose, cdρ �= 0 and let us choose a functional ϕρ on the (finite-
dimensional full matrix) algebra ρ(L1(G)) such that Kρ ⊂ Kerϕρ. Then for the
corresponding functional ϕ∗

ρ = ϕρ ◦ρ on L1(G) one has K ⊂ Kerϕ∗
ρ. Hence, ϕ∗

ρ ∈ F
and is twisted-invariant, as well as ϕρ. Then we argue as in the case of compact
group (after Lemma 3.1).

Conversely, if ρ is a fixed point of φ̂, it gives rise to a (unique up to scaling) non-
trivial twisted-invariant functional ϕρ. Let x = ρ(a) be any element in ρ(L1(G))
such that ϕρ(x) �= 0. Then x �∈ Kρ, because ϕ∗

ρ(a) = ϕρ(x) �= 0, while ϕ∗
ρ is a

twisted-invariant functional on L1(G). So, cdρ �= 0.
The uniqueness (up to scaling) of the intertwining operator implies the unique-

ness of the corresponding twisted-invariant functional. Hence, cdρ = 1. �

Hence,

(3) ĜF = Fix(φ̂).

From the property cdρ = 1 one obtains for this (unique up to scaling) functional
ϕρ:

(4) Kerϕρ = Kρ.

Lemma 5.4. R = #ĜF , in particular, the set ĜF is finite.

Proof. First of all we remark that since G is finitely generated almost Abelian
(cf. Remark 5.2) there is a normal Abelian subgroup H of finite index invariant
under all φ. Hence we can apply Lemma 4.3 to G, H , φ. So there is a finite collection
of irreducible representations of G such that any twisted-invariant functional is a
linear combination of matrix elements of them, i.e. linear combination of functionals
on them. If each of them gives a non-trivial contribution, it has to be a twisted-
invariant functional on the corresponding matrix algebra. Hence, by the argument
above, these representations belong to ĜF , and the appropriate functional is unique
up to scaling. Hence, R ≤ S.

Then we use T1-separation property. More precisely, suppose some points
ρ1, . . . , ρs belong to ĜF . Let us choose some twisted-invariant functionals ϕi = ϕρi

corresponding to these points as it was described (i.e. choose some scaling). As-
sume that ‖ϕi‖ = 1, ϕi(xi) = 1, xi ∈ ρi(L1(G)). If we can find ai ∈ L1(G) such
that ϕi(ρi(ai)) = ϕ∗

i (ai) is sufficiently large and ρj(ai), i �= j, are sufficiently small
(in fact it is sufficient ρj(ai) to be close enough to Kj := Kρj ), then ϕ∗

j (ai) are
small for i �= j, and ϕ∗

i are linear independent and hence, s < R. This would imply
S := #ĜF ≤ R is finite. Hence, R = S.

So, the problem is reduced to the search of the above ai. Let d = max
i=1,...,s

dim ρi.

For each i let ci := ‖bi‖, where xi is the unitary equivalence of ρi and φ̂ρi and
xi = ρi(bi).

Let c := max
i=1,...,s

ci and ε := 1
2·s2·d·c .
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One can find a positive element a′
i ∈ L1(G) such that ‖ρi(a′

i)‖ ≥ 1 and
‖ρj(a′

i)‖ < ε for j �= i. Indeed, since ρi can be separated from one point, and
hence from the finite number of points: ρj, j �= i. Hence, one can find an element
vi such that ‖ρi(vi)‖ > 1, ‖ρj(vi)‖ < 1 for j �= i [3, Lemma 3.3.3]. The same is true
for the positive element ui = v∗i vi. (Due to density we do not distinguish elements
of L1 and C∗). Now for a sufficiently large n the element a′

i := (ui)n has the desired
properties.

Let us take ai := a′
ib

∗
i . Then

(5) ϕ∗
i (ai) = Tr(xiρi(ai)) = Tr(xiρi(a′

i)ρi(bi)∗) = Tr(xiρi(a′
i)x

∗
i ) =

= Tr(xiρi(a′
i)(xi)−1) = Tr(ρi(a′

i)) ≥
1

dim ρi
≥ 1

d
.

For j �= i one has

(6) ‖ϕ∗
j(ai)‖ = ‖ϕj(ρj(a′

ib
∗
i ))‖ ≤ ci · ε.

Then the s× s matrix Φ = ϕ∗
j (ai) can be decomposed into the sum of the diagonal

matrix ∆ and off-diagonal Σ. By (5) one has ∆ ≥ 1
d . By (6) one has

‖Σ‖ ≤ s2 · ci · ε ≤ s2 · c · 1
2 · s2 · d · c =

1
2d

.

Hence, Φ is non-degenerate and we are done. �

Lemma 5.4 together with (3) completes the proof of Theorem 1.4 for automor-
phisms.

We need the following additional observations for the proof of Theorem 1.4 for
a general endomorphism (in which (3) is false for infinite-dimensional representa-
tions).

Lemma 5.5. (1) If φ is an epimorphism, then Ĝ is φ̂R-invariant.
(2) For any φ the set Rep(G) \ Ĝ is φ̂R-invariant.
(3) The dimension of the space of intertwining operators between ρ ∈ Ĝ and

φ̂R(ρ) is equal to 1 if and only if ρ ∈ Fix(φ̂). Otherwise it is 0.

Proof. (1) and (2): This follows from the characterization of irreducible rep-
resentation as that one for which the centralizer of ρ(G) consists exactly of scalar
operators.

(3) Let us decompose φ̂R(ρ) into irreducible ones. Since dim Hρ = dim Hbφ(ρ)

one has only 2 possibilities: ρ does not appear in φ̂(ρ) and the intertwining number
is 0, otherwise φ̂R(ρ) is equivalent to ρ. In this case ρ ∈ Fix(φ̂). �

The proof of Theorem 1.4 can be now repeated for the general endomorphism
with the new definition of Fix(φ̂). The item (3) supplies us with the necessary
property.

6. Examples and their discussion

The natural candidate for the dual object to be used instead of Ĝ in the case
when the different notions of the dual do not coincide (i.e. for groups more general
than type I one groups) is the so-called quasi-dual

�

G, i.e. the set of quasi-equivalence
classes of factor-representations (see, e.g. [3]). This is a usual object when we need
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a sort of canonical decomposition for regular representation or group C∗-algebra.
More precisely, one needs the support

�

Gp of the Plancherel measure.
Unfortunately the following example shows that this is not the case.

Example 6.1. Let G be a non-elementary Gromov hyperbolic group. As it was
shown by Fel’shtyn [5] with the help of geometrical methods, for any automorphism
φ of G the Reidemeister number R(φ) is infinite. In particular this is true for free

group in two generators F2. But the support (
�

F2)p consists of one point (i.e. regular
representation is factorial).

The next hope was to exclude from this dual object the II1-points assuming
that they always give rise to an infinite number of twisted invariant functionals.
But this is also wrong:

Example 6.2. (an idea of Fel’shtyn realized in [10]) Let G = (Z ⊕ Z) �θ Z

be the semi-direct product by a hyperbolic action θ(1) =
(

2 1
1 1

)
. Let φ be

an automorphism of G whose restriction to Z is −id and restriction to Z ⊕ Z is(
0 1
−1 0

)
. Then R(φ) = 4, while the space

�

Gp consists of a single II1-point once

again (cf. [2, p. 94]).

These examples show that powerful methods of the decomposition theory do
not work for more general classes of groups.

On the other hand Example 6.2 disproves the old conjecture of Fel’shtyn and
Hill [8] who supposed that the Reidemeister numbers of a injective endomorphism
for groups of exponential growth are always infinite. More precisely, this group is
amenable and of exponential growth. Together with some calculations for concrete
groups which are too routine to be included in the present paper, this allow us to
formulate the following question.
Question. Is the Reidemeister number R(φ) infinite for any automorphism φ of
(non-amenable) finitely generated group G containing F2 ?

In this relation the following example seems to be interesting.

Example 6.3. [7] For amenable and non-amenable Baumslag-Solitar groups
Reidemeister numbers are always infinite.

For Example 6.2 recently we have found 4 fixed points of φ̂ being finite dimen-
sional irreducible representations. They give rise to 4 linear independent twisted
invariant functionals. These functionals can also be obtained from the regular fac-
torial representation. There also exist fixed points (at least one) that are infinite
dimensional irreducible representations. The corresponding functionals are evi-
dently linear dependent with the first 4. This example will be presented in detail
in a forthcoming paper.

7. Congruences for Reidemeister numbers of endomorphisms

Lemma 7.1 ([12]). For any endomorphism φ of a group G and any x ∈ G one
has φ(x) ∈ {x}φ.

Proof. φ(x) = x−1xφ(x). �
The following lemma is useful for calculating Reidemeister numbers.
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Lemma 7.2. Let φ : G → G be any endomorphism of any group G, and let H
be a subgroup of G with the properties

φ(H) ⊂ H

∀x ∈ G ∃n ∈ N such that φn(x) ∈ H.

Then
R(φ) = R(φH ),

where φH : H → H is the restriction of φ to H.

Proof. Let x ∈ G. Then there is n such that φn(x) ∈ H . By Lemma 7.1 it is
known that x is φ-conjugate to φn(x). This means that the φ-conjugacy class {x}φ

of x has non-empty intersection with H .
Now suppose that x, y ∈ H are φ-conjugate, i.e. there is a g ∈ G such that

gx = yφ(g).

We shall show that x and y are φH -conjugate, i.e. we can find a g ∈ H with the
above property. First let n be large enough that φn(g) ∈ H . Then applying φn to
the above equation we obtain

φn(g)φn(x) = φn(y)φn+1(g).

This shows that φn(x) and φn(y) are φH -conjugate. On the other hand, one knows
by Lemma 7.1 that x and φn(x) are φH -conjugate, and y and φn(y) are φH conju-
gate, so x and y must be φH -conjugate.

We have shown that the intersection with H of a φ-conjugacy class in G is a
φH -conjugacy class in H . Therefore, we have a map

Rest : R(φ) → R(φH )
{x}φ 	→ {x}φ ∩H

It is evident that it has the two-sided inverse

{x}φH 	→ {x}φ.

Therefore Rest is a bijection and R(φ) = R(φH ). �
Corollary 7.3. Let H = φn(G). Then R(φ) = R(φH ).

Now we pass to the proof of Theorem 1.5.

Proof. From Theorems 1.4 and Lemma 7.2 it follows immediately that for
every n

R(φn) = # Fix
[
φ̂H

n
: Ĥ → Ĥ

]
.

Let Pn denote the number of periodic points of φ̂H of least period n. One
obtains immediately

R(φn) = # Fix
[
φ̂H

n]
=
∑
d|n

Pd.

Applying Möbius’ inversion formula, we have,

Pn =
∑
d|n

µ(d)R(φ
n
d ).

On the other hand, we know that Pn is always divisible by n, because Pn is exactly
n times the number of φ̂H -orbits in Ĥ of cardinality n.

Now we pass to the proof of Theorem 1.5 for general endomorphisms.
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From Theorem 1.4, Lemma 7.2 it follows immediately that for every n

R(φn) = R(φn
H) = # Fix((̂φn

H )R| bH)

Let Pn denote the number of periodic points of (φ̂H)R| bH of least period n. One
obtains by Lemma 5.5 (2)

R(φn) = # Fix((̂φn
H )R| bH) =

∑
d|n

Pd.

The proof can be completed as in the case of automorphisms. �

8. Congruences for Reidemeister numbers of a continuous map

Now we pass to the formulation of the topological counterpart of the main
theorems. Let X be a connected, compact polyhedron and f : X → X be a
continuous map. Let p : X̃ → X be the universal cover of X and f̃ : X̃ → X̃ a
lifting of f , i.e. p ◦ f̃ = f ◦ p. Two liftings f̃ and f̃ ′ are called conjugate if there is a
elementγ in the deck transformation group Γ ∼= π1(X) such that f̃ ′ = γ ◦ f̃ ◦ γ−1.
The subset p(Fix(f̃)) ⊂ Fix(f) is called the fixed point class of f determined by the
lifting class [f̃ ]. Two fixed points x0 and x1 of f belong to the same fixed point
class iff there is a path c from x0 to x1 such that c ∼= f ◦ c (homotopy relative to
endpoints). This fact can be considered as an equivalent definition of a non-empty
fixed point class. Every map f has only finitely many non-empty fixed point classes,
each a compact subset of X .

The number of lifting classes of f (and hence the number of fixed point classes,
empty or not) is called the Reidemeister number of f , which is denoted by R(f).
This is a positive integer or infinity.

Let a specific lifting f̃ : X̃ → X̃ be fixed. Then every lifting of f can be written
in a unique way as γ ◦ f̃ , with γ ∈ Γ. So the elements of Γ serve as ”coordinates”
of liftings with respect to the fixed f̃ . Now, for every γ ∈ Γ, the composition
f̃ ◦ γ is a lifting of f too; so there is a unique γ′ ∈ Γ such that γ′ ◦ f̃ = f̃ ◦ γ.
This correspondence γ → γ′ is determined by the fixed f̃ , and is obviously a
homomorphism.

Definition 8.1. The endomorphism f̃∗ : Γ → Γ determined by the lifting f̃ of
f is defined by

f̃∗(γ) ◦ f̃ = f̃ ◦ γ.

We shall identify π = π1(X, x0) and Γ in the following way. Choose base points
x0 ∈ X and x̃0 ∈ p−1(x0) ⊂ X̃ once and for all. Now points of X̃ are in 1-1
correspondence with homotopy classes of paths in X which start at x0: for x̃ ∈ X̃

take any path in X̃ from x̃0 to x̃ and project it onto X ; conversely, for a path c

starting at x0, lift it to a path in X̃ which starts at x̃0, and then take its endpoint.
In this way, we identify a point of X̃ with a path class 〈c〉 in X starting from x0.
Under this identification, x̃0 = 〈e〉 is the unit element in π1(X, x0). The action of
the loop class α = 〈a〉 ∈ π1(X, x0) on X̃ is then given by

α = 〈a〉 : 〈c〉 → α · c = 〈a · c〉.
Now we have the following relationship between f̃∗ : π → π and

f∗ : π1(X, x0) −→ π1(X, f(x0)).
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Lemma 8.2. Suppose f̃(x̃0) = 〈w〉. Then the following diagram commutes:

π1(X, x0)
f∗ ��

ef∗ �������������
π1(X, f(x0))

w∗
��

π1(X, x0)

where w∗ is the isomorphism induced by the path w.

In other words, for every α = 〈a〉 ∈ π1(X, x0), we have

f̃∗(〈a〉) = 〈w(f ◦ a)w−1〉.

Remark 8.3. In particular, if x0 ∈ p(Fix(f̃)) and x̃0 ∈ Fix(f̃), then f̃∗ = f∗.

Lemma 8.4 (see, e.g. [12]). Lifting classes of f (and hence fixed point classes,
empty or not) are in 1-1 correspondence with f̃∗-conjugacy classes in π, the lifting
class [γ ◦ f̃ ] corresponding to the f̃∗-conjugacy class of γ. We therefore have R(f) =
R(f̃∗).

We shall say that the fixed point class p(Fix(γ ◦ f̃)), which is labeled with the
lifting class [γ ◦ f̃ ], corresponds to the f̃∗-conjugacy class of γ. Thus f̃∗-conjugacy
classes in π serve as ”coordinates” for fixed point classes of f , once a fixed lifting
f̃ is chosen.

Using Lemma 8.4 we may apply the Theorem 1.5 to the Reidemeister numbers
of continuous maps.

Theorem 8.5. Let f : X → X be a continuous map of a compact polyhedron
X such that all numbers R(fn) are finite. Let f∗ : π1(X) → π1(X) be an induced
endomorphism of the group π1(X) and let H be a subgroup of π1(X) with the
properties

(1) f∗(H) ⊂ H,
(2) ∀x ∈ π1(X) ∃n ∈ N such that fn

∗ (x) ∈ H.
If the couple (H, fn

∗ ) satisfies the conditions of Theorem 1.4 for any n ∈ N, then
one has for all n, ∑

d|n
µ(d) · R(fn/d) ≡ 0 mod n.
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Introduction to Hopf-Cyclic Cohomology

Masoud Khalkhali and Bahram Rangipour

Abstract. We review the recent progress in the study of cyclic cohomology
in the presence of Hopf symmetry.

1. Introduction

In their study of the index theory of transversally elliptic operators [9], Connes
and Moscovici develope a cyclic cohomology theory for Hopf algebras which can be
regarded, post factum, as the right noncommutative analogue of group homology
and Lie algebra homology. One of the main reasons for introducing this theory was
to obtain a noncommutative characteristic map

χτ : HC∗
(δ,σ)(H) −→ HC∗(A),

for an action of a Hopf algebra H on an algebra A endowed with an “invariant
trace” τ : A → C. Here, the pair (δ, σ) consists of a grouplike element σ ∈ H and
a characater δ : H → C satisfying certain compatibility conditions explained in
Section 2.3 below.

In [21] we found a new approach to this subject and extended it, among other
things, to a cyclic cohomology theory for triples (C, H, M), where C is a coalgebra
endowed with an action of a Hopf algebra H and M is an H-module and an H-
comodule satisfying some extra compatibility conditions. It was observed that the
theory of Connes and Moscovici corresponds to C = H equipped with the regular
action of H and M a one dimensional H-module with an extra structure.

One of the main ideas of [21] was to view the Hopf-cyclic cohomology as the co-
homology of the invariant part of certain natural complexes attached to (C, H, M).
This is remarkably similar to interpreting the cohomology of the Lie algebra of a
Lie group as the invariant part of the de Rham cohomology of the Lie group. The
second main idea was to introduce coefficients into the theory. This also explained
the important role played by the so called modular pair (δ, σ) in [9].

Since the module M is a noncommutative analogue of coefficients for Lie alge-
bra and group homology theories, it is of utmost importance to understand the most
general type of coefficients allowable. In fact the periodicity condition τn+1

n = id
for the cyclic operator and the fact that all simplicial and cyclic operators have
to descend to the invrainat complexes, puts very stringent conditions on the type
of the H-module M . This problem that remained unsettled in our paper [21] is
completely solved in Hajac-Khalkhali-Rangipour-Sommerhäuser papers [14, 15]
by introducing the class of stable anti-Yetter-Drinfeld modules over a Hopf algebra.



156 MASOUD KHALKHALI AND BAHRAM RANGIPOUR

The category of anti-Yetter-Drinfeld modules over a Hopf algebra H is a twist-
ing, or ‘mirror image’ of the category of Yetter-Drinfeld H-modules. Technically
it is obtained from the latter by replacing the antipode S by S−1 although this
connection is hardly illuminating.

In an effort to make this paper more accessible, we cover basic background
material, with many examples, on Hopf algebras and the emerging role of Hopf
symmetry in noncommutative geometry and its applications [9, 10, 11, 12]. This
is justified since certain doses of the “yoga of Hopf algebras”, in the noncommutative
and non-cocommutative case, is necessary to understand these works. Following
these works, we emphasize the universal role played by the Connes-Moscovici Hopf
algebra H1 and its cyclic cohomology in applications of noncommutative geometry
to transverse geometry and number theory. See also Marcolli’s article [24] as well as
Connes-Marcolli articles [6, 7] and references therein for recent interactions between
number theory and noncommutative geometry.

2. Preliminaries

In this section we recall some aspects of Hopf algebra theory that are most
relevant to the current status of Hopf-cyclic cohomology theory.

2.1. Coalgebras, bialgebras, and Hopf algebras. We assume our Hopf
algebras, coalgebras, and algebras are over a fixed field k of characteristic zero.
Most of our definitions and constructions however continue to work over an arbitrary
commutative ground ring k. Unadorned ⊗ and Hom will always be over k and I
will always denote an identity map whose domain will be clear from the context.
By a coalgebra over k we mean a k-linear space C endowed with k-linear maps

∆ : C −→ C ⊗ C, ε : C −→ k,

called comultiplication and counit respectively, such that ∆ is coassociative and ε
is the counit of ∆. That is,

(∆⊗ I) ◦∆ = (I ⊗∆) ◦∆ : C −→ C ⊗ C ⊗ C,

(ε⊗ I) ◦∆ = (I ⊗ ε) ◦∆ = I.

C is called cocommutative if τ∆ = ∆, where τ : C ⊗ C → C ⊗ C is the fillip
x⊗ y 	→ y ⊗ x.

We use Sweedler-Heynemann’s notation for comultiplication, with summation
suppressed, and write

∆(c) = c(1) ⊗ c(2).

With this notation the axioms for a coalgebra read as

c(1) ⊗ c(2)(1) ⊗ c(2)(2) = c(1)(1) ⊗ c(1)(2) ⊗ c(2),

ε(c(1))(c(2)) = c = (c(1))ε(c(2)),
for all c ∈ C. We put

c(1) ⊗ c(2) ⊗ c(3) := (∆⊗ I)∆(c).

Similarly, for iterated comultiplication maps

∆n := (∆⊗ I) ◦∆n−1 : C −→ C⊗(n+1), ∆1 = ∆,

we write
∆n(c) = c(1) ⊗ · · · ⊗ c(n+1),
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where summation is understood. Many notions for algebras have their dual ana-
logues for coalgebras. Thus, one can easily define such notions like, subcoalge-
bra, (left, right, two sided) coideal, quotient coalgebra, and morphism of coalgebras
[26, 29].

A left C-comodule is a linear space M together with a linear map ρ : M → C⊗M
such that (ρ⊗ 1)ρ = ∆ρ and (ε⊗ 1)ρ = ρ. We write

ρ(m) = m(−1) ⊗m(0),

where summation is understood, to denote the coaction ρ. Similarly if M is a right
C-comodule, we write

ρ(m) = m(0) ⊗m(1)

to denote its coaction ρ : M → M ⊗ C. Note that module elements are always
assigned zero index. Let M and N be left C-comodules. A C-colinear map is a
linear map f : M → N such that ρNf = (1 ⊗ f) ρM . The category of left C-
comodules is an abelian category; note that, unlike the situation for algebras, for
this to be true, it is important that C be a flat k-module which will be the case if
k is a field.

Let C be a coalgebra, A be a unital algebra, and f, g : C → A be k-linear maps.
The convolution product of f and g, denoted by f ∗ g, is defined as the composition

C
∆−→ C ⊗ C

f⊗g−→ A⊗A,

or equivalently by
(f ∗ g)(c) = f(c(1))g(c(2)).

It is easily checked that under the convolution product Hom(C, A) is an associative
unital algebra. Its unit is the map e : C → A, e(c) = ε(c)1A. In particular the
linear dual of a coalgebra C, C∗ = Hom(C, k), is an algebra.

A bialgebra is a unital algebra endowed with a compatible coalgebra structure.
This means that the coalgebra structure maps ∆ : B −→ B⊗B, ε : B −→ k, are
morphisms of unital algebras. This is equivalent to multiplication and unit maps
of A being morphisms of coalgebras.

A Hopf algebra is a bialgebra endowed with an antipode. By definition, an
antipode for a bialgebra H is a linear map S : H → H such that

S ∗ I = I ∗ S = ηε,

where η : k → H is the unit map of H . Equivalently,

S(h(1))h(2) = h(1)S(h(2)) = ε(h)1,

for all h ∈ H . Thus S is the inverse of the identity map I : H → H in the
convolution algebra Hom(H, H). This shows that the antipode is unique, if it
exists at all. The following properties of the antipode are well known:

1. If H is commutative or cocommutative then S2 = I. The converse need not
be true.
2. S is an anti-algebra map and an anti-coalgebra map. The latter means

S(h(2))⊗ S(h(1)) = S(h)(1) ⊗ S(h)(2),

for all h ∈ H .
We give a few examples of Hopf algebras:
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1. Commutative or cocommutative Hopf algebras are closely related to groups
and Lie algebras. We give a few examples to indicate this connection

1.a. Let G be a discrete group (need not be finite) and H = kG the group
algebra of G over k. Let

∆(g) = g ⊗ g, S(g) = g−1, and ε(g) = 1,

for all g ∈ G and linearly extend them to H . Then it is easy to check that
(H, ∆, ε, S) is a cocommutative Hopf algebra. It is of course commutative if and
only if G is commutative.

1.b. Let g be a k-Lie algebra and H = U(g) be the universal enveloping algebra
of g. Using the universal property of U(g) one checks that there are uniquely defined
algebra homomorphisms ∆ : U(g)→ U(g)⊗U(g), ε : U(g)→ k and an anti-algebra
map S : U(g)→ U(g), determined by

∆(X) = X ⊗ 1 + 1⊗X, ε(X) = 0, and S(X) = −X,

for all X ∈ g. One then checks easily that (U(g), ∆, ε, S) is a cocommutative Hopf
algebra. It is commutative if and only if g is an abelian Lie algebra, in which case
U(g) = S(g) is the symmetric algebra of g.

1.c. Let G be a compact topological group. A continuous function f : G →
C is called representable if the set of left translates of f by all elements of G
forms a finite dimensional subspace of the space C(G) of all continuous complex
valued functions on G. It is then easily checked that the set of all representable
functions, H = Rep(G), is a subalgebra of the algebra of continuous functions on
G. Let m : G × G → G denote the multiplication of G and m∗ : C(G × G) →
C(G), m∗f(x, y) = f(xy), denote its dual map. It is easy to see that if f is
representable, then m∗f ∈ Rep(G) ⊗ Rep(G) ⊂ C(G × G). Let e denote the
identity of G. One can easily check that the relations

∆f = m∗f, εf = f(e), and (Sf)(g) = f(g−1),

define a Hopf algebra structure on Rep(G). Alternatively, one can describe Rep(G)
as the linear span of matrix coefficients of all finite dimensional complex represen-
tations of G. By Peter-Weyl’s Theorem, Rep(G) is a dense subalgebra of C(G).
This algebra is finitely generated (as an algebra) if and only if G is a Lie group.

1.d. The coordinate ring of an affine algebraic group H = k[G] is a commuta-
tive Hopf algebra. The maps ∆, ε, and S are the duals of the multiplication, unit,
and inversion maps of G, respectively. More generally, an affine group scheme,
over a commutative ring k, is a commutative Hopf algebra over k. Given such a
Hopf algebra H , it is easy to see that for any commutative k-algebra A, the set
HomAlg(H, A) is a group under convolution product and A 	→ HomAlg(H, A) is a
functor from the category ComAlgk of commutative k-algebras to the category of
groups. Conversely, any representable functor ComAlgk → Groups is represented
by a, unique up to isomorphism, commutative k-Hopf algebra. Thus the cate-
gory of affine group schemes is equivalent to the category of representable functors
ComAlgk → Groups.
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2. Compact quantum groups and quantized enveloping algebras are examples
of noncommutative and noncommutative Hopf algebras [26]. We won’t recall these
examples here. A very important example for noncommutative geometry and its
applications to transverse geometry and number theory is the Connes-Moscovici
Hopf algebra H1 [9, 11, 12] which we recall now. Let gaff be the Lie algebra of
the group of affine transformations of the line with linear basis X and Y and the
relation [Y, X ] = X . Let g be an abelian Lie algebra with basis {δn; n = 1, 2, · · · }.
It is easily seen that gaff acts on g via

[Y, δn] = nδn, [X, δn] = δn+1,

for all n. Let gCM := gaff �g be the corresponding semidirect product Lie algebra.
As an algebra, H1 coincides with the universal enveloping algebra of the Lie algebra
gCM . ThusH1 is the universal algebra generated by {X, Y, δn; n = 1, 2, · · · } subject
to relations

[Y, X ] = X, [Y, δn] = nδn, [X, δn] = δn+1, [δk, δl] = 0,

for n, k, l = 1, 2, · · · . We let the counit of H1 coincide with the counit of U(gCM ).
Its coproduct and antipode, however, will be certain deformations of the coproduct
and antipode of U(gCM ) as follows. Using the universal property of U(gCM ), one
checks that the relations

∆Y = Y ⊗ 1 + 1⊗ Y, ∆δ1 = δ1 ⊗ 1 + 1⊗ δ1,

∆X = X ⊗ 1 + 1⊗X + δ1 ⊗ Y,

determine a unique algebra map ∆ : H1 → H1⊗H1. Note that ∆ is not cocommu-
tative and it differs from the corrodent of the enveloping algebra U(gCM ). Similarly,
one checks that there is a unique antialgebra map S : H1 → H1 determined by the
relations

S(Y ) = −Y, S(X) = −X + δ1Y, S(δ1) = −δ1.

Again we note that this antipode also differs from the antipode of U(gCM ), and
in particular S2 �= I. In fact Sn �= I for all n. In the next section we will show,
following Connes-Moscovici [9], that H1 is a bicrossed product of Hopf algebras
U(gaff ) and U(g)∗, where g is a pro-nilpotent Lie algebra to be described precisely
in the next section.

Let H be a Hopf algebra. A grouplike element of H is a non-zero element g ∈ H
such that ∆g = g⊗g. We have, from the axioms for the antipode, gS(g) = S(g)g =
1H which shows that g is invertible. It is easily seen that grouplike elements of H
form a subgroup of the multiplicative group of H . For example, for H = kG the
set of grouplike elements coincide with the group G itself. A primitive element
is an element x ∈ H such that ∆x = 1 ⊗ x + x ⊗ 1. It is easily seen that the
bracket [x, y] := xy − yx of two primitive elements is again a primitive element. It
follows that primitive elements form a Lie algebra. Using the Poincare-Birkhoff-
Witt theorem, one shows that the set of primitive elements of H = U(g) coincide
with the Lie algebra g.

A character of a Hopf algebra is a unital algebra map δ : H → k. For example
the counit ε : H → k is a character. For a less trivial example, let G be a non-
unimodular real Lie group and H = U(g) the universal enveloping algebra of the
Lie algebra of G. The modular function of G, measuring the difference between the
right and left Haar measure on G, is a smooth group homomorphism ∆ : G→ R+.
Its derivative at identity defines a Lie algebra map δ : g → R. We denote its
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natural extension by δ : U(g) → R. It is obviously a character of U(g). For a
concrete example, let G = Aff(R) be the group of affine transformations of the
real line. It is a non-unimodular group with modular homomorphism given by

∆
(

a b
0 1

)
= |a|.

The corresponding infinitesimal character on gaff = Lie(G) is given by

δ(Y ) = 1, δ(X) = 0,

where Y =
(

1 0
0 0

)
and X =

(
0 1
0 0

)
are a basis for gaff . We will see that this

character plays an important role in constructing a twisted antipode for the Connes-
Moscovici Hopf algebra H1.

If H is a Hopf algebra, by a left H-module (resp. left H-comodule), we mean a
left module (resp. left comodule) over the underlying algebra (resp. the underlying
coalgebra) of H .

Recall that a monoidal, or tensor, category (C,⊗, U, a, l, r) consists of a category
C, a functor ⊗ : C × C → C, an object U ∈ C (called the unit object), and natural
isomorphisms

a = aA,B,C : A⊗ (B ⊗ C)→ (A⊗B)⊗ C,

l = lA : U ⊗A → A, r = rA : A⊗ U → A,

(called the associativity and unit constraints, respectively) such that the so called
pentagon and triangle diagrams commute:

((A ⊗B)⊗ C)⊗D

�����������������

�����������������

(A⊗ (B ⊗ C))⊗D

��

(A⊗B)⊗ (C ⊗D)

��
A⊗ ((B ⊗ C)⊗D) �� A⊗ (B ⊗ (C ⊗D))

(A⊗ U)⊗B ��

�������������
A⊗ (U ⊗B)

�������������

A⊗B

The coherence theorem of MacLane [25] guarantees that all diagrams composed
from a, l, r by tensoring, substituting and composing, commute.

A braided monoidal category, is a monoidal category C endowed with a natural
family of isomorphisms

cA,B : A⊗B → B ⊗A,

called braiding such that the following diagram and the one obtained from it by
replacing c by c−1 commute (Hexagon axioms):



INTRODUCTION TO HOPF-CYCLIC COHOMOLOGY 161

A⊗ (B ⊗ C) �� (B ⊗ C)⊗A

��������������

(A⊗B)⊗ C

		������������

��������������
(C ⊗B)⊗A

(B ⊗A)⊗ C �� C ⊗ (B ⊗A)

		������������

A braiding is called a symmetry if we have

cA,B ◦ cB,A = I

for all A, B. A symmetric monoidal category, is a monoidal category endowed with
a symmetry.

Let H be a bialgebra. Then thanks to the existence of a comultiplication on
H , the category H −Mod of left H-modules is a monoidal category: if M and N
are left H-modules, their tensor product over k, M ⊗N , is again an H-module via

h(m⊗ n) = h(1)m⊗ h(2)n.

One can easily check that with associativity constraints defined as the natural
isomorphism of H-modules M⊗(N⊗P )→ (M⊗N)⊗P , m⊗(n⊗p) 	→ (m⊗n)⊗p,
and with unit object U = k with trivial H-action via the counit ε,

h(1) = ε(h)1,

H −Mod is a monoidal category. If H is cocommutative, then one checks that the
map

cM,N : M ⊗N → N ⊗M, cM,N (m⊗ n) = n⊗m,

is a morphism of H-modules and is a symmetry operator on H −Mod, turning it
into a symmetric monoidal category.

The category H−Mod is not braided in general. For that to happen, one must
either restrict the class of modules to what is called Yetter-Drinfeld modules, or
restrict the class of Hopf algebras to quasisimilar Hopf algebras to obtain a braiding
on H −Mod [26]. We will discuss the first scenario in the next section and will see
that, quite unexpectedly, this question is closely related to Hopf-cyclic cohomology.

Similarly, the category H−Comod of left H-comodules is a monoidal category:
if M and N are left H-comodules, their tensor product M ⊗ N is again an H-
comodule via

ρ(m⊗ n) = m(−1)n(−1) ⊗m(0) ⊗ n(0).

Its unit object is U = k endowed with the H-coaction r ∈ k 	→ 1H ⊗ r. If H is
commutative then H − Comod is a symmetric monoidal category. More generally,
when H is co-quasitriangular, H − Comod can be endowed with a braiding [26].

2.2. Symmetry in noncommutative geometry. The idea of symmetry in
noncommutative geometry is encoded by the action or coaction of a Hopf algebra
on an algebra or on a coalgebra. Thus there are four possibilities in general that will
be referred to as (Hopf-) module algebra, module coalgebra, comodule algebra, and
comodule coalgebra (for each type, of course, we still have a choice of left or right
action or coaction). We call them symmetries of type A, B, C and D, respectively.
We will see in the next sections that associated to each type of symmetry there is a
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corresponding cyclic cohomology theory with coefficients. These theories in a cer-
tain sense are generalizations of equivariant de Rham cohomology with coefficients
in an equivariant local system.

Let H be a Hopf algebra. An algebra A is called a left H-module algebra, if it
is a left H-module and the multiplication map A⊗A→ A and the unit map k → A
are morphisms of H-modules. This means

h(ab) = h(1)(a)h(2)(b), and h(1) = ε(h)1,

for all h ∈ H and a, b ∈ A (summation is understood). Using the relations
∆g = g ⊗ g and ∆x = 1 ⊗ x + x ⊗ 1, it is easily seen that in an H-module al-
gebra, grouplike elements act as unit preserving automorphisms while primitive
elements act as derivations. In particular, for H = kG the group algebra of a
discrete group, an H-module algebra structure on A is simply an action of G by
unit preserving automorphisms on A. Similarly, we have a 1-1 correspondence be-
tween U(g)-module algebra structures on A and Lie actions of the Lie algebra g by
derivations on A.

An algebra B is called a left H-comodule algebra, if B is a left H-comodule and
the multiplication and unit maps of B are H-comodule maps. That is

(ab)(−1) ⊗ (ab)(0) = a(−1)b(−1) ⊗ a(0)b(0), (1B)(−1) ⊗ (1B)(0) = 1H ⊗ 1B,

for all a, b in B.
A left H-module coalgebra is a coalgebra C which is a left H-module such that

the comultiplication map ∆ : C → C ⊗ C and the counit map ε : C → k are
H-module maps. That is

(hc)(1) ⊗ (hc)(2) = h(1)c(1) ⊗ h(2)c(2), ε(hc) = ε(h)ε(c),

for all h ∈ H and c ∈ C.
Finally, a coalgebra D is called a left H-comodule coalgebra when the comulti-

plication and counit maps of D are morphisms of H-comodules. That is

c(1)(−1)c(2)(−1) ⊗ c(1)(0) ⊗ c(2)(0) = c(−1) ⊗ c(0)(1) ⊗ c(0)(2),

ε(c)1H = c(−1)ε(c(0)),
for all c ∈ C.

We call the above four types of symmetries, symmetries of type A, B, C, and
D, respectively. All four types of symmetries are present within an arbitrary Hopf
algebra. For example, the coproduct ∆ : H → H ⊗ H gives H the structure of
a left (and right) H-comodule algebra while the product H ⊗ H → H turns H
into a left (and right) H-module coalgebra. These are noncommutative analogues
of translation action of a group on itself. The conjugation action H ⊗ H → H ,
g ⊗ h 	→ g(1)hS(g(2)) gives H the structure of a left H-module algebra. The co-
conjugation action H → H⊗H , h 	→ h(1)S(h(3))⊗h(2) turns H into an H-comodule
coalgebra.

For a different example, we turn to the Connes-Moscovici Hopf algebra H1.
An important feature of H1, and in fact its raison d’être, is that it acts as quan-
tum symmetries of various objects of interest in noncommutative geometry, like
the ‘space’ of leaves of codimension one foliations or the ‘space’ of modular forms
modulo the action of Hecke correspondences. Let M be a one dimensional man-
ifold and A = C∞

0 (F+M) denote the algebra of smooth functions with compact
support on the bundle of positively oriented frames on M . Given a discrete group
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Γ ⊂ Diff+(M) of orientation preserving diffeomorphisms of M , one has a natural
prolongation of the action of Γ to F+(M) by

ϕ(y, y1) = (ϕ(y), ϕ′(y)(y1)).

Let AΓ = C∞
0 (F+M) � Γ denote the corresponding crossed product algebra. Thus

the elements of AΓ consist of finite linear combinations (over C) of terms fU∗
ϕ with

f ∈ C∞
0 (F+M) and ϕ ∈ Γ. Its product is defined by

fU∗
ϕ · gU∗

ψ = (f · ϕ(g))U∗
ψϕ.

There is an action of H1 on AΓ given by [9, 12]:

Y (fU∗
ϕ) = y1

∂f

∂y1
U∗

ϕ, X(fU∗
ϕ) = y1

∂f

∂y
U∗

ϕ,

δn(fU∗
ϕ) = yn

1

dn

dyn
(log

dϕ

dy
)fU∗

ϕ.

Once these formulas are given, it can be checked, by a long computation, that AΓ

is indeed an H1-module algebra. In the original application, M is a transversal for
a codimension one foliation and thus H1 acts via transverse differential operators
[9].

We recall, very briefly, the action of the Hopf algebra H1 on the so called
modular Hecke algebras, discovered by Connes and Moscovici in [12, 13] where
detailed discussions and a very intriguing dictionary comparing transverse geometry
notions with modular forms notions can be found. For each N ≥ 1, let

Γ(N) =
{(

a b
c d

)
∈ SL(2, Z);

(
a b
c d

)
=
(

1 0
0 1

)
mod N

}
denote the level N congruence subgroup of Γ(1) = SL(2, Z). LetMk(Γ(N)) denote
the space of modular forms of level N and weight k and

M(Γ(N)) := ⊕kMk(Γ(N))

be the graded algebra of modular forms of level N . Finally let

M := lim
→
N

M(Γ(N))

denote the algebra of modular forms of all levels, where the inductive system is
defined by divisibility. The group

G+(Q) := GL+(2, Q),

acts on M by its usual action on functions on the upper half plane (with corre-
sponding weight):

(f, α) 	→ f |kα(z) = det(α)k/2(cz + d)−kf(α · z),

α =
(

a b
c d

)
, α.z =

az + b

cz + d
.

The elements of the corresponding crossed-product algebra

A = AG+(Q) := M� G+(Q),

are finite sums ∑
fU∗

γ , f ∈M, γ ∈ G+(Q),
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with a product defined by

fU∗
α · gU∗

β = (f · g|α)U∗
βα.

A can be thought of as the algebra of ‘noncommutative coordinates’ on the ‘non-
commutative quotient space’ of modular forms modulo Hecke correspondences [12].

Consider the operator X of degree two on the space of modular forms defined
by

X :=
1

2πi

d

dz
− 1

12πi

d

dz
(log∆) · Y,

where

∆(z) = (2π)12η24(z) = (2π)12q
∞∏

n=1

(1− qn)24, q = e2πiz,

and Y denotes the grading operator

Y (f) =
k

2
· f, for all f ∈ Mk.

The following proposition is proved in [12]. It shows that AG+(Q) is an H1-module
algebra:

Proposition 2.1. There is a unique action of H1 on AG+(Q) determined by

X(fU∗
γ ) = X(f)U∗

γ , Y (fU∗
γ ) = Y (f)U∗

γ ,

δ1(fU∗
γ ) = µγ · f(U∗

γ ),

where

µγ(z) =
1

2πi

d

dz
log

∆|γ
∆

.

More generally, for any congruence subgroup Γ an algebra A(Γ) is constructed
in [12] that contains as subalgebras both the algebra of Γ-modular forms and the
Hecke ring at level Γ. There is also a corresponding action of H1 on A(Γ).

For symmetries of type A, B, C, and D there is a corresponding crossed product,
or smash product, construction that generalizes crossed products for actions of a
group. We recall these constructions only for A and D symmetries, as well as a more
elaborate version called bicrossed product construction. We shall see that Connes-
Moscovici’s Hopf algebra H1 is a bicrossed product of two, easy to describe, Hopf
algebras.

Let A be a left H-module algebra. The underlying vector space of the crossed
product algebra A � H is the vector space A⊗H and its product is determined by

(a⊗ g)(b ⊗ h) = a(g(1)b)⊗ g(2)h.

One checks that endowed with 1 ⊗ 1 as its unit, A � H is an associative unital
algebra. For example, for H = kG, the group algebra of a discrete group G acting
by automorphisms on an algebra A, the algebra A�H is isomorphic to the crossed
product algebra A � G. For a second simple example, let a Lie algebra g act
via derivations on a commutative algebra A. Then the crossed product algebra
A � U(g) is a subalgebra of the algebra of differential operators on A generated
by derivations from g and multiplication operators by elements of A. The simples
example is when A = k[x] and g = k acting via d

dx on A. Then A � U(g) is the
weyl algebra of differential operators on the line with polynomial coefficients.
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Let D be a right H-comodule coalgebra via the coaction d 	→ d(0)⊗d(1) ∈ D⊗H .
The underlying linear space of the crossed product coalgebra H � D is H ⊗D. It is
a coalgebra whose coproduct and counit are defined by

∆(h⊗ d) = h(1) ⊗ (d(1))(0) ⊗ h(2)(d(1))(1) ⊗ d(2), ε(h⊗ d) = ε(d)ε(h).

The above two constructions deform multiplication or comultiplication, of al-
gebras or coalgebras, respectively. Thus to obtain a simultaneous deformation of
multiplication and comultiplication of a Hopf algebra it stands to reason to try
to apply both constructions simultaneously. This idea, going back to G. I. Kac
in 1960’s in the context of Kac-von Neumann Hopf algebras, has now found its
complete generalization in the notion of bicrossed product of matched pairs of Hopf
algebras. See Majid’s book [26] for extensive discussions and references. There are
many variations of this construction of which the most relevant for the structure of
the Connes-Moscovici Hopf algebra is the following.

Let U and F be two Hopf algebras. We assume that F is a left U -module
algebra and U is a right F -comodule coalgebra via ρ : U → U ⊗ F . We say
that (U, F ) is a matched pair if the action and coaction satisfy the compatibility
condition:

ε(u(f)) = ε(u)ε(f), ∆(u(f)) = (u(1))(0)(f (1))⊗ (u(1))(1)(u(2)(f (2))),

ρ(1) = 1⊗ 1, ρ(uv) = (u(1))(0)v(0) ⊗ (u(1))(1)(u(2)(v(1))),

(u(2))(0)⊗(u(1)(f))(u(2))(1) = (u(1))(0) ⊗ (u(1))(1)(u(2)(f)).

Given a matched pair as above, we define its bicrossed product Hopf algebra F �U
to be F⊗U with crossed product algebra structure and crossed coproduct coalgebra
structure. Its antipode S is defined by

S(f ⊗ u) = (1⊗ S(u(0)))(S(fu(1))⊗ 1).

It is a remarkable fact that, thanks to the the above compatibility conditions, all
the axioms of a Hopf algebra are satisfied for F � U .

The simplest and first example of this bicrossed product construction is as
follows. Let G = G1G2 be a factorization of a finite group G. This means that
G1 and G2 are subgroups of G, G1 ∩ G2 = {e}, and G1G2 = G. We denote the
factorization of g by g = g1g2. The relation g · h := (gh)2 for g ∈ G1 and h ∈ G2

defines a left action of G1 on G2. Similarly g • h := (gh)1 defines a right action of
G2 on G1. The first action turns F = F (G2) into a left U = kG1-module algebra.
The second action turns U into a right F -comodule coalgebra. The later coaction
is simply the dual of the map F (G1)⊗ kG2 → F (G1) induced by the right action
of G2 on G1. Details of this example can be found in [26] and [9].

Example 2.1. 1. By a theorem of Kostant [29], any cocommutative Hopf alge-
bra H over an algebraically closed field k of characteristic zero is isomorphic (as a
Hopf algebra) with a crossed product algebra H = U(P (H)) � kG(H), where P (H)
is the Lie algebra of primitive elements of H and G(H) is the group of all grouplike
elements of H and G(H) acts on P (H) by inner automorphisms (g, h) 	→ ghg−1,
for g ∈ G(H) and h ∈ P (H). The coalgebra structure of H = U(P (H)) � kG(H)
is simply the tensor product of the two coalgebras U(P (H)) and kG(H).

2. We show that the Connes-Moscovici Hopf algebra is a bicrossed Hopf algebra.
Let G = Diff(R) denote the group of diffeomorphisms of the real line. It has a
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factorization of the form
G = G1G2,

where G1 is the subgroup of diffeomorphisms that satisfy

ϕ(0) = 0, ϕ′(0) = 1,

and G2 is the ax + b- group of affine transformations. The first Hopf algebra, F ,
is formally speaking, the algebra of polynomial functions on the prounipotent group
G1. It can also be defined as the “continuous dual” of the enveloping algebra of
the Lie algebra of G1. It is a commutative Hopf algebra generated by functions δn,
n = 1, 2, . . . , defined by

δn(ϕ) =
dn

dtn
(log(ϕ′(t))|t=0.

The second Hopf algebra, U , is the universal enveloping algebra of the Lie algebra
g2 of the ax + b-group. It has generators X and Y and one relation [X, Y ] = X.

The Hopf algebra F has a right U -module algebra structure defined by

δn(X) = −δn+1, and δn(Y ) = −nδn.

The Hopf algebra U is a left F -comodule coalgebra via

X 	→ 1⊗X + δ1 ⊗X, and Y 	→ 1⊗ Y.

One can check that they are a matched pair of Hopf algebras and the resulting bi-
crossed product Hopf algebra is isomorphic to the Connes-Moscovici Hopf algebra
H1. See [9] for a slightly different approach and fine points of the proof.

3. Another important example of a bicrossed construction is the Drinfeld double
D(H) of a finite dimensional Hopf algebra H defined as a bicrossed product H �H∗

[26].

2.3. Modular pairs. Let H be a Hopf algebra, δ : H → k a character and
σ ∈ H a grouplike element. Following [9, 10], we say that (δ, σ) is a modular pair
if δ(σ) = 1, and a modular pair in involution if in addition we have

S̃2
δ = Adσ , or, S̃2

δ (h) = σhσ−1,

for all h in H . Here the δ-twisted antipode S̃δ : H → H is defined by S̃δ = δ ∗S, i.e.

S̃δ(h) = δ(h(1))S(h(2)),

for all h ∈ H .
The notion of an invariant trace for actions of groups and Lie algebras can be

extended to the Hopf setting. For applications to transverse geometry and number
theory, it is important to formulate a notion of ‘invariance’ under the presence of
a modular pair. Let A be an H-module algebra, δ a character of H , and σ ∈ H a
grouplike element. A k-linear map τ : A → k is called δ-invariant if for all h ∈ H
and a ∈ A,

τ(h(a)) = δ(h)τ(a).
τ is called a σ-trace if for all a, b in A,

τ(ab) = τ(bσ(a)).

For the following lemma from [11] the fact that A is unital is crucial. For a, b ∈ A,
let

< a, b >:= τ(ab).
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Lemma 2.1. (Integration by parts formula). Let τ be a σ-trace on A. Then τ
is δ-invariant if and only if the integration by parts formula holds:

< h(a), b >=< a, S̃δ(h)(b) >,

for all h ∈ H and a, b ∈ A.

Loosely speaking, the lemma says that the formal adjoint of the differential
operator h is S̃δ(h).

Example 2.2. 1. For any Hopf algebra H, the pair (ε, 1) is modular. It is
involutive if and only if S2 = id. This happens, for example, when H is a commu-
tative or cocommutative Hopf algebra.

2. The original non-trivial example of a modular pair in involution is the pair (δ, 1)
for Connes-Moscovici Hopf algebra H1. Let δ denote the unique extension of the
modular character

δ : gaff → R, δ(X) = 1, δ(Y ) = 0,

to a character δ : U(gaff ) → C. There is a unique extension of δ to a character,
denoted by the same symbol δ : H1 → C. Indeed the relations [Y, δn] = nδn show
that we must have δ(δn) = 0, for n = 1, 2, · · · . One can then check that these
relations are compatible with the algebra structure of H1. Recall the algebra AΓ =
C∞

0 (F+(M) � Γ from Section 1.2. It admits a δ-invariant trace τ : AΓ → C under
its canonical H1 action given by [9]:

τ(fU∗
ϕ) =

∫
F+(M)

f(y, y1)
dydy1

y2
1

, if ϕ = 1,

and τ(fU∗
ϕ) = 0, otherwise.

3. Let H = A(SLq(2, k)) denote the Hopf algebra of functions on quantum SL(2, k).
As an algebra it is generated by symbols x, u, v, y, with the following relations:

ux = qxu, vx = qxv, yu = quy, yv = qvy,

uv = vu, xy − q−1uv = yx− quv = 1.

The coproduct, counit and antipode of H are defined by

∆(x) = x⊗ x + u⊗ v, ∆(u) = x⊗ u + u⊗ y,

∆(v) = v ⊗ x + y ⊗ v, ∆(y) = v ⊗ u + y ⊗ y,

ε(x) = ε(y) = 1, ε(u) = ε(v) = 0,

S(x) = y, S(y) = x, S(u) = −qu, S(v) = −q−1v.

Define a character δ : H → k by:

δ(x) = q, δ(u) = 0, δ(v) = 0, δ(y) = q−1.

One checks that S̃2
δ = id. This shows that (δ, 1) is a modular pair for H. This

example and its Hopf-cyclic cohomology is studied in [20].
More generally, it is shown in [10] that coribbon Hopf algebras and compact

quantum groups are endowed with canonical modular pairs of the form (δ, 1) and,
dually, ribbon Hopf algebras have canonical modular pairs of the type (1, σ).

4. We will see in the next section that modular pairs in involution are in fact one
dimensional cases of what we call stable anti-Yetter-Drinfeld modules, i.e. they are
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one dimensional noncommutative local systems that one can introduce into Hopf
algebra equivariant cyclic cohomology.

3. Anti-Yetter-Drinfeld modules

An important question left open in our paper [21] was the issue of identifying
the most general class of coefficients allowable in cyclic (co)homology of Hopf al-
gebras and Hopf-cyclic cohomology in general. This problem is completely solved,
among other things, in [14]. It is shown in this paper that the most general coeffi-
cients are the class of so called stable anti-Yetter-Drinfeld modules. In Section 3.2
we briefly report on this very recent development as well.

It is quite surprising that when the general formalism of cyclic cohomology
theory, namely the theory of (co)cyclic modules [3], is applied to Hopf algebras,
variations of such standard notions like Yetter-Drinfeld (YD) modules appear nat-
urally. The so called anti-Yetter-Drinfeld modules introduced in [14] are twistings,
by modular pairs in involution, of YD modules. This means that the category of
anti-Yetter-Drinfeld modules is a “mirror image” of the category of YD modules.
We mention that anti-Yetter-Drinfeld modules were considered independently also
by C. Voigt in connection with his work on equivariant cyclic cohomology [31].

3.1. Yetter-Drinfeld modules. Yetter-Drinfeld modules were introduced by
D. Yetter under the name crossed bimodules [32]. The present name was coined in
[27]. One of the motivations was to define a braiding on the monoidal category H−
Mod of representations of a, not necessarily commutative or cocommutative, Hopf
algebra H . To define such a braiding one should either restrict to special classes of
Hopf algebras, or, to special classes of modules. Drinfeld showed that when H is a
quasitriangular Hopf algebra, then H −Mod is a braided monoidal category. See
[26] for definitions and references. Dually, when H is coquasitriangular, the category
H − Comod of H-comodules is a braided monoidal category. In [32] Yetter shows
that to obtain a braiding on a subcategory of H−Mod, for an arbitrary H , one has
essentially one choice and that is restricting to the class of Yetter-Drinfeld modules
as we explain now.

Let H be a Hopf algebra and M be a left H-module and left H-comodule
simultaneously. We say that M is a left-left Yetter-Drinfeld H-module if the two
structures on M are compatible in the sense that

ρ(hm) = h(1)m(−1)S(h(3))⊗ h(2)m(0),

for all h ∈ H and m ∈M [26, 27, 32]. One can similarly define left-right, right-left
and right-right YD modules. A morphism of YD modules M → N is an H-linear
and H-colinear map f : M → N . We denote the category of left-left YD modules
over H by H

HYD.
This notion is closely related to the Drinfeld double of finite dimensional Hopf

algebras. In fact if H is finite dimensional, then one can show that the category
H
HYD is isomorphic to the category of left modules over the Drinfeld double D(H)
of H [26].

The following facts about the category H
HYD are well known [26, 27, 32]:

1. The tensor product M ⊗N of two YD modules is a YD module. Its module
and comodule structure are the standard ones:

h(m⊗ n) = h(1)m⊗ h(1)n, (m⊗ n) 	→ m(−1)n(−1) ⊗m(0) ⊗ n(0).
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This shows that the category H
HYD is a monoidal subcategory of the monoidal cat-

egory H −Mod.

2. The category H
HYD is a braided monoidal category under the braiding

cM,N : M ⊗N → N ⊗M, m⊗ n 	→ m(−1) · n⊗m(0).

In fact Yetter proves a strong inverse to this statement as well [32]: for any small
strict monoidal category C endowed with a monoidal functor F : C → V ectf to
the category of finite dimensional vector spaces, there is a Hopf algebra H and a
monoidal functor F̃ : C →H

H YD such that the following diagram comutes

C ��

��

H
HYD

��
V ectf �� V ect

3. The category H
HYD is the center of the monoidal category H −Mod. Recall

that the (left) center ZC of a monoidal category [18] is a category whose objects
are pairs (X, σX,−), where X is an object of C and σX,− : X ⊗ − → − ⊗ X is
a natural isomorphism satisfying certain compatibility axioms with associativity
and unit constraints. It can be shown that the center of a monoidal category is a
braided monoidal category and Z(H −Mod) =H

H YD [18].

Example 3.1. 1. Let H = kG be the group algebra of a discrete group G. A
left kG-comodule is simply a G-graded vector space

M =
⊕
g∈G

Mg

where the coaction is defined by

m ∈Mg 	→ g ⊗m.

An action of G on M defines a YD module structure iff for all g, h ∈ G,

hm ∈Mhgh−1 .

This example can be explained as follows. Let G be a groupoid whose objects are G
and its morphisms are defined by

Hom(g, h) = {k ∈ G; kgk−1 = h}.
Recall that an action of a groupoid G on the category V ect of vector spaces is simply
a functor F : G → V ect. Then it is easily seen that we have a one-one correspon-
dence between YD modules for kG and actions of G on V ect. This example clearly
shows that one can think of an YD module over kG as an ‘equivariant sheaf’ on
G and of Y D modules as noncommutative analogues of equivariant sheaves on a
topological group.

2. If H is cocommutative then any left H-module M can be turned into a left-left YD
module via the coaction m 	→ 1⊗m. Similarly, when H is cocmmuntative then any
left H-comodule M can be turned into a YD module via the H-action h·m := ε(h)m.
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3. Any Hopf algebra acts on itself via conjugation action g · h := g(1)hS(g(2)) and
coacts via translation coaction h 	→ h(1) ⊗ h(2). It can be checked that this endows
M = H with a YD module structure.

3.2. Stable anti-Yetter-Drinfeld modules. This class of modules for Hopf
algebras were introduced for the first time in [14]. Unlike Yetter-Drinfeld modules,
its definition, however, was entirely motivated and dictated by cyclic cohomology
theory: the anti-Yetter-Drinfeld condition guarantees that the simplicial and cyclic
operators are well defined on invariant complexes and the stability condition implies
that the crucial periodicity condition for cyclic modules are satisfied.

Definition 3.1. A left-left anti-Yetter-Drinfeld H-module is a left H-module
and left H-comodule such that

ρ(hm) = h(1)m(−1)S(h(3))⊗ h(2)m(0),

for all h ∈ H and m ∈M. We say that M is stable if in addition we have

m(−1)m(0) = m,

for all m ∈M .

There are of course analogous definitions for left-right, right-left and right-right
stable anti-Yetter-Drinfeld (SAYD) modules. We note that by changing S to S−1

in the above equation, we obtain the compatibility condition for a Yetter-Drinfeld
module from the previous subsection.

The following lemma from [14] shows that 1-dimensional SAYD modules cor-
respond to Connes-Moscovici’s modular pairs in involution:

Lemma 3.1. There is a one-one correspondence between modular pairs in in-
volution (δ, σ) on H and SAYD module structure on M = k, defined by

h.r = δ(h)r, r 	→ σ ⊗ r,

for all h ∈ H and r ∈ k. We denote this module by M =σkδ.

Let H
HAYD denote the category of left-left anti-Yetter-Drinfeld H-modules,

where morphisms are H-linear and H-colinear maps. Unlike YD modules, anti-
Yetter-Drinfeld modules do not form a monoidal category under the standard tensor
product. This can be checked easily on 1-dimensional modules given by modular
pairs in involution. The following result of [14], however, shows that the tensor
product of an anti-Yetter-Drinfeld module with a Yetter-Drinfeld module is again
anti-Yetter-Drinfeld.

Lemma 3.2. Let M be a Yetter-Drinfeld module and N be an anti-Yetter-
Drinfeld module (both left-left). Then M ⊗ N is an anti-Yetter-Drinfeld module
under the diagonal action and coaction:

h(m⊗ n) = h(1)m⊗ h(1)n, (m⊗ n) 	→ m(−1)n(−1) ⊗m(0) ⊗ n(0).

In particular, using a modular pair in involution (δ, σ), we obtain a functor

H
HYD →H

H AYD, M 	→
−
M =σkδ ⊗M.

This result clearly shows that AYD modules can be regarded as the twisted
analogue or mirror image of YD modules, with twistings provided by modular pairs
in involution. This result was later strengthened by the following result, pointed
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out to us by M. Staic [28]. It shows that if the Hopf algebra has a modular pair in
involution then the category of YD modules is equivalent to the category of AYD
modules:

Proposition 3.1. Let H be a Hopf algebra, (δ, σ) a modular pair in involution
and M an anti-Yetter-Drinfeld module. If we define m · h = mh(1)δ(S(h(2))) and
ρ(m) = σ−1m(−1)⊗m(0), then (M, ·, ρ) is an Yetter-Drinfeld module. Moreover in
this way we get an isomorphism between the categories of AYD modules and YD
mpdules.

It follows that tensoring with σ−1
kδ◦S turns the anti-Yetter-Drinfeld modules to

Yetter-Drinfeld modules and this is the inverse for the operation of tensoring with
σkδ.

Example 3.2. 1. For Hopf algebras with S2 = I, e.g. commutative or co-
commutative Hopf algebras, there is no distinction between YD and AYD modules.
This applies in particular to H = kG and Example 2.1.1. The stability condition
m(−1)m(0) = m is equivalent to

g ·m = m, for all g ∈ G, m ∈Mg.

2. Hopf-Galois extensions are noncommutative analogues of principal bundles in
(affine) algebraic geometry. Following [14] we show that they give rise to large
classes of examples of SAYD modules. Let P be a right H-comodule algebra, and
let

B := PH = {p ∈ P ; ρ(p) = p⊗ 1}
be the space of coinvariants of P . It is easy to see that B is a subalgebra of P . The
extension B ⊂ P is called a Hopf-Galois extension if the map

can : P ⊗B P → B ⊗H, p⊗ p′ 	→ pρ(p′),

is bijective. (Note that in the commutative case this corresponds to the condition
that the action of the structure group on fibres is free). The bijectivity assumption
allows us to define the translation map T : H → P ⊗B P ,

T (h) = can−1(1⊗ h) = h(1̄) ⊗ h(2̄).

It can be checked that the centralizer ZB(P ) = {p | bp = pb ∀b ∈ B} of B in P is
a subcomodule of P . There is an action of H on ZB(P ) defined by ph = h(1)ph(2)

called the Miyashita-Ulbrich action. It is shown that this action and coaction satisfy
the Yetter-Drinfeld compatibility condition. On the other hand if B is central, then
by defining the new action ph = (S−1(h))(2)p(S−1(h))(1)and the right coaction of
P we have a SAYD module. This example was the starting point of [16] where the
relative cyclic homology of Hopf-Galois extensions is related to a variant of Hopf-
cyclic cohomology with coefficients in stable anti-Yetter-Drinfeld modules. In [23]
we showed that the theory introduced in [16] is isomorphic to one of the theories
introduced in [15].

3. Let M = H. Then with conjugation action g · h = g(1)hS(g(2)) and comultipli-
cation h 	→ h(1) ⊗ h(2) as coaction, M is an SAYD module.
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4. Hopf-cyclic cohomology

In this section we first recall the approach by Connes and Moscovici towards the
definition of their cyclic cohomology theory for Hopf algebras. The characteristic
map χτ palys an imporant role here. Then we switch to the point of view adopted
in [21] based on invariant complexes, culminating in our joint work [14, 15]. The
resulting Hopf-cyclic cohomology theories of type A, B, and C, and their corre-
sponding cyclic modules, contain all known examples of cyclic theory discovered so
far. We note that very recently A. Kaygun has extended the Hopf-cyclic cohomol-
ogy to a cohomology for bialgebras with coefficients in stable modules. For Hopf
algebras it reduces to Hopf-cyclic cohomology [19].

4.1. Connes-Moscovici’s breakthrough. Without going into details, in
this section we formulate one of the problems that was faced and solved by Connes
and Moscovici in the course of their study of an index problem on foliated manifolds
[9]. See also [11] for a survey. As we shall see, this led them to a new cohomology
theory for Hopf algebras that is now an important example of Hopf-cyclic cohomol-
ogy.

The local index formula of Connes and Moscovici [8] gives the Chern character
Ch(A, h, D) of a regular spectral triple (A, h, D) as a cyclic cocycle in the (b, B)-
bicomplex of the algebra A. For spectral triples of interest in transverse geometry
[9], this cocycle is differentiable in the sense that it is in the image of the Connes-
Moscovici characteristic map χτ defined below, with H = H1 and A = AΓ. To
identify this class in terms of characteristic classes of foliations, it would be ex-
tremely helpful to show that it is the image of a cocycle for a cohomology theory
for Hopf algebras. This is rather similar to the situation for classical characteristic
classes which are pull backs of group cohomology classes.

We can formulate this problem abstractly as follows: Let H be a Hopf algebra
endowed with a modular pair in involution (δ, σ), and A be an H-module algebra.
Let τ : A → k be a δ- invariant σ-trace on A as defined in Section 1.3. Consider
the Connes-Moscovici characteristic map

χτ : H⊗n −→ Hom(A⊗(n+1), k),

χτ (h1 ⊗ · · · ⊗ hn)(a0 ⊗ · · · ⊗ an) = τ(a0h1(a1) · · ·hn(an)).

Now the burning question is: can we promote the collection of spaces {H⊗n}n≥0

to a cocyclic module such that the characteristic map χτ turns into a morphism
of cocyclic modules? We recall that the face, degeneracy, and cyclic operators for
Hom(A⊗(n+1), k) are defined by [3]:

δn
i ϕ(a0, · · · , an+1) = ϕ(a0, · · · , aiai+1, · · · , an+1), i = 0, · · · , n,

δn
n+1ϕ(a0, · · · , an+1) = ϕ(an+1a0, a1, · · · , an),

σn
i ϕ(a0, · · · , an) = ϕ(a0, · · · , ai, 1, · · · , an), i = 0, · · · , n,

τnϕ(a0, · · · , an) = ϕ(an, a0, · · · , an−1).

The relation
h(ab) = h(1)(a)h(2)(b)

shows that in order for χτ to be compatible with face operators, the face operators
on H⊗n must involve the coproduct of H . In fact if we define, for 0 ≤ i ≤ n,
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δn
i : H⊗n → H⊗(n+1), by

δn
0 (h1 ⊗ · · · ⊗ hn) = 1⊗ h1 ⊗ · · · ⊗ hn,

δn
i (h1 ⊗ · · · ⊗ hn) = h1 ⊗ · · · ⊗ h

(1)
i ⊗ h

(2)
i ⊗ · · · ⊗ hn,

δn
n+1(h1 ⊗ · · · ⊗ hn) = h1 ⊗ · · · ⊗ hn ⊗ σ,

then we have, for all n and i,
χτ δn

i = δn
i χτ .

Similarly, the relation h(1A) = ε(h)1A, shows that the degeneracy operators on
H⊗n should involve the counit of H . We thus define

σn
i (h1 ⊗ · · · ⊗ hn) = h1 ⊗ · · · ⊗ ε(hi)⊗ · · · ⊗ hn.

The most difficult part in this regard is to guess the form of the cyclic operator
τn : H⊗n → H⊗n. Compatibility with χτ demands that

τ(a0τn(h1 ⊗ · · · ⊗ hn)(a1 ⊗ · · · ⊗ an)) = τ(anh1(a0)h2(a1) · · ·hn(an−1)),

for all ai’s and hi’s. Now integration by parts formula in Lemma 2.1, combined
with the σ-trace property of τ , gives us:

τ(a1h(a0)) = τ(h(a0)σ(a1)) = τ(a0S̃δ(h)(σ(a1)).

This suggests that we should define τ1 : H → H by

τ1(h) = S̃δ(h)σ.

Note that the condition τ2
1 = I is equivalent to the involutive condition S̃2

δ = Adσ.
For any n, integration by parts formula together with the σ-trace property

shows that:

τ(anh1(a0) · · ·hn(an−1)) = τ(h1(a0) · · ·hn(an−1)σ(an))

= τ(a0S̃δ(h1)(h2(a1) · · ·hn(an−1)σ(an)))

= τ(a0S̃δ(h1) · (h2 ⊗ · · · ⊗ hn ⊗ σ)(a1 ⊗ · · · ⊗ an).

This suggests that the Hopf-cyclic operator τn : H⊗n → H⊗n should be defined as

τn(h1 ⊗ · · · ⊗ hn) = S̃δ(h1) · (h2 ⊗ · · · ⊗ hn ⊗ σ),

where · denotes the diagonal action defined by

h · (h1 ⊗ · · · ⊗ hn) := h(1)h1 ⊗ h(2)h2 ⊗ · · · ⊗ h(n)hn.

We let τ0 = I : H⊗0 = k → H⊗0, be the identity map. The remarkable fact,
proved by Connes and Moscovici [9, 10], is that endowed with the above face,
degeneracy, and cyclic operators, {H⊗n}n≥0 is a cocyclic module. The resulting
cyclic cohomology groups are denoted by HCn

(δ,σ)(H), n = 0, 1, · · · and we obtain
the desired characteristic map

χτ : HCn
(δ,σ)(H)→ HCn(A).

As with any cocyclic module, cyclic cohomology can also be defined in terms
of cyclic cocycles. In this case a cyclic n-cocycle is an element x ∈ H⊗n satisfying
the conditions

bx = 0, (1− λ)x = 0,
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where b : H⊗n → H⊗(n+1) and λ : H⊗n → H⊗n are defined by

b(h1 ⊗ · · · ⊗ hn) = 1⊗ h1 ⊗ · · · ⊗ hn

+
n∑

i=1

(−1)ih1 ⊗ · · · ⊗ h
(1)
i ⊗ h

(2)
i ⊗ · · · ⊗ hn

+ (−1)n+1h1 ⊗ · · · ⊗ hn ⊗ σ,

λ(h1 ⊗ · · · ⊗ hn) = (−1)nS̃δ(h1) · (h2 ⊗ · · · ⊗ hn ⊗ σ).

The cyclic cohomology groups HCn
(δ,σ)(H) are computed in several cases in [9].

Of particular interest for applications to transverse index theory and number theory
is the the (periodic) cyclic cohomology of the Connes-Moscovici Hopf algebra H1.
It is shown in [9] that the periodic groups HPn

(δ,1)(H1) are canonically isomorphic
to the Gelfand-Fuchs cohomology of the Lie algebra of formal vector fields on the
line:

H∗(a1, C) = HP ∗
(δ,1)(H1).

Calculation of the unstable groups is an interesting open problem. The following
interesting elements are however already been identified. It can be directly checked
that the elements δ′2 := δ2 − 1

2δ2
1 and δ1 are cyclic 1-cocycles on H1, and

F := X ⊗ Y − Y ⊗X − δ1Y ⊗ Y

is a cyclic 2-cocycle. See [12] for detailed calculations and relations between these
cocycles and the Schwarzian derivative, Godbillon-Vey cocycle, and the transverse
fundamental class of Connes [5], respectively.

4.2. Hopf-cyclic cohomology: type A, B, and C theories. We recall the
definitions of the three cyclic cohomology theories that were defined in [15]. We call
them A, B and C theories. In the first case the algebra A is endowed with an action
of a Hopf algebra; in the second case the algebra B is equipped with a coaction of a
Hopf algebra; and finally in theories of type C, we have a coalgebra endowed with an
action of a Hopf algebra. In all three theories the module of coefficients is a stable
anti-Yetter-Drinfeld (SAYD) module over the Hopf algebra and we attach a cocyclic
module in the sense of Connes [3] to the given data. Along the same lines one can
define a Hopf-cyclic cohomology theory for comodule coalgebras as well (type D
theory). Since so far we have found no applications of such a theory we won’t give
its definition here. We also show that all known examples of cyclic cohomology
theories that are introduced so far such as: ordinary cyclic cohomology for algebras,
Connes-Moscovici’s cyclic cohomology for Hopf algebras [8], and equivariant cyclic
cohomology [1, 2], are special cases of these theories.

Let A be a left H-module algebra and M be a left-right SAYD H-module.
Then the spaces M ⊗A⊗(n+1) are right H-modules via the diagonal action

(m⊗ ã)h := mh(1) ⊗ S(h(2))ã,

where the left H-action on ã ∈ A⊗(n+1) is via the left diagonal action of H .
We define the space of equivariant cochains on A with coefficients in M by

Cn
H(A, M) := HomH(M ⊗A⊗(n+1), k).

More explicitly, f : M ⊗A⊗(n+1) → k is in Cn
H(A, M), if and only if

f((m⊗ a0 ⊗ · · · ⊗ an)h) = ε(h)f(m⊗ a0 ⊗ · · · ⊗ an),
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for all h ∈ H, m ∈ M , and ai ∈ A. It is shown in [15] that the following operators
define a cocyclic module structure on {Cn

H(A, M)}n∈N:

(δif)(m⊗ a0 ⊗ · · · ⊗ an) = f(m⊗ a0 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an), 0 ≤ i < n,

(δnf)(m⊗ a0 ⊗ · · · ⊗ an) = f(m(0) ⊗ (S−1(m(−1))an)a0 ⊗ a1 ⊗ · · · ⊗ an−1),

(σif)(m⊗ a0 ⊗ · · · ⊗ an) = f(m⊗ a0 ⊗ · · · ⊗ ai ⊗ 1⊗ · · · ⊗ an), 0 ≤ i ≤ n,

(τnf)(m⊗ a0 ⊗ · · · ⊗ an) = f(m(0) ⊗ S−1(m(−1))an ⊗ a0 ⊗ · · · ⊗ an−1).

We denote the resulting cyclic cohomology theory by HCn
H(A, M), n = 0, 1, · · · .

Example 4.1. 1. For H = k = M we obviously recover the standard cocyclic
module of the algebra A. The resulting cyclic cohomology theory is the ordinary
cyclic cohomology of algebras.

2. For M = H and H acting on M by conjugation and coacting via coproduct
(Example 2.2.3.), we obtain the equivariant cyclic cohomology theory of Akbarpour
and Khalkhali For H-module algebras [1, 2].

3. For H = k[σ, σ−1] the Hopf algebra of Laurent polynomials, where σ acts by
automorphisms on an algebra A, and M = k is a trivial module, we obtain the so
called twisted cyclic cohomology of A with respect to σ. A twisted cyclic n-cocycle
is a linear map f : A⊗(n+1) → k satisfying:

f(σan, a0, · · · , an−1) = (−1)nf(a0, · · · , an), bσf = 0,

where bσ is the twisted Hochschild boundary defined by

bσf(a0, · · · , an+1) =
n∑

i=0

(−1)if(a0, · · · , aiai+1, · · · , an+1)

+ (−1)n+1f(σ(an+1)a0, a1, · · · , an).

4. It is easy to see that for M =σkδ, the SAYD module attached to a modular pair
in involution (δ, σ), HC0

H(A, M) is the space of δ-invariant σ-traces on A in the
sense of Connes-Moscovici [9, 10] (cf. Section 1.3.).

Next, let B be a right H-comodule algebra and M be a right-right SAYD
H-module. Let

Cn,H(B, M) := HomH(B⊗(n+1), M),
denote the space of right H-colinear (n + 1)-linear functionals on B with values in
M . Here B⊗(n+1) is considered a right H-comodule via the diagonal coaction of
H :

b0 ⊗ · · · ⊗ bn 	→ (b(0)
0 ⊗ · · · ⊗ b(0)

n )⊗ (b(1)
0 b

(1)
1 · · · b(1)

n ).
It is shown in [15] that, thanks to the invariance property imposed on our cochains
and the SAYD condition on M , the following maps define a cocyclic module struc-
ture on {Cn,H(B, M)}n∈N:

(δif)(b0, · · · , bn+1) = f(b0, · · · , bibi+1, · · · , bn+1), 0 ≤ i < n,

(δnf)(b0, · · · , bn+1) = f(b(0)
n+1b0, b1, · · · , bn)b(1)

n+1,

(σif)(b0, · · · , bn−1) = f(b0, · · · , bi, 1, · · · bn−1), 0 ≤ i < n− 1,

(τnf)(b0, · · · , bn) = f(b(0)
n , b0, · · · , bn−1)b(1)

n .
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We denote the resulting cyclic cohomology groups by HCn,H(B, M), n = 0, 1, · · · .

Example 4.2. 1. For B = H, equipped with comultiplication as coaction, and
M =σkδ associated to a modular pair in involution, we obtain the Hopf-cyclic coho-
mology of Hopf algebras as defined in [20]. This theory is different from Connes-
Moscovici’s theory for Hopf algebras. It is dual, in the sense of Hopf algebras and
not Hom dual, to Connes-Moscovici’s theory [22]. It is computed in the following
cases [20]: H = kG, H = U(g), where it is isomorphic to group cohomology and
Lie algebra cohomology, respectively; H = SL2(q, k), and H = Uq(sl2).

2. For H = k, and M = k a trivial module, we obviously recover the cyclic
cohomology of the algebra B.

Finally we describe theories of type C and their main examples. As we shall
see, Connes-Moscovici’s original example of Hopf-cyclic cohomology belong to this
class of theories. Let C be a left H-module coalgebra, and M be a right-left SAYD
H-module. Let

Cn(C, M) := M ⊗H C⊗(n+1) n ∈ N.

It can be checked that, thanks to the SAYD condition on M , the following operators
are well defined and define a cocyclic module, denoted {Cn(C, M)}n∈N. In particular
the crucial periodicity conditions τn+1

n = id, n = 0, 1, 2 · · · , are satisfied [15]:

δi(m⊗ c0 ⊗ · · · ⊗ cn−1) = m⊗ c0 ⊗ · · · ⊗ c
(1)
i ⊗ c

(2)
i ⊗ cn−1, 0 ≤ i < n,

δn(m⊗ c0 ⊗ · · · ⊗ cn−1) = m(0) ⊗ c
(2)
0 ⊗ c1 ⊗ · · · ⊗ cn−1 ⊗m(−1)c

(1)
0 ,

σi(m⊗ c0 ⊗ · · · ⊗ cn+1) = m⊗ c0 ⊗ · · · ⊗ ε(ci+1)⊗ · · · ⊗ cn+1, 0 ≤ i ≤ n,

τn(m⊗ c0 ⊗ · · · ⊗ cn) = m(0) ⊗ c1 ⊗ · · · ⊗ cn ⊗m(−1)c0.

Example 4.3. 1. For H = k = M , we recover the cocyclic module of a coalge-
bra which defines its cyclic cohomology.

2. For C = H and M =σkδ, the cocyclic module {Cn
H(C, M)}n∈N is isomorphic to

the cocyclic module of Connes-Moscovici [9], attached to a Hopf algebra endowed
with a modular pair in involution. This example is truly fundamental and started
the whole theory.
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The non-abelian (or non-linear) method of Chabauty

Minhyong Kim

Abstract. This article is a brief introduction to the ideas surrounding the
non-linear Albanese map that provides an approach to Diophantine finiteness
theorems in the spirit of the method of Chabauty.

I do not claim to have a clear understanding of the full relationship between
the two adjectives occurring in my title. However, one particular connection goes
as follows. Let us be given a group object G in a certain category. Then the
consideration of torsors for G becomes unavoidable and even useful in certain con-
texts. The central example for us will be the homotopy classes of paths with fixed
end-points on a topological space which, therefore, is a torsor for a fundamental
group. An example more familiar in arithmetic consists of representatives for the
Tate-Shafarevich group of an elliptic curve.

Recall that a torsor refers to an object P in our category endowed with an
action of G

P ×G→P

with the property that on points, that is, maps from some other object T , the
action

P (T )×G(T )→P (T )

is transitive. Typically, our category will have a final object ∗, and the torsor P
may or may not have a ∗ point. If P (∗) �= φ, then we say the torsor is trivial. In
all natural examples, the classification of torsors will give rise to some cohomology
set H1(G) possibly endowed in a natural fashion with extra structure. Now there
is the convenient fact that when G is abelian, torsors themselves can be added: we
send P1 and P2 to the torsor P1×G P2 := (P1×P2)/G where the action is diagonal:
(p1, p2)g = (p1g, p2g). This is of course the ‘associated bundle’ construction, and it
yields another torsor when G is abelian. However, there is no natural way to make
G act on P1 ×G P2 if it is non-abelian.

Now, the objects that are most naturally linear are those that form an abelian
category. From this perspective, non-abelian groups, for example, should not be
regarded as linear. However, since we are used to studying wide classes of non-
abelian groups through linear representations, this point may seem debatable (as
was pointed out to me by Arthur Ogus). Nevertheless, one way in which non-
linearity arises unavoidably from non-commutativity is via the torsor set H1(G),
which cannot be given a group structure in any way when G is non-abelian. In
fact, our main interest is in a situation where the set has the natural structure of
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a (non-linear) pro-algebraic variety. It is perhaps surprising that one obtains from
such a construction concrete and substantive applications to number theory.

To lead up to it we start from a seemingly different direction, namely, the
classical abelian method of Chabauty [2]. Here, we are given a smooth curve C
over a number field Fand assume that we also have a smooth integral model over
some ring R = OF [1/S] of S-integers of F , where S is a finite set of primes of OF , so
that it makes sense to speak of the R-integral points of C. We also assume that the
model has a smooth compactification over R in such a way that the compactification
divisor is itself smooth over R. Denote by J the (generalized) Jacobian of C. Let us
assume that we have an R-point x ∈ C(R), giving us an Albanese map ix : C→J .
Let v be a prime of R and consider the completion Rv of R at v. Denote by Cv

and Jv the base changes of C and J to the completion Fv. Thus, we are also given
Rv-models for these schemes with respect to which we can discuss integral points.
Then we have a log map on the Rv-integral points of Jv (depending in general on
the choice of a log map for the multiplicative group):

log : J(Rv)→TeJv

Composing the Albanese map with the log map, we get a map

j1 : C(Rv)→TeJv

which, thereby, ‘linearizes’ the set of points of C. To get results on the global
points, Chabauty makes the important hypothesis

rankJ(R) < dimJ (Rank Hypothesis)

and studies its effect on the image j1(C(R)) of the global points of C. The as-
sumption implies that j1(C(R)) lies inside a proper linear subspace of TeJv, and
hence, that there is a non-zero linear form α on TeJv that vanishes on j1(C(R)). A
finiteness result then follows from the properties of the function α ◦ j1 on C(Rv).
In fact, since α can be interpreted as a differential form on Cv, it is convenient to
express the function in modern language as being

α ◦ j1(y) =
∫ y

x

α

where the integral is Coleman integration [1]. So locally, the function is an anti-
derivative of the form α, and hence, has a non-zero convergent power-series expan-
sion on any given residue disc of C(Rv). Thus, its zero-set is discrete, and hence,
by compactness, finite. Since we had already argued that C(R) is in this zero set,
we get finiteness.

This method was made effective by Coleman [3]. In fact, one can work out
an effective bound on the number of points by explicitly bounding the number of
zeroes on each residue disc. We note that the method of Coleman and Chabauty
includes the effective finiteness of rational points in the compact case. Because of
this, it has been used as a powerful tool for computing completely the set of rational
solutions to an equation in a number of interesting cases.

What can be done if the rank hypothesis is violated? This will happen for
example if C = P1 \ {0, 1,∞}, F = Q, and |S| ≥ 1. Of course, we know the
theorems of Siegel and of Faltings that give us finiteness in any case, whenever it
is to be expected. However, the known methods of proof are never as direct as
Chabauty’s, involving rather heavy use of Archimedean machinery stemming from
a study of heights. Also, there is hope that a sufficiently powerful extension of
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Chabauty’s method will give us efficient effective bounds on the number of points
whereas the method of Faltings’ is not effective in a useful way.

We would like to give a brief outline of our strategy [8] for generalizing Chabauty’s
method to situations where the abelian method fails, by using unipotent funda-
mental groups and torsors for them. The way fundamental groups come in is by
interpreting TeJv as Hdr

1 (Cv)/F 0, where the De Rham homology Hdr
1 refers to the

dual of the first De Rham cohomology of Cv endowed with the dual Hodge filtration
which is such that

F−1 = Hdr
1 ⊃ F 0Hdr

1 ⊃ F 1 = 0.

But Hdr
1 (Cv) is just the abelianization of the De Rham fundamental group π1,DR(Cv)

[4], which we now go on to discuss. Denote by Unn(Cv) the category of unipotent
vector bundles with connection having index of unipotence ≤ n. So the objects are
bundles with connections (V,∇) for which there is a filtration

0 ⊂ Vn ⊂ Vn−1 ⊂ · · · ⊂ V1 ⊂ V0 = V

by sub-bundles, stabilized by the connection, such that

(Vi/Vi+1,∇) � (Ori

Cv
, d),

where the last object is the rank ri trivial bundle with trivial connection. We
obviously have an inclusion Unn(Cv)↪→Unn+1(Cv) and we denote by Un(Cv) the
union of these categories. The point x defines a fiber functor ex : Un(Cv)→VectFv

such that (V,∇) 	→ Vx. Now, we have π1,DR(Cv, x) := Aut(ex) as functors of
Fv algebras in the obvious sense, which is then represented by a pro-algebraic
group by the usual Tannakian formalism. Let Zi be the descending central series
of π1,DR(Cv, x) defined by Z1 = π1,DR(Cv , x) and Zn+1 = [π1,DR(Cv, x), Zn].
Then Zn+1\π1,DR(Cv, x) = Aut(en

x), where en
x is the fiber functor restricted to

the subcategory Unn(Cv). This turns out to be a unipotent algebraic group (of
finite type) [4]. It will be convenient to use the notation Udr = π1,DR(Cv, x) and
Udr

n = Zn+1\Udr.
The point is that using the fundamental group, we can ‘lift’ the logarithmic

Albanese map j1 to a sequence of ‘non-linear’ (or ‘polylogarithmic,’ or ‘higher,’ or
‘unipotent’,. . . ) Albanese maps j2, j3, j4, . . .,

ji : C(Rv)→Udr
i /F 0

that fit into a stack of arrows as
...

...

C(Rv)
j3→ Udr

3 /F 0

|| ↓
C(Rv)

j2→ Udr
2 /F 0

|| ↓
C(Rv)

j1→ Udr
1 /F 0

The dimensions of the target varieties in the tower grow with n, and we will attempt
to ‘resolve’ the image of the global points using them.

To describe briefly the definition of the maps, we now bring in the torsor of paths
for Udr. By definition P dr(y) = π1,DR(Cv, x, y) := Isom(ex, ey) and P dr

n (y) :=
Isom(en

x , en
y ), so that they are right torsors for Udr and Udr

n .
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Now, the P dr
n (y) are equipped with Hodge filtrations ([10], [6])

P dr
n ⊃ · · ·F−iP dr

n ⊃ F−i+1P dr
n ⊃ · · · ⊃ F−1P dr

n ⊃ F 0P dr
n ⊃ 0

as in the complex situation. In fact, one can show that F 0P dr
n is a torsor for

F 0Udr
n and that P dr

n is just the push-out with respect to the inclusion F 0Udr
n ↪→Udr

n .
Furthermore, comparison with a crystalline fundamental group equips Udr

n with
a Frobenius map φ, which is a homomorphism of algebraic groups. The torsor
structure is compatible with both the Hodge filtration and the Frobenius. But in
fact, one can trivialize the torsor with respect to both structures. This is achieved
by choosing a ‘Hodge path’ ph(y) ∈ F 0P dr and then showing that there is a unique
Frobenius invariant path pc(y) [1]. Comparing the two gives rise to a class mod F 0

g(y) := [(pc(y))−1 ◦ ph(y)] ∈ Udr/F 0

that is independent of our choices. Considering this at finite levels gives rise to
gn(y) ∈ Udr

n /F 0. In fact, Udr
n /F 0 can be interpreted as a classifying space of

Udr
n -torsors compatible with the two structures, and gn(y) just represents the iso-

morphism class of P dr
n (y). In any case, we get thereby a compatible collection of

maps

jn : C(Rv)→Udr
n /F 0

which is just j1 for n = 1. This is a p-adic analytic map which is very non-degenerate
in that its image is Zariski-dense, at least when Fv = Qp. We stress once more that
the targets of our maps are not naturally linear varieties as soon n > 1.

What plays the role of the rank hypothesis in this setting? For this we need to
introduce a classifying space for global étale torsors, which will replace the Mordell-
Weil group of the Jacobian and control the global points. That is, we have a
commutative diagram:

C(R) → C(Rv)
↓ ↓

H1
f (ΓT , Uet

n )(Qp) → H1
f (G, Uet

n )(Qp)

We will give just brief descriptions of the ingredients, referring the reader to [8] for a
detailed exposition. Here H1

f (ΓT , π1,ét) classifies torsors for the Qp pro-unipotent
étale fundamental group Uet = π1,ét(C̄, x) with an action of the global Galois
group ΓT which classifies extensions of F that are unramified outside of T . The
local classifying space H1

f (G, Uet) classifies torsors for Uet endowed with an action
of the local Galois group G = Gal(F̄v/Fv). The subscript n refers to the levels of
the descending central series as before. The lower horizontal map just restricts the
ΓT -action to a G-action. The subscript ‘f ’ refers to a ‘Selmer condition’ on the
G-action, that requires that the torsor trivializes (locally) when the base is changed
to BDR, Fontaine’s ring of p−adic periods. The vertical maps send a point y to the
class of the torsor of paths π1,ét(C; x, y). The notation and terminology indicates
the fact that both H1

f (ΓT , Uet
n ) and H1

f (G, Uet
n ) are endowed with the structure of

varieties over Qp in a natural way and that the maps are going to the Qp-points of
the varieties. The localization map from the global to local cohomology becomes
an algebraic map with respect to this structure. We have another commutative
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diagram
C(Rv) → Udr

n /F 0

↓ ↗
H1

f (G, Uet
n )(Qp)

where the diagonal arrow is now a p-adic comparison map. It takes a torsor P =
Spec(P) for the étale fundamental group and sends it to Spec((P ⊗BDR)G) which
ends up being a torsor for Udr

n . The commutativity of the diagram follows from
a π1 version of the p-adic comparison isomorphism proved by Shiho, Vologodsky,
Tsuji, and Olsson. It is an algebraic map as well when interpreted as going from
Hf (G, Uet

n ) to ResFv

Qp
(Udr

n /F 0), the Weil restriction of scalars. The utility of this
construction is that the image of the global points under jn is contained in the
image of H1

f (ΓT , Uet
n ) which we can attempt to control in a Galois-theoretic way.

This is very much in the spirit of the weak Mordell-Weil theorem. However, we wish
to prove a strong enough version that the second step in proving finiteness, that is,
the descent, is eliminated. As an intermediate step, we introduce the hypothesis

dimHf (G, Uet
n ) < dimResFv

Qp
(Udr

n /F 0) (Dimension Hypothesis)

and then, the

Conjecture 1. Suppose C is hyperbolic and F = Q. Then the dimension
hypothesis holds for n sufficiently large.

This conjecture is proved in [8] when C has genus zero. Notice that the truth
of this conjecture immediately implies the theorems of Faltings and Siegel over Q.
This is because there would be an algebraic function on Udr

n that restricts (via
jn) non-trivially to C(Rv) but is zero on C(R). The map can in fact be locally
expressed via p-adic iterated integrals, and hence, such a function is locally analytic
and non-zero on all residue discs of C(Rv). As in the linear case, we deduce from
this the finiteness of the zero set, and hence, of C(R). Expressed differently, we see
that C(R) is contained inside

Im(C(Rv)) ∩ Im(H1
f (ΓT , Uet

n ))

which is finite. So in some sense, this proof (modulo the conjecture) can be viewed
as realizing the old idea of Lang, whereby one attempts to prove finiteness of global
points by showing that the intersection of a curve and a finitely generated subgroup
of the Jacobian is finite. The only difference is that the Jacobian is replace by a ho-
mogeneous space for the De Rham fundamental group, while the finitely generated
subgroup is replaced by a finite-dimensional algebraic subvariety. That is to say,
homology is replaced by homotopy and a finitely generated group by a non-linear
finite-dimensional variety.

Besides being a vindication of the non-linear/non-abelian philosophy, perhaps
the main interest of this program is the link it provides between two rather distinct
strands of investigation in Diophantine geometry. To explain this remark, we recall
briefly (one half of) a conjecture of Jannsen’s [7].

Let X be a smooth projective variety over a number field F and consider the
geometric étale cohomology of X , Hn(X̄, Qp) with Qp-coefficients. The action of
the Galois group of Q on this space factors through ΓT where T is the set of primes
including the Archimedean ones, p, and those of bad reduction for X . Jannsen’s
conjectures says

H2(ΓT , Hn(X̄, Qp(r))) = 0
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for r ≥ n + 2. In the case of a curve C with Jacobian J , V = TpJ ⊗Qp, the p-adic
Tate module of J , is isomorphic to H1(C̄, Qp)(1). Therefore,

V ⊗n � H1(C̄, Qp)⊗n(n)

and the last group is a direct summand of Hn(C̄n)(n). Thus, Jannsen’s conjecture
implies that H2(ΓT , V ⊗n(r)) = 0 for r ≥ 2. Elaborating on this idea, one gets

Theorem 2. Jannsen’s conjecture implies conjecture 1 for affine curves.

The details will be contained in a forthcoming manuscript, but the basic idea
of the proof goes as follows. The fundamental groups sit inside exact sequences

0→Zn/Zn+1→Un→Un−1→0

and Zn/Zn+1 can be expressed as a quotient of V ⊗n. By analyzing the decom-
position of V ⊗n into irreducibles, one sees that enough of it arises as twists from
V ⊗(n−4) to give moderate growth for H2(ΓT , V ⊗n). This, in turn, gives us control
of H2(ΓT , Zn/Zn+1), and hence, of H1(ΓT , Zn/Zn+1) via the Euler characteristic
formula:

dimH1(ΓT , Zn/Zn+1)−dimH2(ΓT , Zn/Zn+1) = dim(Zn/Zn+1)−dim(Zn/Zn+1)c

where the superscript c refers to the part fixed by complex conjugation. Thus, we
get control of the dimension of H1(ΓT , Uet

n ) as n grows. When the calculations are
done, the upshot is that in this circumstance, dimH1(ΓT , Uet

n ) < dimUdr
n /F 0 for

large n, giving us the conjecture. [8] contains this argument in the simple case of
genus zero curves.

As shown in [7], Jannsen’s conjecture is a consequence of Beilinson’s conjecture
on the bijectivity of the regulator map together with a bijectivity conjecture con-
cerning the Chern class maps to Galois cohomology. As such, it belongs squarely
to the realm of the ‘structure theory of motives’. It is thus rather surprising that a
result like Siegel’s theorem, that does not usually fit into the motivic philosophy in
an obvious way, can be deduced from a ‘standard conjecture on motives’ as outlined
above. That is to say, the usual theory of motives relates to Diophantine geometry
via L-functions which are constructed from homology. Thus, in this approach it
can carry only linearized Diophantine information, such as might be contained in
Chow groups. Therefore, it is rather surprising that applying the same theory to a
mildly non-linear homotopy group yields non-linear information.

In view of the topic of this workshop, perhaps it is not entirely out of order to
conclude with a few remarks on relations to non-commutative geometry. Given a
representation like Hn(X̄, Qp) = Hn(X̄, Zp)⊗Qp of ΓT , one has the image L of GT

inside Aut(Hn(X̄, Zp)) and the fixed field K of the kernel of this action. Let K ′ be
the maximal abelian pro-p extension of K unramified outside all primes dividing
primes of T . Let H = Gal(K ′/F ). Thus, H sits inside an exact sequence

0→M→H→L→0,

where M = Gal(K ′/K). The analysis of Galois cohomology relies crucially (e.g.,
[9]) on the structure of the completed group algebra A := Zp[[H ]] = lim←−Zp[H/N ],
where N runs through the finite-index normal subgroups of H , and especially its
augmentation ideal I := Ker(Zp[[H ]]→Zp). In theory of group algebras, I is identi-
fied with the module of differentials ΩA/Zp

, the target for the universal derivation.
Here, derivations are taken in the sense of Fox’s differential calculus [5]. It is then
tempting to ask if the techniques of non-commutative geometry could be made
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to bear upon questions of Galois cohomology like Jannsen’s conjecture. In this
connection, there is a way, perhaps artificial, of viewing group algebras of Galois
groups as analogous to the ‘quantization’ of a field. This analogy is most tight in
the case of a local field like F = Qp. Is this case, Gab, the Galois group of the
maximal abelian extension of F , is the profinite completion of F ∗. Hence, at the
level of completed group algebras, Ẑ[[Gab]] = Ẑ[[F ∗]]. Note that Ẑ[[F ∗]], which is
a completed enveloping algera, can already be interpreted as a sort of completed
quantization of the field F , where the multiplicative relations are retained but the
additive ones removed. Furthermore, if G denotes the full Galois group of F , Ẑ[[G]]
is a natural non-commutative algebra with quotient Ẑ[[F ∗]]. Hence, ‘Spec(Ẑ[[G]])’
can be thought of as a quantization of a completion of (maybe a quotient space of)
Spec(F ).
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The residues of quantum field theory - numbers we should
know

Dirk Kreimer

Abstract. We discuss in an introductory manner structural similarities be-

tween the polylogarithm and Green functions in quantum field theory.

1. Introduction: ambiguities in the choice of either a branch or a finite
part

It is a pleasure to report here on a connection between mathematics and physics
through the study of Dyson–Schwinger equations (DSE) which has been left mostly
unexplored so far. While a thorough study of these quantum equations of motions
for four-dimensional renormalizable gauge field theories is to be presented in [1],
here we have a much more limited goal: to introduce this connection in simple exam-
ples and use it as a pedagogical device to explain how the Hopf algebraic structure
of a perturbative expansion in quantum field theory (QFT), those non-perturbative
quantum equations of motion, renormalization and (breaking of) scaling behaviour
fit together.

1.1. The polylog. We will start our exploration in the rather distinguished
world of polylogarithms and mixed Tate Hodge structures to have examples for such
phenomena. We emphasize right away though that non-trivial algebraic geometry
considerations are beyond our scope. If the remarks below familiarize the reader
with this very basic connection between the structure of quantum field theory and
such objects they have fulfilled their goal.

Consider the following matrix M (N) borrowed from Spencer Bloch’s function
theory of the polylogarithm [2]:

(1)

α0

α1

α2

α3

. . .

⎛⎜⎜⎜⎜⎝
+1 | 0 | 0 | 0 | · · ·

−Li1(z) | 2πi | 0 | 0 | · · ·
−Li2(z) | 2πi ln z | [2πi]2 | 0 | · · ·
−Li3(z) | 2πi ln2 z

2! | [2πi]2 ln z | [2πi]3 | · · ·
. . . | . . . | . . . | . . . | . . .

⎞⎟⎟⎟⎟⎠
It is not really meant to be a four by four matrix, but a generic N by N matrix,
here spelled out for N = 4. Note that we assign an order in a small parameter α
to each row, counting rows 0, 1, . . . from top to bottom, similarly we count columns
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0, 1, . . . from left to right. We use the polylog defined by

(2) Lin(z) =
∞∑

k=1

zk

kn

inside the unit circle and analytically continued with a branch cut along the real
axis from one to plus infinity, say.

The matrix above is highly structured in that the ambiguity reflected by the
branch cut, for any entry Mi,j , is nicely stored in the same row i at i, j + 1.
Furthermore in each column from top (disregarding the trivial uppermost row
1, 0, 0, . . .) to bottom each transcendental function Lin(z) or lnm(z)/m! has the
same coefficient: −1 in the first column, 2πi in the second, and so forth. This
structure allows for the construction of unambiguous univalent polylogs [2] assem-
bled from real and imaginary parts of those rows, for example the univalent dilog
is )(Li2(z)) + ln |z | arg(1− z).

1.2. DSE for the polylog. With this motivic object thrown at us, we can
familiarize ourselves with it by considering the following Dyson–Schwinger equa-
tion, where the use of this name is justified from the basic observation that it can
be written using the Hochschild cohomology of a Hopf algebra of the underlying
perturbative expansion [3, 4] as exemplified below. Consider, for suitable z off the
cut,

(3) F (α, z) = 1− 1
1− z

+ α

∫ z

0

F (α, x)
x

dx,

where we continue to name-drop as follows: We call F (α, z) a renormalized Green
function, α the coupling (a small parameter, 0 < α < 1) and consider the pertur-
bative expansion

(4) F (α, z) = 1− 1
1− z

+
∞∑

k=1

αkfk(z),

where we distinguished the tree-level term f0(z) = z/(z − 1) at order α0 which
equals −Li0(z), as it should. We immediately find

(5) f1(z) = ln(1− z) = −Li1(z)

and if we remind ourselves that the log is a multivalued function with ambiguity
an integer multiple of 2πi, we reproduce the second row in the above. Identifying
row numbers with powers of α increasing from top to bottom the above matrix is
then nothing but the solution of the DSE so constructed:

(6)
∑
j≤k

Mk,j = fk(a), k > 0.

We now utilize the Hopf algebra H of non-planar undecorated rooted trees
[5]. It has a Hochschild one-cocycle B+ : H → H , such that it determines the
coproduct ∆ via the closedness of this cocycle,

(7) bB+ = 0⇔ ∆B+ = B+ ⊗ 1 + [id⊗B+]∆

and ∆(1) = 1⊗ 1.
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There is a sub Hopf algebra of ”ladder trees”

(8) tn := B+(B+(· · · (B+(1)) · · · )︸ ︷︷ ︸
n−times

.

For them, we have

(9) ∆(tn) =
n∑

j=0

tj ⊗ tn−j ,

which is cocommutative and we identify t0 = 1H . For these ladder trees tn we
also introduce an extra dedicated commutative product tn · tm = (n+m)!

n!m! tn+m. In
general, the commutative product in the Hopf algebra H is the disjoint union of
trees into forests [5].

We now define Feynman rules as characters on the Hopf algebra. It thus suffices
to give them on the generators tn. Also, as H decomposes as H = 1HC ⊕ Haug,
each h ∈ H decomposes as h = h1 + haug. We now define our Feynman rules by

(10) φ(B+(h))(z, z0) =
∫ z

z0

φ(haug)(x)
x

dx +
∫ z

z0

φ(h1)(x)
x− 1

dx, ∀h ∈ H,

while we set φ(1H )(z, z0) = 1, and φ(h1h2) = φ(h1)φ(h2), as they are elements of
the character group of the Hopf algebra. Note that for X = tn+1 = B+(tn), this
gives iterated integrals.

Next, we introduce the series

(11) H [[α]] � X ≡ c1 +
∞∑

k=1

xkαk = c11H + αB+

(
1
c1

ē(X) + P (X)
)

,

c1 = 1 − 1
1−z fixing the inhomogenous part. Solving this fix-point equation deter-

mines

(12) X = c1 + αB+(1) + α2B+(B+(1)) + . . . ,

hence xk = tk, k > 0. We then have ∀k ≥ 0

(13) fk(z) = φ(tk)(z, 0),

and the Hochschild closed one-cocycle B+ maps to an integral operator φ(B+) →∫
dx/x, as it should.

Now, let Li and L be the characters on the Hopf algebra defined by

(14) −φ(tn)(z, 0) ≡ Li(tn) = Lin(z), L(tn) =
lnn(z)

n!
.

From [2] we know that the elimination of all ambiguities due to a choice of branch
lies in the construction of functions ap(z) = (2πi)−p ãp(z) where
(15)

ãp(z) :=

[
Lip(z)− · · ·+ (−1)jLip−j(z)

lnj(z)
j!

+ · · ·+ (−1)p−1Li1(z)
lnp−1(z)
(p− 1)!

]
.

We have

Proposition 1.

(16) ãp(z) = m ◦ ((L−1 ⊗ Li) ◦ (id⊗ P ) ◦∆(tp),

where L−1 = L ◦ S, with S the antipode in H and P the projection into the aug-
mentation ideal.
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Proof: elementary combinatorics confirming that L ◦S(tn/n!) = (− ln(z))n/n!.

There is a strong analogy here to the Bogoliubov R operation in renormalization
theory [3, 6], thanks to the fact that Li and L have matching asymptotic behaviour
for |z |→ ∞. Indeed, if we let R be defined by R(Li) = L and P the projector into
the augmentation ideal of H , then

(17) L ◦ S = SLi
R = −R[m ◦ (SLi

R ⊗ Li)(id⊗ P )∆] ≡ −R
[
Li
]
,

for example

(18) SLi
R (t2) = −R[Li(t2) + SLi

R (t1)Li(t1)] = −L(t2) + L(t1)L(t1) =
+ ln2(z)

2!
,

where Li(t2) = Li(t2)− L(t1)Li(t1). Thus, ap is the result of the Bogoliubov map
Li acting on tn. The notions of quantum field theory and polylogs are close indeed.

Let us us now reconsider the above function F (α, z) as a function of the lower
boundary as well:

(19) F (α, z) ≡ F (α, z, 0)

and let us return to a generic lower boundary (�= 1, say) z0, with corresponding
DSE

(20) F (α, z, z0) = 1 +
1

1− z
+ α

∫ z

z0

F (α, x, z0)
x

dx,

and returning to Feynman characters (for h ∈ Haug)

(21) φ(B+(h))(z, z0) =
∫ z

z0

φ(h)(x, z0)
x

dx.

How can we express F (α, z, z̃0) in terms of characters φ(z, z0) and φ(z0, z̃0)?
The answer is given by reminding ourselves that along with the Hopf algebra

structure comes the convolution

(22) φ(z, z0) = m ◦ (φ(z̃0, z0)⊗ φ(z, z̃0)) ◦ (S ⊗ id) ◦∆,

which answers this question. This is a first example of renormalization, aimed at a
reparametrization in the DSE.

2. Renormalization vs polylogs

Having made first contact with renormalization as a modification of a boundary
condition in a DSE, we now investigate its greatest strength: the definition of
locality and the absorption of short-distance singularities. To do so, we start with
examples which are even simpler than the polylog. So let us now introduce a first
toy model for renormalization still in analogy with the previous section.

2.1. The simplest model: F (α, z) = z−Res(℘)α. To make close contact with
the situation in perturbative quantum field theory we introduce a regulator ε, which
is a complex parameter with small positive real part. For fixed 0 < α < 1 we then
consider the following equation:

(23) FZ(α, z; ε) = Z + α

∫ ∞

z

dx
F (α, x; ε)

x1+ε
.
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Here,

(24) Z = 1 +
∞∑

k=1

αkpk(ε)

is assumed to be a series in α with coefficients which are Laurent series in the
regulator ε with poles of finite order and we thus set pk(ε) =

∑∞
j=−k pk,jε

j for
some real numbers pk,j . A glance at Eq.(23) shows that the integrals involved in
solving it as a fixpoint equation in α are all logarithmically divergent at the upper
boundary for ε = 0. All these integrals will indeed give Laurent series in ε with
poles of finite order. Hence we attempt to choose the pk(ε) such that the limit
ε → 0 exists in Eq.(23). We want to understand the remaining ambiguity in that
choice.

Let us first define the residue of our DSE as the pole at ε = 0 associated to the
integral operator ℘ involved in it:

(25) Res(℘) = lim
ε→0

ε

∫ ∞

z

1
x1+ε

dx.

Equally well Res can be defined as the coefficient of the logarithmic growth at plus
infinity of the integral operator underlying our DSE:

(26) Res(℘) = − lim
Λ→∞

α
∫ Λ

z
1
xdx

ln(Λ)
.

So by residue we mean the coefficient of ln(z) in this integral, and hence it is closely
related to the anomalous dimension γ(α), defined as the coefficient of logarithmic
growth on a dimensionfull variable.

This is in accordance with the operator-theoretic residue to which this gener-
alizes in the case of Feynman graphs considering the primitive elements of their
corresponding Hopf algebra. In the models in subsequent sections below we will see
that in general the function γ(α) is not merely given by the residue at the primitive
element t1 as will be the case in this section, though the residue continues to play
the most crucial role in the determination of an anomalous dimension. Here, for
our DSE above, Res(℘) = 1.

Regard (23) as a fixpoint equation for FZ and set

(27) FZ = Z +
∞∑

k=1

αkcZ
k (z; ε).

The notation emphasizes the dependence on the ”counterterm” Z. Let us first set
Z = 1 in (23), ie. pk(ε) = 0 ∀k. We regard Eq.(23) as an unrenormalized DSE for
the Hopf algebra of ladder trees, with Feynman rules exemplified shortly.

We find, plugging (27) in (23),

cZ=1
1 (z; ε) =

∫ ∞

z

dx
x−ε

x
= z−ε 1

ε
,(28)

cZ=1
2 (z; ε) =

z−2ε

2!ε2
,(29)

and in general

(30) cZ=1
k (z; ε) = z−kε 1

k!εk
.
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Let us set

(31) cZ=1
k (z; ε) =

k∑
j=0

cZ=1
k,j (ε) lnj(z),

upon expanding z−ε (discarding terms ln(z)j with j > k as they will always drop
out ultimately when ε → 0 as the powers of ln(z) are always bounded by the
augmentation degree), heading towards the two gradings in α and ln(z). The
coefficients cZ=1

k,j are Laurent series in ε with poles of finite order as promised.
Actually, we see that they are extremely simple in this first example. This will
change soon enough, and certainly does in full QFT.

Before we solve our DSE exactly, let us set up the perturbative approach in
analogy to perturbative quantum field theory. We use the ladder trees tn as elements
of the Hopf algebra H and with multiplication tn · tm, so that

(32) ∆(tn · tm) = ∆(tn) ·∆(tm),

where (h1 ⊗ h2) · (h3 ⊗ h4) = h1 · h3 ⊗ h2 · h4.
Again, define Feynman rules φ this time by

(33) φ [B+(h)] (z; ε) =
∫ ∞

z

dx
φ [h] (x; ε)

x
,

and φ[1](z; ε) = 1 ∀z, ε. With such Feynman rules we immediately have

Proposition 2.

(34) cZ=1
k (z; ε) = φ(tk)(z; ε).

This allows to regard Eq.(23) as the image under those Feynman rules φ of the
already familiar combinatorial fix-point equation

(35) X = 1 + αB+(X).

As a side remark, we note that
(36)

φ(tn · tm)(z; ε) =
(n + m)!

n!m!
φ(tn+m)(z; ε) =

z−(n+m)ε

n!m!zn+m
= φ(tn)(z; ε)φ(tm)(z; ε).

This factorization of the Feynman rules even on a perturbative level is a property
of the simplicity of this first model. It holds in general in any renormalizable
quantum field theory for the leading pole term, as can be easily shown in any
complex regularization like dimensional regularization or analytic regularization,
for that manner [7, 8].

Note that we have two different expansion parameters in our DSE. There is α,
but for each coefficient ck(z; ε) we can expand this coefficient in terms of powers
of ln(z). As we are interested in the limit ε → 0, it is consistent to maintain only
coefficients which have a pole or finite part in ε as we did above. This gives a
second grading which, in accord with quantum field theory [3], is provided by the
augmentation degree [3, 4]. Note that this is consistent with what we did in the
previous section, upon noticing that Lik(z) ∼ ln(z)k/k! = Lk(z) for | z |→ ∞, so
that indeed all rows had decreasing degree in ln(z) from right to left.

Hence we should feel tempted to organize the perturbative solution to our
unrenormalized DSE in a manner using again a lower triangular matrix. This does



THE RESIDUES OF QUANTUM FIELD THEORY - NUMBERS WE SHOULD KNOW 193

not look very encouraging for the unrenormalized solution though: let us set

(37) M
(N)
i,j = cZ=1

i,i−j(ε) lni−j(z),

making use of both gradings. Looking at this matrix for say N = 4, we find

(38) M (4) =

⎛⎜⎜⎝
1 | 0 | 0 | 0

−L1(z) | 1
ε | 0 | 0

2L2(z) | − 1
εL1(z) | + 1

2!ε2 | 0
− 9

2L3(z) | + 3
2εL2(z) | − 1

2!ε2 L1(z) | + 1
3!ε3

⎞⎟⎟⎠
where again orders in α increase top to bottom and orders in ln(z) from right to left.
This matrix M is an unrenormalized matrix, its evaluation at ε = 0 is impossible.
Worse, it does not reveal much structure similar to what we had previously. But
so far, this matrix is completely meaningless, being unrenormalized. Thus, being
good physicist, our first instinct should be to renormalize it by local counterterms.
This will lead us, as we will see, just back to the desired structural properties.

To renormalize it, we have to choose Z �= 1 such that the poles in ε disappear,
by choosing appropriate pk(ε) =

∑∞
j=−k pk,jε

j. To understand the possible choices
let us go back to the simple case N = 2 (i.e. calculating to order α merely) for
which we obtain for a generic Z = 1 + αp1(ε)

(39)
(

1 | 0
− ln z | 1

ε + p1(ε)

)
As we require that M (2)(z; ε) exists at ε = 0, this fixes p1,−1:

(40)
〈

1
ε

+ p1(ε)
〉

= 0 → p1,−1 = −1
ε
,

where 〈. . .〉 means projection onto the pole part. All higher coefficients p1,j, for
j = 0, 1, . . ., are left undetermined. To understand better the full freedom in that
choice of a renormalized M (N), let us reconsider perturbative renormalization for
M (N). It is indeed clear that we are confronted with a choice here: we absorb
singularities located at ε = 0 and hence there is a freedom to choose the remaining
finite part. In physicists parlance this corresponds to the choice of a renormalization
scheme. But such maps can not be chosen completely arbitrarily: they must be in
accord with the group structure of the character group of the Hopf algebra, and
they must leave the short-distance singularities untouched. Both requirements are
easily formulated. For the first, we introduce a Rota–Baxter map R [7, 6],

(41) R[ab] + R[a]R[b] = R[R[a]b] + R[aR[b]].

For the second we demand that it is chosen such that

(42) R
[
cZ=1
k (z0; ε)

]
− cZ=1

k (z0; ε)

exists at ε = 0 for all k: at a given reference point z0, usually called the renor-
malization point, we require that the Rota–Baxter map leaves the short-distance
singularities reflected in the poles in ε unaltered. From now on we shall set the
renormalization point to z0 = 1 for simplicity.

Define the Bogoliubov map with respect to R, φR, by

(43) φR(tn) = m(Sφ
R ⊗ φ)(id ⊗ P )∆(tn),

with P still the projector into the augmentation ideal. Note that indeed we had
this equation before in (16).
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Now we have a Birkhoff decomposition of the Feynman character φ with respect
to R

(44) φ+ = [id−R](φR), φ− = −R(φR),

for any Rota–Baxter map as above [7], into the renormalized character φ+ and
the counterterm φ−, thanks to the existence of a double construction which brings
renormalization close to integrable systems for any renormalization scheme R [6].
The crucial fact here is that the pole parts which are still present in the Bogoliubov
map are free of ln(z), which makes sure that φ− provides local counterterms:

Theorem 3. limε→0
∂

∂ ln(z)φR(tn) exists for all n.

Proof: The theorem has been proven much more generally [3, 9]. A proof
follows immediately from induction over the augmentation degree, using that

(45) Sφ
R(B+(tn)) = −R[m ◦ (Sφ

R ⊗ φ) ◦ (id⊗B+)∆(tn)],

using the Hochschild closedness bB+ = 0 and the fact that each element in the
perturbation series is in the image of such a closed one-cocycle. This connection
between Hochschild closedness and locality is universal in quantum field theory
[4, 9], and will be discussed in detail in [1].

Let us look at an example.

lim
ε→0

∂

∂ ln(z)
φR(t2) = lim

ε→0

∂

∂ ln(z)

(
1

2!ε2
z−2ε −

(
1
ε

+ p1,0

)
1
ε
z−ε

)
(46)

= (1 + p1,0) ln(z),

where p1,0 depends on the chosen renormalization scheme R.
So this theorem tells us that the pole terms in φ are local, independent of ln(z).

Now, every choice of R as above determines a possible Z in the DSE by setting

(47) Z = 1 +
∞∑

n=1

αnSφ
R(tn).

We can hence introduce the renormalized matrix MN,R
i,j (z, ε) for any such R. In

particular, we can consider this matrix for the renormalized character [id−R](φR) ≡
Sφ

R � φ(X). The above proposition then guarantees that the corresponding matrix
exists at ε = 0, by the choice of ln(z)-independent pk(ε).

Renormalization has achieved our goal. Now the renormalized matrix MN,R(z, 0)
has the same structure as before: columnwise, the coefficient of a power of ln(z) is
inherited from the row above. Let us look at M4,R chosing a renormalized character
φ+ with R chosen to be evaluation at z = 1, which in this simple model agrees with
the projection onto the pole part so that subtraction at the renormalization point
is a minimal subtraction (MS) scheme (as φ(tn) ∼ z−nε

n!εn only has poles and no finite
parts in ε).

(48)

⎛⎜⎜⎝
1 | 0 | 0 | 0

−L1(z) | 0 | 0 | 0
+L2(z) | 0 | 0 | 0
−L3(z) | 0 | 0 | 0

⎞⎟⎟⎠
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which is so simple for this choice of R that almost no structure remains. We
nevertheless urge the reader to work Sφ

R(tn) out for several n as in
(49)

Sφ
R(t2) = −R[φ(t2) + Sφ

R(t1)φ(t1)] = −R

[
1

2!ε2
z−2ε

]
+ R

[
R

[
1
ε
z−ε

]
1
ε
z−ε

]
=

1
2ε2

.

Due to the simplicity of this DSE we can now show that its perturbative solution
in this MS scheme agrees with the non-perturbative (NP) solution for the same
renormalization point: at z = 1, we require F (α, z) = 1. We immediately find that
this leads to a Dyson–Schwinger equation

(50) FNP(α, a) = 1 + α

{∫ ∞

z

dx
FNP(α, x)

x
−
∫ ∞

1

dx
FNP(α, x)

x

}
.

This reproduces the result Eq.(48) above. This agreement between the Taylor
expansion of the non-perturbative solution and the renormalized solution in the
MS scheme is a degeneracy of this simple model.

We obviously have

(51) φNP(α, z) = z−α

and

(52) φNP(tm+n) = φNP(tm)φNP(tn),

a hallmark of a non-perturbative approach not available for a perturbative scheme,
in particular not for a MS scheme.

Note that we obtain scaling behaviour: F (α; z) = z−α, thanks to the basic
fact that the DSE was linear. Indeed, the Ansatz F (α, z) = z−γ(α) solves the DSE
above immediately as

(53) z−γ(α) = 1 + α
1

γ(α)

{
z−γ(α) − 1

}
⇔ 1 =

αRes(℘)
γ(α)

,

delivering γ(α) = α, as Res(℘) = 1. Note that

(54) Res(℘) = Resε=0(φ(t1)),

the residue of the primitive element of the Hopf algebra, evaluated under the Feyn-
man rules. This holds in general: at a conformal point (a non-trivial fixpoint of the
renormalization group) of a QFT one is to find scaling in a DSE and the anomalous
dimension is just the sum of the residues of the primitive elements of the Hopf
algebra underlying the DSE.

It is high time to come back to the question about the freedom in chosing R.
The simple Rota–Baxter map R considered above led to Laurent polynomials pk(ε)
which were extremely simple, in particular, pk,j was zero for j ≥ k. Assume you
make other choices, such that the requirements on R are still fulfilled. In general,
for such a generic R, we find here a solution

(55) FR(α, z) = (z̃)−α,

where

(56) z̃ = z exp{Γ(α)} ≡ z exp

⎧⎨⎩
∞∑

j=0

γjα
j

(j + 1)!

⎫⎬⎭ ,
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for coefficients γj recursively determined by the choice of R (or pj,k, respectively),
and for example M4,R looks like
(57)⎛⎜⎜⎝

1 | 0 | 0 | 0
−L1(z) | −γ0 | 0 | 0
+L2(z) | +γ0L1(z) | + 1

2 (γ2
0 − γ1) | 0

−L3(z) | −γ0L2(z) | − 1
2

(
γ2
0 − γ1

)
L1(z) | − 1

3!

(
γ3
0 + 3γ0γ1 − γ2

)
⎞⎟⎟⎠

Note that the associated DSE has the form

(58) FR(α, z) = FR(α, 1)− α

∫ 1

z

FR(α, x)
x

,

where FR(α, 1) = exp
{∑∞

j=0 γjα
j
}
.

So finally, the ambiguities in the choice of a finite part in renormalization and
in the choice of a branch for the log are closely related, a fact which is similarly
familiar in quantum field theory in the disguise of the optical theorem connecting
real and imaginary parts of quantum field theory amplitudes, as will be discussed
elsewhere. Finally, we note that the solution to our DSE fulfills

(59)
∂ ln FR(α, z)

∂ ln(z)
= −α

for all R, confirming the renormalization scheme independence of the anomalous
dimension γF (α) = −αRes(℘) of the Green function FR(α, z), a fact which generally
holds when dealing with a DSE which is linear. This last equation actually is a
remnant of the propagator coupling duality in quantum field theory, first explored
in [10].

2.2. Another toy: F (α, z) = zarcsin[απRes(℘)]/π. Next, let us study yet an-
other DSE, which is slightly more interesting in so far as that the anomalous di-
mension is not just given by the residue of the integral operator on the rhs of the
equation. Consider the DSE

(60) F (α, z; ε) = Z + α

∫ ∞

0

F (α, x; ε)
x + z

dx.

First note that again Res(℘) = 1. Continuing, we find

cZ=1
1 (z; ε) =

∫ ∞

0

dx
x−ε

x + z
= z−ε 1

ε
B(1 − ε, 1 + ε),(61)

cZ=1
2 (z; ε) =

z−2ε

2!ε2
B1B2,(62)

and in general

(63) cZ=1
k (z; ε) = z−kε 1

k!εk
B1 . . . Bk,

where Bk := B(1 − kε, 1 + kε).
As before, let us set

(64) cZ=1
k (z; ε) =

k∑
j=0

cZ=1
k,j (ε) lnj(z),

upon expanding z−ε. The coefficients cZ=1
k,j are again Laurent series in ε with poles

of finite order. In this example we can indeed distinguish between the perturbative
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solution in the MS scheme and the non-perturbative solution of the DSE, as ck(1, ε)
is a Laurent series in ε which has non-vanishing finite and higher order parts. It
has some merit to study both the MS and the NP case. In the MS scheme we define
R to evaluate at the renormalization point z = 1 and to project onto the proper
pole part. This defines indeed a Rota–Baxter map [7, 6], and as an example, let
us calculate

φ(t2)MS =
1

2!ε2
B1B2z

−2ε − 1
ε2

B1z
−ε,

= − 1
2ε2

− 3
2
ζ(2) + L2(z),(65)

disregarding terms which vanish at ε = 0. In accordance with our theorem, no pole
terms involve powers of ln(z). The counterterm Sφ

MS(t2) subtracts these pole terms
only, leaving φ+(t2) = L2(z)− 3

2Li2(1), where ζ(2) = Li1(1).
For the MS scheme we hence find a renormalized matrix

(66) M4,MS(z, 0) =

⎛⎜⎜⎝
1 | 0 | 0 | 0

−L1(z) | 0 | 0 | 0
+L2(z) | 0 | − 3

2Li2(1) | 0
−L3(z) | 0 | + 3

2L1(z)Li2(1) | 0

⎞⎟⎟⎠
Note that this still has non-zero entries along the diagonal, so that FMS(α, 1) =
1 +O(α).

Non-perturbatively, we find a solution by imposing the side constraint F (α, 1) =
1 as

(67) FNP(α, z) = zarcsin[απRes(℘)]/π.

Note that now the corresponding entries in the Matrix MNP
i,j are not only located

in the leftmost column, but are given by the double Taylor expansion

(68) Mi,j =
∂i

α∂j
ln(z)

i!j!
exp
{

arcsin(πα)
π

ln(z)
}

α=0,ln(z)=0

.

The residue here is still one: Res(℘) = 1. Again, we can find the above solution
with the Ansatz (scaling)

(69) F (α, z) = z−γ(α)

where we assume γ(α) to vanish at α = 0. With this Ansatz we immediately
transform the DSE into

(70) z−γ(α) − 1 = α
Res(℘)
γ(α)

B(1 − γ(α), 1 + γ(α))[z−γ(α) − 1]

from which we conclude

(71) γ(α) =
arcsinαπ

π
= α + ζ(2)α3 + · · · .

Note that this solutions has branch cuts outside the perturbative regime | α |< 1.
Furthermore, note that the same solution is obtained for the DSE

(72) F (α, z) = α

∫
F (α, x)
x + z

dx,

as the inhomogenous term is an artefact of the perturbative expansion which is
absorbed in the scaling behaviour. Finally we note that the appearance of scaling
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is again a consequence of the linearity of this DSE, and if we were to consider a
DSE like

(73) F (α, z) =
∫ ∞

0

F(F (α, x))
x + z

dx,

say, for F some non-linear polynomial or series, then indeed we would not find
scaling behaviour. An Ansatz of the form

(74) F (α, z) = z−γ(α)
∞∑

k=0

ck(α) lnk(z),

is still feasible though, and leads back to the propagator-coupling dualities [10]
explored elsewhere.

Having determined the non-perturbative solution here by the boundary condi-
tion FNP( α, 1) = 1, other renormalization schemes can be expressed through this
solution as before introducing z̃ = z exp(Γ(α)) for a suitable series Γ(α). The diffi-
culty with perturbative schemes like MS is simply that we do not know off-hand the
corresponding boundary condition for a non-perturbative solution of such a scheme
as the series Γ(α) has to be calculated itself perturbatively, and often is in itself
highly divergent as an asymptotic series in α. Even if one were able to resum the
perturbative coefficients of a minimal subtraction scheme, the solution so obtained
will solve the DSE only with rather meaningless boundary conditions which reflect
the presence not only of instanton singularities but, worse, renormalon singularities
in the initial asymptotic series. While it is fascinating to import quantum field
theory methods into number theory, which suggest to resum perturbation theory
amplitudes of a MS scheme making use of the Birkhoff decomposition of [12] com-
bined with progress thanks to Ramis and others in resumation of asymptotic series,
as suggested recently [13], the problem is unfortunately much harder still for a
renormalizable quantum field theory. We indeed have almost no handle outside
perturbation theory on such schemes, while on the other hand the NP solution of
DSE with physical side-constraints like F (α, 1) = 1 is amazingly straightforward
and resums perturbation theory naturally once one has recognized the role of the
Hochschild closed one-cocycles [3, 10, 4]. Such an approach will be exhibited in
detail in [1]. The idea then to reversely import number-theoretic methods into
quantum field theory is to my mind very fruitful and needed to make progress at
a level beyond perturbation theory. It is here where in my mind the structures
briefly summarized in section three shall ultimately be helpful to overcome these
difficulties and make the kinship between numbers and quantum fields even closer.

2.3. More like QFT: F (α, q2/µ2) = [q2/µ2](1−
q

5−4
√

1−2αRes(℘)). Let us fin-
ish this section with one simple DSE originating in QFT, say a massless scalar field
theory with cubic coupling in six dimensions, ϕ3

6, with its well-known Feynman
rules [5]. We consider the vertex function at zero-momentum transfer which obeys
the following DSE (in a NP scheme such that F (α, 1)) = 1)

(75) F

(
α,

q2

µ2

)
= 1 + α

∫
d6k

F (α, k2

µ2 )

[k2]2[(k + q)2]
.
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The scaling Ansatz

(76) F

(
α,

q2

µ2

)
=
(

q2

µ2

)−γ(α)

still works which is rather typical [10, 11] and delivers

(77) 1 =
αRes(℘)

γ(α)(1 − γ(α))(1 + γ(α))(1 − γ(α)/2)
⇒ γ(α) = (1 −

√
5− 4

√
1− α)

using that the residue is still very simple:

(78) Res(℘) =
1
2
.

We used that

(79)
∫

d6k

(
k2

µ2

)−x

[k2]2(k + q)2
= Res(℘)

[
q2

µ2

]−x 1
x(1− x)(1 + x)(1 − x/2)

,

which is elementary. Note the invariance under the transformation γ(α) → 1 −
γ(α) in the denominator polynomial of Eq.(77) which reflects the invariance of the
primitive Res(℘) = φ(t1) under the conformal transformation in momentum space
kν → kν/k2 at the renormalization point q2 = µ2.

3. The real thing

And how does this fare in the real world of local interactions, mediated by
quantum fields which asymptotically approximate free fields specified by covariant
wave equations and a Fourier decomposition into raising and lowering operators
acting on a suitable state space? The following discussion was essentially given
already in [4] and is repeated here with special emphasis on the analogies pointed
out in the previous two sections.

Considering DSEs in QFT, one usually obtains them as the quantum equations
of motion of some Lagrangian field theory using some generating functional tech-
nology in the path integral. DSEs for 1PI Green functions can all be written in the
form

(80) Γn = 1 +
∑

γ∈H
[1]
L

res(γ)=n

α|γ|

Sym(γ)
Bγ

+(Xγ
R),

where the Bγ
+ are Hochschild closed one-cocycles of the Hopf algebra of Feynman

graphs indexed by Hopf algebra primitives γ with external legs n, and Xγ
R is a

monomial in superficially divergent Green functions which dress the internal vertex
and edges of γ [4, 1]. This allows to obtain the quantum equations of motion, the
DSEs for 1PI Green functions, without any reference to actions, Lagrangians or
path integrals, but merely from the representation theory of the Poincaré group for
free fields.

Hence we were justified in this paper to call any equation of the form (and we
only considered the linear case k = 1 in some detail)

(81) X = 1 + αB+(Xk),

with B+ a closed Hochschild one-cocycle, a Dyson Schwinger equation. In general,
this motivates an approach to quantum field theory which is utterly based on the
Hopf and Lie algebra structures of graphs [3].
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3.1. Determination of H. The first step aims at finding the Hopf algebra
suitable for the description of a chosen renormalizable QFT. For such a QFT, iden-
tify the one-particle irreducible (1PI) diagrams. Identify all edges and propagators
in them and define a pre-Lie product on 1PI graphs by using the possibility to re-
place a local vertex by a vertex correction graph, or, for internal edges, by replacing
a free propagator by a self-energy. For any local QFT this defines a pre-Lie algebra
of graph insertions [3]. For a renormalizable theory, the corresponding Lie algebra
will be non-trivial for only a finite number of types of 1PI graphs (self-energies,
vertex-corrections) corresponding to the superficially divergent graphs, while the
superficially convergent ones provide a semi-direct product with a trivial abelian
factor [12].

The combinatorial graded pre-Lie algebra so obtained provides not only a Lie-
algebra L, but a commutative graded Hopf algebra H as the dual of its universal
enveloping algebra U(L), which is not cocommutative if L was non-abelian. Dually
one hence obtains a commutative but non-cocommutative Hopf algebra H which
underlies the forest formula of renormalization. This generalizes the examples dis-
cussed in the previous sections as they were all cocommutative. The main structure,
and the interplay between the gradings in α and ln(z) are maintained though, as a
glance at [4] easily confirms.

3.2. Character of H. For such a Hopf algebra H = H(m, E, ē, ∆, S), a Hopf
algebra with multiplication m, unit e with unit map E : Q → H , q → qe, with
counit ē, coproduct ∆ and antipode S, S2 = e, we immediately have at our dis-
posal the group of characters G = G(H) which are multiplicative maps from G to
some target ring V . This group contains a distinguished element: the Feynman
rules ϕ are indeed a very special character in G. They will typically suffer from
short-distance singularities, and the character ϕ will correspondingly reflect these
singularities. We will here typically take V to be the ring of Laurent polynomials
in some indeterminate ε with poles of finite orders for each finite Hopf algebra el-
ement, and design Feynman rules so as to reproduce all salient features of QFT.
The Feynman rules of the previous sections were indeed a faithful model for such
behaviour.

As ϕ : H → V , with V a ring, with multiplication mV , we can introduce the
group law

(82) ϕ ∗ ψ = mV ◦ (ϕ⊗ ψ) ◦∆ ,

and use it to define a new character

(83) Sφ
R ∗ φ ∈ G ,

where Sφ
R ∈ G twists φ ◦ S and furnishes the counterterm of φ(Γ), ∀Γ ∈ H , while

Sφ
R ∗ φ(Γ) corresponds to the renormalized contribution of Γ. Sφ

R depends on the
Feynman rules φ : H → V and the chosen renormalization scheme R : V → V . It
is given by

(84) Sφ
R = −R

[
mV ◦ (Sφ

R ⊗ φ) ◦ (idH ⊗ P ) ◦∆
]

,

where R is supposed to be a Rota-Baxter operator in V , and the projector into the
augmentation ideal P : H → H is given by P = id− E ◦ ē.
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The R̄ operation of Bogoliubov is then given by

(85) φ̄ :=
[
mV ◦ (Sφ

R ⊗ φ) ◦ (idH ⊗ P ) ◦∆
]

,

and

(86) Sφ
R � φ ≡ mV ◦ (Sφ

R ⊗ φ) ◦∆ = φ̄ + Sφ
R = (idH −R)(φ̄)

is the renormalized contribution. Again, this is in complete analogy with the study
in the previous sections.

3.3. Locality from H. The next step aims to show that locality of countert-
erms is utterly determined by the Hochschild cohomology of Hopf algebras [3, 9].
Again, one can dispense of the existence of an underlying Lagrangian and derive
this crucial feature from the Hochschild cohomology of H . What we are considering
are spaces H(n) of maps from the Hopf algebra into its own n-fold tensor product,

(87) H(n) � ψ ⇔ ψ : H → H⊗n

and an operator

(88) b : H(n) → H(n+1)

which squares to zero: b2 = 0. We have for ψ ∈ H(1)

(89) (bψ)(a) = ψ(a)⊗ e−∆(ψ(a)) + (idH ⊗ ψ)∆(a)

and in general

(90) (bψ)(a) = (−1)n+1ψ(a)⊗ e +
n∑

j=1

(−1)j∆(j) (ψ(a)) + (id⊗ ψ)∆(a),

where ∆(i) : H⊗n → H⊗n+1 applies the coproduct in the j-th slot of ψ(a) ∈ H⊗n.
Locality of counterterms and finiteness of renormalized quantities follow indeed

from the Hochschild properties of H : the Feynman graph is in the image of a closed
Hochschild one-cocycle Bγ

+, b Bγ
+ = 0, i.e.

(91) ∆ ◦Bγ
+(X) = Bγ

+(X)⊗ e + (id⊗Bγ
+) ◦∆(X) ,

and this equation suffices to prove the above properties by a recursion over the
augmentation degree of H , again in analogy to the study in the previous section.

3.4. Combinatorial DSEs from Hochschild cohomology. Having under-
stood the mechanism which achieves locality step by step in the perturbative expan-
sion, one realizes that this mechanism delivers the quantum equations of motion,
our DSEs. Once more, they typically are of the form

(92) Γn = 1 +
∑

γ∈H
[1]
L

res(γ)=n

α|γ|

Sym(γ)
Bγ

+(Xγ
R) = 1 +

∑
Γ∈HL

res (Γ)=n

α|Γ|Γ
Sym(Γ)

,

where the first sum is over a finite (or countable) set of Hopf algebra primitives γ,

(93) ∆(γ) = γ ⊗ e + e⊗ γ,
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indexing the closed Hochschild one-cocycles Bγ
+ above, while the second sum is over

all one-particle irreducible graphs contributing to the desired Green function, all
weighted by their symmetry factors. Here, Γn is to be regarded as a formal series

(94) Γn = 1 +
∑
k≥1

c
n
kαk, c

n
k ∈ H.

These coefficients of the perturbative expansion deliver form sub Hopf algebras in
their own right [4].

There is a very powerful structure behind the above decomposition into Hopf
algebra primitives - the fact that the sum over all Green functions Gr is indeed the
sum over all 1PI graphs, and this sum, the effective action, gets a very nice structure:∏ 1

1−γ , a product over ”prime” graphs - graphs which are primitive elements of the
Hopf algebra and which index the closed Hochschild one-ccocycles, in complete
factorization of the action. A single such Euler factor with its corresponding DSE
and Feynman rules was evaluated in [10], a calculation which was entirely based
on a generalization of our study: an understanding of the weight of contributions
∼ ln(z) from a knowledge of the weight of such contributions of lesser degree in α,
dubbed propagator-coupling duality in [10]. Altogether, this allows to summarize
the structure in QFT as a vast generalization of the introductory study in the
previous sections. It turns out that even the quantum structure of gauge theories
can be understood along these lines [4]. A full discussion is upcoming [1].

Let us finish this paper by a discussion of the role of matrices M (γ) which one
can set up for any Hochschild closed one-cocycle Bγ

+ in the Hopf algebra. The above
factorization indeed allows to gain a great deal of insight into QFT from studying
these matrices separately, disentangling DSEs into one equation for each of them,
of the form

(95) F (γ)(α, z) = 1 + α|γ|
∫
D(γ, F (γ)(α, k)),

whereD(γ, F (γ)(α, k)) is the integrand for the primitive, which determines a residue
which typically and fascinatingly is not a boring number 1, 1/2, . . . as in our previous
examples, but a multiple zeta value in its own right [3]. Those are the numbers we
should know and understand for the benefit of quantum field theory - know them as
motives and understand the contribution of their DSE to the full non-perturbative
theory.

The above gives a linear DSE whose solution can be obtained by a scaling
Ansatz as before. This determines an equation

(96) 1 = α|γ|Jγ(anomγ(α))

leading to a dedicated anomalous dimension anomγ(α), just as we did before, with
Jγ an algebraic or transcendental function as to yet only known in very few exam-
ples. Realizing that the breaking of scaling is parametrized by insertions of logs
into the integrand D with weights prescribed by the β-function of the theory one
indeed finds a vast but fascinating generalization of the considerations before.

In particular, matrices M (γ) can be obtained from a systematic study of the
action of operators S �Y k, where Y is the grading wrt to the augmentation degree,
which faithfully project onto the coefficients of lnk(z) apparent in the expansion of
ln F (γ)(α, z), as in [10]. In our previous examples this was simply reflected by the
fact that S � Y k(tm) = 0 for m > k, so that for example the coefficient of ln(z)



THE RESIDUES OF QUANTUM FIELD THEORY - NUMBERS WE SHOULD KNOW 203

was only given by the residue of φ(t1), which upon exponentiation delivers the
subdiagonal entries Mj+1,j , and similarly S � Y k delivers the subdiagonals Mj+k,j .
To work these matrices out for primitives γ beyond one loop (essentially, [10] did
it for one-loop) is a highly non-trivial exercise in QFT, with great potential though
for progress in understanding of those renormalizable theories. Apart from the
perturbative results well-published already, and the introductory remarks here and
in [4], a detailed study of DSEs in QFT will be given in [1].
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Phase transitions with spontaneous symmetry breaking on
Hecke C*-algebras from number fields

Marcelo Laca and Machiel van Frankenhuijsen

When one attempts to generalize the results of Bost and Connes [BC] to alge-
braic number fields, one has to face sooner or later the fact that in a number field
there is no unique factorization in terms of primes. As is well known, this failure is
twofold: the ring of integers has nontrivial units, and even if one considers integers
modulo units, (equivalently the principal integral ideals), it turns out that factor-
ization in terms of these can fail too, essentially because ‘irreducible’ does not mean
‘prime’. The first difficulty, with the units, already arises in the situation of [BC,
Remark 33.b], but is easily dealt with by considering elements fixed by a symmetry
corresponding to complex conjugation. In the existing generalizations the lack of
unique factorization has been dealt with in various ways. It has been eliminated,
through replacing the integers by a principal ring that generates the same field
[HLe], it has been sidestepped, by basing the construction of the dynamical sys-
tem on the additive integral adeles with multiplication by (a section of) the integral
ideles [Coh], and it has been ignored, by considering an almost normal subgroup
that makes no reference to multiplication [ALR]. These simplifications make the
construction and analysis of interesting dynamical systems possible, but they come
at a price. Indeed, the noncanonical choices introduced in [HLe] and [Coh] lead
to phase transitions with groups of symmetries that are not obviously isomorphic
to actual Galois groups of maximal abelian extensions, and have slightly perturbed
zeta functions in the case of [HLe], while the units not included in the almost
normal subgroup in [ALR], reappear as a (possibly infinite) group of symmetries
under which KMS states have to be invariant, which causes severe difficulties in
their computation.

Here we study the phase transition on the Hecke algebra of the almost normal
inclusion of the full ‘ax + b’ group of algebraic integers of a number field in that of
the field. This inclusion is a canonical one, arising from the ring inclusion of the
integers in the field. A compactification of the group of units arises naturally and
enables us to give, in Theorem 2, a full description of the associated Hecke algebra
for all algebraic number fields and, in Theorem 6, a full description of the phase
transition for class number one. We also state in the final section some preliminary

This note consists of a summary of the results in our paper [LvF] and an announcement of

results for higher class numbers that will appear in a forthcoming paper. The contents correspond
roughly to the talks given by the first author at the MPI workshops on Noncommutative Geometry
and Number Theory in 2003 and 2004. We emphasize the results and discuss their relevance but
we offer little in terms of details and proofs, for which we refer to [LvF].
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results on the phase transition for higher class numbers, Theorem 15. For fields of
class number one we obtain a group of symmetries isomorphic to a Galois group, of
the maximal abelian extension for purely imaginary fields, Proposition 9, and of the
maximal abelian extension modulo complex conjugations for fields that have real
embeddings, Proposition 10. However, these symmetry groups fail to act as one
would wish, as Galois symmetries via the Artin map, on the values that KMS∞
states take on an arithmetic Hecke algebra defined with coefficients in the field.
Essentially the reason for this is that the arithmetic Hecke algebra is based on
torsion alone, so only the real subfield of the maximal cyclotomic extension plays
a role, Theorem 11. Thus our construction fails to generalize what is perhaps the
most intriguing feature of the Bost-Connes system. On a positive note, recent
work of Connes and Marcolli [CM] seems to provide the right context for such a
generalization, at least for imaginary quadratic number fields.

The Hecke C*-algebra. We use the following notation: K will denote an alge-
braic number field with ring of integers O. The invertible elements of K form a
multiplicative group, which will be denoted by K∗; since K is a field, these are sim-
ply the nonzero elements of K. Similarly, the group of invertible elements (units) of
O will be denoted by O∗; notice that O∗ is strictly smaller than the multiplicative
semigroup O× of nonzero integers.

Following [BC], but taking now into account the nontrivial group of units O∗,
we associate to the ring inclusion of O in K the inclusion of full ‘ax + b groups’,

(1) PO :=
(

1 O
0 O∗

)
⊂ PK :=

(
1 K
0 K∗

)
.

Strictly speaking, this is a not a generalization of the inclusion considered in [BC]

but of the inclusion
(

1 Z
0 ±1

)
⊂
(

1 Q
0 Q∗

)
instead, cf. [BC, Remark 33.b].

The pair of groups in (1) is a Hecke pair (or an almost normal inclusion), which,
by definition, means that every double coset contains finitely many right cosets, i.e

R(γ) := |PO\POγPO| < ∞. Indeed, for γ =
(

1 y
0 x

)
∈ PK, a direct computation

yields

R(γ) = [O∗ : O∗
y(O+xO)−1] · [O : (O ∩ xO)],(2)

where O∗
y(O+xO)−1 denotes the subgroup of O∗ that fixes the elements of the frac-

tional ideal y(O + xO)−1 of K modulo O, i.e. O∗
y(O+xO)−1 := {u ∈ O∗ : ur =

r mod O for each r ∈ y(O + xO)−1}, see [LvF, Lemma 1.2]. It is also possible
to prove that (1) is a Hecke pair, without computing (2), e.g. by first guessing the
associated topological pair and then using [Tz, Proposition 4.1], or by verifying
directly the conditions of [LLar1, Proposition 1.7].

The Hecke algebra H(PK, PO) is, by definition, the convolution *-algebra of
complex–valued bi-invariant functions on PK that are supported on finitely many
double cosets. The convolution product, denoted here simply by juxtaposition, is
defined by

fg(γ) :=
∑

γ1∈PO\PK

f(γγ−1
1 )g(γ1),(3)

which is a finite sum because each double coset contains finitely many right cosets.
The involution is given by f∗(γ) = f(γ−1), and the identity is the characteristic



PHASE TRANSITIONS ON HECKE C*-ALGEBRAS 207

function of PO. The same convolution formula, with g replaced by a square inte-
grable function ξ on the space PO\PK defines a *-preserving, representation λ, the
Hecke representation of H(PK, PO) on the Hilbert space �2(PO\PK):

λ(f)ξ :=
∑

γ1∈PO\PK

f(γγ−1
1 )ξ(γ1) for f ∈ H and ξ ∈ �2(PO\PK).(4)

The Hecke C*-algebra C∗
r (PK, PO) is, by definition, the norm closure of λ(H(PK, PO)).

It contains a faithful copy of the Hecke algebra because λ(f)[PO ] = f for every
f ∈ H(PK, PO) implies that λ is injective. Both the Hecke algebra and C*-algebra
come with a canonical time evolution by automorphisms {σt : t ∈ R}, given by

(5) σt(f)(γ) = (R(γ)/L(γ))itf(γ), γ ∈ PK, t ∈ R;

where L(γ) denotes the number of left cosets in the double coset of γ, and is
equal to R(γ−1). A routine calculation shows that this action is spatially imple-
mented on �2(PO\PK), by the one-parameter unitary group defined by (Utξ)(γ) =
(R(γ)/L(γ))itξ(γ) for ξ ∈ �2(PO\PK). See [K, Bi, BC] for details.

To describe our Hecke algebra we shall follow [BC] and consider certain special
elements determined by the range of two maps µ and θ into H(PK, PO), which we
define as follows. Let Na = |O/aO| be the absolute norm of a ∈ O×, and, using
square brackets to indicate the characteristic function of a subset of PK, let

µa :=
1√
Na

[
PO

(
1 0
0 a

)
PO

]
.(6)

Also, for r ∈ K, let

θr :=
1

R(r)

[
PO

(
1 r
0 1

)
PO

]
,(7)

where R(r) := [O∗ : O∗
r ] coincides with the number of right cosets in the double

coset of
(

1 r
0 1

)
, by (2).

The µa satisfy the relations

µw = 1, w ∈ O∗,(8)

µ∗
aµa = 1 a ∈ O×,(9)

µaµb = µab a, b ∈ O×,(10)

from which it is clear that µa depends only on the class of a in the semigroup
O×/O∗, which is (canonically isomorphic to) the semigroup of principal integral
ideals in O. The relations say that µ is a representation of O×/O∗ by isometries.

The θr satisfy the relations

θ0 = 1(11)

θwr+b = θr = θ∗r , r ∈ K/O, w ∈ O∗, b ∈ O(12)

θrθs =
1

R(r)
1

R(s)

∑
u∈O∗/O∗

r

∑
v∈O∗/O∗

s

θur+vs, r, s ∈ K/O.(13)

By (12), θr is self-adjoint and depends only on the orbit of r + O ∈ K/O
under the action of O∗, and by (13), their linear span is a commutative, unital *-
subalgebra of H(PK, PO), which we denote by A. This algebra is universal for the
relations (11) – (13) in the category of *-algebras, and its closure inside C∗

r (PK, PO)
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is a commutative, unital C*-algebra, denoted Aθ, which is also universal for the
same relations, in the category of C*-algebras, see [LvF, Prop. 1.6].

The elements µa do not commute with the θr, instead, they satisfy the relation:

µaθrµ
∗
a =

1
Na

∑
b∈O/aO

θ r+b
a

, a ∈ O×, r ∈ K/O,(14)

[LvF, Prop. 1.7]. The right hand side of this relation can be interpreted as defining
an action α of the semigroup O×/O∗ by endomorphisms of the *-algebra A and of
the C*-algebra Aθ, given by

αa(θr) :=
1

Na

∑
b∈O/aO

θ r+b
a

.

That this defines indeed such an action follows easily from the left-hand side of (14)
using the relations (8) – (10).

We pause briefly to review the notion of semigroup crossed product we will
be using. When S is a semigroup that acts by endomorphisms αs of the unital
C*-algebra A, we say that (A, S, α) is a semigroup dynamical system. A covariant
pair for such a system is a pair (π, v) consisting of a unital *-homomorphism π
of A into a C*-algebra and a representation v of S by isometries in the same C*-
algebra such that the covariance condition π(αs(a)) = vsπ(a)v∗s is satisfied for every
a ∈ A and s ∈ S. There is no loss of generality in taking the target C*-algebra to
consist of operators on Hilbert space. The semigroup crossed product associated to
(A, S, α) is the C*-algebra A �α S generated by a universal covariant pair, that is,
a pair through which each covariant pair factors. A �α S, taken together with its
generating universal covariant pair is unique up to canonical isomorphism. When
the endomorphisms αs are injective, the component π of the universal covariant pair
is injective and it is customary to drop it from the notation and to think of A�α S
as being generated by a copy of A and a semigroup of isometries {vs : s ∈ S} that
are universal for the covariance condition. See [LR1] for more details on semigroup
crossed products. The specific endomorphisms defined above are injective corner
endomorphisms, this means that each αs is an isomorphism of Aθ onto the corner
psAθps determined by the projection ps = αs(1). See [L2] for general facts about
crossed products by semigroups of corner endomorphisms.

It turns out that the Hecke C*-algebra C∗
r (PK, PO) is universal for the relations

(8) – (10), and this allows us to describe it as a semigroup crossed product of the
type discussed above. This description, or rather a slight modification thereof, will
be crucial in our analysis of the KMS states. See [LvF, Prop. 1.7], [LvF, Prop. 1.8].

Theorem 1. The Hecke C*-algebra C∗
r (PK, PO) is canonically isomorphic to

the C*-algebra with presentation (8) – (14) and to the semigroup crossed product
Aθ �α (O×/O∗). Similarly, the Hecke algebra is canonically isomorphic to the *-
algebra with presentation (8) – (14) and to the ‘algebraic’ semigroup crossed product
A�α (O×/O∗), which embeds in Aθ �α (O×/O∗) as the *-subalgebra spanned by the
monomials µ∗

aθrµb.

There still remains the task of understanding the C*-algebra Aθ, since its nature
is not at all obvious from the defining relations (11) – (13). It may thus come
as a bit of a surprise that Aθ is itself a Hecke algebra that can also be viewed
as a subalgebra of the group C*-algebra C∗(K/O). To see this, we observe first
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that the subgroup N :=
(
1 K
0 O∗

)
of PK is normal and that the quotient PK/N is

isomorphic to K∗/O∗, the group of principal fractional ideals of K. Moreover, the
inclusions PO ⊂ N ⊂ PK are in the conditions of [LLar1, Theorem 1.9]. This is
not entirely obvious, since in particular, it requires the existence of a multiplicative
cross section for K∗ → K∗/O∗, shown to exist in [LvF, Lemma 1.11]. We also
notice that the action of O∗ on K by multiplication induces an action on C[K/O]
that has finite orbits, and thus has a fixed point algebra C[K/O]O

∗
. At the level

of C*-algebras, the analogous fixed point algebra C∗(K/O)O
∗

also exists, but this
is more subtle since it depends on the existence of a compactification O∗ of O∗,
obtained either by taking the inverse limit of finite groups O∗/O∗

1/a, as a tends to
infinity multiplicatively in O×/O∗, or by closing the diagonally embedded copy of
O∗ in the finite integral ideles, acting on the dual of K/O, see [LvF, Lemma 2.3]
and the ensuing discussion.

Proposition 2. The C*-algebra Aθ, with presentation (11) – (13), is canon-
ically isomorphic to the Hecke C*-algebra C∗

r (N, PO) of the ‘intermediate’ Hecke
inclusion PO ⊂ N , and to the fixed point algebra C∗(K/O)O

∗
= C∗(K/O)O∗ . Sim-

ilarly, the *-algebra A, with the same presentation, is canonically isomorphic to
the Hecke algebra H(N, PO), and to the fixed point algebra C[K/O]O

∗
. This gives

canonical isomorphisms at the level of C*-algebras:

(15) C∗
r (PK, PO) ∼= C∗

r (N, PO) � (O×/O∗) ∼= C∗
r (K/O)O

∗
� (O×/O∗)

and of *-algebras

(16) H(PK, PO) ∼= H(N, PO) � (O×/O∗) ∼= C[K/O]O
∗

� (O×/O∗).

See [LvF, Theorem 1.10] and [LvF, Theorem 2.5] for the proofs of these asser-
tions. We shall need yet another (dual, adelic) version of the crossed product (15),
but before going into such considerations, we digress momentarily to discuss the
C*-algebra generated by the isometries µa. Using (14) and the multiplication rules
of the θr’s, one shows [LvF, Proposition 1.8] that if a and b have a least common
multiple [a, b] ∈ O×/O∗, then

(17) µaµ∗
aµbµ

∗
b = µ[a,b]µ

∗
[a,b].

In the particular case of a field K of class number one, least upper bounds always
exist and are defined up to units, so (17) says that the range projections µaµ∗

a

respect the lattice structure of the semigroup O×/O∗, in the sense that the product
of projections corresponds to the operation of taking least common multiples. Thus,
when K is of class number one, C∗(µa : a ∈ O×/O∗) is universal for the relations
(8) – (10) and (17), that is, for Nica–covariant isometric representations [Ni], and is
isomorphic to the Toeplitz C*-algebra of O×/O∗, by an easy application of [LR1,
Theorem 3.7].

The adelic semigroup crossed product. Being unital and commutative, the C*-
algebra Aθ

∼= C∗(K/O)O
∗

is isomorphic to the continuous functions on a compact
Hausdorff topological space, and clearly this space ought to be better understood
in terms of the dual of K/O. With this purpose in mind, we begin by recalling that
the adeles A(K) of K are the restricted product

A(K) :=
∏

v∈M0
K

(Kv;Ov)×
∏

v∈M∞
K

Kv,
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where Kv denotes the completion of K with respect to either the nonarchimedean
absolute values v ∈ M0

K (the finite places) or the archimedean ones v ∈ M∞
K

(the infinite places), and Ov denotes the v-completion of O, which is the maximal
compact open subring of Kv. The compact ring of finite integral adeles is R :=∏

v∈M0
K
Ov, and its group of units, the finite integral ideles, is W :=

∏
v∈M0

K
O∗

v .
As in [Ta], a self-dual Haar measure on A(K) gives a duality pairing of A(K)

to itself,

〈a, b〉 := χA(Q)(TrA(K)/A(Q)(ab)) =
∏

p=∞,2,3,···
exp
(
2πiλp(

∑
v|p TrKv/Qp

avbv)
)

where for each finite prime p and z ∈ Qp we choose a rational number λp(z) such
that z − λp(z) ∈ Zp, and for p = ∞, we set λp(z) = −z; the exponentials are well
defined because λp is determined modulo Z. See the beginning of [LvF, Section 2]
for more details. By passing to subgroups and quotients, this pairing induces an
isomorphism of compact groups

K̂/O ∼= D−1 ×
∏

v∈M∞
K

{0},

where D−1 is the product, over the finite places, of the local inverse differents

D−1
v := {b ∈ Kv : TrKv/Qp

(ab) ∈ Zp for all a ∈ Ov},
see [LvF, Proposition 2.1].

Since O∗ is a subgroup of W , and W leaves the set D−1 ⊂ R invariant un-
der multiplication, there is a restricted action of O∗ on D−1 which obviously has
compact orbits. Taking the quotient with respect to this action gives a compact,
Hausdorff orbit space Ω := D−1/O∗.

Theorem 3. The duality pairing of K/O with D−1 induces a homeomorphism
of the orbit space Ω to the maximal ideal space of Aθ. The transposition to C(Ω) of
the action α of O×/O∗ by endomorphisms of Aθ via this homeomorphism is given
by

αa(f)(x) :=
{

f(a−1x) if x ∈ aΩ
0 if x /∈ aΩ,

(18)

for aO∗ ∈ O×/O∗ and f ∈ C(Ω). Moreover, a representation of the crossed product
C(Ω)�α (O×/O∗) is faithful if and only if it is faithful on C(Ω), and, in particular,
C(Ω) �α (O×/O∗) is canonically isomorphic to C∗

r (PK, PO).

See [LvF, Theorem 2.5] for a more detailed statement and the proof.

Remark 4. When K = Q, the unit group is O∗ = {±1} and [BC, Remark
33.b] shows that the Hecke C*-algebra of PO ⊂ PK is the subalgebra of the Bost-

Connes C*-algebra consisting of fixed points under conjugation by
(

1 0
0 −1

)
. It

is also interesting to compare our Hecke C*-algebra to that of the almost normal
inclusion

ΓO :=
(

1 O
0 1

)
⊂ ΓK :=

(
1 K
0 K∗

)
,

considered in [ALR]. Using a cross section s : O×/O∗ → O×, as constructed
in [LvF, Lemma 1.11], it is possible to embed C∗

r (PK, PO) as a C*-subalgebra Hs

of C∗
r (ΓK, ΓO), in such a way that
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C∗
r (ΓK, ΓO)O

∗ ∼= Hs ⊗ C∗(O∗).
See [LvF, Proposition 2.7].

A phase transition theorem. The adelic semigroup crossed product C(Ω) �α

(O×/O∗) gives a complementary version of the C*-dynamical system (C∗
r (PK, PO), σ)

on which the time evolution is given by

σt(v∗afvb) = (Nb/Na)itv∗afvb t ∈ R(19)

for a, b ∈ O× and f ∈ C(Ω). There is a natural strongly continuous action γ of the
group W/O∗ as symmetries. For χ ∈W/O∗ let fχ(x) := f(χx) for x ∈ Ω, and let

γχ(v∗afvb) = v∗afχvb.

Since γ obviously commutes with σ, these are symmetries of the C*-dynamical
system (C(Ω) � (O×/O∗), σ).

Back at the level of the Hecke C*-algebra, where the time evolution is given by
(5), the symmetries are given by

γχ(θr) = θχr,

where the product of χ ∈ W/O∗ by (r +O)/O∗ ∈ (K/O)O
∗

is a well defined class
in (K/O)O

∗
because, in the adelic picture,

γχ(θ̂r)(z) =
1

R(r)

∑
u∈O∗/O∗

r

δ̂ur(χz) =
1

R(r)

∑
u∈O∗/O∗

r

χA(Q)(TrA(K)/A(Q)(ruχz)).

We recall that in the crossed product picture, σ is induced from the dual action
α̂ of K̂∗/O∗ via the norm cf. [L1]. We denote also by α̂ the corresponding action
at the level of C∗

r (PK, PO), and notice that its fixed point algebra is Aθ. This
becomes relevant in the following theorem because the equilibrium condition forces
full α̂–invariance on the KMS states. This is due to the stability of equilibrium and
is a strictly stronger property than just σ–invariance, since for instance, when the
norm is not injective on principal integral ideals, σR is strictly smaller than α̂K̂∗/O∗ .

We need to consider a subset of the orbit space to parametrize the extreme
KMS states.

Definition 5. An extreme point of the inverse different (or an extreme inverse
different) is, by definition, an element χ of D−1 such that χR = D−1; equivalently,
χ has v-component of maximal absolute value (minimal exponential valuation v)
in D−1

v at every finite place v. The set of extreme points will be denoted by ∂D−1,
and the corresponding set of orbits by ∂Ω.

Theorem 6. Suppose K is an algebraic number field with class number hK = 1.
Let (C∗

r (PK, PO), σ) be the Hecke C*-dynamical system associated to the almost
normal inclusion PO ⊂ PK, and let γ be the action of W/O∗ as symmetries of
this system. Then all KMSβ states are α̂-invariant, and hence determined by their
values on the generators θr of Aθ ⊂ C∗

r (PK, PO). Moreover,
(i) for each β ∈ [0,∞] there exists a unique W/O∗-invariant KMSβ state φβ

of σ, given by

φβ(θr) = N−β
b

∏
p | b

(
1−Nβ−1

p

1−N−1
p

)
,
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with r = a/b, for a, b ∈ O×, in reduced form.
(ii) For β ∈ [0, 1] the state φβ is the unique KMSβ state for σ; it is a type III

hyperfinite factor state when β �= 0.
(iii) For β ∈ (1,∞], the extreme KMSβ states are indexed by ∂Ω, the O∗-orbits

of extreme points in the inverse different:
• The extreme ground states are pure and faithful, and are given by

φχ,∞(θr) =
1

R(r)

∑
u∈O∗/O∗

r

〈r, uχ〉

where R(r) = |O∗/O∗
r |, the element χ ∈ ∂D−1 is a representative of

an O∗–orbit, and 〈·, ·〉 indicates the duality pairing between K/O and
D−1; ground states corresponding to different O∗–orbits are mutually
inequivalent.

• For β ∈ (1,∞) the extreme KMSβ states are given by

φχ,β(θr) =
1

ζK(β)

∑
a∈O×/O∗

N−β
a

( 1
R(r)

∑
u∈O∗/O∗

r

〈ar, uχ〉
)
,

where ζK denotes the Dedekind zeta function of K.
The state φχ,β is quasiequivalent to φχ,∞ and the map Tβ : φχ,∞ 	→ φχ,β

extends to an affine isomorphism of the simplex of KMS∞ states onto the
KMSβ states. The action of the symmetry group W/O∗ on the extreme
KMSβ states, given by γw(φχ,β) = φχ,β◦γw = φχw,β, is free and transitive.

(iv) The eigenvalue list of the Hamiltonian Hχ associated to φχ,∞ is {logNa : a ∈
O×/O∗} for every χ, so the ‘represented partition function’ Tr eβHχ is in-
dependent of χ and equals the Dedekind zeta function ζK(β) of K.

For β > 1 the proof is a straightforward application of [L1, Theorem ], while
for β ∈ (0, 1) we first need to compute the minimal automorphic extension of the
renormalization semigroup.

Proposition 7. Denote the finite adeles over K by A0(K). The semigroup
crossed product C(Ω) � (O×/O∗) is canonically isomorphic to the full corner of
C0(A0(K)O∗) � (K∗/O∗) determined by the projection 1Ω ∈ C0(A0(K)O∗).

Proof. By uniqueness of the minimal automorphic extension of the semigroup
action α, it suffices to check that {q�f ∈ C0(A0(K)O∗) : q ∈ K∗/O∗, f ∈ C(Ω)}
is dense in C0(A0(K)O∗), and this is easy to see from the density of

⋃
q q−1Ω in

A0(K)O∗ . �

The proof of uniqueness in the case β ∈ (0, 1) is by a modified version of
Neshveyev’s ergodicity proof [N]. See Propositions 3.2, 3.3, and 3.4 of [LvF].

Proposition 8. Let µ on A0(K)O∗ be a positive measure, which we view,
indistinctly, also as a positive linear functional on C0(A0(K)O∗). If µ satisfies

µ(Ω) = 1 and q�µ = Nβ
q µ, where q�µ(X) = µ(q−1X),(20)

then the state φµ of C∗
r (PK, PO) obtained by restricting µ ◦ Eγ is a KMSβ state.

Conversely, every KMS state arises this way, in fact, the map µ 	→ φµ is an affine
isomorphism of simplices. For each β ∈ (0, 1] and any measure µ satisfying (20),
the action of K∗/O∗ on A0(K)O∗ is ergodic.
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Connection with Classfield theory. Using the Artin map it is possible to show
that the symmetry groups parametrizing the phase transition at low temperature
are isomorphic to Galois groups.

Proposition 9. If K is a number field of class number one with no real embed-
dings, then W/O∗ is isomorphic to G(Kab : K). Via this isomorphism, the extreme
KMSβ states of the system (C∗

r (PK, PO), σ) for β > 1 are indexed by the complex
embeddings of the maximal abelian extension Kab of K.

Proposition 10. If the class number of K is still one, but there are nontrivial
unramified extensions (at the finite places), then extreme KMSβ states for β > 1
are indexed by the complex embeddings of the maximal abelian extension, modulo
the complex conjugations over each real embedding of K.

It is also possible to define another action of W/O∗, coming from ‘arithmetic’
symmetries, on extreme KMS∞ states. First define an arithmetic Hecke algebra
K(PK, PO) to be the algebra over K generated by the θr and the µa. Evaluation of
an extreme KMS∞ state on θr corresponds to evaluation of θ̂r on (the W/O∗–orbit
of) a point in the extreme inverse different. Since θ̂r is a Q–linear combination of
characters, it follows that the image of K(PK, PO) under an extreme KMS∞ state is
contained in the maximal cyclotomic extension of K, and hence there is an action of
G(Kab : K) on the values of extreme KMS∞ states. The arithmetic action of W/O∗

is obtained by pulling this back via the isomorphism of Proposition 9. That these
two actions coincide for K = Q [BC, Proposition 20] is an important feature of the
Bost–Connes system. But this feature does not carry over to our Hecke algebras:
one can compute both actions and see how they differ when K �= Q.

Theorem 11. The geometric (free, transitive) action of W/O∗ on extreme
KMS∞ states from Theorem 6 coincides with the arithmetic action of W/O∗ ob-
tained via the Artin map of class field theory, using Proposition 9 and the Galois
action on their values, φχ,∞(θr), if and only if K = Q.

Proof. Let φχ,∞ be an extreme KMS∞ state, and let j be an idele. The
action of j, viewed as a symmetry of Ω = D−1/O∗, on φχ,∞ is given by

φχ,∞(θr) 	→ φjχ,∞(θr) =
1

R(r)

∑
u∈O∗/O∗

r

χA(Q)(TrA(K)/A(Q)(jruχ)).

Next we compute the action of the idele j, viewed now as a Galois element
acting on the values of the extreme KMS states via the Artin map from class field
theory using Proposition 9. Note first that the complex number φχ,∞(θr) is a linear
combination, with rational coefficients, of character values of the profinite group
K/O, and thus is in the maximal cyclotomic extension of K, in fact it is on the real
subfield thereof, because the θr are self-adjoint. By class field theory, the Galois
action of an idele j ∈ W , when restricted to Qcycl, coincides with the action of
N(j), where N(j) is the norm of j to the rational ideles (see [We, Corollary 1,
p. 246]). Thus the Galois action of j on values of KMS∞ states is given by

φχ,∞(θr) 	→
1

R(r)

∑
u∈O∗/O∗

r

χA(Q)(TrA(K)/A(Q)(N(j)ruχ)),

where we have replaced N(j) TrA(K)/A(Q)(ruχ) by TrA(K)/A(Q)(N(j)ruχ) using the
A(Q)-linearity of the trace. If we now take j to be a rational idele, then N(j) = jd,
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where d = deg(K/Q), and it follows that the two actions are different unless d = 1,
i.e. unless K = Q. �

Remark 12. The particular case of Corollary 9 corresponding to the nine qua-
dratic imaginary fields of class number one, i.e. K = Q[

√
−d] for d = 1, 2, 3, 7, 11,

19, 43, 67, 163, is already implicit in [HLe]. As indicated by Harari and Leicht-
nam, the argument of [BC, Remark 33.b)] can be used to show that C∗

r (PK, PO) is
the fixed point algebra of their Hecke C*-algebra C∗(ΓS , ΓO) under the action of
O∗, see also [LLar1, Example 2.9]. That the extreme KMSβ states of C∗

r (PK, PO)
for β > 1 are indexed by G(Kab : K) then follows from [HLe, Theorem 0.2 and
Proposition 8.5].

This observation and the final remarks [HLe, pp. 241–242] concerning the Artin
map, were a strong motivation for the present work, by reinforcing our belief that
the almost normal inclusion of full “ax + b” groups considered here might lead to
groups of symmetries isomorphic to the right Galois groups, and by suggesting that
an appropriate compactification of O∗, like the one given in Lemma 2.3 of [LvF],
was the key to understand the corresponding Hecke C*-algebra.

Higher class numbers.1 When the class number hK of K is larger than 1, the
‘renormalization semigroup’O×/O∗ appearing in the crossed product version of the
Hecke algebra is not lattice-ordered, so [L1, Theorem 12] cannot be used to study
the phase transition. However, O×/O∗ is isomorphic to the semigroup of principal
integral ideals, which embeds in the lattice-ordered (free, abelian) semigroup I+ of
all integral ideals. This lattice has a counterpart in the Hecke algebra, given by the
characteristic functions of the clopen sets

Ωa :=
⋃
a∈a

aD−1/O∗ = {ω ∈ Ω : v(ω) ≥ v(a) + v(D−1
v ) for all v ∈M0

K} a ∈ I+.

Let Pa denote the associated projection. Because of the isomorphism of Theorem 3
one may view Pa indistinctly as function on Ω and as an element of Aθ. The
projections Pa form a lattice that extends the family of range projections of the
isometries µa. Indeed, if a is principal, say, a = (a), then P(a) = αa(1) = µaµ∗

a, see
[ALR, Proposition3.4]. This lattice is the key to the following extension of [L1,
Theorem 12], and thus to the computation of the KMS states.

Theorem 13. Assume 0 < β < ∞, and let φ be a state of C∗
r (PK, PO). Then

the following are equivalent:
(i) φ is a KMSβ state
(ii) φ = φ ◦ Eα̂ and φ ◦ αa = N−β

a φ for every a ∈ O×/O∗.

Characterizing ground states is more involved, and we have only been able to
do it under the extra assumption of α̂-invariance. Even then, there is an unexpected
feature: in contrast with the case hK = 1, when we view a ground state as a measure
on Ω, we find that its support is not restricted to the set of orbits of points in D−1

with maximal absolute value at every place.

Proposition 14. The following are equivalent for an α̂-invariant state φ of
C∗

r (PK, PO) ∼= C(Ω) �O×/O∗:
(i) φ is a ground state.

1This section is a preliminary announcement of results to appear in a forthcoming paper.
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(ii) φ(µ∗
bµaµ∗

aµb) = 0 whenever Na > Nb.
(iii) φ is supported on the set Ω0 :=

⋂
Nx>1(Ω[x,1])c

It follows that the α̂-invariant ground states form a Choquet simplex affinely iso-
morphic to the Borel probability measures on Ω0.

For example, to obtain the equivalence between (ii) and (iii), one uses the
endomorphism βb, right inverse to αb such that αb ◦βb is multiplication by αb(1) on
Aθ. By the covariance condition (14) and its consequences, µ∗

bµaµ∗
aµb = βb◦αa(1) =

Pa/(a,b). This projection, in turn, equals P[x,1], with x = a/b, and Nx > 1 iff
Na > Nb.

But not every ground state is a limit of KMSβ states. Indeed, from the char-
acterization of KMSβ states at finite temperature it is easy to deduce that they
satisfy

N−β
b φn(b∗aa∗b) = φ(bb∗aa∗bb∗) = φ(bb∗aa∗) = φ(aa∗bb∗aa∗) = N−β

a φ(a∗bb∗a)

so, assuming Na = Nb and taking limits as β → ∞, we get that KMS∞ states
satisfy

(21) φ(βb ◦ αa(1)) = φ(βa ◦ αb(1)) when Na = Nb.

Define an equivalence relation on Ω0 by ω ∼ ω′ if and only if there exists a and
b in O× with Na = Nb such that aω = bω′. The states of Ω induced from states of
the quotient space Ω0/∼ automatically satisfy (21). This gives the KMSβ states for
β > 1, with extreme points parametrized by Ω0/∼, and highlights the distinction
between ground states and KMS∞ states.

Theorem 15. For 1 < β ≤ ∞, the extreme KMSβ states are parametrized by
Ω0/∼, and they have a (geometric) free transitive action of a Galois group.

Denote by ∂D−1 the set of finite adeles in the extreme inverse different, that
is, elements in D−1 with maximal absolute value at every finite place. Since [1, x]
is an integral ideal for every x ∈ K, we have ∂D−1/O∗ ⊂ Ω0, but the inclusion may
be strict.

Proposition 16.

Ω0 =
⋂
{(Ωb)c : b is an ideal in O such that ∃a ∼ b with Na < Nb}

= {y ∈ Ω: y �∈ xΩ for every x ∈ K with Nx > 1}

=
⋃

c∈C�K

⋃
{a∂Ω: a integral and of minimal norm in c}.

Remark 17. It seems possible to give a better description of the classes in
Ω0/∼, by noticing that two O∗-orbits in Ω0 are in the same class modulo ∼ if any
two adeles representing them are in the same K∗-orbit, modulo multiplication by
O∗, so for β ∈ (1,∞], the extreme points of the phase transition are in one to one
correspondence with by the elements of⋃

c∈C�K

⋃
{a∂D−1 : a integral and of minimal norm in c}.

taken modulo KO∗ acting by multiplication.
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On harmonic maps in noncommutative geometry

Giovanni Landi

This paper is dedicated to Marta.

Abstract. We report on some recent work on harmonic maps and non-linear
σ-models in noncommutative geometry. After a general discussion we concen-
trate mainly on models on noncommutative tori.

1. Introduction

Recent applications of noncommutative geometry started with the papers [CDS]
and [SW] on matrix and string theories. These developments involve gauge the-
ories defined on noncommutative spaces, a first model of which was constructed
almost twenty years ago [CR]. One has a vast formalism for gauge fields in non-
commutative geometry which allows one to define connections, their curvatures,
the associated Yang-Mills action and most of the classical concepts [C2]. Methods
of differential topology are also available within the realm of cyclic and Hochschild
homology and cohomology and this leads, via the coupling of the former with
K-theory, to quantities that are stable under deformation and that generalize topo-
logical invariants like, for instance, winding numbers and topological charges. A
notably results is the fact that one can prove a topological bound for the Yang-Mills
action in four dimension [C2]. Also, one can construct a Chern-Simons type theory
and interpret its behavior under large gauge transformations as a coupling between
cyclic cohomology and K-theory [T].

In [DKL1] and [DKL2] we have constructed noncommutative analogues of
two dimensional non-linear σ-models. In a more mathematical parlance, these are
examples of noncommutative harmonic maps. We have proposed three different
models: a continuous analogue of the Ising model which admits instantonic solu-
tions, the analogue of the principal chiral model together with its infinite number
of conserved currents and a noncommutative Wess-Zumino-Witten model together
with its modified conformal invariance. In particular, we constructed instantonic so-
lutions carrying a nontrivial topological charge q and satisfying a Belavin-Polyakov
bound [BP], an example of the use of cyclic and Hochschild homology and coho-
mology mentioned above. The moduli space of these instantons can be identified
with an ordinary torus endowed with a complex structure times a projective space
CPq−1. This work have relations with recent work on quantized theta-functions
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[M1, M2, M3, M4, S-A] as well as work on complex and holomorphic structures
on noncommutative spaces, notably noncommutative tori [C2, C4, DS, PS, S-M].

2. Noncommutative harmonic maps

Ordinary non-linear σ-models are field theories whose configuration space con-
sists of maps X from the source space, a Riemannian manifold (Σ, g) which we
assume to be compact and orientable, to a target space, an other Riemannian man-
ifold (M, G). From a more mathematical point of view they are examples of a
theory of harmonic maps (see [Z] and [E] for reviews).

In local coordinates one has an action functional given by

(2.1) S[X ] =
1
2π

∫
Σ

√
g gµν Gij(X)∂µX i ∂νXj,

where g = det(gµν) and gµν is the inverse of gµν ; moreover µ, ν = 1, . . . , dim Σ, and
i, j = 1, . . . , dimM. Here and in the following we use the convention of summing
over repeated indexes, and indices are lowered and raised by means of a metric.

The stationary points of the function (2.1) are harmonic maps from Σ to M
and describe minimal surfaces embedded in M.

Different choices of the source and target spaces lead to different field theories,
some of them playing a major role in physics. Especially interesting are their
applications to conformal field theory and statistical field theory (see for instance
[G]). Furthermore, in supersymmetric generalizations, they are the basic building
blocks of superstring theory (see for instance [GSW] and [P-J]).

When Σ is two dimensional the action S is conformally invariant, namely it is
left invariant by any rescaling of the metric g → geσ, where σ is any map from
Σ to R. As a consequence, the action only depends on the conformal class of the
metric and may be rewritten using a complex structure on Σ as

(2.2) S[X ] =
i

π

∫
Σ

Gij(X) ∂X i ∧ ∂Xj,

where ∂ = ∂zdz and ∂ = ∂zdz, z being a suitable local complex coordinate.

To construct a noncommutative generalization of the previous construction, we
must first dualize the picture and reformulate it in terms of the ∗-algebras A and B
of complex valued smooth functions defined respectively on Σ andM. Embeddings
X of Σ into M are then in one to one correspondence with ∗-algebra morphisms π
from B to A, the correspondence being simply given by pullback, πX(f) = f ◦X .

All this makes perfectly sense for (fixed) not necessarily commutative algebras
A and B; both algebras are over C and for simplicity we take them to be unital.
Then, we take as configuration space the space of all ∗-algebra morphisms from B
(the target algebra) to A (the source algebra). To define an action functional we
need noncommutative generalizations of the conformal and Riemannian geometries.
Following an idea of Connes [C2, C4] conformal structures can be understood
within the framework of positive Hochschild cohomology. In the commutative case
the tri-linear map Φ : A⊗A⊗A → R defined by

(2.3) Φ(f0, f1, f2) =
i

π

∫
Σ

f0∂f1 ∧ ∂f2
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is an extremal element of the space of positive Hochschild cocycles that belongs to
the Hochschild cohomology class of the cyclic cocycle Ψ given by

(2.4) Ψ(f0, f1, f2) =
i

2π

∫
Σ

f0df1 ∧ df2.

Clearly, both (2.3) and (2.4) still make perfectly sense for a general noncommutative
algebra A. One can say that Ψ allows to integrate 2-forms in dimension 2,

(2.5)
i

2π

∫
a0da1da2 = Ψ(a0, a1, a2)

so that it is a metric independent object, whereas Φ defines a suitable scalar product

(2.6) 〈a0da1, b0db1〉 = Φ(b∗0a0, a1, b
∗
1)

on the space of 1-forms and thus depends on the conformal class of the metric.
Furthermore, this scalar product is positive and invariant with respect to the action
of the unitary elements of A on 1-forms, and its relation to the cyclic cocycle Ψ
allows to prove various inequalities involving topological quantities. In particular
we shall get a topological bound for the action which is a two dimensional analogue
of the inequality in four dimensional Yang-Mills theory. In analogy with this theory,
the configurations giving (absolute) minima will be called σ-model instantons.

Having such a cocycle Φ we can compose it with a morphism π : B → A to
obtain a positive cocycle on B defined by

(2.7) Φπ = Φ ◦ (π ⊗ π ⊗ π).

Since our goal is to build an action functional, which assigns a number to any
morphism π, we have to evaluate the cocycle Φπ on a suitably chosen element of
B ⊗ B ⊗ B. Such an element is provided by the noncommutative analogue of the
metric on the target, which we take simply as a positive element

(2.8) G =
∑

i

bi
0δb

i
1δb

i
2

of the space of universal 2-forms Ω2(B). Thus, the quantity

(2.9) S[π] = Φπ(G)

is well defined and positive. We take it as a noncommutative analogue of the action
functional (2.2) for non-linear σ-models.

Clearly, we consider π as the dynamical variable (the embedding) whereas
Φ (the conformal structure on the source) and G (the metric on the target) are
background structures that have been fixed. Alternatively, one could take only the
metric G on the target as a background field and use the morphism π : B → A to
define the induced metric π∗G on the source as

(2.10) π∗G =
∑

i

π(bi
0)δπ(bi

1)δπ(bi
2),

which is obviously a positive universal 2-form on A. To such an object one can asso-
ciate, by means of a variational problem (see [C2] and [C4]), a positive Hochschild
cocycle that stands for the conformal class of the induced metric.

The critical points of the σ-model corresponding to the action functional (2.9)
are noncommutative generalization of harmonic maps and describe ‘minimally em-
bedded surfaces’ in the noncommutative space associated with B.
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3. Models on the noncommutative torus

In this section we shall work out explicitly the previous construction for the
noncommutative torus as the source space and a two point space as a target. The
cocycle Φ and the metric G will be replaced by their explicit simple expressions.

3.1. Two points as a target space. The simplest example of a target space
one can think of is that of a finite space made of two points M = {1, 2}, like in
the Ising model. Of course, any continuous map from a connected surface to a
discrete space is constant and the resulting (commutative) theory would be trivial.
However, this is no longer true if the source is a noncommutative space and one
has, in general, lots of such maps (i.e. algebra morphisms). Now, the algebra of
functions over M = {1, 2} is just B = C2 and any element f ∈ M is a couple of
complex numbers (f1, f2) with fa = f(a), the value of f at the point a. As a vector
space B is generated by the function e defined by e(1) = 1, e(2) = 0. Clearly e is a
hermitian idempotent (a projection) , e2 = e∗ = e, and B can be thought of as the
unital ∗-algebra generated by such a projection e. As a consequence, any ∗-algebra
morphism π from B to A is given by a projection p = π(e) in A.

Choosing the metric G = δeδe on the space M of two points, the action func-
tional (2.9) simply becomes

(3.1) S[p] = Φ(1, p, p),

where Φ is a given Hochschild cocycle standing for the conformal structure.
As we have already mentioned, from general consideration of positivity in

Hochschild cohomology this action is bounded by a topological term [C2]. In the
following we shall explicitly prove this fact when taking the noncommutative torus
as source space.

3.2. The noncommutative torus. We recall the very basic aspects of the
noncommutative torus that we shall need in the following and refer the reader to
[R4] for a survey.

Consider an ordinary square two-torus T2 with coordinate functions U1 = e 2πix

and U2 = e 2πiy, where x, y ∈ [0, 1]. By Fourier expansion the algebra C∞(T2) of
complex-valued smooth functions on the torus is made up of all power series of the
form

(3.2) a =
∑

(m,n)∈Z2

am,n Um
1 Un

2 ,

with {am,n} ∈ S(Z2) a complex-valued Schwartz function on Z2. This means that
the sequence of complex numbers {am,n ∈ C | (m, n) ∈ Z2} decreases rapidly at
‘infinity’, i.e. for any k ∈ N0 one has bounded semi-norms

(3.3) ||a||k = sup
(m,n)∈Z2

|am,r|
(
1 + |m|+ |r|

)k
< ∞ .

Let us now fix a real number θ. The algebra Aθ = C∞(T2
θ) of smooth functions on

the noncommutative torus is the associative algebra made up of all elements of the
form (3.2), but now the two generators U1 and U2 satisfy

(3.4) U2 U1 = e 2πiθ U1 U2 .

The algebra Aθ can be made into a ∗-algebra by defining a involution by

(3.5) U∗
1 := U−1

1 , U∗
2 := U−1

2 .
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From (3.3) with k = 0 one gets a C∗-norm and the corresponding closure of Aθ

in this norm is the universal C∗-algebra Aθ generated by two unitaries with the
relation (3.4); the algebra Aθ is dense in Aθ and is thus a pre-C∗-algebra.

There is a one-to-one correspondence between elements of the noncommutative
torus algebra Aθ and the commutative torus algebra C∞(T2) given by the Weyl
map Ω and its inverse, the Wigner map. As is usual for a Weyl map there are
operator ordering ambiguities, and so we will take the prescription

(3.6) Ω

⎛⎝ ∑
(m,r)∈Z2

fm,r e 2πi(m x+r y)

⎞⎠ :=
∑

(m,r)∈Z2

fm,r e πim r θ Um
1 U r

2 .

This choice (called Weyl or symmetric ordering) maps real-valued functions on T2

into hermitian elements of Aθ. The inverse map is given by

(3.7) Ω−1

⎛⎝ ∑
(m,r)∈Z2

am,r Um
1 U r

2

⎞⎠ =
∑

(m,r)∈Z2

am,r e −πim r θ e 2πi(m x+r y) .

Clearly, the map Ω : C∞(T2) → Aθ is not an algebra homomorphism. It
can be used to deform the commutative product on the algebra C∞(T2) into a
noncommutative star-product by defining

(3.8) f � g := Ω−1
(
Ω(f) Ω(g)

)
, f, g ∈ C∞ (T2

)
.

A straightforward computation gives

(3.9) f � g =
∑

(r1,r2)∈Z2

(f � g)r1,r2 e 2πi(r1x+r2y) ,

with the coefficients of the expansion of the star-product given by a twisted convo-
lution

(3.10) (f � g)r1,r2 =
∑

(s1,s2)∈Z2

fs1,s2 gr1−s1,r2−s2 e πi(r1s2−r2s1) θ

which reduces to the usual Fourier convolution product in the limit θ = 0. Up to
isomorphism, the deformed product depends only on the cohomology class in the
group cohomology H2(Z2, U(1)) of the U(1)-valued two-cocycle on Z2 given by

(3.11) λ(r, s) := e πi(r1s2−r2s1) θ

with r = (r1, r2), s = (s1, s2) ∈ Z2.
Heuristically, the noncommutative structure (3.4) of the torus is the exponential

of the Heisenberg commutation relation [y, x] = iθ/2π. Acting on functions of x
alone, the operator U1 is represented as multiplication by e 2πix while conjugation
by U2 yields the shift x 	→ x + θ,

Ω−1
(
U1 Ω

(
f(x)

))
= e 2πix f(x) ,

Ω−1
(
U2 Ω

(
f(x)

)
U−1

2

)
= f(x + θ) .(3.12)

Analogously, on functions of y alone we have

Ω−1
(
U1 Ω

(
g(y)

)
U−1

1

)
= g(y − θ) ,

Ω−1
(
U2 Ω

(
g(y)

))
= e 2πiy g(y) .(3.13)
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From (3.4) it follows that Aθ is commutative if and only if θ is an integer,
and one identifies A0 with the algebra C∞(T2). Also, for any n ∈ Z there is an
isomorphism Aθ

∼= Aθ+n since (3.4) does not change under integer shifts θ 	→ θ+n.
Thus we may restrict the noncommutativity parameter to the interval 0 ≤ θ < 1.
Furthermore, since U1U2 = e −2πiθ U2U1 = e 2πi(1−θ) U2U1, the correspondence
U2 	→ U1, U1 	→ U2 yields an isomorphism Aθ

∼= A1−θ. These are the only possible
isomorphisms and the interval θ ∈ [0, 1

2 ] parametrizes a family of non-isomorphic
algebras.

When the deformation parameter θ is a rational number the corresponding
algebra is related to the commutative torus algebra C∞(T2), i.e. Aθ is Morita
equivalent to it in this case [R1]. Let θ = M/N , with M and N integers which we
take to be relatively prime with N > 0. Then AM/N is isomorphic to the algebra
of all smooth sections of an algebra bundle BM/N → T2 whose typical fiber is the
algebra MN (C) of N × N complex matrices. Moreover, there is a smooth vector
bundle EM/N → T2 with typical fiber CN such that BM/N is the endomorphism
bundle End(EM/N ).

With ω = e 2πiM/N , one introduces the N ×N clock and shift matrices

(3.14) CN =

⎛⎜⎜⎜⎜⎜⎝
1

ω
ω2

. . .
ωN−1

⎞⎟⎟⎟⎟⎟⎠ , SN =

⎛⎜⎜⎜⎜⎜⎜⎝

0 1 0
0 1

. . . . . .
. . . 1

1 0

⎞⎟⎟⎟⎟⎟⎟⎠ ,

which are unitary and traceless (since
∑N−1

k=0 ωk = 0), satisfy

(3.15) (CN )N = (SN )N = IN ,

and obey the commutation relation

(3.16) SN CN = ω CN SN .

Since M and N are relatively prime the matrices (3.14) generate the finite dimen-
sional algebra MN (C): they generate a C∗-subalgebra which commutes only with
multiples of the identity matrix IN which thus has to be the full matrix algebra.
Were M and N not coprime the generated algebra would be a proper subalgebra
of MN (C).

The algebra AM/N has a ‘huge’ center C(AM/N ) which is generated by the
elements U q

1 and U q
2 , and one identifies C(AM/N ) with the commutative algebra

C∞(T2) of smooth functions on an ordinary torus T2 which is ‘wrapped’ N times
onto itself. There is a surjective algebra homomorphism

(3.17) πN : AM/N −→ MN (C)

given by

(3.18) πN

⎛⎝ ∑
(m,r)∈Z2

am,r Um
1 U r

2

⎞⎠ =
∑

(m,r)∈Z2

am,r (CN )m (SN )r .

Under this homomorphism the whole center C(AM/N ) is mapped to C.
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From now on we will assume that θ is an irrational number unless otherwise
explicitly stated. On Aθ there is a unique normalized positive definite trace which
we shall denote by the symbol

∫
: Aθ → C and which is given by∫

−
∑

(m,r)∈Z2

am,r Um
1 U r

2 := a0,0

=
∫
T2

dx dy Ω−1

⎛⎝ ∑
(m,r)∈Z2

am,r Um
1 U r

2

⎞⎠ (x, y) .(3.19)

Then, for any a, b ∈ Aθ, one readily checks the properties

(3.20)
∫
− a b =

∫
− b a ,

∫
− I = 1 ,

∫
− a∗ a > 0 , a �= 0 ,

with
∫

a∗a = 0 if and only if a = 0 (i.e. the trace is faithful). This trace is invariant
under the natural action of the commutative torus T2 on Aθ whose infinitesimal
form is by two commuting derivations ∂1, ∂2 acting by

(3.21) ∂µ(Uν) = 2πi δν
µUν , µ, ν = 1, 2 .

Invariance is just the statement that
∫

∂µ(a) = 0 , µ = 1, 2 , for any a ∈ Aθ.

The cyclic 2-cocycle allowing the integration of two forms is simply given by

(3.22) Ψ(a0, a1, a2) =
i

2π

∫
− a0 (∂1a1∂2a2 − ∂2a1∂1a2) .

Its normalization ensures that for any projection p ∈ Aθ the quantity Ψ(p, p, p) is
an integer: it is indeed the index of a Fredholm operator.

In two dimensions, the conformal class of a general constant metric is parame-
trized by a complex number τ ∈ C, )τ > 0. Up to a conformal factor, the metric
is given by

(3.23) g = (gµν) =
(

1 +τ

+τ |τ |2
)

.

Clearly
√

detg = )τ , and the inverse metric is found to be

(3.24) g−1 = (gµν) =
1

()τ)2

(
|τ |2 −+τ
−+τ 1

)
.

By using the two derivations ∂1, ∂2 defined in (3.21) we may think of ‘the complex
torus’ T2 as acting on the noncommutative torus Aθ and construct two associated
derivations of Aθ given by

(3.25) ∂(τ) =
1

(τ − τ )
(−τ∂1 + ∂2) , ∂(τ) =

1
(τ − τ )

(τ∂1 − ∂2) .

In the terminology of [S-A, DS] we are endowing the noncommutative torus Aθ

with a complex structure. Then, with the two complex derivatives (3.25) one easily
finds that

(3.26) ∂(τ)∂(τ) = ∂(τ)∂(τ) =
1
4
gµν∂µ∂ν =

1
4
∆ ,

the operator ∆ = gµν∂µ∂ν being just the Laplacian of the metric (3.23).
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By working with the metric (3.23) the positive Hochschild cocycle Φ associated
with the cyclic one (3.22) will be given by

(3.27) Φ(a0, a1, a2) =
2
π

∫
−
√

detg a0∂(τ)a1∂(τ)a2 .

A construction of the cocycle (3.27) as the conformal class of a general constant
metric on the torus can be found in [C2] and [C4].

Before we procede, we briefly mention how to construct a spectral geometry in
the sense of [C2, C3] for the noncommutative torus.

The algebra Aθ can be represented faithfully as operators acting on a separable
Hilbert space H0, the GNS representation space H0 = L2(Aθ ,

∫
), defined as the

completion of Aθ itself in the Hilbert norm

(3.28) ||a||GNS :=
(∫
− a∗ a

)1/2

,

with a ∈ Aθ. Since the trace is faithful the map Aθ � a 	→ â ∈ H0 is injective and
the faithful GNS representation π : Aθ → B(H) is simply given by

(3.29) π(a)̂b = â b ,

for any a, b ∈ Aθ. The vector 1 = Î of H0 is cyclic (i.e. π(Aθ)1 is dense in H0) and
separating (i.e. π(a)1 = 0 implies a = 0) so that the Tomita involution is just

(3.30) J(â) = â∗ , ∀ â ∈ H0 .

It is worth mentioning that the C∗-algebra norm on Aθ given in (3.3) with
k = 0 coincides with the operator norm in (3.28) when Aθ is represented on the
Hilbert space H0, and also with the L∞-norm in the Wigner representation. For
ease of notation, in what follows we will not distinguish between elements of the
algebra Aθ and their corresponding operators in the GNS representation.

A two dimensional noncommutative geometry (Aθ,H, D, γ, J) for the torus Aθ

is constructed as follows. The Hilbert space H is just H = H0 ⊕H0 on which Aθ

acts diagonally with two copies of the representation π in (3.29). Moreover,

(3.31) γ =
(

1 0
0 −1

)
, J =

(
0 −J0

J0 0

)
.

The Dirac operator D is

(3.32) D =
(

0 ∂(τ)

∂(τ) 0

)
.

For the particular choice τ = i this reduces to D = ∂1σ1 + ∂2σ2 with σ1, σ2, two of
the Pauli matrices.

The Hochschild 2-cycle c giving the orientation and volume form is

(3.33) c =
1

(2iπ)2
1

(τ − τ )
(U−1

2 U−1
1 ⊗ U1 ⊗ U2 − U−1

1 U−1
2 ⊗ U2 ⊗ U1) .

Detail on this geometry can be found in [C3] (see also [V]) where one shows that
all properties of a real spectral geometry are satisfied. Here we only mention that
the ‘area’

∫
D−2 of the torus depends on the complex parameter τ , as it should be.
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Indeed, with Φ the cyclic 2-cocycle in (3.22), after some computations one finds
that

(3.34)
∫
− D−2 = 〈Φ, c〉 =

1
2π )τ

.

Here 〈·, ·〉 indicates the pairing between cocycles and cycles.

3.3. The action and the field equations. With Pθ = Proj(Aθ) denoting
the collection of all projections in the algebra Aθ we construct an action functional
S : Pθ → R+ by

(3.35) S(τ)(p) = Φ(1, p, p) =
2
π

∫
−
√

detg ∂(τ)p∂(τ)p .

By using (3.25) this action functional can also be written as

(3.36) S(τ)(p) =
1
2π

∫
−
√

detg gµν∂µp∂νp =
1
π

∫
−
√

detg gµνp∂µp∂νp .

Here the two derivations ∂µ are the ones defined in (3.21) while the metric g is the
one in (3.23)-(3.24) which carries also the dependence on the complex parameter τ .
The equality follows from the constraint p2 = p and the use of Leibniz rule. That
the value of the action is a positive real number follows from the properties of the
trace

∫
.

Then, we shall look for critical points of the action functional (3.36) in a given
connected component of the space Pθ. It is well known [R1, PV] that these are
parametrized by two integers r, q ∈ Z such that r + θq ≥ 0. When θ is irrational
the corresponding projections are of trace r + θq and of K0-class equal to (r, q).

In order to derive field equations from the action functional (3.36), we need
to have a look at the tangent space to Pθ at any of its ‘point’ p. An element
δp ∈ Tp(Pθ) is not arbitrary but needs to fulfill two requirements. First of all it
must be hermitian, (δp)∗ = δp, and this implies that it is written as

(3.37) δp = pxp + (1− p)y(1− p) + (1− p)zp + pz∗(1− p) ,

with x = x∗, y = y∗, z three arbitrary elements in Aθ. Furthermore, it must be
such that (p + δp)2 = p + δp + O(δp) which implies that (1 − p)δp = δpp. When
using (3.37) we get the most general tangent vector as

(3.38) δp = (1− p)zp + pz∗(1− p) ,

with z an arbitrary elements in Aθ.
As usual, the equation of motion are obtained by equating to zero the first

variation of the action functional (3.36),

0 = δS(τ)(p)

= − 1
2π

∫
−
√

detg gµν(∂µ∂νp) δp

= − 1
2π

∫
−
√

detg gµν(∂µ∂νp)
[
(1 − p)zp + pz∗(1 − p)

]
= − 1

2π

∫
−
[√

detg p ∆(p) (1− p)
]
z +
[√

detg (1− p) ∆(p) p
]
z∗ .(3.39)

With ∆ = gµν∂µ∂ν the laplacian of the metric g. We have ‘integrated by part’ and
used the invariance of the integral to get rid of the ‘boundary terms’, and we have
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used ciclicity of the integral. Since z is arbitrary we get the field equations

(3.40) p ∆(p) (1 − p) = 0 , and (1 − p) ∆(p) p = 0 ,

or, equivalently

(3.41) p ∆(p) − ∆(p) p = 0 .

The previous equations are non-linear equations of the second order and it is
rather difficult to explicit their solutions in closed form. Presently, we shall show
that the absolute minima of (3.36) in a given connected component of Pθ actually
fulfill first order equations which are easier to solve.

3.4. Topological Charges and Self-Duality Equations. Given a projec-
tion p ∈ Aθ, its ‘topological charge’ (the first Chern number) is computed by using
the cyclic 2-cocycle in (3.22),

(3.42) Ψ(p) :=
i

2π

∫
− p
[
∂1(p)∂2(p)− ∂2(p)∂1(p)

]
∈ Z

(we refer to [C1] for a detailed discussion). Then we have the following

Proposition 3.1. For any p ∈ Pθ there is the inequality

(3.43) S(τ)(p) ≥ 2‖Ψ(p)‖ .

Proof. Due to positivity of the trace
∫

and its cyclic properties, we have that

0 ≤
∫
−
√

detg gµν
[
∂µ(p) p± iε α

µ ∂α(p) p
]∗[

∂ν(p) p± iε θ
ν ∂θ(p) p

]
≤
∫
−
√

detg
[
gµνp∂µ(p)∂ν(p) + gµνε α

µ ε θ
ν p∂α(p)∂θ(p)

]
±i

∫
−
√

detg
[
εµθp∂µ(p)∂θ(p)− εναp∂α(p)∂ν(p)

]
≤ 2

∫
−
√

detg gµνp∂µ(p)∂ν(p)± 2i

∫
− εµν

flat p∂µ(p)∂ν(p) .(3.44)

By comparing (3.44) with the definitions (3.36) and (3.42) we get the inequality
(3.43). �

In the derivation of (3.44) we have used the following equalities which are valid for
any metric g,

(3.45) gµνε α
µ ε θ

ν = gαθ , εµν =
1√
detg

εµν
flat ,

with εµν
flat the antisymmetric two-tensor determined by ε1,1

flat = 1.
From (3.44) it is clear that the equality in (3.43) occurs when the projection p

satisfies the following self-duality or anti-self duality equations

(3.46)
[
∂µp± iε α

µ ∂αp
]

p = 0 and/or p
[
∂µp∓ iε α

µ ∂αp
]

= 0.

By using the equality

(3.47) ε α
µ =

√
detg gανεflat

µν
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and the derivations ∂(τ) and ∂(τ) in (3.25), the self-duality equations (3.46) reduce
to

(3.48) ∂(τ)(p) p = 0 and/or p ∂(τ)(p) = 0 ,

while the anti-self-duality one is

(3.49) ∂(τ)(p) p = 0 and/or p ∂(τ)(p) = 0 .

Simple manipulations show directly that each of the equations (3.48) and (3.49)
implies the field equations (3.41) as it should be.

4. Noncommutative σ-model instantons

From now on we shall concentrate on the self-dual equations (3.48), a solution of
which we shall call σ-model instanton. A similar analysis would be possible for the
anti self-dual equations (3.49), whose solutions would be σ-model anti-instantons .

As we have mentioned already, the connected components of Pθ are parame-
trized by two integers r and q and when θ is irrational, the corresponding projections
are exactly the projections of trace r+qθ and the topological charge Ψ(p) appearing
in (3.42) is just given by q. Thus we have to find projections that belongs to the
previous homotopy classes and satisfy the self-duality equation ∂(τ)(p) p = 0 or,
equivalently, p∂(τ)p = 0. Although these equations look very simple, they are far
from being easy to solve because of their non-linear nature; the next step will be
to reduce them to a linear problem. The key point is to identify the algebra Aθ as
the endomorphism algebra of a suitable bundle and to think of any projection in it
as an operator on such a bundle. The bundle in question will be a finite projective
module on a different copy Aα of the noncommutative torus, the two algebras Aθ

and Aα being related by the fact that they are Morita equivalent to each other.

4.1. The modules. Let us then consider another copy Aα of the noncommu-
tative torus with generators Z1, Z2 obeying the relation

(4.1) Z2 Z1 = e2πiαZ1 Z2 .

When α is not rational, every finitely generated projective module over the algebra
Aα which is not free is isomorphic to a Heisenberg module [C1, R2]. Any such a
module Er,q is characterized by two integers r, q. If q = 0, Er,q = A|r|

α . Otherwise,
they can be taken to be relatively coprime with q > 0 (a similar construction being
possible for q < 0), or r = 0 and q = 1. We shall briefly describe them. As a vector
space

(4.2) Er,q = S(R × Zq) � S(R)⊗ Cq ,

the space of Schwartz functions of one continuous variable s ∈ R and a discrete one
k ∈ Zq (we shall implicitly understand that such a variable is defined modulo q).
By introducing the shorthand

(4.3) ε = r/q − α ,

the space Er,q is made a right module over Aα by defining

(ξ Z1)(s, k) := ξ(s− ε, k − r) ,

(ξ Z2)(s, k) := e2πi(s−k/q)ξ(s, k) ,(4.4)

for any ξ ∈ Er,q, the relations (4.1) being easily verified.
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On the module Er,q one defines an Aα-valued hermitian structure, namely a
sesquilinear form 〈·, ·〉α : Er,q × Er,q → Aα, which is antilinear in the first variable
and such that

〈ξ, ηa〉α = 〈ξ, η〉α a ,

(〈ξ, η〉α)∗ = 〈η, ξ〉α ,

〈ξ, ξ〉α ≥ 0 , 〈ξ, ξ〉α = 0 ⇐⇒ ξ = 0 ,(4.5)

for all ξ, η ∈ Er,q , a ∈ Aα.
This hermitian structure is explicitly given by

(4.6) 〈ξ, η〉α :=
∑
m,n

q−1∑
k=0

∫ +∞

−∞
ds ξ(s−mε, k −mp) η(s, k)e−2πin(s−k/q) Zm

1 Zn
2 .

It is proven in [CR] that the endomorphism algebra EndAα(Er,q), which acts
on the left on Er,q, can be identified with another copy of the noncommutative torus
Aθ where the parameter θ is ‘uniquely’ determined by α in the following way. Since
r and q are coprime, there exist integer numbers a, b ∈ Z such that ar + bq = 1.
Then, the transformed parameter is given by

(4.7) θ =
aα + b

−qα + r
.

Given any two other integers a′, b′ ∈ Z such that a′r + b′q = 1, one would find that
θ′ − θ ∈ Z so that Aθ′ � Aθ. Thus we are saying that the algebra EndAα(Er,q) is
generated by two operators U1, U2 acting on the left on Er,q by

(U1ξ)(s, k) := ξ(s− 1/q, k − 1) ,

(U2ξ)(s, k) := e2πi (s/ε−ak)/q ξ(s, k) ,(4.8)

and one easily verify that

(4.9) U2 U1 = e2πiθU1 U2 ,

namely the defining relations of the algebra Aθ.
Furthermore, the Aθ-Aα-bimodule Er,q is a Morita equivalence between the two

algebras Aθ and Aα. That is, there exists also a Aθ-valued hermitian structure on
Er,q,

(4.10) 〈·, ·〉θ : Er,q × Er,q → Aθ ,

which is compatible with the Aα-valued one 〈·, ·〉α,

(4.11) 〈ξ, η〉θ ζ = ξ 〈η, ζ〉α ,

for all ξ, η, ζ ∈ Er,q.
The second hermitian structure is explicitly given by

〈ξ, η〉θ :=
1
|qε|

∑
m,n

q−1∑
k=0

∫ +∞

−∞
ds ξ(s, k) η(s−m/q, k −m) ×

× e−2πin/q[(s−m/q)/ε−ak] Zm
1 Zn

2 .(4.12)

Notice that now the antilinearity is in the second variable. The hermitian structure
〈·, ·〉θ will obey properties analogous to the ones in (4.5) but now there is a left
linearity, 〈aξ, η〉θ = a 〈ξ, η〉θ, with a ∈ Aθ.
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The proof of the compatibility condition (4.11) goes as follows. By using the explicit
formula (4.6) for the right hermitian structure, the right hand side of (4.11) is

(ξ 〈η, ζ〉α)(s, k) =
∑
m,n

q−1∑
l=0

∫ +∞

−∞
dt ξ(s−mε, k −mp) η(t−mε, l−mp)ζ(t, l) ×

× e2πin[s−t−1/q(k−l)]

=
∑
m,n

q−1∑
l=0

ξ(s−mε, k −mp) η(s +
l− k

q
+ n−mε, l−mp)ζ(s +

l − k

q
+ n, l) ,

where we have used a Poisson resummation formula for the periodic delta function,∑
n∈Z e2πinx =

∑
n∈Z δ(x + n), and we have integrated over the variable t. On the

other hand, by using similar techniques, we find that the left hand side of (4.11) is

(〈ξ, η〉θ ζ)(s, k) =
∑
x,y

q−1∑
d=0

ξ(s + ε[a(d− k) + qy], d) ×

× η(s + ε[a(d− k) + qy]− x

q
, d− x)ζ(s − x

q
, k − x) ,

By comparing these two expressions we see that they coincide provide the indices on
which we sum are related by m = qy−a(d−k), n = (k− l−x)/q, l = k−x mod q;
notice that the last relation assures that n is an integer.

By using the previous construction one can construct projections in the algebra
Aθ by picking suitable vectors ξ ∈ Ep,q with 〈ξ, ξ〉α = I. Then, the bimodule
property (4.11) implies that p = 〈ξ, ξ〉θ is a non-trivial projection in Aθ,

(4.13) p2 = 〈ξ, ξ〉θ 〈ξ, ξ〉θ = 〈〈ξ, ξ〉θ ξ, ξ〉θ = 〈ξ 〈ξ, ξ〉α , ξ〉θ = 〈ξ, ξ〉θ = p .

By using the identification Aθ � EndAα(Ep,q), any such a projection may be
equivalently written in the more suggestive form

(4.14) pψ =
〈
ψ (〈ψ, ψ〉α)−1/2

, ψ (〈ψ, ψ〉α)−1/2
〉

θ
= |ψ〉 1

〈ψ, ψ〉α
〈ψ| ,

where for each vector |ψ〉 ∈ Ep,q the corresponding dual vector 〈ψ| ∈ (Ep,q)∗ is
defined by means of the Aα-valued hermitian structure as 〈ψ| (η) := 〈ψ, η〉α ∈ Aα.
We are only assuming that 〈ψ, ψ〉α is an invertible element of the algebra Aα.

In order to translate the self-duality equations (3.48) for pψ to equations for ψ,
we need to introduce a gauge connection on the right Aα-module Ep,q.

4.2. The constant curvature connections. Again the theory of gauge con-
nection on noncommutative tori is worked out in [CR]. A gauge connection on the
right Aα-module Er,q is given by two covariant derivatives

(4.15) ∇µ : Er,q → Er,q , µ = 1, 2 ,

which satisfy a right Leibniz rule

(4.16) ∇µ(ξ a) = (∇µξ)a + ξ(∂µa) , µ = 1, 2 ,

for any ξ ∈ Er,q and any a ∈ Aα. One also requires compatibility with the Aα-
valued hermitian structure,

(4.17) ∂µ(〈ξ, η〉α) = 〈∇µξ, η〉α + 〈ξ,∇µη〉α , µ = 1, 2 .
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It is not difficult to see that any other compatible connection ∇̃µ must be of the
form ∇̃µ = ∇ν + ηµ with the ηµ’s (skew-adjoint) elements in EndAα(Er,q).

Given any compatible connection, the operators ∇µ can be used to define
derivations on the endomorphism algebra EndAα(Er,q) by

(4.18) δ̂µ(T ) := ∇µ ◦ T − T ◦ ∇µ , µ = 1, 2,

for any T ∈ EndAα(Er,q). By using the compatibility (4.17) and the right Leibniz
rule (4.16), one easily prove that the connection∇µ is compatible for the derivations
δ̂µ and the hermitian structure 〈·, ·〉θ, that is,

(4.19) δ̂µ(〈ξ, η〉θ) = 〈∇µξ, η〉θ + 〈ξ,∇µη〉θ , µ = 1, 2 .

Moreover, there is also a left Leibniz rule,

(4.20) ∇µ(Tξ) = T (∇µξ) + (δ̂µT )ξ , µ = 1, 2 ,

for any ξ ∈ Er,q and any T ∈ EndAα(Er,q).

A particular connection on the right Aα-module Er,q is given by the operators

(4.21) (∇1ξ)(s, k) :=
2πi

ε
s ξ(s, k) , (∇2ξ)(s, k) :=

dξ

ds
(s, k) .

Notice that the discrete index k is not touched. The previous connection is of
constant curvature,

(4.22) F1,2 := [∇1,∇2]−∇[∂1,∂2] = −2πi

ε
IEr,q ,

where IEr,q is the identity operator on Er,q.
Finally, by remembering that EndAα(Er,q) � Aθ, one also proves that the

derivations δ̂µ on EndAα(Er,q) determined by the constant curvature connection
(4.21) are proportional to the generators of the infinitesimal action of the commu-
tative torus T2 on Aθ, that is,

(4.23) δ̂µ(Uν) =
2πi

qε
δν
µUν , µ, ν = 1, 2 .

That the induced derivations are the canonical derivations on Aθ is crucial for our
analysis in the following (see the proof of Prop. 4.1). Any other connection with
this same property will have the form ∇̃µ = ∇ν + λµ where λ1 and λ2 are (pure-
imaginary) constants. Then, the corresponding curvature F̃1,2 will be constant and
in fact will coincide with the constant curvature F1,2 in (4.22). It is known [CR]
that constant curvature connections are exactly the connections that minimize a
suitable Yang-Mills functional and that all this minimizing connections must have
the same curvature. Moreover, the moduli spaces of these connections is just (in
the simplest possible case) an ordinary two-torus T2.

In the following we shall also need the covariant derivatives ∇(τ) and ∇(τ)

which lift the complex derivations ∂(τ) and ∂(τ) in (3.25). By using (4.21) they are
given by

(4.24) ∇(τ) =
1

(τ − τ )
(−τ∇1 +∇2) , ∇(τ) =

1
(τ − τ )

(τ∇1 −∇2)
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These connections will endow the module Er,q with a complex (or better holomor-
phic) structure (see also [DS, S-A, PS, S-M]).

4.3. The Instantons. We are now ready to look for solutions of the self-dual
equations (3.48) of the form

(4.25) pψ := |ψ〉 (〈ψ, ψ〉α)−1 〈ψ| ,
with the vector |ψ〉 ∈ Ep,q assumed to be such that 〈ψ, ψ〉α is invertible in Aα.

Then, one can prove the following

Proposition 4.1.
Let the vector |ψ〉 ∈ Er,q be such that 〈ψ, ψ〉α ∈ Aθ is invertible. And consider the
projection pψ := |ψ〉 (〈ψ, ψ〉α)−1 〈ψ|.
Then,
1.) If there exists an element λ ∈ Aα such that ψ = |ψ〉 is a solution of the
equations

(4.26) ∇ψ − ψλ = 0 ,

where ∇ is the anti-holomorphic connection (4.24), then the projection pψ is a
solution of the self-duality equations,

(4.27) ∂(τ)(pψ) pψ = 0 .

2.) Conversely, if pψ is a solution of the equations (4.27), then ψ = |ψ〉 obeys the
equations (4.26) with

(4.28) λ = (〈ψ, ψ〉α)−1
〈
ψ,∇ψ

〉
α

.

Proof. A straightforward computation using the properties of the connec-
tion, notably the fact that the induced derivations on the endomorphism algebra
are the canonical derivations on Aθ, and left and right Leibniz rules and metric
compatibilities. �

For a generic element λ ∈ Aα, equations (4.26) still are horribly complicated.
A very important class of examples is obtained by considering constant parameters
λ ∈ C.

Proposition 4.2. Let λ ∈ C. Then the Gaussian

(4.29) ψλ(s, k) = Ak e iτπs2/ε+λ(τ−τ)s , k = 1, . . . , q ,

is a solution of the equation (4.26) such that the element 〈ψλ, ψλ〉α ∈ Aα is invert-
ible. The vector A = (A1, . . . , Aq) ∈ Cq can be taken to lie in the complex projective
space CPq−1 by removing an inessential normalization.

Proof. Recall first that we are taking )τ > 0, hence the generalized gaussian
ψλ(s, k) in (4.29) is an element of Er,q. That it is also a solution of the equations
(4.26) (with the constant curvature connection (4.21)) is a straightforward com-
putation. As for invertibility of the corresponding element 〈ψλ, ψλ〉α ∈ Aα this is
more difficult. For the lowest values of the parameters, i.e. q = 1, r = 0, (and with
τ = i, λ = 0), the invertibility of

(4.30) 〈ψλ=0, ψλ=0〉−1/θ =
1√
2θ

∑
(m,n)∈Z2

e iπmn/θ−π(m2+n2)/2θ Zm
1 Zn

2
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(now α = −1/θ) was proved in [B] for a restricted range of the deformation pa-
rameter θ. The invertibility was extended in [W] for all values 0 < θ < 1. As
for the general case, a careful extension of the techniques of [B] and [W] provides
invertibility. �

Furthermore, a lengthy computation gives that the projection pλ ∈ Aθ corre-
sponding to the Gaussian (4.29) has dimension (= rank) r + qθ:

∫
(pλ) = r + qθ,

and topological charge q: Ψ(pλ) = q.
Before we pass to the general case of nonconstant ‘parameter’ λ in the equations

(4.26) we need to introduce gauge transformations.

4.4. Gauge Transformations. Having lifted our duality equations to equa-
tions on the bundle Er,q has introduced what we could call ‘gauge degrees of free-
dom’. Then, there are analogous of (complex) gauge transformations. These are
given by invertible elements in Aα acting on the right on Er,q,

(4.31) Er,q � |ψ〉 → |ψg〉 = |ψ〉 g ∈ Er,q , ∀ g ∈ GL(Aα) .

Notice that we do not require g to be unitary. Then, it is straightforward to
prove that projections of the form (4.25) are invariant under gauge transformations.
Indeed,

pψ → pg
ψ = |ψg〉 (〈ψg, ψg〉α)−1 〈ψg| = |ψ〉 g(g∗ 〈ψ, ψ〉α g)−1g∗ 〈ψ|

= |ψ〉 gg−1(〈ψ, ψ〉α)−1(g∗)−1g∗ 〈ψ| = |ψ〉 (〈ψ, ψ〉α)−1 〈ψ|
= pψ.

Equally straightforward is to find the gauge transformed of the self duality
equations (4.26). Indeed, let |ψ〉 ∈ Er,q be a solution of the equations (4.26):
∇ψ − ψλ = 0; and let g ∈ GL(Aα). Then by using the Leibniz rule for the
connection, one finds that the gauge transformed vector |ψg〉 will be a solution of
an equation of the same form: ∇ψg − ψgλg = 0 with λg given by

(4.32) λg = g−1λg + g−1∂(τ)g .

Let us then analyze how the gaussian projections transform under the action
of the gauge transformations (4.31). We have the following

Proposition 4.3. Let |ψ〉 be a solution of equation (4.26), λ ∈ C; and let
g ∈ GL(Aα). Then the transformed λg will again be constant if an only if there
exists a couple of integer (m, n) ∈ Z2 such that

(4.33) g = gmnUmV n no sum.

Furthermore,

(4.34) λg − λ =
2πiτ

τ − τ
(m− 1

τ
n).

Proof. The first statement in the direction right to left of the statement is
obvious. On the other hand, assume that λg ∈ C. Any g ∈ GL(Aα) is written
as g =

∑
(m,n)∈Z2 gmnUmV n. When substituting in (4.32) one gets an equation

which requires that only one term in the sum does not vanish. The relation (4.34)
is straightforwardly worked out. �
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One could also act directly on gaussian functions, which are elements of the module
Er,q on which GL(Aα) acts on the left. Indeed, let the solution corresponding to
the parameter λ ∈ C be the Gaussian ψλ as in (4.29). When acting on ψλ with
the invertible element g = gmnUmV n ∈ GL(Aα) one produces a new Gaussian ψλg

with the constant parameter λg given exactly as in (4.34). By putting together
these results with Proposition 4.2, we have the following result which parallel an
analogous one for connections minimizing a Yang-Mill functional (for which the
connections are forced to be of constant curvature) [CR].

Corollary 4.4. The moduli space of ‘gaussian projection’ is given by an or-
dinary complex torus times an ordinary projective space

(4.35) C/(τZ + Z) × CPq−1 .

As for the generic case of the equations (4.26) for a nonconstant element λ ∈ Aα,
at the moment we are unable to state a general result. In [DKL1, DKL2] it was
suggested that any solution of the these self-duality equations could be gauged away
to a gaussian solution. This would be equivalent to the statement that given any
element ρ ∈ Aα, there exists an element g ∈ GL(Aα) such that ρ = λ + g−1∂(τ)g,
with λ ∈ C. That this fact is not true follows from recent work in [P-A].
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Towards the fractional quantum Hall effect: a
noncommutative geometry perspective

Matilde Marcolli and Varghese Mathai

Abstract. In this paper we give a survey of some models of the integer and

fractional quantum Hall effect based on noncommutative geometry. We be-
gin by recalling some classical geometry of electrons in solids and the passage
to noncommutative geometry produced by the presence of a magnetic field.
We recall how one can obtain this way a single electron model of the integer
quantum Hall effect. While in the case of the integer quantum Hall effect the
underlying geometry is Euclidean, we then discuss a model of the fractional
quantum Hall effect, which is based on hyperbolic geometry simulating the
multi-electron interactions. We derive the fractional values of the Hall con-
ductance as integer multiples of orbifold Euler characteristics. We compare
the results with experimental data.

1. Electrons in solids – Bloch theory and algebraic geometry

We first recall some general facts about the mathematical theory of electrons in
solids. In particular, after reviewing some basic facts about Bloch theory, we recall
an approach pioneered by Gieseker at al. [16] [17], which uses algebraic geometry
to treat the inverse problem of determining the pseudopotential from the data of
the electric and optical properties of the solid.

Crystals. The Bravais lattice of a crystal is a lattice Γ ⊂ Rd (where we assume
d = 2, 3), which describes the symmetries of the crystal.

The electron–ions interaction is described by a periodic potential

(1.1) U(x) =
∑
γ∈Γ

u(x− γ),

namely, U is invariant under the translations in Γ,

(1.2) TγU = U, ∀γ ∈ Γ.

When one takes into account the mutual interaction of electrons, one obtains an
N -particles Hamiltonian of the form

(1.3)
N∑

i=1

(−∆xi + U(xi)) +
1
2

∑
i�=j

W (xi − xj).
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This can be treated in the independent electron approximation, namely by intro-
ducing a modification V of the single electron potential

(1.4)
N∑

i=1

(−∆xi + V (xi)).

It is remarkable that, even though the original potential U is unbounded, a rea-
sonable independent electron approximation can be obtained with V a bounded
function.
The wave function for the N -particle problem (1.4) is then of the form

ψ(x1, . . . , xN ) = det(ψi(xj)),

for (−∆ + V )ψi = Eiψi so that
∑

(−∆xi + V (xi))ψ = Eψ with E =
∑

Ei. This
reduces a multi-electron problem to the single particle case.
However, in this approximation, usually the single electron potential V is not known
explicitly, hence the focus shifts on the inverse problem of determining V .

Bloch electrons. Let Tγ denote the unitary operator on H = L2(Rd) imple-
menting the translation by γ ∈ Γ, as in (1.2). We have, for H = −∆ + V ,

(1.5) Tγ H Tγ−1 = H, ∀γ ∈ Γ.

Thus, we can simultaneously diagonalize these operators. This can be done via
characters of Γ, or equivalently, via its Pontrjagin dual Γ̂. In fact, the eigenvalue
equation is of the form Tγψ = c(γ)ψ. Since Tγ1γ2 = Tγ1Tγ2 , and the operators are
unitaries, we have c : Γ → U(1), of the form

c(γ) = ei〈k,γ〉, k ∈ Γ̂.

The Pontrjagin dual Γ̂ of the abelian group Γ ∼= Zd is a compact group isomorphic
to T d, obtained by taking the dual of Rd modulo the reciprocal lattice

(1.6) Γ� = {k ∈ Rd : 〈k, γ〉 ∈ 2πZ, ∀γ ∈ Γ}.

Brillouin zones. By definition, the Brillouin zones of a crystals are funda-
mental domains for the reciprocal lattice Γ� obtained via the following inductive
procedure. The Bragg hyperplanes of a crystal are the hyperplanes along which a
pattern of diffraction of maximal intensity is observed when a beam of radiation
(X-rays for instance) is shone at the crystal. The N -th Brillouin zone consists of all
the points in (the dual) Rd such that the line from that point to the origin crosses
exactly (n− 1) Bragg hyperplanes of the crystal.

Band structure. One obtains this way (cf. [16]) a family self-adjoint elliptic
boundary value problems, parameterized by the lattice momenta k ∈ Rd,

(1.7) Dk =
{

(−∆ + V )ψ = Eψ

ψ(x + γ) = ei〈k,γ〉ψ(x)

For each value of the momentum k, one has eigenvalues {E1(k), E2(k), E3(k), . . .}.
As functions of k, these satisfy the periodicity

E(k) = E(k + u) ∀u ∈ Γ�.
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Figure 1. Brillouin zones in a 2D crystal

Chromium Vanadium Yttrium

Figure 2. Examples of Fermi surfaces

It is customary therefore to plot the eigenvalue En(k) over the n-the Brillouin zone
and obtain this way a map

k 	→ E(k) k ∈ Rd

called the energy–crystal momentum dispersion relation.

Fermi surfaces and complex geometry. Many electric and optical prop-
erties of the solid can be read off the geometry of the Fermi surface. This is a
hypersurface F in the space of crystal momenta k,

(1.8) Fλ(R) = {k ∈ Rd : E(k) = λ}.
A comprehensive archive of Fermi surfaces for various chemical elements can be
found in [9], or online at http://www.phys.ufl.edu/fermisurface. We reproduce
in Figure 2 an example of the complicated geometry of Fermi surfaces.
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The approach to the theory of electrons in solids proposed by [16] [17] is based on
the idea that the geometry of the Fermi surfaces can be better understood by passing
to complex geometry and realizing (1.8) as a cycle on a complex hypersurface. One
considers first the complex Bloch variety defined by the condition

(1.9) B(V ) =

⎧⎨⎩(k, λ) ∈ Cd+1 :
∃ψ nontrivial solution of

(−∆ + V )ψ = λψ
ψ(x + γ) = ei〈k,γ〉ψ(x)

⎫⎬⎭
Then the complex Fermi surfaces are given by the fibers of the projection to λ ∈ C,

(1.10) Fλ(C) = π−1(λ) ⊂ B(V ).

This is a complex hypersurface in Cd. To apply the tools of projective algebraic
geometry, one works in fact with a singular projective hypersurface (a compactifi-
cation of B(V ), cf. [16]).
One can then realize the original Fermi surface (1.8) as a cycle Fλ ∩ Rd = Fλ(R)
representing a class in the homology Hd−1(Fλ(C), Z). A result of [16] is that the
integrated density of states

(1.11) ρ(λ) = lim
�→∞

1
�
#{eigenv of H ≤ λ},

for H = −∆ + V on L2(Rd/�Γ), is obtained from a period

(1.12)
dρ

dλ
=
∫

Fλ(R)

ωλ,

where ωλ is a holomorphic differential on Fλ(C).

Discretization. It is often convenient to treat problems like (1.7) by passing
to a discretized model. On �2(Zd), one considers the random walk operator

(1.13)
Rψ(n1, . . . , nd) = +

∑d
i=1 ψ(n1, . . . , ni + 1, . . . , nd)

+
∑d

i=1 ψ(n1, . . . , ni − 1, . . . , nd).

This is related to the discretized Laplacian by

(1.14) ∆ψ(n1, . . . , nd) = (2d−R) ψ(n1, . . . , nd).

In this discretization, the complex Bloch variety is described by a polynomial equa-
tion in zi, z

−1
i (cf. [16])

B(V ) =

⎧⎪⎪⎨⎪⎪⎩(z1 . . . , zd, λ) :

∃ψ ∈ �2(Γ) nontriv sol of

(R+ V )ψ = (λ + 2d)ψ

Rγiψ = zi ψ

⎫⎪⎪⎬⎪⎪⎭ ,

where Rγiψ(n1, . . . , nd) = ψ(n1, . . . , ni + ai, . . . , nd).
It will be very useful for us in the following to also consider a more general random
walk for a discrete group Γ, as an operator on H = �2(Γ). Let γi be a symmetric
set of generators of Γ, i.e. a set of generators and their inverses. The random walk
operator is defined as

(1.15) Rψ(γ) =
r∑

i=1

Rγiψ (γ) =
r∑

i=1

ψ(γγi)
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and the corresponding discretized Laplacian is ∆ = r −R.

The breakdown of classical Bloch theory. The approach to the study of
electrons in solids via Bloch theory breaks down when either a magnetic field is
present, or when the periodicity of the lattice is replaced by an aperiodic configu-
ration, such as those arising in quasi–crystals. What is common to both cases is
that the commutation relation TγH = HTγ fails.
Both cases can be studied by replacing ordinary geometry by noncommutative ge-
ometry (cf. [12]). Ordinary Bloch theory is replaced by noncommutative Bloch
theory [18]. A good introduction to the treatment via noncommutative geometry
of the case of aperiodic solids can be found in [4].
For our purposes, we are mostly interested in the other case, namely the presence
of magnetic field, as that is the source of the Hall effects. Bellissard pioneered an
approach to the quantum Hall effect via noncommutative geometry and derived a
complete and detailed mathematical model for the Integer Quantum Hall Effect
within this framework, [3].

2. Quantum Hall effect

We describe the main aspects of the classical and quantum (integer and fractional)
Hall effects, and some of the current approaches used to produce a mathematical
model. Our introduction will not be exhaustive. In fact, for reasons of space, we
will not discuss many interesting mathematical results on the quantum Hall effect
and will concentrate mostly on the direction leading to the use of noncommutative
geometry.

Classical Hall effect. The classical Hall effect was first observed in the XIX
century [19]. A thin metal sample is immersed in a constant uniform strong orthog-
onal magnetic field, and a constant current j flows through the sample, say, in the
x-direction. By Flemming’s rule, an electric field is created in the y-direction, as
the flow of charge carriers in the metal is subject to a Lorentz force perpendicular
to the current and the magnetic field. This is called the Hall current.
The equation for the equilibrium of forces in the sample

(2.1) NeE + j ∧B = 0,

defines a linear relation. The ratio of the intensity of the Hall current to the
intensity of the electric field is the Hall conductance,

(2.2) σH =
Neδ

B
.

In the stationary state, σH is proportional to the dimensionless filling factor ν = ρh
eB ,

where ρ is the 2-dimensional density of charge carriers, h is the Planck constant,
and e is the electron charge. More precisely, we have

(2.3) σH =
ν

RH
,

where RH = h/e2 denotes the Hall resistance, which is a universal constant. This
measures the fraction of Landau level filled by conducting electrons in the sample.
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Figure 3. Hall effect

Integer quantum Hall effect. In 1980, von Klitzing’s experiment showed
that, lowering the temperature below 1 K, quantum effects dominate, and the
relation of Hall conductance to filling factor shows plateaux at integer values, [21].
The effect is measured with very high precision (of the order of 10−8) and allows
for a very accurate measurement of the fine structure constant e2/�c.

Under the above conditions, one can effectively use the independent elector ap-
proximation discussed in the previous section and reduce the problem to a single
particle case.

The main physical properties of the integer quantum Hall effect are the following:

• σH , as a function of ν, has plateaux at integer multiples of e2/h.
• At values of ν corresponding to the plateaux, the conductivity along the

current density axis (direct conductivity) vanishes.

Laughlin first suggested that IQHE should have a geometric explanation [23]. More
precisely, the fact that the quantization of the Hall conductance appears as a very
robust phenomenon, insensitive to changes in the sample and its geometry, or to
the presence of impurities, suggests the fact that the effect should have the same
qualities of the index theorem, which assigns an integer invariant to an elliptic
differential operator, in a way that is topological and independent of perturbations.
The prototype of such index theorems is the Gauss–Bonnet theorem, which extracts
from an infinitesimally variable quantity, the curvature of a closed surface, a robust
topological invariant, its Euler characteristic. The idea of modelling the integer
quantum Hall effect on an index theorem started fairly early after the discovery
of the effect. Laughlin’s formulation can already be seen as a form of Gauss–
Bonnet, while this was formalized more precisely in such terms shortly afterwards
by Thouless et al. (1982) and by Avron, Seiler, and Simon (1983) (cf. [31] [1]).

One of the early successes of Connes’ noncommutative geometry [12] was a rigorous
mathematical model of the integer quantum Hall effect, developed by Bellissard,
van Elst, and Schulz-Baldes, [3]. Unlike the previous models, this accounts for all
the aspects of the phenomenon: integer quantization, localization, insensitivity to
the presence of disorder, and vanishing of direct conductivity at plateaux levels.
Again the integer quantization is reduced to an index theorem, albeit of a more
sophisticated nature, involving the Connes–Chern character, the K-theory of C∗-
algebras and cyclic cohomology (cf. [11]).
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Figure 4. Fractional quantum Hall effect

Fractional quantum Hall effect. The fractional QHE was discovered by
Stormer and Tsui in 1982. The setup is as in the quantum Hall effect: in a high qual-
ity semi-conductor interface, which will be modelled by an infinite 2-dimensional
surface, with low carrier concentration and extremely low temperatures ∼ 10mK,
in the presence of a very strong magnetic field, the experiment shows that the same
graph of h

e2 σH against the filling factor ν exhibits plateaux at certain fractional
values (Figure 4).

Under the conditions of the experiments, the independent electron approximation
that reduces the problem to a single electron is no longer viable and one has to in-
corporate the Coulomb interaction between the electrons in a many-electron theory.
For this reason, many of the proposed mathematical models of the fractional quan-
tum Hall effect resort to quantum field theory and, in particular, Chern–Simons
theory (cf. e.g. [28]).
In this survey we will only discuss a proposed model [24] [25], which is based
on extending the validity of the Bellissard approach to the setting of hyperbolic
geometry as in [5], where passing to a negatively curved geometry is used as a
device to simulate the many-electrons Coulomb interaction while remaining within
a single electron model.
What is expected of any proposed mathematical model? Primarily three things:
to account for the strong electron interactions, to exhibit the observed fractions
and predict new fractions, and to account for the varying width of the observed
plateaux. We will discuss these various aspects in the rest of the paper.

3. Noncommutative geometry models

In the theory of the quantum Hall effect noncommutativity arises from the pres-
ence of the magnetic field, which has the effect of turning the Brillouin zone into
a noncommutative space. In Bellissard’s model of the integer quantum Hall ef-
fect [3] the noncommutative space obtained this way is the noncommutative torus
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Figure 5. Tiling of the hyperbolic plane

and the integer values of the Hall conductance are obtained from the correspond-
ing Connes–Chern character. We will consider a larger class of noncommutative
spaces, associated to the action of a Fuchsian group of the first kind without par-
abolic elements on the hyperbolic plane. The idea is that, by effect of the strong
interaction with the other electrons, a single electron “sees” the surrounding ge-
ometry as curved, while the lattice sites appear to the moving electron, in a sort
of multiple image effect, as sites in a lattice in the hyperbolic plane. This model
will recover the integer values but will also produce fractional values of the Hall
conductance.

3.1. Hyperbolic geometry. Let H denote the hyperbolic plane. Its geom-
etry is described as follows. Consider the pseudosphere {x2 + y2 + z2 − t2 = 1}
in 4-dimensional Minkowski space-time M . The z = 0 slice of the pseudosphere
realizes an isometric embedding of the hyperbolic plane H in M . In this geometry,
a periodic lattice on the resulting surface is determined by a Fuchsian group Γ of
isometries of H of signature (g; ν1, . . . , νn),

(3.1) Γ = Γ(g; ν1, . . . , νn).

This is a discrete cocompact subgroup Γ ⊂ PSL(2, R) with generators ai, bi, cj, with
i = 1, . . . , g and j = 1, . . . , n and a presentation of the form

(3.2) Γ(g; ν1, . . . , νn) = 〈ai, bi, cj

∣∣∣∣∣
g∏

i=1

[ai, bi]c1 · · · cn = 1, c
νj

j = 1〉.

The quotient of the action of Γ by isometrieson H,

(3.3) Σ(g; ν1, . . . , νn) := Γ\H,

is a hyperbolic orbifold, namely a compact Riemann surface of genus g with n cone
points {x1, . . . , xn}, which are the image of points in H with non-trivial stabilizer
of the action of Γ. In the torsion free case, where we only have generators ai and
bi, we obtain smooth compact Riemann surfaces of genus g.
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π2   /p

Figure 6. Thurston’s teardrop orbifold

Orbifolds. The space Σ(g; ν1, . . . , νn) of (3.3) is a special case of good orbifolds.
These are orbifolds that are orbifold–covered by a smooth manifold. In dimension
two, in the oriented compact case, the only exceptions (bad orbifolds) are the
Thurston teardrop (Figure 6) with a single cone point of angle 2π/p, and the double
teardrop.

In particular, all the hyperbolic orbifolds Σ(g; ν1, . . . , νn) are good orbifolds and
they are orbifold–covered by a smooth compact Riemann surface,

(3.4) Σg′
G−→ Σ(g; ν1, . . . , νn) = Γ\H,

where the genus g′ satisfies the Riemann–Hurwitz formula for branched covers

(3.5) g′ = 1 +
#G

2
(2(g − 1) + (n− ν)),

for ν =
∑n

j=1 ν−1
j .

Notice moreover that the orbifolds Σ = Σ(g; ν1, . . . , νn) are an example of classifying
space for proper actions in the sense of Baum–Connes, namely they are of the form

(3.6) Σ = BΓ = Γ\EΓ.

An important invariant of orbifold geometry, which will play a crucial role in our
model of the fractional quantum Hall effect, is the orbifold Euler characteristic.
This is an analog of the usual topological Euler characteristic, but it takes values
in rational numbers, χorb(Σ) ∈ Q. It is multiplicative over orbifold covers, it
agrees with the usual topological Euler characteristic χ for smooth manifolds, and
it satisfies the inclusion–exclusion principle

(3.7)
χorb(Σ1 ∪ · · · ∪Σr) =

∑
i χorb(Σi)−

∑
i,j χorb(Σi ∩ Σj)

· · · +(−1)r+1χorb(Σ1 ∩ · · · ∩ Σr).

In the case of the hyperbolic orbifolds Σ(g; ν1, . . . , νn), the orbifold Euler charac-
teristic is given by the formula

(3.8) χorb(Σ(g; ν1, . . . , νn)) = 2− 2g + ν − n.
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Magnetic field and symmetries. The magnetic field can be described by a
2-form ω = dη, where ω and η are the field and potential, respectively, subject to
the customary relation B = curlA.
One then considers the magnetic Schrödinger operator

(3.9) ∆η + V,

where the magnetic Laplacian is given by ∆η := (d − iη)∗ (d − iη) and V is the
electric potential of the independent electron approximation.
The 2-form ω satisfies the periodicity condition γ∗ω = ω, for all γ ∈ Γ = Zd (e.g.
one might assume that the magnetic field is a constant field B perpendicular to the
sample). Thus, we have the relation 0 = ω − γ∗ω = d(η − γ∗η), which implies

(3.10) η − γ∗η = dφγ .

Due to the fact that η itself need not be periodic, but only subject to condition
(3.10), the magnetic Laplacian no longer commutes with the Γ action, unlike the
ordinary Laplacian. This is, in a nutshell, how turning on a magnetic field brings
about noncommutativity.
What are then the symmetries of the magnetic Laplacian? These are given by the
magnetic translations. Namely, after writing (3.10) in the form φγ(x) =

∫ x

x0
(η −

γ∗η), we consider the unitary operators

(3.11) T φ
γ ψ := exp(iφγ) Tγψ.

It is easy to check that these satisfy the desired commutativity (d − iη)T φ
γ =

T φ
γ (d − iη). However, commutativity is still lost in another way, namely, mag-

netic translations, unlike the ordinary translations by elements γ ∈ Γ = Zd, no
longer commute among themselves (except in the case of integer flux). We have
instead

(3.12) T φ
γ T φ

γ′ = σ(γ, γ′)T φ
γγ′.

Instead of obtaining a representation of Γ, the magnetic translations give rise to a
projective representation, with the cocycle

(3.13) σ(γ, γ′) = exp(−iφγ(γ′x0)),

where φγ(x) + φγ′(γx)− φγ′γ(x) is independent of x.

Algebra of observables. The C∗-algebra of observables should be minimal,
yet large enough to contain all of the spectral projections onto gaps in the spectrum
of the magnetic Schrödinger operators ∆η + V for any periodic potential V . Now
let U denote the set of all bounded operators on L2(H) that commute with the
magnetic translations. By a theorem of von Neumann, U is a von Neumann algebra.
By Lemma 1.1, [22], any element Q ∈ U can be represented uniquely as

Q =
∑
γ∈Γ

T−φ
γ ⊗Q(γ),

where Q(γ) is a bounded operator on the Hilbert space L2(H/Γ). Let L1 denote the
subset of U consisting of all bounded operators on Q on L2(H) that commute with
the magnetic translations and such that

∑
γ∈Γ ||Q(γ)|| < ∞. The norm closure of

L1 is a C∗-algebra denoted by C∗, that is taken to be the algebra of observables.
Using the Riesz representation for projections onto spectral gaps cf.(3.26), one can
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show as in [22] that C∗ contains all of the projections onto the spectral gaps of
the magnetic Schrödinger operators. In fact, it can be shown that C∗ is Morita
equivalent to the reduced twisted group C∗ algebra C∗

r (Γ, σ̄), explained later in the
text, showing that in both the continuous and the discrete models for the quantum
Hall effect, the algebra of observables are Morita equivalent, so they describe the
same physics. Hence we will mainly discuss the discrete model in this paper.

Semiclassical properties, as the electro-magnetic coupling constant
goes to zero. Recall the magnetic Schrödinger operator

(3.14) ∆η + µ−2V,

where ∆η is the magnetic Laplacian, V is the electric potential and µ is the electro-
magnetic coupling constant. When V is a Morse type potential, i.e. for all x ∈ H,
V (x) ≥ 0. Moreover, if V (x0) = 0 for some x0 in M, then there is a positive
constant c such that V (x) ≥ c|x − x0|2I for all x in a neighborhood of x0. Also
assume that V has at least one zero point. Observe that all functions V = |df |2,
where |df | denotes the pointwise norm of the differential of a Γ-invariant Morse
function f on H, are examples of Morse type potentials.
Under these assumptions, the semiclassical properties of the spectrum of the mag-
netic Schrödinger operator, and the Hall conductance were studied by Kordyukov,
Mathai and Shubin in [22], as the electro-magnetic coupling constant µ goes to
zero. One result obtained is that there exists an arbitrarily large number of gaps
in the spectrum of the magnetic Schrödinger operator for all µ sufficiently small.
Another result obtained in [22] is that the low energy bands do not contribute to
the Hall conductance, again for all µ sufficiently small.

Extending Pontrjagin duality. An advantage of noncommutative geometry
is that it provides a natural generalization of Pontrjagin duality. Namely, the duals
of discrete groups are noncommutative spaces.

In fact, first recall that, if Γ is a discrete abelian group, then its Pontrjagin dual Γ̂,
which is the group of characters of Γ is a compact abelian group. The duality is
given by Fourier transform ei〈k,γ〉, for γ ∈ Γ and k ∈ Γ̂.

In particular, this shows that the algebra of functions on Γ̂ can be identified with
the (reduced) C∗-algebra of the group Γ,

(3.15) C(Γ̂) ∼= C∗
r (Γ),

where the reduced C∗-algebra C∗
r (Γ) is the C∗-algebra generated by Γ in the regular

representation on �2(Γ).
When Γ is non-abelian, although Pontrjagin duality no longer works in the classical
sense, the left hand side of (3.15) still makes perfect sense and behaves “like” the
algebra of functions on the dual group. In other words, we can say that, for a
non-abelian group, the Pontrjagin dual Γ̂ still exists as a noncommutative space
whose algebra of functions is C∗

r (Γ).
This point of view can be adopted to work with the theory of electrons in solids
whenever classical Bloch theory breaks down. In the case of aperiodicity, the dual
Γ̂ (which is identified with the Brillouin zone) is replaced by a noncommutative C∗-
algebra. This is the case, similarly, for the presence of magnetic field in the quantum
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Figure 7. The Harper operator on the square lattice

Hall effect. The magnetic field deforms the Brillouin zone to a noncommutative
space, given by the (noncommutative) algebra of the magnetic translation.

Harper operators. It is again convenient to discretize the problem. The
discretized magnetic Laplacian is given in terms of the Harper operator, which is
an analog of the random walk operator seen in the previous section, but defined
using the magnetic translations. For Γ = Z2, the Harper operator is of the form

(3.16)

Hα1,α2ψ(m, n) = e−iα1n ψ(m + 1, n)

+ eiα1n ψ(m− 1, n)

+ e−iα2m ψ(m, n + 1)

+ eiα2m ψ(m, n− 1).

Here the 2-cocycle σ : Γ× Γ → U(1) is given by

(3.17) σ((m′, n′), (m, n)) = exp(−i(α1m
′n + α2mn′)).

The magnetic translations are generated by U = Rσ
(0,1) and V = Rσ

(1,0) of the form

(3.18) Uψ(m, n) = ψ(m, n + 1)e−iα2m V ψ(m, n) = ψ(m + 1, n)e−iα1n.

These satisfy the commutation relations of the noncommutative torus Aθ, with
θ = α2 − α1, namely

(3.19) UV = eiθV U.

The Harper operator (3.16) is in fact more simply written as Hσ = U +U∗+V +V ∗.
This shows that, on a 2-dimensional lattice, the effect of the magnetic field is to
deform the usual Brillouin zone (which is an ordinary torus T 2) to a noncommuta-
tive torus, where the parameter θ depends on the magnetic flux through a cell of
the lattice.
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Figure 8. Harper operator on a lattice in the hyperbolic plane

As in the case of the discretization of the ordinary Laplacian, for the magnetic
Laplacian we can also consider the corresponding Harper operator on a more general
(possibly non-abelian) discrete group Γ. This will be useful later, in our model of
the fractional quantum Hall effect, but we introduce it here for convenience. For the
general setup for finitely generated discrete groups recalled here below, we follow
[5].
Suppose given a finitely generated discrete group Γ and a multiplier σ : Γ×Γ→ U(1)
(a 2-cocycle)

σ(γ1, γ2)σ(γ1γ2, γ3) = σ(γ1, γ2γ3)σ(γ2, γ3),

σ(γ, 1) = σ(1, γ) = 1.
On the Hilbert space �2(Γ), consider the left/right σ-regular representations

(3.20) Lσ
γψ(γ′) = ψ(γ−1γ′)σ(γ, γ−1γ′) Rσ

γψ(γ′) = ψ(γ′γ)σ(γ′, γ).

These satisfy

(3.21) Lσ
γLσ

γ′ = σ(γ, γ′)Lσ
γγ′ Rσ

γRσ
γ′ = σ(γ, γ′)Rσ

γγ′.

The cocycle identity can be used to show that the left σ-regular representation
commutes with the right σ̄-regular representation, where σ̄ denotes the conjugate
cocycle. Also the left σ̄-regular representation commutes with the right σ-regular
representation.
Let {γi}r

i=1 be a symmetric set of generators of Γ. The Harper operator is given by

(3.22) Rσ =
r∑

i=1

Rσ
γi

.

The operator r −Rσ is the discrete analog of the magnetic Laplacian (cf. [30]).

Algebra of observables (discrete model). We continue in the same gener-
ality as above. The special case of interest for the integer quantum Hall effect will
be for Γ = Z2, but we adopt a more general setting in view of applications to the
fractional case.
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For Γ a finitely generated discrete group, let C(Γ, σ) be the algebra generated by
the magnetic translations represented as operators in B(�2(Γ)) through the right
σ-regular representation Rσ

γ . Equivalently, the algebra C(Γ, σ) consists of functions

f : Γ → C

with the convolution product

f1 ∗ f2(γ) =
∑

γ1γ2=γ

f1(γ1)f2(γ2)σ(γ1, γ2),

acting on the Hilbert space �2(Γ).
By taking the weak closure of C(Γ, σ) one obtains the twisted group von Neumann
algebra U(Γ, σ). This is equivalently (by the commutant theorem of von Neumann)
described as

U(Γ, σ) =
{
A ∈ B(�2(Γ)) : [Lσ̄

γ , A] = 0 ∀γ ∈ Γ
}

.

That is, U(Γ, σ) is the commutant of the left σ̄-regular representation. When taking
the norm closure of C(Γ, σ) one obtains the twisted (reduced) group C∗-algebra
C∗

r (Γ, σ), which is the algebra of observables in the discrete model.
The key properties of these algebras are summarized as follows. U(Γ, σ) is generated
by its projections and it is also closed under the measurable functional calculus,
i.e. if a ∈ U(Γ, σ) and a = a∗, a > 0, then f(a) ∈ U(Γ, σ) for all essentially
bounded measurable functions f on R. On the other hand, C∗

r (Γ, σ) has only at
most countably many projections and is only closed under the continuous functional
calculus.
In the case when σ = 1 (integer flux), with the group Γ = Z2, we simply have
U(Γ, 1) ∼= L∞(T 2) and C∗(Γ, 1) ∼= C(T 2), i.e. functions on the classical Brillouin
zone. Here the ordinary torus T 2 is identified with the group Γ̂ of characters of the
abelian group Γ = Z2.
In Bellissard’s model of the integer quantum Hall effect, where Γ = Z2, with σ the
nontrivial cocycle described in (3.17) and θ = α2−α1, the twisted (reduced) group
C∗-algebra is the irrational rotation algebra of the noncommutative torus,

(3.23) C∗
r (Γ, σ) ∼= Aθ.

We will not describe in detail the derivation of the quantization of the Hall conduc-
tance in this model of the integer quantum Hall effect. In fact, we will concentrate
mostly on a model for the fractional quantum Hall effect and we will show how to
recover the integer quantization within that model, using the results of [5].

Spectral theory. For Γ a finitely generated discrete group and {gi}r
i=1 a

symmetric set of generators, the Cayley graph G = G(Γ, gi) has as set of vertices
the elements of Γ and as set of edges emanating from a given vertex h ∈ Γ the set
of translates gih.
The random walk operator (1.15) for Γ is then an average on nearest neighbors in
the Cayley graph. The discrete analog of the Schrödinger equation is of the form

(3.24) i
∂

∂t
ψ = Rσψ + V ψ,

where all physical constants have been set equal to 1. It describes the quantum me-
chanics of a single electron confined to move along the Cayley graph of Γ, subject to
the periodic magnetic field. Here Rσ is the Harper operator encoding the magnetic
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Figure 9. Hofstadter butterfly

field and V is the electric potential of the independent electron approximation. The
latter can be taken to be an operator in the twisted group algebra, V ∈ C(Γ, σ).
More precisely, equation (3.24) should be formulated with the discrete magnetic
laplacian δσ = r −Rσ in place of Rσ, with r the cardinality of a symmetric set of
generators for Γ. This does not really matter as far as the spectral properties are
concerned, as the spectrum of one determines the spectrum of the other.
As in the case of the theory of electrons in solids without magnetic field recalled
in the first section, an important problem is understanding the energy levels of the
Hamiltonian Hσ,V = Rσ + V , and the band structure (gaps in the spectrum).
The Harper operator Rσ is a bounded self-adjoint operator on �2(Γ), since it is
defined in terms of a symmetric set of generators of Γ. Thus, the spectrum Spec(Rσ)
is a closed and bounded subset of R. It follows that the complement R\Spec(Rσ)
is an open subset of R, hence a countable union of disjoint open intervals. Each
such interval is called a gap in the spectrum.
There are two very different situations. When the complement of the spectrum
consists of a finite collection of intervals then the operator has a band structure,
while if the complement consists of an infinite collection of intervals then the spec-
trum is a Cantor set. In the case of the group Γ = Z2, one or the other possibility
occurs depending on the rationality or irrationality of the flux

θ = 〈[σ], [Γ]〉.

This gives rise to a diagram known as the Hofstadter butterfly (Figure 9).

Range of the trace. In our model of the fractional quantum Hall effect, Γ is
a cocompact Fuchsian group of signature (g, ν1, . . . , νn). In this case (cf. [25]), if
[σ] is rational, then there is only a finite number of gaps in the spectrum of Hσ +V .
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In fact, if θ = p/q then the number of gaps is at most

(3.25) (q + 1)
n∏

j=1

(νj + 1).

In terms of the algebra of observables, the question of how many gaps there are in
the spectrum of Hσ,V can be reduced to studying the number of projections in the
C∗-algebra C∗

r (Γ, σ) (up to equivalence). In fact, we have

Hσ,V ∈ C(Γ, σ) ⊂ C∗
r (Γ, σ) ⊂ U(Γ, σ).

In particular, Hσ and its spectral projections

PE = χ(−∞,E](Hσ,V )

belong to the algebra U(Γ, σ). Moreover, when E /∈ Spec(Hσ,V ), the spectral
projection PE is in C∗

r (Γ, σ). In fact, suppose that the spectrum of Hσ,V is contained
in a closed interval, and that the open interval (a, b) is a spectral gap of Hσ,V .
Suppose that E ∈ (a, b), i.e. E /∈ Spec(Hσ,V ). Then there is a holomorphic function
φ on a neighborhood of spec(Hσ,V ) such that

(3.26) PE = φ(Hσ,V ) =
∫

C

dλ

λ−Hσ,V

where C is a closed contour enclosing the spectrum of Hσ,V to the left of E. Since
C∗

r (Γ, σ) is closed under the holomorphic functional calculus, it follows that PE ∈
C∗

r (Γ, σ).
The equivalence relation we need to consider on projections, so that the counting
will provide the counting of spectral gaps, is described as follows. Let Proj(C∗

r (Γ, σ)⊗
K) denote the projections in C∗

r (Γ, σ) ⊗ K, where K the C∗ algebra of compact
operators. Two projections P, Q ∈ Proj(C∗

r (Γ, σ) ⊗ K) are said to be Murray-von
Neumann equivalent if there is an element V ∈ C∗

r (Γ, σ)⊗K such that P = V ∗V and
Q = V V ∗, and we write P ∼ Q. It can be shown that Proj(C∗

r (Γ, σ)⊗K)/ ∼ is an
abelian semi-group under direct sums, and the Grothendieck group K0(C∗

r (Γ, σ)))
is defined as the associated abelian group.
Now the estimate on the number of equivalence classes of projections is achieved by
computing the range of a trace. The von Neumann algebra U(Γ, σ) and C∗-algebra
C∗

r (Γ, σ) have a canonical faithful finite trace τ , where

τ(a) = 〈aδ1, δ1〉�2(Γ),

where δγ is the basis of �2(Γ). If Tr denotes the standard trace on bounded operators
in an ∞-dimensional separable Hilbert space H, then we obtain a trace

tr = τ ⊗ Tr : Proj(C∗
r (Γ, σ)⊗ K)→ R.

This induces a trace on the K-group

[tr] : K0(C∗
r (Γ, σ))) → R

with
tr(Proj(C∗

r (Γ, σ))) = [tr](K0(C∗
r (Γ, σ))) ∩ [0, 1].

The result quoted above in (3.25), counting the energy gaps in our hyperbolic
model, can then be derived from the following result proved in [25].
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Theorem 3.1. Let Γ be a cocompact Fuchsian group of signature (g : ν1, . . . , νn)
and σ be a multiplier on Γ with flux θ. Then the range of the trace is,

(3.27) [tr](K0(C∗
r (Γ, σ))) = Z + θZ +

∑
j

1
νj

Z.

Here the flux is again given by the pairing θ = 〈[σ], [Γ]〉, where [Γ] = [Σg′ ]
#G is the

fundamental class of the group Γ = Γ(g; ν1, . . . , νn) and g′ is given by the formula
(3.5).
The Baum–Connes conjecture holds for the Fuchsian groups Γ = Γ(g; ν1, . . . , νn),
and one can compute the K-theory of the C∗-algebra C∗

r (Γ, σ) in terms of the
orbifold K-theory of Σ(g; ν1, . . . , νn). This uses a Morita equivalence (A⊗C0(G))�
Γ � C0(Γ\G, E), where E = A ×Γ G → Γ\G, in the case where G = PSL(2, R).
Without the twisting by σ, one can identify

K•(C∗
r (Γ)) ∼= K•

SO(2)(P (g; ν1, . . . , νn)),

where P (g; ν1, . . . , νn) is the frame bundle Γ\PSL(2, R). The result can be identified
with the orbifold K-theory

K•
orb(Σ(g; ν1, . . . , νn)) ∼=

{
Z2−n+

P
νj • = even

Z2g • = odd

In the twisted case, one still has the equivalence C0(Γ\G, E) � C0(Γ\G, Eσ) when
the class δ(σ) = 0, where δ : H2(Γ, U(1)) → H3(Γ, Z) is a surjection coming from

the long exact sequence of 1 → Z ↪→ R
exp(2πi·)−→ U(1)→ 1.

The computation of the range of the trace (3.27) then follows from an index
theorem. Let E be an orbifold vector bundle over Σ = Σ(g; ν1, . . . , νn), and

[E ] ∈ K•
orb(Σ). Let /̃∂

+

E be the twisted Dirac operator on the universal cover H.

For ∇2 = iω the magnetic field, the operator /̃∂
+

E ⊗∇ commutes with the projective
action of (Γ, σ). There is an analytic index

(3.28) ind(Γ,σ) /̃∂
+

E ⊗∇ ∈ K0(C∗
r (Γ, σ)),

which is the image under the (twisted) Kasparov map

µσ([E ]) = ind(Γ,σ) /̃∂
+

E ⊗∇.

To compute the range of the trace [tr] : K0(C∗
r (Γ, σ)) → R one computes then the

index

(3.29) IndL2

(
/̃∂
+

E ⊗∇
)

= [tr]
(
ind(Γ,σ) /̃∂

+

E ⊗∇
)

.

We have
IndL2

(
/̃∂
+

E ⊗∇
)

=
1
2π

∫
Σ

Â tr(eRE
)eω.

Since Σ is of real dimension 2, this formula reduces to
rankE

2π

∫
Σ

ω +
1
2π

∫
Σ

tr(RE).

The first term is computed by
rank(E)

2π

∫
Σ

ω =
rank(E)
2π#G

∫
Σg′

ω = rank(E)〈[σ], [Γ]〉 ∈ θZ,
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while the second term is computed by the Kawasaki index theorem for orbifolds

Z � ind(/∂+
E ) =

1
2π

∫
Σ

tr(RE) +
1
2π

n∑
i=1

βi

νi
,

where (βi, νi) are the Seifert invariants of E . This implies that

1
2π

∫
Σ

tr(RE) ∈ Z +
n∑

i=1

1
νi

Z.

Rieffel, and Pimsner and Voiculescu established analogous results in the case Γ =
Z2. The result in the case of torsion-free Fuchsian groups was established in [5].
In more recent work, Mathai generalized this result to discrete subgroups of rank
1 groups and to all amenable groups, and more generally whenever the Baum–
Connes conjecture with coefficients holds for the discrete group, [26]. By contrast,
the behavior of spectral gaps when the flux is irrational is still mysterious. The
problem can be formulated in terms of the following conjecture (also known as the
“generalized ten Martini problem”), cf. [24] [25].

Conjecture 3.1. Let Γ be a cocompact Fuchsian group and σ be a multiplier on
Γ. If the flux θ is irrational, then there is a V ∈ C(Γ, σ) such that Hσ,V has an
infinite number of gaps in its spectrum.

It is not yet known if any gaps exist at all in this case! However, using Morse–type
potentials, Mathai and Shubin [27] proved that there is an arbitrarily large number
of gaps in the spectrum of magnetic Schrödinger operators on covering spaces, (i.e.
in the continuous model).
Recent work of Dodziuk, Mathai, and Yates [14] shows another interesting property
of the spectrum, namely the fact that all L2 eigenvalues of the Harper operators
of surface groups Γ are algebraic numbers, whenever the multiplier is algebraic,
that is, when [σ] ∈ H2(Γ, Q/Z). In fact the same result remains true when adding
potentials V in Q(Γ, σ) to the Harper operator.

4. Hall conductance

We finally come to a discussion of the quantization of the Hall conductance. This
will follow again from a topological argument, and index theorem, as in the Bellis-
sard case, but in our setting with hyperbolic geometry. We will derive, from our
model, a formula for the Hall conductance in terms of values of the orbifold Euler
characteristic, and we will compare the results with experimentally observed values.

A smooth subalgebra. We will consider a cyclic cocycle associated to the
Connes–Kubo formula for the conductance, which will be defined in terms of certain
derivations. For this reason, we need to introduce a smooth subalgebra, namely, a
dense involutive subalgebra of the algebra of observables C∗

r (Γ, σ). This subalgebra
contains C(Γ, σ) and is contained in the domain of definition of the derivations. It
contains the spectral projection PE , when the Fermi level is in a gap of the energy
spectrum. Moreover, it satisfies the following two key properties.

(1) The inclusion R ⊂ C∗
r (Γ, σ) induces an isomorphism in K-theory.

(2) Polynomial growth group cocycles on Γ define cyclic cocycles on C(Γ, σ)
that extend continuously to R.
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R is defined as follows. Consider an operator D defined as

Dδγ = �(γ)δγ ∀γ ∈ Γ,

where �(γ) denotes the word length of γ. Let δ = ad(D) denote the commutator
[D, ·]. Then δ is an unbounded, but closed derivation on C∗

r (Γ, σ). Define

R :=
⋂
k∈N

Dom(δk).

It is clear that R contains δγ ∀γ ∈ Γ and so it contains C(Γ, σ). Hence it is dense
in C∗

r (Γ, σ). It is not hard to see that R is closed under the holomorphic functional
calculus, and therefore by a result of Connes, property (1) above holds, and by
equation (3.26), PE ∈ R.

Until now, we have not used any special property of the group Γ. But now assume
that Γ is a surface group. Then it follows from a result of [20], [22] that there
is a k ∈ N and a positive constant C ′ such that for all f ∈ C(Γ, σ), one has the
Haagerup inequality

(4.1) ‖f‖ ≤ C′ νk(f),

where ‖f‖ denotes the operator norm of the operator on �2(Γ) given by left con-
volution by f , and the bound νk(f) is given in terms of the L2 norms of f and of
(1 + l2)s/2f , for all 0 ≤ s ≤ k. Using this, it is routine to show that property (2)
holds.

Notice that the spectral projections onto gaps in the Hamiltonian H belong to the
algebra of observables R, for any choice of electric potential V .

Cyclic cocycles. Cyclic cohomology was introduced by Connes in [11]. It is
a main source of invariants of noncommutative spaces, obtained by the pairing of
cyclic cocycles with K-theory. Cyclic cocycles are also called multilinear traces,
and the word cyclic refers to invariance under the cyclic group Z/(n + 1)Z acting
on the slots of the Cartesian product. Namely, t is a cyclic n-cocycle if

t : R×R · · · × R → C

satisfies the cyclic condition

t(a0, a1, . . . , an) = t(an, a0, a1, . . . , an−1) = · · · = t(a1, . . . , an, a0),

and the cocycle condition

t(aa0, a1, . . . , an)− t(a, a0a1, . . . , an) · · · (−1)n+1t(ana, a0, . . . , an−1) = 0.

For instance, a cyclic 0-cocycle is just a trace. In fact, in this case, the condition it
satisfies is t(ab) = t(ba). A cyclic 1-cocycle satisfies t(a, b) = t(b, a) and t(ab, c) −
t(a, bc) + t(ca, b) = 0, and a cyclic 2-cocycle satisfies

t(a, b, c) = t(c, a, b) = t(b, c, a) and

t(ab, c, d)− t(a, bc, d) + t(a, b, cd)− t(da, b, c) = 0.
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Conductance cocycle. A formula for the Hall conductance is obtained from
transport theory. In the case of Γ = Z2, the current density in e1 direction corre-
sponds to the functional derivative δ1 of Hσ by A1, the corresponding component
of the magnetic potential. The expected value of current is the given by tr(Pδ1H)
for a state P of the system. Using ∂tP = i[P, H ] and ∂t = ∂A2

∂t × δ2, where e2 ⊥ e1,
one gets

itr(P [∂tP, δ1P ]) = −iE2tr(P [δ2P, δ1P ]),
where the electrostatic potential has been gauged away, leaving E = −∂A

∂t . Because
the charge carriers are Fermions, two different charge carriers must occupy different
quantum eigenstates of the Hamiltonian H . In the zero temperature limit, charge
carriers occupy all levels below the Fermi level, so that we can set P = PF in the
formula above. This gives the Kubo formula for the conductance

σH = tr(PF [δ1PF , δ2PF ]).

This argument can be generalized to our setting, keeping into account the fact that,
in our model, by effect of the strong multi-electron interaction, to a moving elector
the directions {e1, e2} appear split into {ei, ei+g}i=1,...,g corresponding to ai, bi,
for some lattice in the hyperbolic plane. The following is a general mathematical
formulation of the result.
Given a 1-cocycle a on the discrete group Γ, i.e.

a(γ1γ2) = a(γ1) + a(γ2) ∀γ1, γ2 ∈ Γ,

one can define a linear functional δa on the twisted group algebra C(Γ, σ)

δa(f)(γ) = a(γ)f(γ).

Then one verifies that δa is a derivation:

δa(fg)(γ) = a(γ)fg(γ)

= a(γ)
∑

γ=γ1γ2
f(γ1)g(γ2)σ(γ1, γ2)

=
∑

γ=γ1γ2

(
a(γ1) + a(γ2)

)
f(γ1)g(γ2)σ(γ1, γ2)

=
∑

γ=γ1γ2

(
δa(f)(γ1)g(γ2)σ(γ1, γ2) + f(γ1)δa(g)(γ2)σ(γ1, γ2)

)
= (δa(f)g)(γ) + (fδag)(γ).

In the case of a Fuchsian group Γ, the first cohomology H1(Γ, Z) of the group Γ
is a free Abelian group of rank 2g, where g is the genus of Γ\H. The cohomology
H1(Γ, R) is in fact a symplectic vector space, and we can assume that {aj, bj}j=1,...,g

is a symplectic basis.
We denote δaj by δj and δbj by δj+g. These derivations give rise to a cyclic 2-cocycle
on the twisted group algebra C(Γ, σ),

(4.2) trK(f0, f1, f2) =
g∑

j=1

tr(f0(δj(f1)δj+g(f2)− δj+g(f1)δj(f2))).

trK is called the conductance 2-cocycle.
Let PE denote denote the spectral projection associated to the Fermi level, i.e.
PE = χ(−∞,E](H). Then, in the zero temperature limit, the Hall conductance is
given by

σE = trK(PE , PE , PE).
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Quantum adiabatic limit. We recall briefly the justification of (4.2) in terms
of the quantum adiabatic limit for a slowly varying time dependent Hamiltonian,
cf. [7].
If H(s) is a smooth family of self-adjoint Hamiltonians and P (s) are spectral pro-
jections on a gap in the spectrum of H(s), then

X(s) =
1

2πi

∮
C

R(z, s)∂sP (s)R(z, s)dz,

with R(z, s) = (H(s)− z)−1, satisfies the commutation relations

[∂sP (s), P (s)] = [H(s), X(s)].

The quantum adiabatic limit theorem (cf. [2]) then shows that the adiabatic evo-
lution approximates well the physical evolution, for large values of the adiabatic
parameter τ →∞, via an estimate of the form

‖(Uτ (s)− Ua(s))P (0)‖ ≤
1
τ

max
s∈[0,∞)

{2‖X(s)P (s)‖+ ‖∂s(X(s)P (s))P (s)‖}.

Here the physical evolution satisfies

i∂sUτ (s) = τH(s)Uτ (s),

Uτ (0) = 1, where s = t/τ is a scaled time, and the adiabatic evolution is defined
by the equation

P (s) = Ua(s)P (0)Ua(s)∗

with Ua(0) = 1.
In our setting, the functional derivative δkH , with respect to a component Ak of
the magnetic potential, gives a current density Jk. Its expectation value in a state
described by a projection P on a gap in the spectrum of the Hamiltonian is then
computed by tr(PδkH). In the quantum adiabatic limit, one can replace δkH with
δkHa, where the adiabatic Hamiltonian Ha satisfies

i∂sUa(s) = τHa(s)Ua(s)

and the equation of motion

[Ha(s), P (s)] =
i

τ
∂sP (s).

This implies that the relation

(4.3) tr(P [∂tP, δkP ]) = itr(δk(PHa))− itr(PδkHa).

We make some simplifying assumptions. If the trace is invariant under variations of
Ak, then the first term in the right hand side of (4.3) vanishes. We also assume that
the only time dependence of H and P is in the adiabatic variation of a component
Aj distinct from Ak, and we work in the Landau gauge, so that the electrostatic
potential vanishes and the electric field is given by E = −∂A/∂t. Then we have
∂t = −Ejδj , so that the expectation of the current Jk is given by

tr(PδkH) = itr(P [∂tP, δkP ])

= −iEjtr(P [δjP, δkP ]),



256 MATILDE MARCOLLI AND VARGHESE MATHAI

hence the conductance for a current in the k direction induced by an electric field
in the j direction is given by −itr(P [δjP, δkP ]). The analytic aspects of this formal
argument can be made rigorous following the techniques used in [33].

Area cocycle. Our conclusion above, as in the case of the integer Hall effect,
is that one can compute the Hall conductance by evaluating a certain cyclic cocycle
on a projection, namely on some element in K-theory. It is often the case that, in
order to compute the pairing of a cyclic cocycle with K-theory, one can simplify
the problem by passing to another cocycle in the same cohomology class, i.e. that
differs by a coboundary. This is what will happen in our case.
We introduce another cyclic cocycle, which has a more direct geometric meaning.
On G = PSL(2, R), there is an area cocycle (cf. [12]). This is the 2-cocycle

C : G×G→ R

C(γ1, γ2) = (oriented) hyperbolic area of the
geodesic triangle with

vertices at(z0, γ
−1
1 z0, γ2z0), z0 ∈ H

The restriction of this cocycle to a discrete subgroup Γ ⊂ PSL(2, R) gives the area
group cocycle on Γ. This in turn defines a cyclic 2-cocycle on C(Γ, σ) by

(4.4) trC(f0, f1, f2) =
∑

γ0γ1γ2=1

f0(γ0)f1(γ1)f2(γ2)C(γ1, γ2)σ(γ1, γ2).

Since C is (polynomially) bounded, trC can be shown to extend to the smooth
subalgebra R.

Comparison. Two cyclic 2-cocycles t1 and t2 differ by a coboundary (that is,
they define the same cyclic cohomology class) iff

t1(a0, a1, a2)− t2(a0, a1, a2) = λ(a0a1, a2)− λ(a0, a1a2) + λ(a2a0, a1),

where λ is a cyclic 1-cocycle.
As in [5], [24], the difference between the conductance cocycle trK and the area
cocycle trC can be evaluated in terms of the difference between the hyperbolic area
of a geodesic triangle and the Euclidean area of its image under the Abel-Jacobi
map. This difference can be expressed as a sum of three terms

(4.5) U(γ1, γ2) = h(γ−1
2 , 1)− h(γ−1

1 , γ2) + h(1, γ1),

where each term is a difference of line integrals, one along a geodesic segment in H
and one along a straight line in the Jacobian variety. The cocycles correspondingly
differ by

trK(f0, f1, f2)− trC(f0, f1, f2) =
∑

γ0γ1γ2=1

f0(γ0)f1(γ1)f2(γ2)U(γ1, γ2)σ(γ1, γ2).

This expression can be written as λ(f0f1, f2)− λ(f0, f1f2) + λ(f2f0, f1) where

λ(f0, f1) =
∑

γ0γ1=1

f0(γ0)f1(γ1)h(1, γ1)σ(γ0, γ1),

with h as in (4.5).
Thus, the cocycles trK and trC differ by a coboundary. Since they are cohomolo-
gous, trK and trC induce the same map on K-theory.
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Values of the Hall conductance. The problem of deriving the values of the
Hall conductance is now reduced to computing the pairing of the area cyclic 2-
cocycle with K-theory. The computation is again done through an index theorem.
This time the appropriate framework is (a twisted version of) the Connes–Moscovici
higher index theorem [13]. We have the following result, [24]:

Theorem 4.1. The values of the Hall conductance are given by the twisted higher
index formula

(4.6) Indc,Γ,σ(/∂+
E ⊗∇) =

1
2π#G

∫
Σg′

Â tr(eRE )eωuc,

where ω = dη is the 2-form of the magnetic field, ∇2 = iω, c is a cyclic cocycle c
and uc is its lift, as in [13], to a 2-form on Σg′ .

Again, since Σ is 2-dimensional, the formula (4.6) reduces to just the term

(4.7) Indc,Γ,σ(/∂+
E ⊗∇) =

rankE
2π#G

∫
Σg′

uc.

Notice that, while it seems at first that in (4.7) all dependence on the magnetic field
has disappeared in this formula, in fact it is still present through the orbifold vector
bundle E that corresponds (through Baum–Connes) to the class of the spectral
projection PE in K0(C∗

r (Γ, σ), of the Fermi level.
When c is the area cocycle, the corresponding 2-form uc is just the hyperbolic
volume form, hence the right hand side of (4.7) is computed by the Gauss–Bonnet
formula

∫
Σg′ uc = 2π(2g′ − 2), so that

(4.8)
rank(E)
2π#G

∫
Σg′

uc = rank(E)
(2g′ − 2)

#G
= −rank(E)χorb(Σ) ∈ Q

which yields an integer multiple of the orbifold Euler characteristic.
The conclusion is that, in our model, the Hall conductance takes rational values
that are integer multiples of orbifold Euler characteristics, Rational values of the
conductance

σH = trK(PF , PF , PF ) = trC(PF , PF , PF ) ∈ Zχorb(Σ).

Discussion of the model. A first important observation, in terms of physical
predictions, is that our model of FQHE predicts the existence of an absolute lower
bound on the fractional values of the Hall conductance. The lower bound is imposed
by the orbifold geometry, and does not have an analog in other theoretical models,
hence it appears to be an excellent possible experimental test of the validity of
our theoretical model. The lower bound is obtained from the Hurwitz theorem,
which states that the maximal order of a finite group G acting by isometries on a
smooth Riemann surface Σg′ is #G = 84(g′ − 1). This imposes the constraint on
the possible quantum Hall fractions:

φ ≥ 2(g′ − 1)
84(g′ − 1)

=
1
42

.

The lower bound is realized by 1/42 = −χorb(Σ(0; 2, 3, 7)).
A key advantage of our hyperbolic model is that it treats the FQHE within the same
framework developed by Bellissard et al. for the IQHE, with hyperbolic geometry
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replacing Euclidean geometry, to account for the effect of electron correlation, while
remaining formally within a single particle model.

The fractions for the Hall conductance that we get are obtained from an equivariant
index theorem and are thus topological in nature. Consequently, the Hall conduc-
tance is seen to be stable under small deformations of the Hamiltonian. Thus, this
model can be generalized to systems with disorder as in [6], and then the hypothesis
that the Fermi level is in a spectral gap of the Hamiltonian can be relaxed to the
assumption that it is in a gap of extended states. This is a necessary step in order
to establish the presence of plateaux.

In fact, this solves the apparent paradox that we still have a FQHE, even though
the Hamiltonian Hσ,V may not have any spectral gaps. The reason is that, as
explained in [6], the domains of the cyclic 2-cocycles trC and trK are in fact larger
than the smooth subalgebra R. More precisely, there is a ∗-subalgebra A such that
R ⊂ A ⊂ U(Γ, σ) and A is contained in the domains of trC and trK . A is closed
under the Besov space functional calculus, and the spectral projections PE of the
Hamiltonian Hσ,V that lie in A are called gaps in extended states. They include
all the spectral projections onto gaps in the energy spectrum, but contain many
more spectral projections. In particular, even though the Hamiltonian Hσ,V may
not have any spectral gaps, it may still have gaps in extended states. The results
extend in a straightforward way to the case with disorder, where one allows the
potential V to be random, cf. [6].

Let us discuss the comparison with experimental data on the quantum Hall effect.
Our model recovers the observed fractions (including the elusive 1/2). Table 1
below illustrates how low genus orbifolds with a small number of cone points are
sufficient to recover many observed fractions. In this first table, we consider exper-
imentally observed fractions, which we recover in our model. Notice how fractions
like 1/3, 2/5, 2/3, which experimentally appear with a wider and more clearly
marked plateau, also correspond to the fractions realized by a larger number of
orbifolds (we only checked the number of solutions for small values νj ≤ 20, n = 3,
g = 0, and φ < 1). These observations should be compared with the experimental
data, cf. e.g. [29] [8].

Regarding the varying width of the plateaux, what appears promising in Table
1 is the fact that the fractions that are more easily observed experimentally, i.e.
those that appear with a larger and more clearly marked plateau (cf. e.g. [29],
[8]), also correspond to orbifold Euler characteristics that are realized by a large
number of orbifolds. We can derive a corresponding qualitative graph of the widths,
to be compared with the experimental ones. Table 2 shows how to obtain some
experimentally observed fractions with φ > 1 (without counting multiplicities).

The main limitation of our model is that it seems to predict too many fractions,
which at present do not seem to correspond to experimentally observed values. To
our knowledge, however, this is also a limitation in the other theoretical models
available in the literature. Another serious limitation is the fact that this model
does not explain why even denominator fractions are more difficult to observe than
odd ones. In fact, even for small number of cone points and low genus, one obtains a
large number of orbifold Euler characteristics with even denominator, which are not
justified experimentally. On the occurrence of even denominators in the fractional
quantum Hall effect experiments, cf. [32] [10] [15]. Table 3 provide a list of odd
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and even denominator fractions predicted by our model, using genus zero orbifolds
with three cone points.

Questions and directions. We have discussed the transition from classical
Bloch theory to noncommutative Bloch theory, as effect of the presence of a mag-
netic field. In particular, we have seen that the Brillouin zone becomes a noncommu-
tative space. It would be interesting to investigate, using this point of view based on
noncommutative geometry, what happens to the algebro-geometric theory of Fermi
curves and periods. Another natural question related to the results discussed here
is whether a Chern–Simons approach to the fractional quantum Hall effect may give
a different justification for the presence of the orbifolds Σ(g; ν1, . . . , νn). In fact,
these and their symmetric products appear as spaces of vortices in Chern–Simons
(or Seiberg–Witten) theory.

Tables 1 and 2: experimental fractions.
experimental g = 0 n = 3 experimental g = 0 n = 3

1/3 Σ(0; 3, 6, 6) 2/5 Σ(0; 5, 5, 5)
Σ(0; 4, 4, 6) Σ(0; 4, 4, 10)
Σ(0; 3, 4, 12) Σ(0; 3, 6, 10)
Σ(0; 2, 12, 12) Σ(0; 3, 6, 10)
Σ(0; 2, 10, 15) Σ(0; 3, 5, 15)
Σ(0; 2, 9, 18) Σ(0; 2, 20, 20)

2/3 Σ(0; 9, 9, 9) 3/5 Σ(0; 5, 10, 10)
Σ(0; 8, 8, 12) Σ(0; 6, 6, 15)
Σ(0; 6, 12, 12) Σ(0; 4, 12, 15)
Σ(0; 6, 10, 15) Σ(0; 4, 10, 20)
Σ(0; 6, 9, 18)
Σ(0; 5, 15, 15)
Σ(0; 5, 12, 20)

4/9 Σ(0; 3, 9, 9) 5/9 Σ(0; 6, 6, 9)
Σ(0; 4, 4, 18) Σ(0; 4, 9, 12)
Σ(0; 3, 6, 18) Σ(0; 3, 18, 18)

4/5 Σ(0; 15, 15, 15) 3/7 Σ(0; 4, 4, 14)
Σ(0; 12, 15, 20) Σ(0; 3, 6, 14)
Σ(0; 10, 20, 20)

4/7 Σ(0; 7, 7, 7) 5/7 Σ(0; 7, 14, 14)

experimental g = 0 or g = 1

8/5 Σ(0; 2, 4, 4, 5, 5)

11/7 Σ(0; 2, 2, 7, 7, 7)

14/9 Σ(1; 3, 9)

4/3 Σ(1; 3, 3)

7/5 Σ(0; 5, 5, 10, 10)

10/7 Σ(0; 7, 7, 7, 7)

13/9 Σ(0; 6, 6, 9, 9)

5/2 Σ(1; 6, 6, 6)
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Table 3: predicted fractions.
odd g = 0 n = 3 even g = 0 n = 3

8/15 Σ(0; 5, 6, 10) Σ(0; 5, 5, 15) 1/2 Σ(0; 6, 6, 6) Σ(0; 5, 5, 10)
Σ(0; 4, 6, 20) Σ(0; 3, 15, 15) Σ(0; 4, 8, 8) Σ(0; 4, 6, 12)

Σ(0; 3, 12, 20) Σ(0; 4, 5, 20) Σ(0; 3, 12, 12)
Σ(0; 3, 10, 15) Σ(0; 3, 9, 18)

7/9 Σ(0; 12, 12, 18) Σ(0; 10, 15, 18) 1/4 Σ(0; 4, 4, 4) Σ(0; 3, 4, 6)
Σ(0; 9, 18, 18) Σ(0; 3, 3, 12) Σ(0; 2, 8, 8)

Σ(0; 3, 3, 12) Σ(0; 2, 8, 8)
Σ(0; 2, 6, 12) Σ(0; 2, 5, 20)

11/21 Σ(0; 6, 6, 7) Σ(0; 4, 7, 12) 7/12 Σ(0; 6, 8, 8) Σ(0; 6, 6, 12)
Σ(0; 3, 14, 14) Σ(0; 5, 6, 20) Σ(0; 4, 12, 12)

Σ(0; 4, 10, 15) Σ(0; 4, 9, 18)

16/21 Σ(0; 12, 12, 14) Σ(0; 10, 14, 15)
Σ(0; 9, 14, 18)

11/15 Σ(0; 10, 10, 15) Σ(0; 10, 12, 12)
Σ(0; 9, 10, 18) Σ(0; 6, 20, 20)
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Homological algebra for Schwartz algebras of reductive 
p-adic groups 

Ralf Meyer 

ABSTRACT. Let G be a reductive group over a non-Archimedean local field. 
Then the canonical functor from the derived category of smooth tempered 
representations of G to the derived category of all smooth representations of G 
is fully faithful. Here we consider representations on bornological vector spaces. 
As a consequence, if G is semi-simple, V and W are tempered irreducible 
representations of G, and V or W is square-integrable, then Extg(V, W) = 0 
for all n > 1. We use this to prove in full generality a formula for the formal 
dimension of square-integrable representations due to Schneider and Stuhler. 

1. Introduction 

Let G be a linear algebraic group over a non-Archimedean local field whose 
connected component of the identity element is reductive; we briefly call such groups 
reductive p-adic groups. For the purposes of exposition, we assume throughout the 
introduction that the connected centre of G is trivial, although we treat groups 
with arbitrary centre in the main body of this article. 

We are going to compare homological and cohomological computations for the 
Hecke algebra (G) and the Harish-Chandra Schwartz algebra S(G). Our main 
result asserts t H the derived category of S(G) is a full subcategory of the derived 
category of H(G). These derived categories incorporate a certain amount of func­
tional analysis because S(G) is more than just an algebra. Before we discuss this, 
we sketch two purely algebraic applications of our main theorem. 

Let Modalg(G) be the category of smooth representations of G on complex 
vector spaces. We compute some extension spaces in this Abelian category. If 
both V and W are irreducible tempered representations and one of them is square-
integrable, then E x t g ( V , W ) = 0 for n ≥ 1. If the local field underlying G has 
characteristic 0, this is proven by very different means in [20]. We get a more 
transparent proof that also works in prime characteristic. 

The vanishing of Extg(V, W) is almost trivial if V or W is supercuspidal be­
cause then V or W is both projective and injective in Modalg(G). This is related 
to the fact that supercuspidal representations are isolated points in the admissible 
dual. Square-integrable representations are isolated points in the tempered dual. 
Hence they are projective and injective in an appropriate category Mod(S(G)) of 
tempered smooth representations of G. Both Mod (S(G)) and Modalg(G) are full 
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subcategories in a larger category Mod(G). That is, we have fully faithful functors 

Mod ( S(G)) —> Mod(G) <— Modalg(G). 

We will show that the induced functors between the derived categories, 

Der ( S(G) ) —> Der(G) <— Deralg(G), 

are still fully faithful. This contains the vanishing result for Ext as a special case. 
Another application involves Euler characteristics for square-integrable repre­

sentations. Let V be an irreducible square-integrable representation of G. By a 
theorem of Joseph Bernstein, any finitely generated smooth representation of G, 
such as V, has a finite type projective resolution P, —> V. Its Euler characteristic 
is defined as 

χ(V) := / , ( —1)n[Pn] € K0(H(G)). 
Since V is square-integrable, it is a projective S(G)-module and therefore defines 
a class [V] e K0(S(G)). We show that the map K0(H(G)) —> K0(S(G)) induced 
by the embedding H(G) —> S(G) maps χ(V ) to [V]. This is useful because in [20] 
Peter Schneider and Ulrich Stuhler construct very explicit finite type projective 
resolutions, so that we get a nice formula for [V] e K0(S(G)). This implies an 
explicit formula for the formal dimension of V, which is proven in [20] if V is 
super cuspidal or if G has characteristic 0. One consequence of this formula is that 
the formal dimensions are quantised, that is, they are all multiples of some α> 0. 
This allows to estimate the number of irreducible square-integrable representations 
that contain a given representation of a compact open subgroup of G. 

Although these applications can be stated purely algebraically, their proofs 
require functional analysis. We may view S(G) just as an algebra and consider 
the category Modalg (S(G)) of modules over S(G) in the algebraic sense as in [21]. 
However, the functor Deralg (S(G)) —> Deralg(G) fails to be fully faithful. This 
problem already occurs for G = Z. The issue is that the tensor product of S(G) 
with itself plays a crucial role. If we work in Modalg (S(G)), we have to deal with 
S(G) (g)S(G), which appears quite intractable. In Mod S(G) we meet instead the 
much simpler completion S(G x G) of this space. 

Now it is time to explain briefly how we do analysis. I am an advocate of 
bornologies as opposed to topologies. This means working with bounded subsets 
and bounded maps instead of open subsets and continuous maps. General bornolog-
ical vector spaces behave better than general topological vector spaces for purposes 
of representation theory and homological algebra (see [15,17]). The spaces that we 
shall use here carry both a bornology and a topology, and both structures deter­
mine each other. Therefore, readers who are familiar with topological vector spaces 
may be able to follow this article without learning much about bornologies. We 
explain some notions of bornological analysis along the way because they may be 
unfamiliar to many readers. 

We let Mod(G) be the category of smooth representations of G on bornological 
vector spaces as in [15]. The algebras (G) and S(G) are bornological algebras in 
a natural way. A smooth representatiH π: G —> Aut(V) on a bornological vector 
space V is called tempered if its integrated form extends to a bounded algebra 
homomorphism S(G) —> End(V). We may identify Mod(G) with the category of 
essential (or non-degenerate) bornological left modules over H(G) ([15]). As our 
notation suggests, this identifies the subcategory Mod (S(G)) with the category 
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of essential bornological modules over S(G). We turn Mod(G) and Mod ( S(G) ) 
into exact categories using the class of extensions with a bounded linear section. 
The exact category structure allows us to form the derived categories Der(G) and 

as in [11]. Actually, the passage to derived categories is rather easy in 
because our categories have enough projective and injective objects. 

Equipping a vector space with the finest possible bornology, we identify the 
category of vector spaces with a full subcategory of the category of bornological 
vector spaces. Thus Modalg(G) becomes a full subcategory of Mod(G). Moreover, 
this embedding maps projective objects again to projective objects. Therefore, the 
induced functor Deralg(G) —> Der(G) is still fully faithful. Our main theorem asserts 
that the canonical functor Der ( S(G)) —> Der(G) is fully faithful as well. The basic 
technology for its proof is already contained in [16,17]. 

In [17], I define the category Mod(A) of essential modules and its derived cat­
egory Der(A) for a "quasi-unital" bornological algebra A and extend some homo-
logical machinery to this setting. A morphism A —> B is called isocohomological if 
the induced functor Der(B) —> Der(A) is fully faithful. [17] gives several equivalent 
characterisations of isocohomological morphisms. The criterion that is most easy 
to verify is the following: let P, —> A be a projective A-bimodule resolution of A; 
then A —> B is isocohomological if and only if B <%>A P» <%>A B is a resolution of B 
(in both cases, resolution means that there is a bounded contracting homotopy). 

The article [16] deals with the special case of the embedding C[G] —> S 1(G) 
for a finitely generated discrete group G and a certain Schwartz algebra S 1(G), 
which is defined by ^1-estimates. The chain complex whose contractibility decides 
whether this embedding is isocohomological turns out to be a coarse geometric 
invariant of G. That is, it depends only on the quasi-isometry class of a word-length 
function on G. If the group G admits a sufficiently nice combing, then I construct 
an explicit contracting homotopy of this chain complex. Thus C[G] —> S1(G) is 
isocohomological for such groups. 

The argument for Schwartz algebras of reductive p-adic groups follows the same 
pattern. Let H C G be some compact open subgroup and let X := G/H. This 
is a discrete space which inherits a canonical coarse geometric structure from G. 
Since G is reductive, it acts properly and cocompactly on a Euclidean building, 
namely, its affine Bruhat-Tits building. Such buildings are CAT(O) spaces and 
hence combable. Since X is coarsely equivalent to the building, it is combable as 
well. Thus the geometric condition of [16] is easily fulfilled for all reductive p-adic 
groups. However, we also have to check that the constructions in [16] are compatible 
with uniform smoothness of functions because G is no longer discrete. This forces 
us to look more carefully at the geometry of the building. 

2. Bornological analysis 

Algebras like the Schwartz algebra S(G) of a reductive p-adic group carry an 
additional structure that allows to do analysis in them. The homological algebra 
for modules over such algebras simplifies if we take this additional structure into 
account. One reason is that the complete tensor product S(G) <̂> S(G) can be 
identified with S(G2) (Lemma 2). 

It is customary to describe this additional structure using a locally convex 
topology. We prefer to use bornologies instead. This means that we work with 
bounded subsets and bounded operators instead of open subsets and continuous 
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operators. A basic reference on homologies is [9]. We use homologies because of 
their advantages in connection with homological algebra (see [17]). 

We mainly need bornological vector spaces that are complete and convex. 
Therefore, we drop these adjectives and tacitly require all homologies to be com­
plete and convex. When we use incomplete homologies, we explicitly say so. 

We need two classes of examples: fine homologies and von Neumann homolo­
gies. Let V be a vector space over C The fine homology Fine(V) is the finest 
possible homology on V. A subset T C V is bounded in Fine(V) if and only if 
there is a finite-dimensional subspace VT Q V such that T is a bounded subset of 
V T = Rn in the usual sense. We also write Fine(V) for V equipped with the fine 
homology. 

Any linear map Fine(V) —> W is bounded. This means that Fine is a fully 
faithful functor from the category of vector spaces to the category of bornological 
vector spaces that is left-adjoint to the forgetful functor in the opposite direction. 

Let V be a (quasi)complete locally convex topological vector space. A subset 
T C V is called von Neumann bounded if it is absorbed by all neighbourhoods 
of zero. These subsets form a homology on V called the von Neumann homology 
(following [9]). We write vN(V) for V equipped with this homology. 

This defines a functor vN from topological to bornological vector spaces. Its re­
striction to the full subcategory of Frechet spaces or, more generally, of LF-spaces, 
is fully faithful. That is, a linear map between such spaces is bounded if and only 
if it is continuous. A crucial advantage of homologies is that joint boundedness 
is much weaker than joint continuity for multilinear maps: if V1,...,Vn,W are 
(quasi)complete locally convex topological vector spaces, then any separately con­
tinuous n-linear map V1 x • • • x Vn —> W is (jointly) bounded. The converse also 
holds under mild hypotheses. 

Let G be a reductive p-adic group. We carefully explain how the Schwartz 
algebra S(G) looks like as a bornological algebra. The most convenient definition 
for our purposes is due to Marie-France Vigneras ([25]). Let σ: G —> N be the usual 
scale on G. It can be defined using a representation of G. Let L2(G) be the Hilbert 
space of square-integrable functions with respect to some Haar measure on G. Let 

L2(G) := {f: G —> C | f • σk G L2(G) for all keN}. 

A subset T C Lσ
 2(G) is bounded if for all k G N there exists a constant Ck G R+ 

such that ||f-σ k||L2(G) < Ck for all f G T. This is the von Neumann homology with 
respect to the Frechet topology on Lσ

 2(G) defined by the sequence of semi-norms 

IIfII2 := 11f ' σ k||L2(G). 
Let CO (G) be the set of compact open subgroups of G, ordered by inclusion. For 

U G CO(G), let S(G//U)= Lσ
 2(G//U) be the subspace of U-bi-invariant functions 

in Lσ
 2 (G) . We give S(G//U) the subspace homology, that is, a subset is bounded if 

and only if it is bounded in Lσ
 2(G). Finally, we let 

S(G) := limS(G//U), 

where U runs through CO(G). We equip S(G) with the direct-limit homology. That 
is, a subset of S(G) is bounded if and only if it is a bounded subset of S(G//U) for 
some U G CO(G). We may also characterise this homology as the von Neumann 
homology with respect to the direct-limit topology on S(G), using the well-known 
description of bounded subsets in LF-spaces (see [24, Proposition 14.6]). 
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LEMMA 1 ([25]). The definition of the Schwartz algebra above agrees with the 
one of Harish- Chandra in [22,26]. 

P R O O F . The first crucial point is that the space of double cosets G//U—as 
opposed to the group G itself—has polynomial growth with respect to the scale σ. 
It suffices to check this for a good maximal compact subgroup K because the map 
G//U —> G//K is finite-to-one. By the Iwasawa decomposition, the double cosets 
in G//K can be parametrised by points in a maximal split torus. The scale on G 
restricts to a standard word-length function on this torus, so that we get the desired 
polynomial growth. As a result, there exists d> 0 such that J2x£G//Uσ-d(x) *s 

bounded. 
Moreover, we need the following relationship between the growth of the double 

cosets UxU and the Harish-Chandra spherical function Ξ: there are constants 
C, r > 0 such that 

vol(UxU) < Cσ(x)r • Ξ(x)-2 , Ξ(x)-2 < Cσ(x)r • vol(UxU). 
This follows from Equation 1.1.(5) and Lemma II. 1.1 in [26]. Hence 

/ |f(x)|2σ(x)sdx= 2_] |f(UxU)|2σ(x)svol(UxU) 
G r- G II U 

< 2_, |f(UxU)| Ξ (x ) - Cσ(x)r+s 

xGG//U 

< max | f(x)|2Ξ(x)-2σ(x)r+s+d > Cσ-d(y). 
yEG//U 

A similar computation shows 

/ |f(x)|2σ(x)s dx > max |f(x)|2Ξ(x)-2C-1σ(x)s-r. 
G xfcG 

Therefore, the sequences of semi-norms ||fσs||2 and WfΞ -1σs^ for s e N are 
equivalent and define the same function space S(G//U). • 

Convolution defines a continuous bilinear map S(G//U) x S(G//U) —> S(G//U) 
for any U e CO(G) by [26, Lemme III.6.1]. Since S(G//U) is a Frechet space, 
boundedness and continuity of the convolution are equivalent. Since any bounded 
subset of S(G) is already contained in S(G//U) for some U, the convolution is a 
bounded bilinear map on S(G), so that S(G) is a bornological algebra. In contrast, 
the convolution on S(G) is only separately continuous. 

Now we return to the general theory and define the Hom functor and the tensor 
product. Let Hom(V, W) be the vector space of bounded linear maps V —> W. 
A subset T of Hom(V, W) is bounded if and only if it is equibounded, that is, 
{f(v) f € T, v G S} is bounded for any bounded subset S C.V. This homology 
is au t |a t i ca l l y complete if W is. 

The complete projective bornological tensor product <̂> is defined in [8] by the 
expected universal property: it is a bornological vector space V <̂> W together with 
a bounded bilinear map b: V xW —> V(g>W such that l1—> lob is a bijection between 
bounded linear maps V <̂> W —> X and bounded bilinear maps V x W —> X. This 
tensor product enjoys many useful properties. It is commutative, associative, and 
commutes with direct limits. It satisfies the adjoint associativity relation 

(1) Hom(V <̂> W,X) = Hom(V,Hom(W, X)). 
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Therefore, a bornological module over a bornological algebra A can be defined in 
three equivalent ways, using a bounded linear map A —> End(V), a bounded bilinear 
map A x V —> V, or a bounded linear map A <̂) V —> V. 

Let <g> be the usual tensor product of vector spaces. The fine bornology functor 
is compatible with tensor products; that is, the obvious map V (g>W ^ V (g>W is 
a bornological isomorphism 

(2) Fine(V <g> W) = Fine(V) <̂> Fine(W) 

for any two vector spaces V and W. More generally, if W is any bornological 
vector space, then the underlying vector space of Fine(V) <̂> W is equal to the 
purely algebraic tensor product V <g> W. A subset T C V (g>W is bounded if and 

Lai subspace Vr C V such 
<g> W = Wn. Here Wn c; 

bornology. The reason for this is that <̂> commutes with direct limits. 

only if there is a finite-dimensional subspace Vr C V such that T is contained 
in and bounded in Vr <8> W = Rn <g>W = Wn. Here Wn carries the direct-sum 

fr»r fViiQ is +.tia+. 

If V\ and V2 are Frechet-Montel spaces, then we have a natural isomorphism 

(3) vN(Vi <̂>,r V2) = vN(Vi) (̂> vN(V2), 

where ( î̂  denotes the complete projective topological tensor product (see [7,24]). 
This isomorphism is proven in [13, Appendix A.1.4], based on results of Alexander 
Grothendieck. The Montel condition means that all von Neumann bounded subsets 
are precompact (equivalently, relatively compact). 

LEMMA 2. Let G be a reductive p-adic group. Then S(G) <8> S(G) = S(G x G). 

P R O O F . It is shown in [25] that S(G//U) is a nuclear Frechet space for all 
from the _ 

the scale σ (a, b) := σ(a)σ(b) for all a, b G G. By definition, S(G2) = limS(G2 //U2 
U G CO(G); in fact, this follows easily from the proof of Lemma 1. Equip G2 with G 

le s 
Since <̂> commutes with direct limits, 

S(G) <̂> S(G) = limS(G//U) (g> S(G//U) 

as well. It remains to prove S(G//U)®2 = S(G2//U2). Since these Frechet spaces 
are nuclear, they are Montel spaces. Hence (3) allows us to replace <̂> by <̂>w. Now 
we merely have to recall the definition of nuclearity (see [7,24]). 

Let V and W be Frechet spaces. The natural map V <g> W —> Hom(V /,W) 
defines another topology on V <g> W, which may be weaker than the projective 
tensor product topology. A Frechet space is nuclear if and only if this topology 
coincides with the projective tensor product topology. Equivalently, there is only 
one topology on V <g> W for which the canonical maps V x W —> V <g> W and 
V (g) W —> Hom(V /,W) are continuous. It is clear that the subspace topology from 
S(G2l/U2) on S(G//U)(g>S(G//U) has these two properties. Hence it agrees with the 
projective tensor product topology. Now the assertion follows because S(G//U)®2 

is dense in S(G2//U2). • 

3. Basic homological algebra over the Hecke algebra 

Throughout this section, G denotes a totally disconnected, locally compact 
group, H denotes a fixed compact open subgroup of G, and X := G/H. 

Let V be a bornological vector space and let π: G —> Aut(V) be a represen­
tation of G by bounded linear operators. The representation π is called smooth if 
for any bounded subset T C V there exists an open subgroup U C G such that 
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π(g,v)= v for all g ∈ U, v ∈ T (see [15]). For example, the left and right regu­
lar representations of G on S(G) are smooth. If V carries the fine homology, the 
definition above is equivalent to the usual notion of a smooth representation on a 
vector space. 

Let Mod(G) be the category of smooth representations of G on bornological 
vector spaces; its morphisms are the G-equivariant bounded linear maps. Let 
Modalg(G) be the category of smooth representations of G on C-vector spaces. 
The fine homology functor identifies Modalg(G) with a full subcategory of Mod(G). 

Let H(G) be the Hecke algebra of G; its elements are the locally constant, 
compactly supported functions on G. The convolution is defined by 

f 1 f2(g) = f 1(x)f2(x 1g)dx 
G 

for some left-invariant Haar measure dx; we normalise it so that vol(H )= 1. We 
equip H(G) with the fine homology, so that H(G) Modalg(G) ⊆ Mod(G). More 
generally, given any bornological vector space V, ∈ let H(G, V) := H(G) <g) V. 
The underlying vector space of H(G, V) is just H(G) V because H(G) c ies 
the fine homology. Hence H(G, V) is the space of l lly constant, compactly 
supported functions G V. The left regular representation λ and the right regular 
representation ρ of G H(G, V) are defined by 

λgf(x) := f(g~1x), ρgf(x) := f(xg) 

as usual. They are both smooth. 
Any continuous representation π: G Aut(V) on a bornological vector space V 

can be integrated to a bounded algebr omomorphism H(G) End(V), which 
we again denote by π. By adjoint associativity, this corresponds to a map 

π* : H(G, V)= H (G) ˆ V V, f πg, f(g) dg. 
G 

The map π* is G-equivariant if G acts on H(G, V) by λ. By [15, Proposition 4.7], 
the representation π is smooth if and only if π* is a bornological quotient map, 
that is, any bounded subset of V is of the form π* (T) for some bounded subset 
T ⊆H (G, V). Even more, if π is smooth, then π* has a bounded linear section. 
Namely, we can use 

(4) σH: V H(G, V), σHv(g) = π(g~ ,v)1H(g), 

where 1H denotes the characteristic function of H. Thus the category Mod(G) 
becomes isomorphic to the category Mod (H(G)) of essential modules over H(G) 
(see [15, Theorem 4.8]). The term "essential" is a synonym for "non-degenerate" 
that is not as widely used for other purposes. 

Let Ext be the class of all extensions in Mod(G) that have a bounded linear 
section. This turns Mod(G) into an exact category in the sense of Daniel Quillen. 
Hence the usual machinery of homological algebra applies to Mod(G): we can form 
a derived category Der(G) and derived functors (see [11,17]). The exact category 
Mod(G) has enough projective and injective objects, so that the usual recipes for 
computing derived functors apply. We shall use the following standard projective 
resolution in Mod(G), which already occurs in [16]. 

The homogeneous space X := G/H is discrete because H is open in G. Let 

(5) Xn := {(x0,...,xn) ∈ Xn+1 | x0 = x 1 ,...,xn_1 = xn}. 
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We equip C[Xn] with the fine homology. We let G act diagonally on Xn and equip 
C[Xn] with the induced representation 

g • f(x0, .. ., xn) := f(g-1x0, .. ., g-1xn). 

The stabilisers of points 
n 

Stab(x0 , . . . ,x n ) = ( | xjHx-
j
1 

j =0 

are compact open subgroups of G for each (x0 , . . . , x n ) G Xn. Let Xn C Xn be a 
subset that contains exactly one representative from each orbit. We get 

(6) Xn = TT G/Stab(ξ), C[X n ]= (+) C[G/Stab(ξ)]. 

If U G CO(G), then we have a natural isomorphism 

HomG(C[G/U],V) -^ Fix(U, V), f i—> f(1U). 

Since U is compact, this is an exact functor of V, so that C[G/U] is a projective 
object of Mod(G). Therefore, C[Xn] is projective by (6). 

In the following, we view Xn as a subset of C[Xn] in the usual way. We let 
( x 0 , . . . , x n ) = 0 if xj = xj+1 for some j G {0,...,n — 1}. Thus (x0 , . . . , x n ) G C[Xn] 
i^ dpfinpd for ^11 (x x n ) f1 Xn+1 

We define the boundary map δ = δn: C[Xn+1] —> C[Xn] for n G N by 
n+1 

δ((x0,...,xn+1) := y j ( — 1 ) j ' (x0 , . . . ,x j,...,xn+1), 
j=0 

where x) means that xj is omitted. In terms of functions, we can write 
n+1 

(7) δφ ( x0,...,xn) = 2,( — 1 ) j / ^ φ(x0,...,xj-1,y, xj,...,xn). 
j=0 yeX 

The operators δn are G-equivariant for all n G N. We define the augmentation map 
α: C[X0] —> C by α(x)=1 for all x G X0 = X. It is G-equivariant with respect to 
the trivial representation of G on C It is easy to see that δ2 =0 and α o δ 0 =0. 
Hence we get a chain complex 

C,(X) := (C[Xn],δn)nem 

over C We also form the reduced complex C. (X) ˜ which has C[Xn] in degree n > 1 
and ker(α: C[X] —> C) in degree 0. The complex C,(X) is exact. Thus C,(X) —> C 
is a projective resolution of C in Modalg(G). 

Next we define bivariant co-invariant spaces. For V,W e Mod(G), let V<ˆ>G W 
be the quotient of V <̂> W by the closed linear span oi v (g> w — gv (g> gw for v eV, 
w G W, g G G. Th 
definition, we have 

(g) w — gv <g> 
w G W, g G G. Thus V (̂ >G W is again a complete bornological vector space. By 

^fi n i t.i nn w£ 

V (̂ iG W = W (E>G V = (V (g> W) (E>G C, 

where we equip V (g>W with the diagonal representation and C with the trivial 
representation of G. If X is another bornological vector space, then we may identify 
Hom(V <̂>G W, X) with the space of bounded bilinear maps f: V x W —> X that 
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satisfy f(gv,gw) = f(v,w) for all g G G, v G V, w G W. This universal ˆ roper ty 
characterises V ®G W uniquely. It follows from the defining property of (§>. 

There is an alternative description of V <̂>G W in terms of W(G)-modules. Turn 
V into a right and W into a left bornological H(G)-module by 

v * f := / f(g)g~1vdg, f*w:= / f(g)gwdg 
G G 

for all f G H(G), v G V, w G W. Let V ®H(G) W be the quotient of V <̂) W by the 
closed linear span ot v * f <%>w — v <%> f *w for v G V, f G Ti-(G), w G W. 

LEMMA 3. V <̂>G W = V ®H(G) W, that is, the elements gv <g> gw — v <g> w and 
v * f ®w — v ® f * w generate the same closed linear subspace. 

P R O O F . We have to show Hom(V <̂>G W,X) = Hom(V ®H(G) W,X) for all 
bornological vector spaces X. By definition, Hom(V <̂>G W,X) is the space of 
bounded bilinear maps l: V x W —> X that satisfy l(g~1v,w) = l(v,gw) for all 
v G V, w G W, g G G. This implies l(v * f,w)= l(v, f *w) for all v G V, w G W, 
f G H(G). Conversely, suppose l(v * f,w)= l(v, f * w). Then 

l(gv, g ' (f * w) ) = l(gv, (δg * f) *w) 
= l(gv * (δg * f),w) = l ( (g~1 • gv) * f,w ) = l(v, f *w) 

for all v G V, w G W, g G G, f G H(G). This implies l(gv,gw) = l(v,w) for 
all v G V, w G W, g G G because any w € W is fixed by some U G CO(G) and 
therefore of the form μ U * w, where μ U is the normalised Haar measure of U. • 

Since <̂>G is functorial in both variables, we can apply it to chain complexes. 
Especially, we get a chain complex of bornological vector spaces V ®GC, (X). Since 
C. (X) is a projective resolution of the trivial representation, we denote the chain 
homotopy type of V <̂>G C. (X) by V (g>G C The homology vector spaces of V <̂>G C 
may be denoted TorG

n(V, C) or Torn
 ( G )(V, C). However, this passage to homology 

forgets an important part of the structure, namely, the bornology. Therefore, it is 
better to work with V <̂>G C instead. 

If V and W are just vector spaces, we can identify V <̂>G W with a purely 
algebraic construction. Let V <8>G W be the quotient of V <g> W by the linear span 
of v <g> w — gv (g) gw for v G V, w G W, g G G. Then 

Fine(V<g>G W) = Fine(V) <̂>G Fine(W). 

This follows from (2) and the fact that a n ˆ linear subspace of a fine bornological 
vector space is closed. Therefore, Fine(V) ®G C,(X) = Fine(V <8>G C.(X)), and 
Tor,,, (V, C) is the homology of the chain complex V<S>GC%(X). In this case, passage 
to homology is harmless because V <̂>G C carries the fine bornology; this implies 
that it is quasi-isomorphic to its homology viewed as a complex with vanishing 
boundary map. 

Our next goal is to describe V <̂>G C,(X) (Proposition 6). This requires some 
geometric preparations. 

DEFINITION 4. Given a finite subset F C X, we define the relation ^F on X 
by 

(8) x ^F y -<=> (x, y) G I J g • ({H} x F) -<=> x~1y G HFH. 
geG 
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Here we view x~1y G G//H and HFH C G//H. 
A subset S C Xn is controlled by F if xi ~ F x j for all (xo , . . . , x n ) G S and 

all i, j G {0,...,n}. We call S C Xn controlled if it is controlled by some finite F. 
Roughly speaking, this means that all entries of S are uniformly close. 

A subset S C Xn is controlled if and only if S is G-finite, that is, there is a 
finite subset F C Xn such that S C G • F. This alternative characterisation will 
be used frequently. Definition 4 emphasises a crucial link between the controlled 
support condition and geometric group theory. 

A coarse (geometric) structure on a locally compact space such as X is a family 
of relations on X satisfying some natural axioms due to John Roe (see also [6]). 
The subrelations of the relations ^F above define a coarse geometric structure on X 
in this sense. Since it is generated by G-invariant relations, it renders the action 
of G on X isometric. This property already characterises the coarse structure 
uniquely: whenever a locally compact group acts properly and cocompactly on a 
locally compact space, there is a unique coarse structure for which this action is 
isometric (see [6, Example 6]). Moreover, with this coarse structure, the space X 
is coarsely equivalent to G. 

By definition, the notion of a controlled subset of Xn depends only on the 
coarse geometric structure of X. Thus the space of functions on Xn of controlled 
support only depends on the large scale geometry of X. 

Although our main examples, reductive groups, are unimodular, we want to 
treat groups with non-trivial modular function as well. Therefore, we have to 
decorate several formulas with modular functions. We define the modular homo-
morphism ΔG : G —> R>o by ΔG(g)d(g^1) = dg and d(gh) = ΔG(h) dg for all 
h G G. 

DEFINITION 5. Let C(Xn,V)A be the space of all maps φ: Xn —> V that have 
controlled support and satisfy the covariance condition 

(9) φ (gξ) = Δ G(g)~ π(g, φ(ξ)) 

for all ξ € Xn, g G G. A subset T C C(Xn,V)A is bounded if {φ(ξ) | φ G T} is 
bounded in V for all ξ G Xn and the supports of all φ G T are controlled by the 
same finite subset F C X. 

PROPOSITION 6. For any V G Mod(G), there is a natural bornological isomor­
phism 

V <̂>G C[Xn] = C(Xn,V) . 

The induced boundary map on V <̂>G C[Xn] corresponds to the boundary map 

δ = δn: C(Xn_|_1,V) —> C(Xn,V) 

defined by (7). 

We denote the resulting chain complex (C(Xn, V)A, δn)n£N by C(X,, V)A. 

P R O O F . The bifunctor (E>G commutes with direct limits and in particular with 
direct sums. Hence (6) yields 

(10) V®GC[X n ] = A H V(ˆ)GC[Gξ]= A H V ®G C[G/Stab(ξ)]. 
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Fix ξ G X'n and let Map(G • ξ, V)Δ be the space of all maps from G • ξ to V that 
satisfy the covariance condition (9). We equip Map(G • ξ, V)Δ with the product 
homology as in Definition 5. We claim that the map 

I: V <̂> C[Gξ] —> Map(Gξ, V), v <g φ i—> [η i—> / π ( h-1 ,v) • φ (hη) dh], 
G 

yields a bornological isomorphism 

V <%>G C[Gξ] = MapG(Gξ, V) . 

We check that I descends to V <̂>G C[Gξ] and maps into Map(Gξ, V)Δ: 

I(gv <g gφ)(η) = / π(h 1, gv) • gφ(hη) dh = / π(h 1g,v)-φ (g 1hη)dh 
G G 

= / π(h - 1 ,v) • φ (hη) dh = I(v <g φ), 
G 

I(v <g φ)(gη) = π(h 1, v) • φ(hgη) dh 
G 

= / π(gh -1, v)φ(hη) d(hg-1) = ΔG(g-1)π ( g,I(v <g φ)(η) ) . 
G 

Thus we get a well-defined map V <̂>G C[Gξ] —> Map(Gξ, V)Δ. Evaluation at ξ 
defines a bornological isomorphism Map(Gξ, V)Δ = Fix(Stab(ξ),V). We claim 
that the latter is isomorphic to V <S>G C[G/ Stab(ξ)]. Since Stab(ξ) is compact and 
open, the Haar measure μ Stab(ξ) of Stab(ξ) is an element of H(G). Convolution on 
the right with μ Stab(ξ) is an idempotent left module homomorphism on H(G), whose 
ranˆe is C[G/Stab(ξ)]. Since V ®G H(G) = V for all V, additivity implies that 
V<g>GC[G/ Stab(ξ)] is equal to the ranˆe of μ Stab(ξ) on V, that is, to Fix(Stab(ξ),V). 
Thus we obtain an isomorphism V <gG C[Gξ] = Map G (Gξ, V)Δ, which can easily 
be identified with the map I. 

Recall that a subset of Xn is controlled if and only if it meets only finitely many 
G-orbits. Therefore, we get the counterpart C(X n ,V)Δ = ® ξ e X / Map(Gξ,V)Δ 

to (10). We can piece our isomorphisms on orbits together to an isomorphism 

I:V®GC[X n]^C(X n,V) , v <g φ i—> [ξ i—> / π(g- ,v)φ(gξ)dg]. 
G 

A straightforward computation yields δ o I(v <g φ) = I(v <g δφ) for all v G V, 
φ G C[Xn] with δ as in (7). Therefore, I intertwines id ®G δ and δ. D 

Now let C,(X,V) := C,(X) <̂> V, equipped with the diagonal representation 
of G. Since C. (X) carries the fine homology, the underlying vector space of C[Xn]<ˆ> 
V may be identified with the space of functions Xn —> V with finite support. 

LEMMA 7. The chain complex C,(X,V) is a projective resolution of V in 
Mod(G). 

P R O O F . The complex C. (X, V) is exact because <̂> is exact on extensions with 
a bounded linear section. We have HomG(C[G/U] <̂> V, W) = HomU(V, W) for any 
U G CO(G) and any smooth representation W. Since this is an exact functor of W, 
C[G/U] (g V is projective. Equation (6) shows that C[Xn] <̂> V is a direct sum of 
such representations and therefore projective as well. • 
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We view H(G) as a bimodule over itself in the usual way, by convolution on 
the left and right. Since right convolution commutes with the left regular repre­
sentation, the complex Ct(X,H(G)) is a complex of H(G)-bimodules. The same 
reasoning as in the proof of Lemma 7 shows that it is a projective H(G)-bimodule 
resolution of (G). 

For V, W H Mod(G), we let Hom G(V, W) be the space of bounded G-equivariant 
linear maps V —> W, equipped with the equibounded homology. It agrees with the 
space Hom%(G)(V, W) of bounded linear H(G)-module homomorphisms. We also 
apply the bifunctor HomG to chain complexes. In particular, we can plug in the 
projective resolution C. (X, V) of Lemma 7. The homotopy type of the resulting 
cochain complex of bornological vector spaces HomG(C , (X, V),W) is denoted by 
RHomG(V, W). Its nth cohomology vector space is ExtG(V, W). As with V (g>G C, 
it is preferable to retain the cochain complex itself. 

If V and W carry the fine homology, then C,(X,V) = C,(X) <g> V with the 
fine homology. Therefore, RHom G(V, W) is equal to the space of all G-equivariant 
linear maps C. (X) <g> V —> W. Hence the Ext spaces above agree with the purely 
algebraic Ext spaces. In more fancy language, the embedding Modalg(G) —> Mod(G) 
induces a fully faithful functor between the derived categories Deralg(G) —> Der(G). 
This allows us to apply results proven using analysis in a purely algebraic context. 

4. Isocohomological smooth convolution algebras 

We introduce a class of convolution algebras on totally disconnected, locally 
compact groups G. These have the technical properties that allow us to formulate 
the problem. Then we examine the notion of an isocohomological embedding and 
formulate a necessary and sufficient condition for (G) —> T(G) to be isocohomo­
logical. This criterion involves the contractibilitH f a certain bornological chain 
complex, which is quite close to the one that arises in [16]. 

4.1. Unconditional smooth convolution algebras with rapid decay. 
Let G be a totally disconnected, locally compact group. Let σ: G —> R>1 be a 
scale with the following properties: σ(ab) < σ(a)σ(b) and σ (a) = σ(a_1); σ is 
U-bi-invariant for some U e CO(G); the map σ is proper, that is, the subsets 

(11) BR(G) := {g G G | σ(g) < R} 

are compact for all R > 1. The usual scale on a reductive p-adic groups has these 
properties. If the group G is finitely generated and discrete, then σ =1 + £ or 2e 

for a word-length function £ are good, inequivalent choices. 
Let U G CO(G). Given sets S,S' of functions G//U —> C we say that S' 

dominates S if for any φ G S there exists φ' G S' with |φ'(g)| > |φ(g)| for all g G G. 

DEFINITION 8. Let T(G) be a bornological vector space of functions φ: G —> 
C We call T(G) an unconditional smooth convolution algebra of rapid decay if it 
satisfies the following conditions: 
8.1. T(G) contains H(G); 
8.2. H(G) is dense in T(G); 
8.3. the convolution extends to a bounded bilinear map T(G) x T(G) -* T(G); 
8.4. T(G) = limT(G//U) as bornological vector spaces, where U runs through 

CO(G) and T(G//U) is the space of U-bi-invariant functions in T(G); 
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8.5. if a set of functions G//U —> C is dominated by a bounded subset of T(G//U), 
then it is itself a bounded subset of T(G//U); 

8.6. Mσ is a bounded linear operator on T(G). 
The first four conditions define a smooth convolution algebra, the fifth condition 
means that the convolution algebra is unconditional, the last one means that it has 
rapid decay. 

An example of such a convolution algebra is the Schwartz algebra of a reductive 
p-adic group. 

Let T(G) be an unconditional smooth convolution algebra of rapid decay. A 
representation π: G —> Aut(V) is called T(G)-tempered if its integrated form ex­
tends to a bounded algebra homomorphism T(G) —> End(V) or, equivalently, to a 
bounded bilinear map T(G) x V —> V. The density of H(G) in T(G) implies that 
this extension is unique once it exists. Furthermore, G-equivariant maps are T(G)-
module homomorphisms. Since the subalgebras T(G//U) are unital, the algebra 
T(G) is "quasi-unital" in the notation of [17], so that the category Mod (T(G)) of 
essential bornological left T(G)-modules is defined. This category is naturally ii 
morphic to the category of T(G)-tempered smooth representations of G (see [17]). 
Thus Mod(T(G)) is a full subcategory of Mod(G). 

The following lemmas prove some technical properties of T(G) that are obvious 
in most examples, anyway. Define PR: T(G) —> H(G) by PRφ ( x) = φ (x) for 
x G BR(G) and PRφ ( x)=0 otherwise, with BR(G) as in (11). 

LEMMA 9. limR^oo PR(φ)= φ uniformly for φ in a bounded subset of T(G). 

P R O O F . If T C T(G) is bounded, then T C T(G//U) for some U G CO(G). 
Shrinking U further, we achieve that the scale σ is U-bi-invariant. We may further 
assume that φ' G T whenever φ': G//U —> C is dominated by some φ & T because 

.dit 
bounded as well. For any φ G T, we have |φ —PRφ| < R_1|Mσ φ|, so that φ — PRφ G 

in i f i 

T(G) is unconditional. Since Mσ is bounded, the subset Mσ(T) C T(G//U) is 
be 
R~1Mσ(T). This implies uniform convergence PR(φ) —> φ for φ & T. D 

In the following, we briefly write 

T(G2) := T(G) <̂> T(G). 

Lemma 2 justifies this notation for Schwartz algebras of reductive groups. In gen­
eral, consider the bilinear maps 

T(G) x T(G) —> C, (φ 1 ,φ2) '—̂  φ 1(x)φ2(y) 

for (x,y) G G2. They extend to bounded linear functionals on T(G2) and hence 
map T(G2) to a space of smooth functions on G2. 

LEMMA 10. This representation of T(G2) by functions on G2 is faithful, that 
is, φ ^ T(G2) vanishes once φ(x, y)=0 for all x,y G G. 

P R O O F . The claim follows easily from Lemma 9 (this is a well-known argument 
in connection with Grothendieck's Approximation Property). If φ(x,y) = 0 for 
all x,y G G, then also (PR <̂> PR)φ(x,y)= 0 for all R G N, x,y G G. Since 
PR <ˆ>PR{4>) € H(G2), this implies PR <̂) PR(φ)=0 for all R G N. Lemma 9 implies 
that PR <̂> PR converges towards the identity operator on T(G) <̂> T(G). This yields 
φ = 0 as desired. • 



276 RALF MEYER 

Hence we may view T(G2) as a space of functions on G2. It is easy to see 
that T(G2) is again a smooth convolution algebra on G2. Equip G2 with the scale 
σ2 (a, b) := σ(a)σ(b) for a, b G G. Then the operator Mσ2 = Mσ <g> Mσ is bounded, 
that is, T(G2) also satisfies the rapid decay condition. However, T(G2) need not 
be unconditional. We assume T(G2) to be unconditional in the following. This is 
needed for the proof of our main theorem. 

Let T c(G) be (G) equipped with the subspace homology from T(G). This 
homology is incoHlete, of course. Similarly, we let T c(G2) be H(G2) equipped 
with the subspace homology from T(G2). 

LEMMA 11. The completions of T c(G) and T c(G2) are naturally isomorphic to 
T(G) and T(G2). 

P R O O F . It suffices to prove this for T c(G). We verify by hand that T(G) 
satisfies the universal property that defines the completion of TC(G). Alternatively, 
we could use general characterisations of completions in [14, Tection 4]. We must 
show that any bounded linear map f: Tc(G) —> W into a complete bornological 
vector space W extends uniquely to a bounded linear map on T(G). By Lemma 9, 
the sequence of operators PR: T(G) —> Tc(G) converges uniformly on bounded 
subsets towards the identity map on T(G). Hence any bounded extension ¯ of f 
satisfies ¯ (φ) = limR^oo f o PR(φ) for all φ G T(G). Conversely, this prescription 
defines a bounded linear extension of f. • 

4.2. Isocohomological convolution algebras. Let A be a quasi-unital al­
gebra such as H(G) or T(G). In [17] I define the exact category Mod(A) of essential 
bornological left A-modules and its derived category Der (A). A bounded algebra 
homomorphism f: A —> B between two quasi-unital bornological algebras induces 
functors f * : Mod(B) —> Mod(A) and f * : Der(B) —> Der(A). Trivially, if f has 
dense range then f * : Mod(B) —> Mod(A) is fully faithful. We call f isocohomo­
logical if f * : Der(B) —> Der(A) is fully faithful as well ([17]). We are interested in 
the embedding H(G) —> T(G). If it is isocohomological, we briefly say that T(G) 
is isocohomological. The following conditions are proven in [17, Theorem 35] to be 
equivalent to T(G) being isocohomological: 

• V(ˆ)T(G)W = V(ˆ)GW ioi all V, W s Der ( T(G) ) (recallthat <̂>%(G) = <ˆ>G); 
• RHomT(G)(V,W) = RHomG(V, W) for all V, W e Der(T(G)); 
• the functor f * : Der(T(G) ) —> Der(G) is fully faithful; 

• T(G) <̂>G V = V for all V G Mod ( T(G)); 

• T(G) <̂ )G T(G) = T(G). 

The last condition tends to be the easiest one to verify in practice. We will formulate 
it more concretely below. The signs "=" in these statements mean isomorphism in 
the homotopy category of chain complexes of bornological vector spaces. This is 
stronger than an isomorphism of homology groups. As a consequence, we have 
Tor^(V, W) = TorT

n
 (G)(V, W) and ExtG(V, W) = ExtnT (G)(V, W) for all V, W e 

Mod T(G) ) if T(G) is isocohomological. 

Notions equivalent to that of an isocohomological embedding have been defined 
independently by several authors, as kindly pointed out to me by A. Yu. Pirkovskii 
(see [18] and the references given there). We warn the reader that in categories of 
topological algebras some of the conditions above are no longer equivalent. Namely, 
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the cohomological conditions in terms of the derived category and R Hom are weaker 
than the homological conditions involving <̂> • 

We have seen in Section 3 that V®GW = ( V ® W ) § G C for all V, W G Mod(G), 
where V <̂> W is equipped with the diagonal representation of G. Since V <̂> W is 
projective if V or W is projective, this implies an isomorphism 

V <̂>G W = (V (̂ ) W) <̂>G C 
for all V, W G Der(G). Thus T(G) is isocohomological if and only if 

( T(G) <̂> T(G) ) <̂>G C = T(G2) <̂>G C = T(G). 

Here we equip T(G2) with the diagonal representation of G, which is given by 

g • f(x, y) := ΔG(g)f(xg, g~1y) 
for all g € G, f G T(G2), x,y G G because the left and right H(G)-module 
structures on T(G) are the integrated forms of the left regular representation λ 
and the twisted right regular representation ρ • Δ G . The convolution map 

T(G2) = T(G) <̂> T(G) —> T(G) 

descends to a bounded linear map T(G2) <̂>G C —> T(G). The latter map is a 
bornological isomorphism because A (E>A A = A for any quasi-unital bornological 
algebra by [17, Proposition 16]. Moreover, the convolution map T(G2) —> T(G) has 
a bounded linear section, namely, the map T(G) —> H(G, T(G) ) C T(G2) defined 
in (4). 

We may use the projective resolution C,(X) —> C to compute T(G2) (g>G C 
Proposition 6 identifies T(G2) <̂ )G C.(X) with C(X.,T(G2))Δ. We augment this 
chain complex by the map 

(12) α: T(G2) <̂ )G C[X0] ^-^ T(G2) (ˆ)G C —> T (G) 

We let C(X,,T(G2))Δ be the subcomplex of C(X,,T(G2))Δ that we get if we 
replace C(X0,T(G2))Δ by C(X0,T(G2))Δ := kerα. 

PROPOSITION 12. T(G) is isocohomological if and only if C(X,,T(G2))Δ has 
a bounded contracting homotopy. 

P R O O F . Our discussion of the convolution map implies that the augmentation 
map in (12) is a surjection with a bounded linear section. Hence it is a chain 
homotopy equivalence T(G2) <̂>G C —> T(G) if and only if its kernel C(X0, T(G2))Δ 

is contractible. • 

To give the reader an idea why the various characterisations of isocohomo­
logical ˜mbeddings listed above are equivalent, we explain how the contractibil-
ity of C(X,,T(G2))Δ yields isomorphisms RHomj(G)(V, W) = RHomG(V, W) for 
V,W G Mod ( T(G) ). Almost the same argument yields V <̂><J-(G) W = V <̂>G W. 
The extension to objects of the derived categories is a mere formality. 

The space T(G2) carries a T(G)-bimodule structure via f1 * (f2 <8> f3) * f4 = 
(f1 * f2) <8) (f3 * f4). This structure commutes with the inner conjugation action, 
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so that P, := T(G2) <̂>G C,(X) becomes a chain complex of bornological T(G)-
bimodules over T(G). As above, we can compute these spaces explicitly: 

T(G2) ®G C[X n] = A H Fix(Stabξ, T(G2)). 

It is not hard to see that T(G2) is a projective object of Mod ( T(G2) ). That is, 
T(G2) is a projective bimodule. Since the summands of T(G2) <̂>G C[Xn] are all 
retracts of T(G2), we conclude that T(G2)<ˆ>GC[Xn] is a projective T(G)-bimodule. 

Suppose now that P, is a resolution of T(G). Then it is a projective T(G2)-
bimodule resolution. Since T(G) is projective as a right module, the contracting 
homotopy of P, can be imˆroved to consist of bounded right T(G)-module homo-
morphisms. Therefore, P, ck>T(G) V is again a resolution of V. Explicitly, 

Pn <%>T(G) V = (+) Fix(Stab(ξ), T(G) <̂> V) 

because T(G)®T(G)V = V. The summands are retracts of the projective left T(G)-
module T(G) <̂> V. Hence P, <§>T(G) V is a projective left T(G)-module resolution 
of V. We use it to compute 

RHomT ( G)(V, W) = HomT(G)(P» ®T(G) V, W). 

Let U G CO(G) act on T(G) (g> V by ΔG|(7 • ρ®π = ρ®π. Iff: V^Wis bounded 
and U-equivariant, then φ <g> v i—> φ * f(v) defines a bounded G-equivariant linear 
map Fix(U, T(G) <̂) V) —> W. One can show that this establishes a bornological 
isomorphism 

HomT(G)(Fix(U, T(G) <̂> V),W) = Homjy(V, W). 

This yields a natural isomorphism 

HomT(G)(Pn <%>T(G) V,W) = A H HomStab(^) (V, W). 

The right hand side no longer depends on T(G)\ Thus HomG(C ,(X, V),W) is iso­
morphic to the same complex, and RHomT ( G)(V, W) = RHomG(V, W) as asserted. 

Next we simplify the chain complex C(X,, T(G2))Δ. To φ G C(Xn, T(G2))Δ we 
associate a function φ*: GxGx Xn —> C by φ* (g, h, ξ) := φ(ξ)(g,h). This identifies 
C(Xn, T(G2))Δ with a space of functions on G2 x Xn by Lemma 10. More precisely, 
we get the space of functions φ: G2 x Xn —> C with the following properties: 

• suppφ C G2 x S for some controlled subset S C Xn; 
• the function (a, b) i—> φ(a, b, ξ) belongs to T(G2) for all ξ G Xn; 
• 4>{ag, g~1b, g^1ξ) = φ (a, b, ξ) for all ξ G Xn, g,a,b G G (the two modular 

functions cancel). 
The last condition means that φ is determined by its restriction to {1} x G x Xn 

by φ(a,b,ξ) = φ(1,ab,aξ). Thus we identify C(Xn,T(G2))Δ with the following 
function space on G x Xn: 

DEFINITION 13. Let C(G x Xn, T) be the space of all functions φ: G x Xn —> C 
with the following properties: 
13.1. suppφ C G x S for some controlled subset S C Xn; 
13.2. the function (a, b) i—> φ (ab, aξ) belongs to T(G2) for all ξ G Xn. 
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A subset T C C(G x Xn, T) is bounded if there is a controlled subset S C G such 
iy ξ € X, the set of fm 

(a, b) i—> φ(ab, aξ) for φ G T is bounded in T(G2). 
that supp φ C G x S for all φ G T and if for any ξ G Xn, the set of functions G 

mi 

The boundary map δ on C(Xn, T(G2))Δ corresponds to the boundary map 

δ: C(G x Xn+1, T) —> C(G x Xn, T), 
n+1 

δφ(g,x0,...,xn) = 2_J(~ 1)j /_> φ ( g, x0,...,xj-1,y, xj,...,xn). 
j=0 yeX 

The augmentation map C(X, T(G2))Δ —> T(G) corresponds to 

(13) α: C(G x X , T ) - * T (G), αφ (g)= VJ φ (g, x). 
xGX 

The proofs are easy computations, which we omit. Let C (G x X0, T) C C (G x X0, T) 
be the kernel of α and let C(G x X ˜ ,T) be the bornological chain complex that we 
get if we replace C(G x X0, T) by C(G x X0, T). Thus 

C(G x X., T) = C(X., T(G2)) . 

Smooth functions of compact support automatically satisfy both conditions in 
Definition 13, so that (G) <g> C[Xn] C C(G x Xn, T). These embeddings are com­
patible with the bounHry and augmentation maps. Thus H(G) <g> C, (X) becomes 
a subcomplex of C(G x X ˜ T). We write C(G x X„T c) and C(G x X.,Tc) for the 
chain complexes H(G) (g) C,(X) and H(G) <8> C.(X) equipped with the incomplete 
subspace bornologies from C(G x X., T). The complex C(G x X., Tc) is contractible 
because C ˜.(X) is. However, the obvious contracting homotopy is unbounded. 

LEMMA 14. Suppose that there is a contracting homotopy D for C,(X) such 
that id%(G) <g> D is bounded on C(G x X., Tc). Then T(G) is isocohomological. 

P R O O F . We claim that C(G x X., T) is the completion of C(G x X., Tc). Then 
C(G x X,T) = C(X.,T(G2))Δ inherits a bounded contracting homotopy because 
completion is functorial. Proposition 12 yields that T(G) is isocohomological. It 
remai ˜ to prove the claim. We do this by reducing the assertion to Lemma 11. 
Since C(G x X., T) is a direct summand in C(G x X., T), it suffices to prove that 
C(Gx X,,T) is the completion of C(G x X%,Tc). Recall that X't denotes a subset 
of X. containing one point from each G-orbit. The decomposition of X. into 
G-orbits yields a direct-sum decomposition 

(14) C(G x X,,Tc) = ff) Fix(Stabξ, Tc(G2)), 
ξeX: 

and a similar decomposition for C(G x X., T). Here direct sums are equipped with 
the canonical bornology: a subset is bounded if it is contained in and bounded in a 
finite sub-sum. The reason for (14) is that a subset of Xn is controlled if and only if 
it meets only finitely many G-orbits. Since completion commutes with direct sums, 
the assertion now follows from Lemma 11. • 
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5. Contracting homotopies constructed from combings 

In order to apply Lemma 14, we have to construct contracting homotopies of 
C,(X). For this we use the geometric recipes of [16]. The only ingredient is a 
sequence of maps pk : X —> X with certain properties. We first ˜p la in how such 
a sequence of maps gives rise to a contracting homotopy D of C,(X). Then we 
formulate conditions on (pk) and prove that they imply boundedness of D. 

5.1. A recipe for contracting homotopies. The construction of C, (X) 
and C,(X) is natural: a map f: X —> X induces a chain map f*: C, (X) —> C,(X) 
by f* ((x0, . . . , xn)) := (f(x0), . . ., f(xn) ) or, equivalently, 

(15) f*φ(x0,...,xn)= y_] φ(y0,...,yn). 

Since α o f* = α, this restricts to a chain map on C ˜ (X). We have id* = id 
and (fg)* = f*g*. Let p0 be be the constant map x i—> H for all x G X. We claim 
that (p0)* =0 on C ˜ (X). On C[Xn] for n > 1 this is due to our convention that 
( x 0 , . . . , x n ) = 0 if xj = xj+i for some i. For φ s C[X0], we get (p0)*φ = α(φ) • (H)> 
where (H) G C[X] is the characteristic function of H s X. This implies the claim. 

Given maps f,f':X —> X, we define operators Dj(f,f): C[Xn] —> C[Xn+i] 
for je{0,...,n} by 

(16) Dj(f, f')((x0,... ,xn)) := ( f(x0) , . . . , f(xj), f'(xj),..., f'(xn)) 

and let D(f, f') := £n=0( -1) j D j ( f, f')• It is checked in [16] that 

[δ, D(f, f')] := δ o D(f, f') + D(f, f')oδ = f^ - f*. 

Thus the chain maps f* on C ˜ (X) for f: X —> X are all chain homotopic. In 
particular, D(id,p0) is a contracting homotopy of C ˜ (X) because (p0)* =0. 

However, this trivial contracting homotopy does not work for Lemma 14. In­
stead, we use a sequence of maps (pk)keN with p0 as above and limk^oopk = id, 
that is, for each x e X there is k 0 G N such that pk(x)= x for all k > k0. We let 

Dk := D(pk,pk+i), Djk : = Dj(pk,pk+i). 

Observe that Djk vanishes on the basis vector (x0 , . . . , x n ) unless pk (x j ) = pk+i(xj). 
Therefore, all but finitely many summands of 

D := y Dk 

k=0 

vanish on any given basis vector. Thus D is a well-defined operator on C, (X). 
The operator D is a contracting homotopy of C. (X) because 

oo oo 

[D,δ ] = y^[D(pk,pk+i),δ] = > ( p k+i)* - (pk)* = lim (pk)* - (p0)* = id. 
J_^ ^_^ k^OO 
k=0 k=0 

To verify this computation, plug in a basis vector and use that all but finitely many 
terms vanish. This is the operator we want to use in Lemma 14. 
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5.2. Sufficient conditions for boundedness. Construct D as above and 
let D' := id^G) <S>D. We want this to be a bounded operator on C(G x X,,Tc). For 
this, we impose three further conditions on (pk)- First, (pk) should be a combing. 
This notion comes from geometric group theory and is already used in [16]. It 
allows us to control the support of D'φ for φ with controlled support. Secondly, 
the combing (pk) should be smooth. This allows us to control the smoothness of 
the functions (a, b) i—> D'φ(ab, aξ) on G2 for ξ G Xn. Only the third condition 
involves the convolution algebra T(G). It asks for a certain sequence of operators 
Tc(G) —> Tc(G2) to be equibounded. 

The smoothness condition is vacuous for discrete groups. The third condition 
is almost vacuous for ^1-Schwartz algebras of discrete groups. Hence these two 
conditions are not needed in [16]. In our application to reductive groups, we con­
struct the operators (pk) using the retraction of the affine Bruhat-Tits building of 
the group along geodesic paths. This is a combing because Euclidean buildings are 
CAT(O) spaces. Its smoothness amounts to the existence of congruence subgroups. 
The third condition follows easily from Lemma 2. 

We now formulate the above conditions on (pk) in detail and state the main 
result. We use the relation ^F for a finite subset F C X = G/H defined in (8) by 
x ^F y -<=> x~1y G HFH. 

DEFINITION 15. A sequence of maps (pk)keN as above is called a combing of X 
if it has the following additional two properties: 
15.1. there is a finite subset F C X such that pk(x) ^F pk+1(x) for all k G N, 

x G X; 
15.2. for any finite subset F C X there is a finite subset F C X such that pk(x) ^F ¯ 

pk(y) for all k G N and x, y G X with x ^F y. 

We say that the combing has polynomial growth (with respect to the scale σ) if the 
least k0 such that pk(gH) = gH for all k > k0 grows at most polynomially in σ(g). 
(This definition of growth differs slightly from the one in [16].) 

We may view the sequence ( pk(x) ) as a path from H to x. The conditions on 
a combing mean that these paths do not jump too far in each step and that nearby 
elements have nearby paths (pk(x)). 

DEFINITION 16. A combing (pk)keG of G/H is called smooth if it has the 
following two properties: 
16.1. all maps p k are ˜-equivariant for some open subgroup H C H; 
16.2. for any U G CO(G), there exists V G CO(G) such that aVb C UabU for all 

a, b G G with pk(abH) = aH. 

DEFINITION 17. Let (pk) be a smooth combing of polynomial growth. Define 

φ(ab) if pk(abH) = aH; 
0 otherwise. 

We say that (pk) is compatible with T(G) if the sequence of operators (Rk) is 
equibounded. 

THEOREM 18. Let G be a totally disconnected, locally compact group and let 
T(G) be an unconditional smooth convolution algebra of rapid decay on G. Suppose 
also that the function space T(G2) on G2 is unconditional. If G/H for some 
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compact open subgroup H C G admits a smooth combing of polynomial growth that 
is compatible with T(G), then T(G) is isocohomological. 

5.3. Proof of Theorem 18. 

LEMMA 19. Suppose that (pk) is ¯ combing. Then for any controlled subset 
S C Xn the¯ is a controlled subset S C Xn+1 such that suppφ C S implies 
suppD(φ) C S for all φ G C[Xn], 

P R O O F . Since S is controlled, there is a finite subset F C X such that x i ~p xj 
¯r all i,je {0,...,n}, (x i) G S. Since (pk) is a combing, we can find a finite subset 
F C X such that pk(xi) ^p pk+1(xi) and pk(xi) ^p pk(xj) for all k G N and all 
(x j) G S. Let F' := HFHFH C G/H. If x ~ ^ y ~ ^ z, then x ~^/ z. Hence 
(pk(x0),...,pk(xj),pk+1(xj),...,pk+1(xn)) is controlled by F' for all (xi) G S. 
This means that all summands in D(x0,...,x n) are controlled by F'. D 

Hence D' := id%(<3) <g> D preserves controlled supports in C(G x X,,Tc). We 
have seen in (14) that 

C(G x X,,Tc) = A H Fix (Stab ξ, Tc(G2)). 
eex>. 

The isomorphism sends φ: Gx Xn —> C to the family of functions (φ£)£ex4 defined 
by φ£(a, b) := φ(ab, aξ). Thus we may describe any operator on C(G x X., Tc) by a 
block matrix. In particular, we get D' = (D1? ) ^ e x ; with certain operators 

D'f : Fix ( Stabη, Tc(G 2 ) —> Fix ( Stabξ, Tc(G 2 ) ) . 

The fact that D' preserves controlled supports means that for fixed η we have 
D'f =0 for all but finitely many ξ. Thus the whole operator D' is bounded if and 
only if all its matrix entries DL are bounded. 

For j , n G N, n > j , define pjk : Xn —> Xn+2 by 

pjk ( (x0,...,xn) ) := (p k(x0),...,pk(xj),pk+1(xj),...,pk+1(xn) ) . 

Then the operator Djk : C[Xn] —> C[Xn+1] is given by 

η G pjk (ξ) 

Let D'jk = id%(<3) <g> Djk and let D j'k , be the matrix entries of D'jk with respect to 
the decomposition (14). Thus Di = J2kem Y^j=0(-1) jD'jk erf Writing φ(a, b) = 
φ (ab, aξ) and φTj(ag, g~1b) = φ (ab, agη), we 

(17) D'jkfψ(a,b)= 2_] ψ( ag,g 1b) 
{g G G/ Stab(η) | pjk(agη) = aξ} 

= vol(Stabη)_1 / ψ(ag,g~1b)dg 
{g G G | pjk(agη) = aξ} 

for ψ ^ Fix ( Stabη,Tc(G2) ) . The right hand side of (17) makes sense for arbitrary 
ψ € T c(G2) and extends D'k , to an operator on T c(G2). Now we fix ξ, η until 
further notice and sometimes omit them from our notation. 



HOMOLOGICAL ALGEBRA FOR SCHWARTZ ALGEBRAS 283 

Let U C Stab(η) be an open subgroup and φ G Tc(G//U). Let μ U & TC(G) be 
the normalised Haar measure of U, that is, suppμ U = U and μ U(g)= vol(U)_1 for 
g G U. Equation (17) yields 

vol(Stabη)D j'k,ξη (φ <8> μ U)(a, b) 
( ( -t 

1 / \ φab) it pjk(abη) = aξ; 
= vol(U) φ (ag) dg = 

{g G bU | pjk(agη) = aξ} 0 otherwise. 
Let χj,ξη(a, b) be the number of k G N with pjk(abη) = aξ and let 

χ (a,b) = χ ξη(a,b) := / ] ( — 1)jχj,ξη(a, b). 

These numbers are finite for any a, b G G for the same reason that guarantees that 
the sum defining D is finite on each basis vector. Define 

A = Aξη: Tc(G) —> Tc(G2), Aφ (a, b) = χ(a, b) • φ (ab). 

Our computation shows that Aφ = D ξi (φ(§μ U)-vol(Stabη) if U is an open subgroup 
of Stabη and φ G Tc(G//U). 

LEMMA 20. The operator Dξ η is bounded if and only if Aξη is bounded. 

P R O O F . The boundedness of Dξ η implies that A is bounded on T c(G//U) for 
sufficiently small U and hence on all of T c(G). Suppose conversely that A is 
bounded. We turn Tc(G2) into an (incomplete) bornological right T c(G)-module 
by 

(f 1 ® f2) * f3 := f 1 <8) (f2 * f3). 
This bilinear map TC(G2) x T c(G) - • Tc(G2) is bounded because the convolution in 
T(G) is bounded. The operators D'jk ξη and hence DL are T c(G)-module homo-
morphisms by (17). Let U C Stab(η) be open and φ 1 , φ 2 € T c(G//U). Then 

D'ξ η (φ 1 <%> φ 2 ) = D'ξ η (φ 1 (g) μ U) * φ2 = vol(Stabη)~ A(φ 1 ) * φ 2 . 

This implies the boundedness of Dξ η because U is arbitrarily small and A and the 
convolution T c(G2) —> Tc(G) are bounded. • 

LEMMA 21. J/ ifte combing is smooth, then for any U G CO(G) iAere is V G 
CO(G) swcA that A maps T c(G//U) into T c(G2 //V2). 

P R O O F . Let a, b G G. Clearly, χ(a,by) = χ(a,b) for y G Stab(η). Since pk is 
H ˜-equivariant, so ispjk- Hence χ(ha, b)= χ(a, b) for h <s H. Therefore, Aφ (ua, b)= 
Aφ (a,b) = Aφ (a,bu) for φ G Tc(G//U) provided U C H n Stab(η). Moreover, we 
have Aφ(a, xb) = Aφ(ax, b) if x G Stab(ξ). 

We may assume that the zeroth components η 0 and ξ 0 are H: any G-orbit 
on Xn has such a representative. Then pjk(abη) = aξ implies pk(abH) = aH. By 
the definition of a smooth combing, there is V G CO(G) such that aVb C UabU 
whenever pjk(abη) = aξ for some k G N. Hence φ (avb) = φ (ab) for (a, b) G suppχ 
and v <EV. We may shrink V such that V C Stab(ξ)nU. Then χ(a, vb) = χ(a, b)= 
χ(av, b) as well, so that A maps Tc(G//U) to Tc(G2 //V2). • 
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Definition 17 requires the following sequence of operators to be equibounded: 

= -t 

φ(ab) it pk(abH) = aH; 
0 otherwise. 

Hence R := J2kef,j(k +1)-2Rk is bounded. We have Rφ(a, b) = φ(ab)χ'(a, b), where 
χ'(a,b)= 2_\ (k + 1)-2. 

{keN \pk(abH) = aH} 
Now let S C T c(G) be bounded. Then S C T c(G//U) for some U G CO(G). We 
have already found V G CO(G) such that A</> G ^ ( G 2 / V 2 ) for all φ G T c(G//U). 
Since pointwise multiplication by the scale σ is Tounded on T c(G//V), it follows 
that the set of functions σ(a)Nσ(b)NR(S) is bounded in T c(G2//V2). We claim 
that σ(a)Nσ(b)NR(S) dominates A(S) for sufficiently large N. Since T(G2) is 
unconditional, this implies the boundedness of A. 

Since A and R are multiplication operators, the claim follows if χlσN dominates 
χj,ξη f° r a n v fixed j , ξ,η- This is what we are going to prove. Let k0(ab) be the 
least k0 such that pk(abηj) = abηj for all k > k0- The polynomial growth of 
the combing implies that k0(ab) is dominated by Cσ(ab)N < Cσ(a)Nσ(b)N for 
sufficiently large C, N. Since ξj = ξj+1, we have pjk(abη) ^ Gξ for k > k 0 . Hence, 
if pjk(abη) = aξ, then k< k0. We choose the set of representatives X't such that 
ξ0 = H for all ξ G X^. Then pjk(abη) = aξ implies pk(abH) = aH. Therefore, for 
each summand 1 in χj,ξη(a, b) there is a summand 1/(k+1)2 > 1/k 0

2 in χ'(a, b). This 
yields the desired estimate χj,ξη(a, b) < k0(a, b)2χ'(a, b) < C2σ(a)2Nσ(b)2Nχ'(a, b). 
Thus the operators Aξη are bounded for all ξ, η. This implies boundedness of D'ξ η 
by Lemma 20. By Lemma 19, it follows that D' is bounded. Finally, Lemma 14 
yields that T(G) is isocohomological. This finishes the proof of Theorem 18. 

6. A smooth combing for reductive p-adic groups 

The following theorem is the main goal of this section. In addition, we prove 
a variant (Theorem 28) that deals with the subcategories of χhomogeneous repre­
sentations for a character χ: C(G) —> U(1) of the connected centre of G. 

THEOREM 22. The Schwartz algebra S(G) of a reductive p-adic group G is 
isocohomological. 

P R O O F . We are going to apply Theorem 18. Let σ be the standard scale as in 
the definition of the Schwartz algebra and let T(G) := S(G). The space T(G2) is 
defined as T(G) <̂> T(G). This notation is permitted because of Lemma 2, which 
identifies S(G) <̂> <S(G) with the Schwartz algebra of G2 (which is again a reductive 
p-adic group). Clearly, the Schwartz algebras S(G) and S(G2) are unconditional 
smooth convolution algebras of rapid decay. 

We let BT = BT(G) be the affine Bruhat-Tits building of G, as defined in 
[5,23]. This is a Euclidean building on which G acts isometrically, properly, and 
cocompactly. Let C(G) be the connected centre of G, so that the quotient G/C(G) 
is semi-simple. In Section 7, we will also use the variant BT(G/C(G)) of BT(G), 
which we call the semi-simple affine Bruhat- Tits building of G. 

Let G0 be the connected component of G as an algebraic group. Thus GQ is a 
reductive group and G is a finite extension of GQ. Inspection of the definition in [23] 
shows that the buildings for G and GQ are equal. We remark that it is not hard to 
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reduce the case of general reductive p-adic groups to the special case of connected 
semi-simple groups, or even connected simple groups. At first I followed this route 
myself. Eventually, it turned out that this intermediate step is unnecessary because 
all arguments work directly in the generality we need. 

Let ξ 0 G BT, H := Stab(ξ 0 ) , and X := G/H. We have H G CO(G), and X 
may be identified with the discrete subset Gξ 0 Q BT. We need a combing of X. 
As a preparation, we construct a combing of BT, using that Euclidean buildings 
are CAT(O) spaces, that is, have "non-positive curvature" (see [4,5]). In particular, 
any two points in BT are joined by a unique geodesic. For ξ G BT, let 

p(ξ): [0,d(ξ, ξ 0)] —> BT, t>—>pt(ξ), 

be the unit speed geodesic segment from ξ 0 to ξ; extend this by pt(ξ ) : = ξ for 
t> d(ξ, ξ 0 ) . Restricting to t G N, we get a sequence of maps pk : BT —> BT. 

LEMMA 23. The maps pk for keN form a combing of linear growth of BT. 

This means d ( pk(ξ),pk(η ) ^ R ' d( ξ,η)+ R and d(pk(ξ),pk+1(ξ ) ) ^ R f° r all 
ξ, η G BT, k G N, for some R> 0. Linear growth means that the least k0 such that 
pk(ξ ) is constant for k > k0 grows at most linearly in d(ξ, ξ 0 ) . 

P R O O F . By construction, d ( ps(ξ),pt(ξ ) < \t - s\ for all s,t e R + , ξ € BT, 
and ps(ξ ) is constant for s > d(ξ, ξ 0 ) . The lemma follows if we prove the following 
claim: d(pt(ξ),pt(η ) < d( ξ,η) for all ξ,η G BT, t G R+. 

Fix ξ, η G BT and t G R+. We may assume d(ξ, ξ 0) > d(η,ξ 0) (otherwise 
exchange ξ and η) and d(ξ, ξ 0) > t (otherwise pt(ξ)= ξ and pt(η)= η)• Let d? be 
the usual flat Euclidean metric on R2. Let ξ* and η* be points in R2 with 

d*(ξ*, 0) = d(ξ, ξ 0 ) , d*(η*,0) = d(η,ξ 0 ) , d*(ξ*,η*)= d(ξ,η). 
The CAT(O) condition means that distances between points on the boundary of the 
geodesic triangle (ξ, η, ξ 0) are dominated by the distances between the correspond­
ing points in the comparison triangle (ξ*,η*, 0). Here the point pt(ξ ) corresponds 
to the point pt(ξ )* o n [0,ξ*] of distance t from the origin. The point pt(η) cor­
responds to the point pt(η)* of distance min{t, d(η, ξ 0 )} from the origin. An easy 

η* 

pt(ξ)* 
FIGURE 1. A comparison triangle 

'ξ 

computation or a glance at Figure 1 shows d*(pt(ξ)*,pt(η)*) ^ d*(ξ*,η*). By the 
CAT(O) condition, this implies d(pt( ξ),pt( η ) ^ d( ξ,η). D 

We identify G/H with the orbit Gξ 0 Q BT. Since the group action is cocom-
pact, there is some R> 0 such that for any ξ G BT there exists ξ' G Gξ 0 with 
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d(ξ, ξ') <R. We let p'k(ξ) for ξ G BT be a point in Gξ 0 with d ( p'k(ξ),pk(ξ) ) <R. 
We claim that any such choice defines a combing of G/H. 

If we equip Gξ 0 with the metric d from BT, the maps p'k on Gξ 0 still form 
a combing in the metric sense because they are "close" to the combing (pk)- The 
subspace metric from BT and the relations ^F in Definition 15 generate the same 

fnr coarse geometric structure on X. That is, for any R> 0 there is a finite subset 
F C X such that d(x, y) < R implies x ^F y, and for any finite subset F C X 
there is R> 0 such that x ^F y implies d(x, y) < R. This is easy to verify by 
hand. Alternatively, it follows from the uniqueness of coarse structures mentioned 
after Definition 15. Hence (p'k) is a combing of G/H in the sense we need. 

We also need the combing to be smooth. To get this, we must choose the base 
point ξ 0 and the approximations p'k (ξ) more carefully. This requires some geometric 
facts about the apartments in the building. Let K be the non-Archimedean local 
field over which G is defined. Let S C G be a maximal K-split torus of G. We 
do not distinguish in our notation between the algebraic groups S and G and their 
locally compact groups of K-rational points. Let X*(S) and X*(S) be the groups 
of algebraic characters and cocharacters of S, respectively. The R-vector space 
A := X*(S) <g> R is the basic apartment of (G, S). 

Let Φ C X*(S) be the set of roots of G relative to S. Choose a simple system 
of roots Δ C Φ and let A+ C A be the corresponding closed Weyl chamber: 

A+ := {x G A | α(x) > 0 for all α G Δ} . 
Let W be the Weyl group of the root system Φ. It is the Coxeter group generated 
by orthogonal reflections in the hyperplanes α(x)= 0 for α G Δ. The positive 
cone A+ is a fundamental domain for this action, that is, W(A+) = A (see [10]). 

Let Z C G be the centraliser of S. There is a canonical homomorphism ν : Z —> 
A (see [23, (1.2)]). Its kernel is compact and its range is a lattice Λ C A; that is, Λ 
is a discrete and cocompact subgroup of A. Moreover, let Λ+ :=Λ n A+. Since Λ 
is free Abelian, we can lift it to a subgroup of Z and view Λ C Z C G. Let Φaf 
be the set of affine roots as in [23, (1.6)]. These are affine functions α: A —> R of 
the form α(x)= α0(x)+ γ with α0 e Φ and certain γ G R. Recall that Φ C Φaf 
and that Φaf is invariant under translation by Λ. The subsets of A of the form 
{x G A α(x) = 0} and {x G A | α(x) > 0} for α G Φaf are called walls and 
half-apa|ments, respectively. 

We define the closure cl(Ω) C A of a non-empty subset Ω C A a s the inter­
section of all closed half-apartments containing Ω (see [5, (7.1.2)]). We claim that 

(18) cl({0, ξ}) = A+ n (ξ — A+) 
for all ξ G Λ+. Let B := A+ n (ξ — A+). This is an intersection of half-apartments 
containing 0 and ξ because Φ U (ξ — Φ) C Φaf. Hence cl({0,ξ}) C B. It remains 
to show that any half-apartment C containing 0 and ξ also contains B. Let C be 
defined by the equation α > 0 for some affine root α with linear part α 0 € Φ• We 
distinguish the cases α 0 > 0 and α0 < 0. If α0 > 0, then α(x)= α0(x)+ α(0) > 
α0(x) is non-negative on A+; if α0 < 0, then α(ξ — x)= — α0(x)+ α(ξ) > — α0(x) 
is non-negative on A+, so that α is non-negative on ξ — A+. Thus BCCin either 
case. This finishes the proof that cl({0, ξ}) = B. 

LEMMA 24. There is R> 0 5«c/i that for all ξ G Λ+ and all η G cl({0,ξ}), 
there is η' G Λ n cl({0,ξ}) wii/i d(η, η') < R. 
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P R O O F . Let Δ = {α1,...,αs} be the system of simple roots that determines A+. 
If G is semi-simple, these roots form a basis of A. In general, they are linearly inde­
pendent, so that we can extend them to a basis by certain α j for s< j < r. Define 
a vector space isomorphism γ: A —> Rr by γ(η)j = α j (η) for j = 1,... ,r. This 
identifies A+ with the set of (x j) G Rr with x j > 0 for 1 < j < s. Equation (18) 
identifies B := cl({0, ξ}) with 

γ(B) = {(x j) G R r I 0 < x j < γ(ξ)j, j = 1, . . ., s}. 

We may assume α j G X(S) <g> Q C A, so that γ(Λ) C Q r . Replacing γ by 
n_1γ for some n G N*, we can achieve Zr C γ(Λ). Hence if (x j) G γ(B), then the 
truncated vector |_(xj)J := (l_xj_l) belongs to γ(B n Λ). It satisfies \x j — [x j\\ < 1 
for all j . Since the norm | |γ(η )II00 is equivalent to the Euclidean norm on A, we 
have d(γ_1 |_γ(η)J , η) <R f° r all η G B for some R> 0. D 

The building i3T can be defined as the quotient of G x A by a certain equivalence 
relation. We may view gA for g G G as a subspace of i3T; these are the apartments 
of BT. We now choose ξ0 to be the origin in A C BT. Recall that H C G denotes 
the stabiliser of ξ 0- We have the Cartan decomposition G = HΛ+H by [23, (3.3.3)], 
so that Gξ 0 = HΛ+ξ 0- Let GQ C G be the connected component of the identity (as 
an algebraic variety) and let H0 := H n GQ. These are open normal subgroups of 
finite index in G and H, respectively, and BT(G) is isomorphic to BT(G0) equipped 
with a canonical action of G. 

Choose Λ̂+ C Λ+ to contain one representative for each H-orbit in Gξ 0- Fix 
ξ G Λ̂+ and k G N. We further decompose Hξ as a disjoint union of finitely many 
H0-orbits H0hjξ = hjH0ξ for suitable h1,...,hN G H. We let p'k(ξ) be some point 
in Λ n cl({0,ξ}) C A C BT that has minimal distance from pk(ξ). 

PROPOSITION 25. Let Ω C A C, Ω = | . If g & G0 satisfies gx = x for all 
x G Ω, then gx = x for all x G cl(Ω). (This may fail if we allow g G G.) 

P R O O F . The proof requires some facts about stabilisers of points in BT, which 
are conveniently summarised in [20, Section 1.1]. The subgroups PΩ C GQ defined 
there manifestly satisfy PΩ = Pcl(Ω)- This implies our claim because 

PΩ = {g & G0 j gx = x Vx G Ω}. • 

Proposition 25 allows us to definep'k(hjh0ξ) := hjh0p'k(ξ) for all h0 & H0. Let­
ting ξ,j vary, we get a map p'k: Gξ 0 —> Gξ 0- It is H0-equivariant because H0 
is normal in H. Since p k(ξ) G cl({0,ξ}), Lemma 24 yields R> 0 such that 
d(pk(ξ ),pk(ξ ) ^ R f° r all k G N, ξ G Λ +̂. The same holds for ξ G Gξ 0 be­
cause pk is H-equivariant and G acts isometrically on BT. Moreover, p'0 ( ξ ) = ξ0 
and p'k( ξ)= ξ for k > d(ξ, ξ 0 ) . Thus (p'k) is a combing of G/H of linear growth. 

LEMMA 26. The combing (p'k) is smooth. 

P R O O F . There is a decreasing sequence (Un)nem in CO(G) such that each Un 
is normal in H and can be written as U n+ • U n^~ = U~ • Un

 + with 

(19) λU n+ C U n+λ, U n"λ C λU~ 

for all λ G Λ+ (see [20, Section 1.2]). Let a, b G G satisfy p'k(abH) = aH. Write 
ab = h1λh2 with h1,h2 € H, λ € Λ'+, and h 1 chosen as carefully as above if G is 
disconnected. Then a = h1p'k(λ)h3 with the same h1 and some h3 G H. Hence 
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b = h^1p'k(λ)^1λh2- Since p'k(λ) G cl({0, λ}), equation (18) yields p'k(λ) G Λ+ and 
p'k(λ)~1λ G Λ+. Using (19) and that Un is normal in H, we get 

aUnb = h1pl
k(λ)Un

 +Un p k (λ) 1 λh2 ^~ h 1Un + p'k(λ ) p'k( λ) 1λUn h2 

C h1UnλUnh2 = Unh1λh2Un = UnabUn. 

Thus the combing (p'k) is smooth in the sense of Definition 16. • 

Finally, the compatibility condition of Definition 17 is easy to check using the 
explicit description of S(G2) in Lemma 2. In order to cover also the Schwartz 
algebras for discrete groups, which are defined by ^1-estimates, we define spaces 

Lp(G) := {f: G —> C | f • σk G Lp(G) \/k G N} 

for all 1 < p< oo, and equip them with the evident bornology: a subset T C Lp(G) 
is bounded if and only if for any k <sN there is Ck such that ||f • σk \\L (G) < Ck for 
all f G T. Let Lp(G//U) be the subspace of U-bi-invariant functions in Lp(G). 

For p =2, this agrees with the previous definition, so that Lemma 2 yields 

S(G) = limL2
σ(G//U), S(G2) = l imL σ

 2(G2 //U2). 

LEMMA 27. Let (pk) be a combing of polynomial growth on G/H. Then the 
sequence of operators (Rk) used in Definition 17 is uniformly bounded as operators 
Lp(G) —> Lp(G2). Here we use the scale σ (a, b) := σ(a)σ(b) on G2. 

P R O O F . The operator Wφ(x,y) := φ(x,x~1y) is an isometry of Lp(G2). It 
is also sufficiently compatible with the scale on G2 for W and its inverse to be 
bounded linear operators on Lσ(G2). We have Rkφ(a, b)= φ(ab)1pk(abH)(a), where 
1pk(abH) denotes the characteristic function of pk(abH) C G. Hence 

WRkφ(x,y) = φ(y) • 1pk(yH)(x). 

Since the combing (pk) has polynomial growth, σ{pk(yH) ) is controlled by a poly­
nomial in σ(y). The boundedness of W o Rk is now immediate because all cosets 
xH have volume 1. This implies the boundedness of Rk- • 

Since the combing (p'k) is smooth, for any U G CO(G) there exists V G CO(G) 
such that Rk maps Tc(G//U) into Tc(G2//V2). Together with Lemma 27 for p =2, 
this yields that the combing (p'k) is compatible with S(G) in the sense of Defini­
tion 17. We have now verified all the hypotheses of Theorem 18. Thus S(G) is 
isocohomological. • 

6.1. Decomposition with respect to the centre of G. As before, we 
let G be a reductive p-adic group. Let C(G) C G be the connected centre of G 
and let χ: C(G) —> U(1) be a unitary character on C(G). Let Modχ(G) be the full 
subcategory of Mod(G) whose objects are the representations π: G —> Aut(V) that 
satisfy π(z) = χ(z)idV for all z G C(G). Let 

Modχ ( S(G)) := Mod ( S(G) ) n Modχ(G) 

be the subcategory of tempered representations in Modχ(G). The class of exten­
sions with a bounded linear section turns Modχ(G) and Modχ(S(G)) into exact 
categories, so that we can form the derived categories Derχ(G) and Derχ 

Let Gss := G/C(G), this is again a reductive p-adic group. If χ = 
( S(G) ) . 
1, then 
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Modx(G) = Mod(Gss) and Modx( S(G) ) = Mod ( S(Gss) ). In general, there are 
quasi-unital bornological algebras HX(G) and SX(G) such that 

Modx(G) = Mod(Hx(G)), Modx(S(G) ) = Mod ( Sx(G) ) . HX(G), Mod x S (G ) = ModS 

-known definitions. A C(G)-invaria We briefly recall their well-known definitions. A C(G)-invariant subset of G is 
called C(G)-compact if its image in Gss is compact. Let HX(G) be the space 
of locally constant functions f: G —> C with C(G)-compact support such that 
f(z~1g)= χ(z)f(g) for all g G G, z G C(G). If f 1,f2 G HX(G), then the function 
h i—> f1(h)f2(h~1g) is C(G)-invariant, so that 

f 1 * f2(g) := I f1(h)f2(h g) dh 
G 

makes sense; here dh denotes the Haar measure on Gss. This turns HX(G) into an 
algebra, which we equip with the fine bornology. 

Let L2 (G)x ^ e the space of functions f: G —> C that satisfy f(z~1g)= χ(z)f(g) 
for all g s G, z G C(G), and such that zg i—> |f(g)| is an element of L|(Gss)- Let 

SX(G) := l imL 2( G/U )x 

where U runs through the set of compact open subgroups with U n C(G) C kerχ-
The same estimates as for S(Gss) show that the convolution on HX(G) extends to 
a bounded multiplication on SX(G). 

Consider the map 

ρ: H(G) —> HX(G), ρf(g):= / χ(z)f(zg)dz. 
C'(G) 

For appropriately normalised Haar measures, this is a surjective, bounded algebra 
homomorphism; that is, HX(G) is a quotient algebra of H(G). Using ρ, we can pull 
back HX(G)-modules to H(G)-modules. This construction maps essential modules 
again to essential modules (ρ is a proper morphism in the notation of [17]). Thus 
we have got a functor ρ*: Mod(Hx(G)) —> Mod(H(G)). Since ρ is surjective, ρ* is 
fully faithful. Thus Mod(Hx(G) ) becomes a full subcategory of Mod(G). It is easy 
to identify this subcategory with Modx(G). If (V,π) S Modx(G), then V becomes 
an essential Hx(G)-module by 

π(f) := / f(g)π(g) dg. 
Gee 

This is well-defined because f(gz)π(gz) = f(g)π(g) for all g s G, z G C(G). 
We can extend ρ to a bounded algebra homomorphism ρs: S(G) —> SX(G). 

The map ρ5 has a bounded linear section and its kernel is the closure of ker ρ C 
H(G). Therefore, bounded algebra homomorphisms SX(G) —> End(V) correspond 
to bounded algebra homomorphisms S(G) —> End(V) whose restriction to H(G) 
vanishes on ker ρ. Equivalently, Mod (SX(G)) = Mod(S(G)) n Modx(G). Thus 
HX(G) and SX(G) have the required prSert ies. 

THEOREM 28. The embedding HX(G) —> SX(G) is isocohomological. 

P R O O F . Let HX(G)op be the opposite algebra of HX(G), so that Mod(HX(G)o p) 
is the category of right HX(G)-modules. Since Hx(G)op = Hx-i(G), we have an 
isomorphism of categories Mod(Hx(G)op) = Modx-i(G). 
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with the associated representa-Equip X G Mod(Wχ(G)op), V G Mod7Yχ(G) wit 
tions of G. We equip X <̂> V with the diagonal representation. Since χ a n d χ-1 

cancel, C(G) acts trivially on X <̂> V. Thus we obtain a bifunctor 

(20) Mod(Wχ(G) op ) x Mod(7Yχ(G)) —> Mod(Gss), (X, V) i—> X <̂> V. 

This functor is evidentlˆ exact for extensions with a bounded linear section. More­
over, we claim that X <g> V is projective if X or V are projective. It suffices to treat 
the case where X is projective. We may even assume that X is a free essential 
module X0 <g> TLχ(G). The diagonal representation on X0 <̂) TCχ(G) (g>Y is isomor­
phic to the regular representation ρg <g> 1 <g> 1 on TC(Gss) ĉ >X0 <̂ >Y. The intertwining 
operator is given by Φ(x <S> f <S> y)(g) := f(g)x <8) gy for all g & G; this function only 

^ ir depends on the class of g in Gs 

X(G) V is oenneo as Let X G Mod(Wχ(G)op), V G ModHχ(G). Then X ®HX(G) V 
the quotient of X <̂) V by the closed linear span of x * f <g> v — x<%> f *v for x G X, 
f G Hχ(G), v G V. Since ρ: H(G) —> Hχ(G) is surjective, this is the same as 
X <%>H (G) V, which we have identified with X ®G V in Section 3. Thus 

X <g)H (G) V = C <ˆ>Gss (X (̂> V). 

The same assertion holds for the total derived functors because the bifunctor in (20) 
is exact and preserves projectives. Especially, we get 

Sχ(G) (ˆ)H (G) Sχ(G) = C <ˆ>Gss ( Sχ(G) <̂> Sχ(G) ) Sχ(G) <̂> Sχ(G). 

rer conjugation act Here Sχ(G) <̂> Sχ(G) is equipped with the inner conjugation action of Gss. We 
identify Sχ(G) <g><Sχ(G) = Sχ×χ(G x G) as in Lemma 2. By [17, Theorem 35.2], the 
embedding TLχ(G) —> Sχ(G) is isocohomological if and only if Sχ(G) <§H (G) Sχ(G) 
is a resolution of Sχ(G). Thus the assertion that we have to prove is equivalent to 

C <ˆ>Gss Sχ×χ(G x G) = <Sχ(G). 

We already know C(8)G s s S(Gss X Gss) = S(Gss) because S(Gss) is isocohomological 
(Theorem 22) and this condition is equivalent to S(Gss) being isocohomological. 

Now we choose a continuous section s: Gss —> G; this is possible because G is 
totally disconnected. It yields bornological isomorphisms 

Ψ': Sχ(G) —> S(Gss), Ψ'f(g) := f ° s(g), 
Ψ: <Sχ×χ(G x G) —> S(Gss x Gss), Ψf(g, h) := f(s(g),s(g)-1 s(gh) ) . 

The isomorphism Ψ intertwines the inner conjugation actions of Gss on <Sχ× χ (G x G) 
and S(Gss x Gss). Thus we get isomorphisms 

(21) C^Gss 5 χ × χ ( G x G) = C <ˆ>Gss S(Gss x Gss) = S(Gss) = Sχ(G). 
It is easy to see that the composite isomorphism is induced by the convolution map 
in Sχ(G). • 

7. Applications to representation theory 

Let G be a reductive p-adic group, let C(G) be its centre, and let Gss := 
G/C(G). So far we have used very large projective W(G)-module resolutions, which 
offer great flexibility for writing down contracting homotopies. Now we consider 
much smaller projective resolutions, which are useful for explicit calculations. We 
write Mod(χ)(G) if it makes no difference whether we work in Mod(G) or Modχ(G) 
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for some character χ: C(G) —> U(1). Similarly, we write L{X)(G) and S(χ)(G). 
The actual applications of our main theorem are containH in Sections 7.1, 7.7 
and 7.8. The other subsections contain small variations on known results. Our 
presentation differs somewhat from the accounts in [20,25] because we want to 
exhibit connections with K-theory and assembly maps. 

7.1. Cohomological dimension. Let rkG = dim BT(G) be the rank of G. 

THEOREM 29. The cohomological dimensions of the exact categories Mod(G) 
and Mod (S(G)) are (at most) rkG ; that is, any object has a projective resolu­
tion of length rkG. Similarly, the cohomological dimensions of Modχ(G) and 
Modχ(S(G)) for a character χ: C(G) —> U(1) are at most rkG s s . 

P R O O F . The assertions are well-known for Mod(G) and Modχ(G). For the 
proof, equip BT = BT(G) with a CW-complex structure for which G acts by 
cellular maps. Then the cellular chain complex C(BT) is a projective H(G)-
module resolution of the trivial representation of l e • t h rk G. The chain complex 
C(BT) <̂> V with the diagonal representation of G is a projective H(G)-module 
r •olution of V for arbitrary V e Mod(G). If V e Modχ(G), we use the building 
BT(Gss) instead; G. (BT(Gss) <̂> V is a projective resolution of V in Modχ(G). 

What is new is •at we get the same assertions for Mod (S(G)) and Mod (Sχ (G) ). 
Since the argument is the same in both cases, we only write it down for S(G). Let 
V G Mod(S(G)) and let P• —> V be a projective resolution in Mod(G) of length 
rkG . Then S(G) <̂>G P• has the homotopy type of 

(22) S (G) (ˆ)G V = S(G) <ˆ>S(G) V = V 

because S(G) is isocohomological (Theorem 22); here we use one of the equiva­
lent characterisations of isocohomological embeddings listed in Section 4.2. Equa­
tion (22) means that S(G) %>G P• is a resolution of V. This resolution is projective 
and has length rk G. • 

Conversely, there is V e Mod(G) with ExtG (V, V) = 0. Hence the cohomo­
logical dimension of Mod(G) is equal to rkG . We can even take V tempered and 
irreducible. Hence ExtT(G)(V,V) = 0 as well because S(G) is isocohomological. 
Thus Mod(S(G)) also Sas cohomological dimension equal to rkG . Similarly, the [S(G) ) 

ncal din \ cohomological dimension of Modχ(G) and Mod χ S (G ) is equal to rkG s s . 

7.2. Finite projective resolutions. We use a result of Joseph Bernstein 
to attach an Euler characteristic Eul(V) in Ko(H(χ)(G)) to a finitely generated 
representation V e Mod(χ)(G). 

DEFINITION 30. A smooth representation V is called finitely generated, if there 
exist finitely many elements vi,...,vn such that the map 

n 
H(G)n —> V, ( f i , . . . , f n) i—> 2_\ fj * vj 

is a bornological quotient map. 

An admissible representation is finitely generated if and only if it has finite 
length, that is, it has a Jordan-Holder series of finite length. 
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Since H(G)n carries the fine homology, the same is true for its quotients. Hence 
a finitely generated representation necessarily belongs to Modalg(G). In the situa­
tion of Definition 30, there exists U e CO(G) fixing vj for all j s {1,...,n}. Thus 
we get a bornological quotient map t(G/U)n -» V. Conversely, H(G/U)n is finitely 
generated and projective. Thus a s H o t h representation is finitely generated if and 
only if it is a quotient of H(G/U)n for some U e CO(G). If V e Modχ(G), then we 
may replace H(G/U)n by Hχ(G/U)n for some U e CO(G) with χ\UnC(G) = 1• 

DEFINITION 31. An object of Mod(χ)(G) has type (FP) if it admits a resolu­
tion of finite length by finitely generated projective objects of Mod(χ)(G). Such a 
resolution is called a finite projective resolution. 

THEOREM 32 (Joseph Bernstein). An object of Mod(χ)(G) has type (FP) if 
and only if it is finitely generated. 

P R O O F . It is trivial that representations of type (FP) are finitely generated. 
Conversely, if V is finitely generated, then V is a quotient of a finitely generated 
projective representation, say, 0: H(χ)(G/U)n -» V. By [3, Remark 3.12], subrep-
resentations of finitely generated representations are again finitely generated. Espe­
cially, ker 0 is finitely generated. By induction, we get a resolution (Pn, n) oiV by 
finitely generated projective objects. By Theorem 29, the kernel of n : Pn —> Pn_1 
is projective for sufficiently large n. Hence 

0 —> ker n —> Pn —> ... —> P0 —> V 
is a finite projective resolution. D 

The algebraic K-theory K0(H(χ)(G) ) is the Grothendieck group of the monoid 
of finitely generated projective H ( χ)(G)-modules. This is so because H ( χ)(G) is a 
union of unital subalgebras. 

DEFINITION 33. Let V e Mod(χ)(G) be finitely generated. Then V is of type 
(FP) by Bernstein's Theorem 32. Choose a finite projective resolution 

0 —> Pn —> ... —> P0 —> V —> 0. 
The Euler characteristic of V^ is defined by 

n 
Eul(V) := /_](—1)j [ P j] € K0(H(χ)(G) ) . 

j=0 

We check that this does not depend on the resolution (see also [19, Section 1.7]). 
Define the Euler characteristic Eul(P.) for finite projective complexes in the obvious 
fashion. Let P, and P.' be two finite projective resolutions of V. The identity map 
on V lifts to a chain homotopy equivalence f: P, —> P.'. Hence the mapping cone Cf 
of f is contractible. The Euler characteristic vanishes for contractible complexes. 
Hence Eul(C f)= 0. This is equivalent to Eul(P.) = Eul(P.'). 

DEFINITION 34. Let 

HH0(H(χ)(G) ) := H(χ)(G)/[H(χ)(G),H(χ)(G)]. 
The universal trace is a map 

tru niv: K0(H(χ)(G) ) —> HH0(H(χ)(G) ) . 

If (pij) G Mn(H(χ)(G) ) is an idempotent with H(χ)(G)n • (p ij) = V, then we have 
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The above definitions are inspired by constructions of Hyman Bass in [2], where 
truniv Eul( V) is constructed for modules of type (FP) over unital algebras. 

7.3. Traces from admissible representations. Let W s Mod(χ)(G) be an 
admissible representation. Its integra˜d form is an algebra homomorphism ρ from 
H(χ)(G) to the algebra Endfin(W) := VFigiW of smooth finite rank operators on W. 
Here W denotes the contragradient representation and Endfin(T/l/) carries the fine 
bornology. Composing ρ with the standard trace on Endfin(T/l/, we get a trace 
tr W : HH0 (H(χ)(G)) —> C and a functional 

τ W : K0(H(χ)(G) ) —> Z. 
The following computation of τW is a variant of [2, Proposition 4.2]. 

PROPOSITION 35. Let V, W e Mod(χ)(G), let V be finitely generated projective 
and let W be admissible. Then τW[ V]= dim HomG (V, W) and HomG(V,W) is 
finite-dimensional. 

P R O O F . The functoriality of K0 for the homomorphism L{X)(G) —> Endfin(W) 
maps [V] to the class of the finitely generated projective m H l e 

V : = Endfin(W) ˆ% (G) V = W <g> (W <S>G V) = W imW®a 

over Endfin(W). Thus τ W[V] = dim ˜ <8>G V. By adjoint associativity, 

Hom(W ˜ (giG V, C) = HomG ( V, Hom(W ˜ , C) ) = HomG ( V, W ) . 

We have W = W because W is admissible. Thus τ W [V] = dim HomG (V, W). D 

Let V, W G Mod(χ)(G), let W be admissible and let V be finitely generated. By 
Bernstein's Theorem 32, there is a finite projective resolution P, —> V in Mod(χ) (G). 
By Proposition 35, HomG (P.,W) is a chain complex of finite-dimensional vector 
spaces. Hence its homology Ext^ (G)(V, W ) is finite-dimensional as well and 

(x) 

(23) / y (-1)n d i m E x t ^ (G)(V, W) = ^ ( - 1 ) n dim HomG (Pn, W) 
n=0 n=0 

oo 
= / . ( -1)nτ W[Pn] = τ W ( Eul(V) ) . 

n=0 

We call this the Euler-Poincare characteristic EP(χ)(V, W) of V and W (compare 
[20, page 135]). 

7.4. Formal dimensions. Evaluation at 1 s G is a trace on H(χ)(G), that 
is, a linear functional τ 1 : HH0(H(χ)(G)) —> C The functional 

dim := τ 1 o t r u n i v : K0(H(χ)(G) ) —> C 

computes the formal dimension for finitely generated projective H(χ)(G)-modules. 
Recall that an irreducible representation in Modχ(G) is projective if and only if it 
is supercuspidal. Unless C(G) is compact, Mod(G) has no irreducible projective 
objects. 

We can also define the formal dimension for representations that are square-
integrable (see [22]). Let (V,π) S Modχ(G) be irreducible and square-integrable 
(or, more precisely, square-integrable modulo the centre C(G)). Since irreducible 
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representations are admissible, V carries the fine homology. Moreover, square-
integrable representations are tempered. Thus the integrated form of π extends 
to a bounded homomorphism π: SX(G) —> Endfin(V). Since V is irreducible, this 
homoniorphism is surjective. The crucial property of irreducible square-integrable 
representation is that there is an ideal I C SX(G) such that I © kerπ = SX(G). 
Thus π\i: I —> Endfin(V) is an algebra isomorphism. It is necessarily a bornological 
isomorphism because it is bounded and Endfin(V) carries the fine homology. 

PROPOSITION 36. Let V e Modx(G) be irreducible and square-integrable. Then V 
is both projective and infective as an object of Modx (S(G)). 

P R O O F . The direct-sum decomposition SX(G) = kerπ © Endfin(V) gives rise 
to an equivalence of exact categories 

Modx (S(G)) = Mod(kerπ) x Mod ( Endfin(V) ) . 

The representation V belongs to the second factor. The algebra Endfin(V) is canon-
ically Morita equivalent to C, so that Mod(Endfin(V)) and Mod(C) are equivalent 
exact categories. The easiest way to get this Morita equivalence uses a basis in V 
to identify Endfin(V) = \n=1 Mn(C). Since any extension in Mod(C) splits, any 
object of Mod(C) is both injective and projective. • 

We can also define K0 ( S(x)(G) ), HH0(S(x)(G)), and 

tru n iv : K0 ( S(x)(G)) —> HH0(S(x)(G) ) . 

It is irrelevant for the following whether we divide by the linear or closed lin­
ear span of the commutators in the definition of HH0(S(x)(G)). The trace τ 1 

extends to a bounded trace τ 1f: HH0(S(x)(G)) —> C. This induces a functional 
dim :K0(S(x)(G)) —> Z. An irreducible square-integrable representation V de­
fines a class [V] e K0(S(x)(G)) by Proposition 36; we define its formal dimension 
by dims V := dims[V]. 

The embedding T~L(X) (G) —> S(X) (G) induces natural maps 

ι: K0(W(x)(G)) —> K0(S(x)(G) ) , [V] i—> [S(X)(V) ®Hi >(G) V], 
ι: HH0(W(x)(G)) —> H H 0 ( S ( X ) ( G ) ) . [f] i—> [f]. 

ive These maps are compatible with the universal traces and satisfy τ 1f o ι = τ 1 and 
dim o ι = dim. 

It is shown in [25] that S(X) (G) is closed under holomorphic functional calculus 
in the C*-algebra C*ed ( ) G). Hence 

K0 ( S(x)(G) ) = K0 ( C r*ed (x)(G) ) . 

It follows also that any finitely generated projective module V over S^(G) is the 
range of a self-adjoint idempotent element in MnS^)(G)) for some neN. Since 
the trace τ 1f is positive, we get dim V> 0 unless V =0. 

Yet another notion of formal dimension comes from the theory of von Neumann 
algebras. The (χ-twisted) group von Neumann algebra of G is the closure N^ (G) of 
H(x) (G) or S(X) (G) in the weak operator topology on L2(G)(X). We may extend τ 1f 
to a positive unbounded trace τ 1^ on N^(G). Any normal ^representation ρ of 
N(x) (G ) o n a separable Hilbert space is isomorphic to the left regular representation ae JTLII uei i s ¯ a c e is is< 

on the Hilbert space L2(G)(X) <̄) ^(N) • pp for some projection pp s N^(G) <̄> 
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B(^2^) where <̄> denotes spatial tensor products of Hilbert spaces and von Neumann 
algebras, respectively; the projection pp is unique up to unitary equivalence. We 
define the formal dimension dim (ρ) to be τ 1(̂  (pp) G [0, oo]; this does not depend 
on the choice of pp. 

By definition, we have dim (L2(G)n
 ( ) • e) = dim [e] if e G Mn ( S(x)(G) ) is 

a self-adjoint idempotent. Since S(X)(G) is closed under holomorphic functional 
calculus in the reduced group C*-algebra C*ed ( ) (G), any idempotent element of 
S(X)(G) is similar to a self-adjoint idempotent. Hence dim (L2(G)n

 ( ) -e) = dim [e] 
holds for any idempotent e G Mn(S(x)(G)). We have 

L2(G)(X) <S>s( )(G) <^(x)(G)n ' e = L 2 (G)n
 ( ) • e . 

Therefore, if V is a finitely generated projective left S(x)(G)-module V, then we 
may view L2(G)(X) <S>s( )(G) V as a Hilbert space equipped with a faithful normal 
^representation of N^(G); the resulting representation is uniquely determined 
up to unitary equivalence because any two self-adjoint idempotents realising V are 
unitarily equivalent in S(X)(G). The formal dimensions from the Schwartz algebra 
and the von Neumann algebra are compatible in the following sense: 

dim (L2(G)(X) <̂>s( )(G) V) = dim (V). 

Thus dim V only depends on the unitary equivalence class of the associated unitary 
representation L2(G)(X) <S>s( )(G) V. 

7.5. Compactly induced representations. Equip U G CO(G) with the 
restriction of the Haar measure from G. The map iG

U: Ti(U) —> TC(G) that extends 
functions by 0 outside U is an algebra homomorphism. Hence it induces a map 

(iU)!: Rep(U) = K0(W(U)) —> K0(W(G)), [V] i—> [W(G) <S>H (U) V]. 

This is the standard functoriality of K-theory. We denote it by (ijj)! because this 
notation is used in [17]. We call representations of the form (i U )!(V) compactly 
induced because H(G) ®H(U) V = c-InG

U(V) (see [15]). 
Let U, V G CO(G) and suppose that gUg^1 C V for some g & G. Then we have 

iG
U = γ"1 o iy oi^U _1 oγS, where γS denotes conjugation by g. One checks that γS 

acts trivially on K0(H(G)). Hence (iG
U)! is the composite of (iy)! and the map 

Rep(U) ^ Rep(gUg^1) —> Rep(V) that is associated to the group homomorphism 
U —> V, x i—> gxg^1. Let Sub(G) be the category whose objects are the compact 
open subgroups of G and whose morphisms are these special group homomorphisms. 
We have exhibited that U i—> Rep(U) is a module over this category. The various 
maps (iU)! combine to a natural map 

lim Rep(U) —> K0 (W(G) ) . 
Sub(G) 

We call this map the assembly map for K0(W(G) ) because it is a variant of the 
Farrell-Jones assembly map for discrete groups (see [12, Conjecture 3.3]), which is 
in turn closely related to the Baum-Connes assembly map. 

The above definitions carry over to TCX(G) in a straightforward fashion. Let 
CO(G;C(G)) be the set of C(G)-compact open subgroups of G containing C(G). 
The projection to Gss identifies CO(G;C(G)) with CO(Gss). As above, we get 
algebra homomorphisms iG

U: HX(U) —> HX(G) for U G CO ( G;C(G)). There is an 
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analogue of the Peter-Weyl theorem for HX(U)\ that is, LX(U) is a direct sum of 
matrix algebras. Therefore, finitely generated projective Hodules over HX(U) are 
the same as finite-dimensional representations in Modx(U). This justifies defining 

is Rep (U) :=K0HX(U). As above, we can factor (i^)! through (iy)! if U 
subconjugate to V. The relevant category organising these subconjugations is the 
category Sub(G; C(G)) whose set of objects is CO(G; C(G)) and whose morphisms 
are the group homomorphisms U —> V of the form x i—> gxg-1 for some g G G. 
Thus we get an assembly map 

(24) lim 
Sub ( G;C(G) 

RepX(U) —> K0Hx(G). 

ubgroup generated by vol( Let Γ(Gss,dg) C R be the subgroup generated by vol(U) -1 for U G CO(Gss). 
Since vol(U)/vol(V) G N for V C U, this group is already generated by vol(U) -1 

for maximal compact subgroups U C Gss. We have Γ(Gss,dg) = α Z for some 
α> 0 because there are only finitely many maximal compact subgroups and 
vol(U)/ vol(V) G Q for all U, V G CO(Gss). The number α depends on the 
choice of the Haar measure, of course. 
size(U)-1 G N for all U G CO(G; C(G)~) 

LEMMA 37. Let U G COG ; C(G), and let W G Modx(U) be finite-dimensional. 
Let cw: U —> C be the character of W. Then truniv(iGf})![W] G HH0(Hx(G)) is rep­
resented by the function 

αsize(U)-1cv^/(g) for g &U, 
0 (25) cuw(g) := 
0 for g </ U. 

Moreover, dim(iGg)![W] = αsize(U)-1dim(W). Thus dimx G α Z for all x in the 
range of the assembly map (24). 

A similar result holds for compactly induced projective objects of Mod(G). 

P R O O F . Since the universal trace is compatible with the functoriality of K0 and 
HH0, the first assertion follows if truniv[W] = vol( U/C(G))-1^( g) in HH0(Hx (U)). 
We briefly recall how this well-known identity is proved. We may assume that W 
is irreducible. Hence there is an idempotent pw & Hx(U) with W = Hx(U)pw• 
Thus t r u n i v [W]= [pw]- We can compute cw(g) for g G G as the trace of the finite 
rank operator f i—> λ(g)f * pw on HX(U). This operator has the integral kernel 
(x,y) i—> pw(y-1g-1x), so that 

cw(g)= cw(g-1)= / pw(x-1gx) dx. 
u/C(G) 

This implies [cw] = fu/C(G)[W]dx = vol(U/C(G) ) [W] because conjugation does 
not change the class in HH0 ( HX(U) ) . We get the formula for formal dimensions 
because dimx = truniv(x)(1) and cjy(1) = dimW. This lies in α Z by construction 
of α. By additivity, we get dimx G α Z for all x in the range of the assembly 
map (24). • 

7.6. Explicit finite projective resolutions. Let V G Modx(G) be of finite 
length. Peter Schneider and Ulrich Stuhler construct an explicit finite projective res­
olution for such V in [20]. We only sketch the construction very briefly. Let BT(Gss) 
be the affine Bruhat-Tits building of Gss. One defines a coefficient system γe(V) on 
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BT(Gss), which depends on an auxiliary parameter e G N (see [20, Section II.2]); 
its value on a facet F of BT(Gss) is the—finite-dimensional—space Fix(UF,V) for 
certain UF

e G CO(G). The cellular chain complex C. (BT(Gss),γe(V) ) with values 
in γe(V) is a resolution of V for sufficiently large e ([20, Theorem II.3.1]). It is a 
finite projective resolution of V in Modχ(G) because the stabilisers of facets belong 
to CO(G; C (G)) and the set of facets is Gss-finite. 

PROPOSITION 38. If V G Modχ(G) has finite length, then Eul(V) belongs to 
the range of the assembly map (24). Hence dim(Eul(V)) G α Z . 

Define the Euler-Poincare function fE V P G CX(G) of V as in [20, page 135]. 
Then [f EP] = trunivEul(V) G HH0(Hχ(G) ) . Hus dim ( Eul(V)) = fEP(1) and 
EPχ(V,W)= trW(fEV

 P ) f°r al1 admissible W G Modχ(G). 

See also [20, Proposition 111.4.22] and [20, Proposition 111.4.1]. 

P R O O F . The finite projective resolution C. ( iT (G s s ) , γe(V ) ) is explicitly built 
out of compactly induced representations. HenB Eul(V) belongs to the range of 
the assembly map. Lemma 37 yields dim(Eul(V)) G α Z and allows us to compute 
trunivEul(V). Inspection shows that this is exactly [f E

 V
 P ] . • 

Proposition 38 yields dim V = dimEul(V) G α Z if V is irreducible supercuspi-
dal. This rationality result is due to Marie-France Vigneras ([25]). 

7.7. Euler characteristics and formal dimensions for square-integrable 
representations. 

THEOREM 39. Let V G Modχ(G) be irreducible and square-integrable. Let 

ι: K0(Hχ(G)) —> K0(Sχ(G)) 

be induced by the embedding Hχ(G) —> Sχ(G). Then ι(Eul(V) ) =[V], Hence [V] 
lies in the range of the assembly map 

lim Repχ(U) —> K0 ( Hχ(G) ) —> K0 ( Sχ(G) ) 
Sub(G;C(G)) 

and fEP(1) = dim(Eul(V)) = dim (V). This number belongs to α • N>1 with α as 
in Lemma 37. 

P R O O F . Choose e G N large enough such that C. (BT(Gss),γe(V) ) is a projec­
tive Hχ(G)-module resolution of V. Then 

oo 

ιEul(V) = \ ( —1)n[Sχ(G) ®Hx(G) Cn ( BT(Gss),γe(V) ) ]. 

Since SX(G) is isocohomological (Theorem 28), Sχ(G) «>Hx(G) V = V. There­
fore, SX(G) <%>HX(G) Ct(BT(Gss),γe(V)) is still a projective Sχ(G)-module resolu­
tion S V. Since V is projective as well (Proposition 36), this resolution splits 
by bounded Sχ(G)-module homomorphisms. This implies [V]= ιEul(V). The 
remaining assertions now follow from Proposition 38 and dim (V) > 0. • 

THEOREM 40. Let U G CO ( G; C(G) ) and let W G Modχ(U) be finite-dimensional. 
Then there are at most dim(W) • size(U)_1 different irreducible square-intcnrnhlc 

representations whose restriction to U contains the representation W. 
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P R O O F . Let V1,...,VN be pairwise non-isomorphic irreducible square-integrable 
representations whose restriction to U contains W. Let X := Sχ(G) <̂ >̂  ( U) W. 
There are natural adjoint associativity isomorphisms 

Hom'Hx(U)(W, Vj) = Hom Sx(G)(X, Vj) 

for all j (see [17]). Thus we get non-zero maps X —> Vj. They are surjective 
and admit bounded linear sections because the representations Vj are irreducible 
and carry the fine bornology; since the representations Vj are projective (Proposi­
tion 36), they even admit G-equivariant bounded linear sections. Thus V1,...,VN 

are direct summands of X. Since they are not isomorphic, 0 Vj is a direct sum-
mand of X as well. Therefore, $^j=1 dim (Vj) < dim X. Lemma 37 and The­
orem 39 yield dim X = αdim(W)size(U)_1 and dim (Vj) > α for all j . Hence 
N < dim(W) size(U)_1. • 

An irreducible square-integrable representation that is not supercuspidal is a 
subquotient of a representation that we get by Jacquet induction from a proper 
Levi subgroup. It is desirable in this situation to compute the formal dimension 
(and other invariants) of V from its cuspidal data. This gives rise to some rather 
intricate computations; these are carried out in [1] for representations of Glm(D) 
for a division algebra D. 

7.8. Some vanishing results. 

THEOREM 41. Let V,W s Modχ(G) be irreducible and tempered. If V or W 
is square-integrable, then ExtG(V, W)=0 for all n> 1 and 

( V I 1 if V = W; 
E P χ , W) = 

0 otherwise. 
P R O O F . Since V and W are tempered and Sχ(G) is isocohomological, we have 

Ext^x(G)(V,W) =Extn
Sx(G)(V,W). 

The latter vanishes for n > 1 by Proposition 36. For n =0 we are dealing with 
Hom G(V, W), which is computed by Schur's Lemma. • 

THEOREM 42. IfV is irreducible and tempered but not square-integrable, then 
fEP(1) = dimEul(V) = 0. 

P R O O F . This follows from the abstract Plancherel Theorem and Theorem 41 
as in the proof of [20, Corollary III.4.7]. We merely outline the proof. The ab­
stract Plancherel theorem applied to the type I C*-algebra C*ed (G) yields that 
fEP(1) is the integral of its Fourier transform W 1—> tr W(fE

 V
 P) with respect to 

some measure μ, which is called the Plancherel measure. Here W runs through 
the tempered irreducible representations in Modχ(G). Proposition 38 asserts that 
tr W(fVP)=EPχ(V,W). 

We have Ext^ (G)(V,W ) = 0 f°r all n G N and hence EPχ(V, W)= 0 unless 
V and W have the same infinitesimal character. Since the infinitesimal character 
is finite-to-one, the support of the function W 1—> EPχ(V, W) is finite. Hence only 
atoms of the Plancherel measure μ contribute to the integral 

fEP(1) = / EPχ(V,W) dμ(W). 
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These atoms are exactly the square-integrable representations. Now Theorem 41 
yields fEP(1) = 0 unless V is square-integrable. In addition, this computation 
shows that fEP(1) = dim (V) if V is square-integrable (compare Theorem 39). • 
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A non-commutative geometry approach to the
representation theory of reductive p-adic groups: Homology

of Hecke algebras, a survey and some new results

Victor Nistor

Abstract. We survey some of the known results on the relation between
the homology of the full Hecke algebra of a reductive p-adic group G, and the
representation theory of G. Let us denote by C∞

c (G) the full Hecke algebra of

G and by HP∗(C∞
c (G)) its periodic cyclic homology groups. Let Ĝ denote the

admissible dual of G. One of the main points of this paper is that the groups

HP∗(C∞
c (G)) are, on the one hand, directly related to the topology of Ĝ and,

on the other hand, the groups HP∗(C∞
c (G)) are explicitly computable in terms

of G (essentially, in terms of the conjugacy classes of G and the cohomology of

their stabilizers). The relation between HP∗(C∞
c (G)) and the topology of Ĝ is

established as part of a more general principle relating HP∗(A) to the topology
of Prim(A), the primitive ideal spectrum of A, for any finite typee algebra A.
We provide several new examples illustrating in detail this principle. We also
prove in this paper a few new results, mostly in order to better explain and
tie together the results that are presented here. For example, we compute the
Hochschild homology of O(X) � Γ, the crossed product of the ring of regular
functions on a smooth, complex algebraic variety X by a finite group Γ. We
also outline a very tentative program to use these results to construct and
classify the cuspidal representations of G. At the end of the paper, we also

recall the definitions of Hochschild and cyclic homology.

Introduction

To motivate the results surveyed in this paper, let us look at the following
simple example. Precise definitions will be given below. Let G be a finite group
and A := C[G] be its complex group algebra. Then A is a finite dimensional, semi-
simple complex algebra, and hence A � ⊕d

j=1Mnj (C). (This is an elementary result
that can be found in [31]; see also [50]). The Hochschild homology of A is then,
on the one hand,

(1) HH0(A) � ⊕d
j=1 HH0(Mnj (C)) � Cd.

On the other hand, HH0(A) is the space of traces on A, and hence it identifies with
the space of class functions on G. Let 〈G〉 denote the set of conjugacy classes of G
and #S denote the number of elements in a set S. Then HH0(A) has dimension
#〈G〉. In other words,

Proposition 0.1 (Classical). Let G be a finite group. Then G has as many
(equivalence classes of) irreducible, complex representations as conjugacy classes.
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One of our goals was to investigate to what extent Proposition 0.1 extends to
other groups. It is clear that the formulation of any possible extension of Propo-
sition 0.1 will depend on the class of groups considered and will not be as simple
as in the finite group case. Moreover, this question will not be answered in a few
papers and is more of a program (going back to Gelfand, Langlands, Manin, and
other people) than an explicit question. Nevertheless, something from Proposition
0.1 does remain true in certain cases. An example is the theory of characters for
compact Lie groups.

In this paper, we will investigate a possible analog of Proposition 0.1 for the
case of a reductive p–adic group G. Recall that a p–adic group G = G(F) is the set
of F–rational points of a linear algebraic group G defined over a non-archemedean,
non-discrete, locally compact field F of characteristic zero (so F is a finite algebraic
extension of the field Ql of l-adic numbers, for some prime l). A vague formulation
of our main result is as follows.

Let HPk(A) denote the periodic cyclic homology groups of the algebra A. Also,
let C∞c (G) denote the space of compactly supported, locally constant functions on
G and let Ĝ denote the admissible dual of G with the Jacobson topology. Then the
results of [2, 3, 29, 47] give the following result that will be made more precise
below.

Theorem 0.2. The groups HPj(C∞c (G)) are explicitly determined by the ge-
ometry of the conjugacy classes of G and the cohomology of their stabilizers and
they are (essentially) isomorphic to the singular cohomology groups of Ĝ.

One of the main purposes of this paper is to explain the above theorem. This
theorem is useful especially because it is much easier to determine the groups
HPj(C∞c (G)) (and hence, to a large extent, the algebraic cohomology of Ĝ) than it
is to determine Ĝ itself. Moreover, we will briefly sketch a plan to say more about
the actual structure of Ĝ using the knowledge of the topology of Ĝ acquired from
the determination of HPj(C∞c (G)) in terms of the geometry of the conjugacy classes
of G and the cohomology of their stabilizers. See also [1] for a survey of the ap-
plications of non-commutative geometry to the representation theory of reductive
p-adic groups.

The paper is divided into two parts. The first part, consisting of Sections 1–4 is
more advanced, whereas the last three sections review some basic material. In Sec-
tion 1 we review the basic result relating the cohomology of the maximal spectrum
of a commutative algebra A to its periodic cyclic homology groups HP∗(A). The
relation between forms on Max(A) and the Hochschild homology groups HH∗(A)
are also discussed here. These are basic results due to Connes [16], Feigin and
Tsygan [20], and Loday and Quillen [33]. We also discuss the Excisition principle
in periodic cyclic homology [19] and it’s relation with K-theory. In Section 2 we
discuss generalizations of these results to finite type algebras, a class of algebras
directly relevant to the representation theory of p-adic groups that was introduced
in [29]. We also use these results to compute the periodic cyclic homology and the
Hochschild homology of several typical examples of finite type algebras. In the fol-
lowing section, Section 3, we introduce spectrum preserving morphisms, which were
shown in [3] to induce isomorphisms on periodic cyclic homology. This then led to
a determination of the periodic cyclic homology of Iwahori-Hecke algebras in that
paper. In Section 4, we recall the explicit calculation of the Hochschild and periodic
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cyclic homology groups of the full Hecke algebra C∞c (G). The last three sections
briefly review for the benefit of the reader the definitions of Hochschild homology,
cyclic and periodic cyclic homology, and, respectively, the Chern character.

This first part of the paper follows fairly closely the structure of my talk given
at the conference “Non-commutative geometry and number theory” organized by
Yuri Manin and Matilde Marcolli, whom I thank for their great work and for the
opportunity to present my results. I have included, however, some new results,
mostly to better explain and illustrate the results surveyed.

1. Periodic cyclic homology versus singular cohomology

Let us discuss first to what extent the periodic cyclic homology groups
HP(C∞c (G)) are related to the topology – more precisely to the singular cohomology
– of Ĝ. In the next section, we will discuss this again in the more general framework
of “finite type algebras” (Definition 2.1). The definitions of the homology groups
considered in this paper and of the Connes-Karoubi character are recalled in the
last three sections of this paper.

One of the main goals of non-commutative geometry is to generalize the corre-
spondence (more precisely, contravariant equivalence of categories)

(2) “Space” X ↔ F(X) := “the algebra of functions on X”

to allow for non-commutative algebras on the right–hand side of this correspon-
dence. This philosophy was developed in many papers, including [5, 13, 4, 15,
16, 17, 25, 30, 32, 33, 40, 41, 42, 43, 44], to mention only some of the more
recent ones. The study of the K-theory of C∗-algebras, a field on its own, cer-
tainly fits into this philosophy. The extension of the correspondence in Equation
2 would lead to methods to study (possibly) non-commutative algebras using our
geometric intuition. In Algebraic geometry, this philosophy is illustrated by the
correspondence (i.e. contravariant equivalence of categories) between affine alge-
braic varieties over a field k and commutative, reduced, finitely generated algebras
over k. In Functional analysis, this principle is illustrated by the Gelfand–Naimark
equivalence between the category of compact topological spaces and the category
of commutative, unital C∗-algebras. In all these cases, the study of the “space”
then proceeds through the study of the “algebra of functions on that space.” For
this approach to be useful, one should be able to define many invariants of X in
terms of F(X) alone, preferably without using the commutativity of F(X).

It is a remarkable fact that one can give completely algebraic definitions for
Ωq(X), the space of differential forms on X (for suitable X) just in terms of F(X).
Even more remarkable is that the singular cohomology of X (again for suitable X)
can be defined in purely algebraic terms using only F(X). In these definitions, we
can then replace F(X) with a non-commutative algebra A. Let us now recall these
results.

We denote by HHj(A) the Hochschild homology groups of an algebra A (see
Section 5 for the definition). As we will see below, for applications to representation
theory we are mostly interested in the algebraic case, so we state those first and
then we state the results on smooth manifolds. We begin with a result of Loday-
Quillen [33], in this result F(X) = O(X), the ring of regular (i.e. polynomial)
functions on the algebraic variety X .



304 VICTOR NISTOR

Theorem 1.1 (Loday-Quillen). Let X be a smooth, complex, affine algebraic
variety. Then

HHj(O(X)) � Ωj(X),
the space of algebraic forms on X.

A similar results holds when X is a smooth compact manifold and F(X) =
C∞(X) is the algebra of smooth functions on X [16]. See also the Hochschild–
Kostant–Rosenberg paper [23].

Theorem 1.2 (Connes). Let X be a compact, smooth manifold. Then

HHj(C∞(X)) � Ωj(X),

the space of smooth forms on X.

These results extend to recover the singular cohomology of (suitable) spaces,
as seen in the following two results due to Feigin-Tsygan [20] and Connes [16]. For
any functor Fj [respectively, F j ], we shall denote by F[j] = ⊕kFj+2k [respectively,
F [j] = ⊕kF j+2k]. This will mostly be used for F j(X) = Hj(X), the singular
cohomology of X .

Theorem 1.3 (Feigin-Tsygan). Let X be a complex, affine algebraic variety
and O(X) be the ring of regular (i.e. polynomial) functions on X. Then

HPj(O(X)) � H[j](X).

For smooth algebraic varieties, this result follows from the Loday-Quillen result
on Hochschild homology mentioned above. See [29] for a proof of this theorem that
proceed by reducing it to the case of smooth varieties. For smooth manifolds, the
result again follows from the corresponding result on Hoschschild homology.

Theorem 1.4 (Connes). Let X be a compact, smooth manifold and C∞(X)
be the algebra of smooth functions on X. Then

HPj(C∞(X)) � H[j](X).

These results are already enough justification for declaring periodic cyclic ho-
mology to be the “right” extension of singular cohomology for the category (suit-
able) spaces to suitable categories of algebras. However, the most remarkable result
justifying this is the “Excision property” in periodic cyclic homology, a break-
through result of Cuntz and Quillen [19].

Theorem 1.5 (Cuntz-Quillen). Any two-sided ideal J of an algebra A over a
characteristic 0 field gives rise to a periodic six-term exact sequence

(3) HP0(J) �� HP0(A) �� HP0(A/J)

∂

��
HP1(A/J)

∂





HP1(A)�� HP1(J).��

A similar results holds for Hochschild and cyclic homology, provided that the
ideal J is an H-unital algebra in the sense of Wodzicki [53], see Section 5. We shall
refer to the following result of Wodzicki as the “Excision principle in Hochschild
homology.”
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Theorem 1.6 (Wodzicki). Let J ⊂ A be a H-unital ideal of a complex algebra
A. Then there exists a long exact sequence

0← HH0(A/J)← HH0(A)← HH0(J) ∂← HH1(A/J)

← HHk(A/J) ← HHk(A) ← HHk(J) ∂← HHk+1(A/J)← . . .

The same result remains valid if we replace Hochschild homology with cyclic homol-
ogy.

Also, there exist excision results for topological algebras [12, 18]. An important
part of the proof of the Excision property is to provide a different definition of
cyclic homology in terms of X-complexes. Then the proof is ingeniously reduced to
Wodzicki’s result on the excision in Hochschild homology, using also an important
theorem of Goodwillie [22] that we now recall.

Theorem 1.7 (Goodwillie). If I ⊂ A is a nilpotent two-sided ideal, then the
quotient morphism A → A/I induces an isomorphism HP∗(A) → HP∗(A/I). In
particular, HP∗(I) = 0 whenever I is nilpotent.

One of the main original motivations for the study of cyclic homology was the
need for a generalization of the classical Chern character Ch : Kj(X) → H[j](X)
[16, 17, 25, 32]. Indeed, an extension is obtained in the form of the Connes-
Karoubi character

(4) Ch : Kj(A) → HPj(A).

It is interesting then to notice that excision in periodic cyclic homology is compati-
ble with excision in K-theory, which is seen from the following result [46], originally
motivated by questions in the analysis of elliptic operators (more precisely, Index
theory).

Theorem 1.8 (Nistor). Let I ⊂ A the a two-sided ideal of a complex algebra
A. Then the following diagram commutes

K1(I)

��

�� K1(A)

��

�� K1(A/I)

��

∂ �� K0(I)

��

�� K0(A)

��

�� K0(A/I)

��
HP1(I) �� HP1(A) �� HP1(A/I) ∂ �� HP0(I) �� HP0(A) �� HP0(A/I).

Let X be a complex, affine algebraic variety, O(X) the ring of polynomial
functions on X , Xan the underlying locally compact topological space, and Y ⊂ X
be a subvariety. Let I ⊂ O(X) be the ideal of functions vanishing on Y . Then the
above theorem shows, in particular, that the periodic six term exact sequence of
periodic cyclic homology groups associated to the exact sequence

(5) 0 −→ I −→ O(X) −→ O(Y ) −→ 0,

of algebras by the Excision principle is obtained from the long exact sequence
in singular cohomology of the pair (Xan, Y an) by making the groups periodic of
period two [29, 46]. The same result holds true for the exact sequence of algebras
associated to a closed submanifold Y of a smooth manifold X .
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2. Periodic cyclic homology and Ĝ

Let A be an arbitrary complex algebra. The kernel of an irreducible representa-
tion of A is called a primitive ideal of A. We shall denote by Prim(A) the primitive
ideal spectrum of A, consisting of all primitive ideals of A. We endow Prim(A) with
the Jacobson topology. Thus, a set V ⊂ Prim(A) is open if, and only if, V is the
set of primitive ideals not containing some fixed ideal I of A. We have

Prim(O(X)) =: Max(O(X)) = X,

the set of maximal ideals of A = O(X) with the Zariski topology. If A = C∞(X),
where X is a smooth compact manifold, then again Prim(A) = Max(A) = X with
the usual (i.e. locally compact, Hausdorff) topology on X . We are interested in
the primitive ideal spectra of algebras because

(6) Prim(C∞c (G)) = Ĝ,

a deep result due to Bernstein [7]. For the purpose of this paper, we could as well
take Prim(C∞c (G)) to be the actual definition of Ĝ.

In view of the results presented in the previous section, it is reasonable to
assume that the determination of the groups HPj(C∞c (G)) would give us some
insight into the topology of Ĝ. I do not know any general result relating the
singular cohomology of Ĝ to HPj(C∞c (G)), although it is likely that they coincide.
Anyway, due to the fact that the topology on Ĝ is highly non-Hausdorff topology,
it is not clear that the knowledge of the groups Hj(Ĝ) would be more helpful than
the knowledge of the groups HPj(C∞c (G)).

For reasons that we will explain below, it will be convenient in what follows
to work in the framework of “finite typee algebras” [29]. All our rings have a unit
(i.e. they are unital), but the algebras are not required to have a unit.

Definition 2.1. Let k be a finitely generated commutative, complex ring. A
finite typee k-algebra is a k-algebra that is a finitely generated k-module.

The study of Ĝ as well as that of A = C∞c (G) reduces to the study of finite
typee algebras by considering the connected components of Ĝ and their commuting
algebras, in view of some results of Bernstein [7] that we now recall. Let D ⊂ Ĝ

be a connected component of Ĝ. Then D corresponds to a cuspidal representation
σ of a Levi subgroup M ⊂ G. Let M0 be the subgroup of M generated by the
compact subgroups of M and HD be the representation of G induced from the
restriction of σ to M0. The space HD can be thought of as the holomorphic family
of induced representations of indG

M (σχ), where χ ranges through the caracters of
M/M0. Let AD be the algebra of G-endomorphisms of HD. This is Bernstein’s
celebrated “commuting algebra.” The annihilator of HD turns out to be a direct
summand of C∞c (G) with complement the two-sided ideal C∞c (G)D ⊂ C∞c (G). Then
the category of modules over C∞c (G)D is equivalent to the category of modules over
AD. Our main reason for introducing finite typee algebras is that the algebra AD

is a unital finite typee algebra and

(7) D = Prim(AD).

Moreover,

(8) C∞c (G)) = ⊕DC∞c (G)D.
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To get consequences for the periodic cyclic homology, we shall need the following
result.

Proposition 2.2. Let B be a complex algebra such that B � ⊕n∈NBn for some
two-sided ideals Bn ⊂ B. Assume that B = ∪ekBek, for a sequence of idempotents
ek ∈ B and that HHq(B) = 0 for q > N , for some given N . Then

HPq(B) � ⊕n∈N HPq(Bn).

Proof. The algebra B and each of the two-sided ideals Bn are H-unital.
Then

HHq(B) � ⊕n∈N HHq(Bn),
by Wodzicki’s excision theorem and the continuity of Hochschild homology (i.e. the
compatibility of Hochschild homology with inductive limits). Then HHq(Bn) = 0
for q > N and any n. Therefore HPk(Bn) = HCk(Bn) for k ≥ N , by the SBI-
long exact sequence (this exact sequence is recalled in Section 6). Unlike periodic
cyclic homology, cyclic homology is continuous (i.e. it is compatible with inductive
limits). Using again Wodzicki’s excision theorem, we obtain

HPk = HCk(B) � ⊕n∈N HCk(Bn) = ⊕n∈N HPk(Bn),

for k ≥ N . This completes the proof. �

The above discussion gives the following result mentioned in [29] without proof.
For the proof, we shal also use Theorem 4.1, which implies, in particular, that
HHq(C∞c (G)) vanishes for q greater than the split rank of G. This is, in fact, a
quite non-trivial property of C∞c (G) and of the finite type algebras AD, as we shall
see below in Example 2.14.

Theorem 2.3. Let D be the set of connected components of Ĝ, then

HPq(C∞c (G)) = ⊕D HPq(C∞c (G)D) � ⊕D HPq(AD).

Proof. The first part follows directly from the results above, namely from
Equation (8), Proposition 2.2, and Theorem 4.1 (which implies that HHq(C∞c (G)) =
0 for q > N , for N large).

To complete the proof, we need to check that

(9) HPq(C∞c (G)D) � HPq(AD).

Let ek be a sequence of idempotents of C∞c (G) corresponding to a basis of neighbor-
hood of the identity of G consisting of compact open subgroups. Then, for k large,
the unital algebra ekC∞c (G)ek is Morita equivalent to AD, an imprimitivity module
being given by ekHD. (Recall from above that HD is the induced representation
from a cuspidal representation of M0, where M is a Levi subfactor defining the
connected component D and M0 is the subgroup of M generated by its compact
subgroups.)

In particular, HHq(ekC∞c (G)dek) vanish for q large. The same argument as
above (using Theorem 4.1 below) shows that HPq(C∞c (G)D) � HPq(ekC∞c (G)Dek),
for k large. The isomorphism HPq(C∞c (G)D) � HPq(AD) then follows from the
invariance of Hochschild homology with respect to Morita equivalence. �

For suitable G and D,

(10) AD = Hq,
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that is, the commuting algebra of D is the Iwahori-Hecke algebra associated to G
(or to its extended affine Weyl group), [9]. The periodic cyclic homology groups of
Hq were determined in [2, 3], and will be recalled in Section 3.

In view of Equations (7) and (8) and of the Theorem 2.3, we see that in order to
relate the groups HP∗(C∞c (G)) to the topology of Ĝ, it is enough to relate HP∗(A)
to the topology of Prim(A) for an arbitrary finite typee algebra. For the rest of this
and the following section, we shall therefore concentrate on finite typee algebras
and their periodic cyclic homology.

If I ⊂ A is a primitive ideal of the finite typee k-algebra A, then the intersection
I ∩ Z(A) is a maximal ideal of Z(A). The resulting map

Θ : Prim(A) → Max(Z(A))

is called the central character map. We similarly obtain a map Θ : Prim(A) →
Max(k), also called the central character map.

The topology on Prim(A) and the groups HPj(A) are related through a spec-
tral sequence whose E2 are given by the singular cohomology of various strata of
Prim(A) that are better behaved than Prim(A) itself, Theorem 2.5 below. To state
our next result, due to Kazhdan, Nistor, and Schneider [29], we need to introduce
some notation and definitions.

We shall use the customary notation to denote by 0 the ideal {0}. Recall that
an algebra B is called semiprimitive if the intersection of all its primitive ideals is
0. Also, we shall denote by Z(B) the center of an algebra B. We shall need the
following definition from [29]

Definition 2.4. A finite decreasing sequence

A = I0 ⊃ I1 ⊃ . . . ⊃ In−1 ⊃ In

of two-sided ideals of a unital finite type algebra A is an abelian filtration if and
only if the following three conditions are satisfied for each k:

(i) The quotient A/Ik is semiprimitive.
(ii) For each maximal ideal p ⊂ Zk := Z(A/Ik) not containing Ik−1 := Zk ∩

(Ik−1/Ik), the localization (A/Ik)p = (Zk \ p)−1(A/Ik) is an Azumaya algebra
over (Zk)p,

(iii) The quotient (Ik−1/Ik)/Ik−1(A/Ik) is nilpotent and In is the intersection
of all primitive ideals of A.

Consider an abelian filtration (Ik), k = 0, . . . , n of a finite type k-algebra A.
Then, for each k, the center Zk of A/Ik is a finitely generated complex algebra, and
hence it is isomorphic to the ring of regular functions on an affine, complex algebraic
variety Xk. Let Yk ⊂ Xk be the subvariety defined by Ik−1 := Zk ∩ (Ik−1/Ik).
For any complex algebraic variety X , we shall denote by Xan the topological space
obtained by endowing the set X with the locally compact topology induced by some
embedding X ⊂ CN , N large. We shall call Xan the analytic space underlying X .
For instance, we shall refer to Xan

k and Y an
k as the analytic spaces associated to the

filtration (Ik) of A. Then we have the following result from [29]

Theorem 2.5 (Kazhdan-Nistor-Schneider). If Y an
p ⊂ Xan

p are the analytic
spaces associated to an abelian filtration of a finite type algebra A, then there exists
a natural spectral sequence with

E1
−p,q = H[q−p](Xan

p , Y an
p )
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convergent to HPq−p(A).

If the algebra A in the above theorem is commutative, then any decreasing
filtration of A (by radical ideals) is abelian, which explains the terminology “abelian
filtration.” Moroever, in this case our spectral sequence reduces to the spectral
sequence in singular cohomology associated to the filtration of a space by closed
subsets.

Every finite type algebra has an abelian filtration. Indeed, we can take Ik to
be the intersection of the kernels of all irreducible representations of dimension at
most k. This filtration is called the standard filtration.

Example 2.6. Let a1, a2, . . . , al ∈ C be distinct points and v1, v2, . . . , vl ∈ C2

be non-zero (column) vectors. Let C[x] = O(C) denote the algebra of polynomials
in one variable and define

(11) A1 := {P ∈ M2(C[x]), F (aj)vj ∈ Cvj}.
Then A1 is a finite type algebra with center Z = Z(A1), the subalgebra of matrices
of the form PE2, where P ∈ C[x] and E2 is the identity matrix in M2(C).

We filter A1 by the ideals

I1 = {P ∈ A1, F (aj) = 0}
and I2 = 0. We have

A1/I1 � C2k

a semi-primitive (i.e. reduced) commutative algebra with center

Z1 := Z(A1/I1) = A1/I1 = C2k.

Then I0 := Z(A1/I1)∩ I0 = A1 and hence no maximal ideal p contains I0. On the
other hand, the algebra A1/I1 is an Azumaya algebra, so Condition (ii) of Definition
2.4 is automatically satisfied for k = 1. Similarly, the quotient (I0/I1)/I0(A1/I1) =
0, and hence it is nilpotent. Hence Condition (iii) of Definition 2.4 is also satisfied
for k = 1. The space X1 consists of 2l points (two copies of each aj) and Y1 is
empty.

Next, Z2 = Z � C[x] and A1 = A1/I2 is semi-primitive. The ideal I1 := Z2∩I1

consists of the polynomials vanishing at the given values aj . In this case, X2 = C
and Y2 = {a1, . . . , al}. The Conditions (i–iii) of Definition 2.4 are easily checked
for k = 2. This also follows from the fact that Ij is the standard filtration of A1.

The spectral sequence of Theorem 2.5 then becomes E1
−p,q = 0, unless p = 1

or p = 2, in which case we get

E1
−1,q = H[q−1](X1, Y1) =

{
C2l if q is odd
0 otherwise

and

E1
−2,q = H[q−2](X2, Y2) =

{
Cl−1 if q is odd
0 otherwise.

The differential d1 : E1
−p,q → E1

−p−1,q turns out to be surjective for p = 1 and q
odd. For some obvious geometric reasons, the spectral sequence Er

p,q at r = 2 then
collapses and gives

(12) HP0(A1) � E2
−1,1 � Cl+1
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and HP1(A1) = 0. We shall look again at the algebra A2, from a different point of
view, in Example 3.5.

Let us consider now the following related example.

Example 2.7. Let A2 = M2(C[x]) ⊕ Cl. Then the standard filtration of A2

is I0 = A2, I1 = M2(C[x]), and I2 = 0. The center of A2/I1 is Z1 � Cl. We have
that X1 consists of l points and Y1 = 0. The center of A2/I2 is Z2 � C[x] ⊕ Cl.
Then X2 = C ∪X1 and Y2 = X1, where X1 ∩ C = ∅.

The spectral sequence of Theorem 2.5 then becomes E1
−p,q = 0, unless p = 1

or p = 2, in which case we get

E1
−1,q = H[q−1](X1, Y1) =

{
Cl if q is odd
0 otherwise

and

E1
−2,q = H[q−2](X2, Y2) =

{
0 if q is odd
C otherwise.

The spectral sequence collapses at the E1 term for geometric reasons and hence

(13) HP0(A2) � E1
−1,1 ⊕ E1

−2,2 � Cl+1

and HP1(A1) = 0.

The algebras A1 and A2 in the above examples turned out to have the same
periodic cyclic homology groups. These algebras are simple, but representative,
of the finite type algebras arising in the representation theory of reductive p-adic
groups. Clearly, the periodic cyclic homology groups of these algebras provide im-
portant information on the structure of these algebras, but fails to distinguish them.
At a heuristical level, distinguishing between A1 and A2 is the same problem as
distinguishing between square integrable representations and supercuspidal repre-
sentations. This issue arises because both these types of representations provide
similar homology classes in HP0 (through the Chern characters of the idempotents
defining them). It is then an important question to distinguish between these ho-
mology classes.

Let us complete our discussion with some related results on the Hochschild
homology of finite type algebras. We begin with the Hochschild homology of certain
cross product algebras.

Let Γ be a finite group acting on a smooth complex algebraic variety X . For
any γ ∈ Γ, let us denote by Xγ ⊂ X the points of X fixed by γ. Let

Γγ := {g ∈ Γ, gγ = γg}
denote the centralizer of γ in Γ. Let Cγ be the (finite, cyclic) subgroup generated
by γ. There exists a natural Γ-invariant map

(14) X̂ :=
⋃
γ∈Γ

{γ} ×Xγ × (Γγ/Cγ)→ X,

given simply by the projection onto the second component. This gives then rise to a
Γ-equivariant morphism O(X) → O(X̂). Choose a representative x ∈ Γ from each
conjugacy class 〈x〉 of Γ and denote by mx the number of elements in the conjugacy
class of mx. Denote by C∗

γ the dual of Cγ , that is the set of multiplicative maps
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π : Cγ → C∗. Recall that 〈Γ〉 denotes the set of conjugacy classes of Γ. We are
finally ready to define the morphisms

ψγ,π : O(X) � Γ →Mmx(O(Xγ)),

where γ runs through a system of representatives of the conjugacy classes of Γ and
π ∈ C∗

γ

(15) ψ =
⊕

〈γ〉∈〈Γ〉,π∈C∗
γ

ψγ,π : O(X) � Γ→ O(X̂) � Γ

�
⊕

〈γ〉∈〈Γ〉
Mmx(O(Xγ)⊗ C[Cγ ]) �

⊕
〈γ〉∈〈Γ〉,π∈C∗

γ

Mmx(O(Xγ)).

The equations above give rise to a map

(16) φ =
⊕

〈γ〉∈〈Γ〉
φγ : HHq(O(X) � Γ) →

⊕
〈γ〉∈〈Γ〉

Hq(Xγ),

defined using HHq(Mm(O(Xγ))) � HHq(O(Xγ)) � Hq(Xγ) and

(17) φγ =
∑

π∈C∗
γ

π(γ)
#Cγ

HHq(ψγ,π) : HHq(O(X) � Γ)→ Ωq(Xγ).

(This map was defined in a joint work in progress with J. Brodzki [11].)
Then we have the following lemma, which is a particular case of the Theorem

2.11 below.

Lemma 2.8. Assume that X = Cn and that Γ acts linearly on Cn. Then the
map φ of Equation 16 defines an isomorphism

φ : HHq(O(X) � Γ)→
⊕

〈γ〉∈〈Γ〉
Ωq(Xγ)Γγ .

Proof. Let A be a complex algebra acted upon by automorphisms by a group
Γ. Let us recall [21, 44] that the groups HHq(A � Γ) decompose naturally as a
direct sum

(18) HHq(A � Γ) � ⊕〈γ〉∈〈Γ〉 HHq(A � Γ)γ .

The components HHq(A � Γ)γ are then identified as follows. Let Aγ be the A–A
bimodule with action a · b · c = abγ(c). Let HHq(A, M) denote the Hochschild
homology groups of an A–bimodule M [38, 39, 52]. Then

(19) HHq(A � Γ)γ � HHq(A, Aγ)Γγ .

This follows from example from [44][Lemma 3.3] (take G = Γ in that lemma). This
will also be discussed in [11, 49].

Let now A = O(X), with X = Cn and Γ acting linearly on X . The same
method as the one used in the proof of [15][Lemma 5.2] shows that

(20) HHq(A, Aγ) � HHq(O(Xγ),O(Xγ)) = HHq(O(Xγ)) = Ωq(Xγ),

the isomorphism being given by the restriction morphism O(X)→ O(Xγ).
A direct calculation based on the formula for the map J in [44][Lemma 3.3]

shows that the composition of the morphisms of Equations (19) and (20) is the map
φγ of Equation (17). This completes the proof. �
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We now extend the above result to X an arbitrary smooth, complex algebraic
variety. To do this, we shall need two results on Hochschild homology. We begin
with the following result of Brylinski from [14].

Proposition 2.9 (Brylinski). Let S be a multiplicative subset of the center Z
of the algebra A. Then HH∗(S−1A) � S−1 HH∗(A).

A related result, from [29], studies the completion of Hochschild homology. In
the following result, we shall use topological Hochschild homology, whose definition
is similar to that of the usual Hochschild homology, except that one completes with
respect to the powers of an ideal (below, we shall use this for the ideals I and IA).

Theorem 2.10. Suppose that A is a unital finite type k–algebra and I ⊂ k is
an ideal. Then the natural map HH∗(A) → HHtop

∗ (Â) and the k–module structure
on HH∗(A) define an isomorphism

HH∗(A)⊗k k̂ � HHtop
∗ (Â)

of k̂–modules.

We are ready now to prove the following theorem.

Theorem 2.11. Assume that X is a smooth, complex algebraic variety and
that Γ acts on X by algebraic automorphisms. Then the map φ of Equation 16
defines an isomorphism

φ : HHq(O(X) � Γ)→
⊕

〈γ〉∈〈Γ〉
Ωq(Xγ)Γγ .

Proof. Let
Z := O(X)Γ = O(X/Γ).

Then the morphism ψ of Equation (15) is Z-linear. It follows that the map φ of
Equation (16) is also Z-linear. It is enough hence to prove that the localization of
this map to any maximal ideal of Z is an isomorphism. It is also enough to prove
that the completion of any of these localizations with respect to that maximal ideal
is an isomorphism. Since X is smooth (and hence the completion of the local ring
of X at any point is a power series ring) this reduces to the case of X = Cn acted
upon linearly by Γ. The result hence follows from Lemma 2.8. �

Let us include the following corollary of the above proof.

Corollary 2.12. The map φγ : HHq(O(X) � Γ) → Ωq(Xγ) of (17) is such
that φγ = 0 on HHq(O(X) � Γ)g if g and γ are not in the same conjugacy class
and induces an isomorphism

φγ : HHq(O(X) � Γ)γ → Ωq(Xγ)Γγ .

Let us apply these results to the algebra A1 of Example 2.6.

Example 2.13. Let Γ = Z/2Z act by z → −z on C. Chose l = 1 and a1 = 0
in Example 2.6. Then O(C) � Γ � A1, and hence

HHq(A1) �

⎧⎪⎨⎪⎩
O(C)Γ ⊕ C if q = 0
O(C)Γ if q = 1
0 otherwise.
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In particular, HHq(A1) vanishes for q large. Also, note that

O(C)Γ = C[x]Γ = C[x2] � C[x].

Let us see now an example of a finite type algebra for which Hochschild homol-
ogy does not vanish in all degrees.

Example 2.14. Let A3 ⊂ M2(O(C)) = M2(C[x]) be the subalgebra of those
matrices

P =
[

P11 P12

P21 P22

]
=: P11e11 + P12e12P21e21 + P22,

with the property that P21(0) = P ′
21(0) = 0. For a suitable choice of v1, this is

a subalgebra of the algebra A1 considered in Example 2.13. Let V1 := A3e11 and
V2 := A3e22. Then M := V2/V1 � C[x]/(x2). The modules V1 and V τ

2 := e22A3

can be used to produced a projective resolution of A3 with free A3–A3 bimodules
that gives

(21) HHq(A3) �

⎧⎪⎨⎪⎩
C[x]⊕M if q = 0
C[x]⊕ C if q = 1
C otherwise.

3. Spectrum preserving morphisms

We shall now give more evidence for the close relationship between the topology
of Prim(A) and HP∗(A) by studying a class of morphisms implicitly appearing in
Lusztig’s work on the representation of Iwahori-Hecke algebras, see [34, 35, 36, 37].

Let L and J be two finite type k-algebras. If φ : L → J is a k-linear morphism,
we define

(22) Rφ := {(P′, P) ⊂ Prim(J)× Prim(L), φ−1(P′) ⊂ P}.
We now introduce the class of morphisms we are interested in.

Definition 3.1. Let φ : L → J be a k-linear morphism of unital, finite type
k-algebras. We say that φ is a spectrum preserving morphism if, and only if, the set
Rφ defined in Equation (22) is the graph of a bijective function

φ∗ : Prim(J) → Prim(L).

More concretely, we see that φ : L → J is spectrum preserving if, and only if,
the following two conditions are satisfied:

(1) For any primitive ideal P of J , the ideal φ−1(P) is contained in a unique
primitive ideal of L, namely φ∗(P), and

(2) The resulting map φ∗ : Prim(J) → Prim(L) is a bijection.
We have the following result combining two theorems from [3].

Theorem 3.2 (Baum-Nistor). Let L and J be finite type k–algebras and φ :
L → J be a k–linear spectrum preserving morphism. Then the induced map φ∗ :
Prim(J) → Prim(L) between primitive ideal spectra is a homeomorphism and the
induced map φ∗ : HP∗(L)→ HP∗(J) between periodic cyclic homology groups is an
isomorphism.

We also obtain an isomorphism on periodic cyclic homology for a slightly more
general class of algebra morphisms.
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Definition 3.3. A morphism φ : L → J of finite type algebras is called weakly
spectrum preserving if, and only if, there exist increasing filtrations

(0) = L0 ⊂ L1 ⊂ . . . ⊂ Ln = L and (0) = J0 ⊂ J1 ⊂ . . . ⊂ Jn = J

of two-sided ideals such that φ(Lk) ⊂ Jk and the induced morphisms Lk/Lk−1 →
Jk/Jk−1 are spectrum preserving.

Combining the above theorem with the excision property, we obtain the follow-
ing result from [3].

Theorem 3.4 (Baum-Nistor). Let L and J be finite type k–algebras and φ :
L→ J be a k–linear weakly spectrum preserving morphism. Then the induced map
φ∗ : HP∗(L)→ HP∗(J) between periodic cyclic homology groups is an isomorphism.

The main application of this theorem is the determination of the periodic cyclic
homology of Iwahori-Hecke algebras in [2, 3]. Let Hq be an Iwahori-Hecke algebra
and J the corresponding asymptotic Hecke algebra associated to an extended affine
Weyl group Ŵ [36] (their definition is recalled in [3], where more details and more
complete references are given). Then there exists a morphism φ : Hq → J of k–finite
type algebras, k = Z(Hq) that is weakly spectrum-preserving provided that q is not
a root of unity or q = 1. Therefore

(23) φ∗ : HP∗(Hq) → HP∗(J)

is an isomorphism. The algebra H1 is a group algebra, and hence its periodic cyclic
homology can be calculated directly.

The above theorem also helps us clarify the Examples 2.6 and 2.7.

Example 3.5. Let us assume that vj = v ∈ C2 in Example 2.6. Let e ∈
M2(C) be the projection onto the vector e. The morphism φ : C[x] � P → Pe ∈
A1 ⊂ M2(C[x]) is not weakly spectrum preserving. However, φ : C[x] → I1 is
a spectrum preserving morphism of C[x]–algebras. Combining with the inclusion
I1 ⊂ M2(C[x]), we see that φ∗ : HP∗(C[x]) → HP∗(I1) is an isomorphism and
HP∗(I1) is a direct summand of HP∗(A1). The excision theorem then gives

HPq(A1) � HPq(I1)⊕HPq(A/I1) � HPq(C[x]) ⊕HPq(Cl) =

{
Cl+1 if q is even
0 otherwise.

The case of the algebra A2 of example is even simpler.

Example 3.6. The inclusion Z(A2) → A2 is a spectrum preserving morphism
of Z(A2)–algebras. Consequently,

HPq(A2) � HPq(C[x])⊕HPq(Cl) =

{
Cl+1 if q is even
0 otherwise.

Let us notices that by considering the action of the natural morphisms

C[x] → Z(A1) ⊂ A1, A1 →M2(C[x]), C[x] → Z(A2) ⊂ A2, orA2 →M2(C[x])

on periodic cyclic homology, we will still not be able to distinguish between A1 and
A2. However, the natural products HPi(C[x])⊗HPj(Ak)→ HP∗(Ak) (see [26, 27])
will distinguish between these algebras.
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4. The periodic cyclic homology of C∞c (G)

Having discussed the relation between HP∗(C∞c (G)) and the admissible spec-
trum Ĝ = Prim(C∞c (G)), let us recall the explicit calculation of HP∗(C∞c (G)) from
[47]. The calculation of HP∗(C∞c (G)) in [47] follows right away from the calculation
of the Hochschild homology groups of C∞c (G). The calculations of presented in this
section complement the results on the cyclic homology of p–adic groups in [45, 48].

To state the main result of [47] on the Hochschild homology of the algebra
C∞c (G), we need to introduce first the concepts of a “standard subgroup” and of
a “relatively regular element” of a standard subgroup. For any group G and any
subset A ⊂ G, we shall denote

CG(A) := {g ∈ G, ga = ag, ∀a ∈ A} , NG(A) := {g ∈ G, gA = Ag} ,

WG(A) := NG(A)/CG(A), and Z(A) := A ∩ CG(A). This latter notation will be
used only when A is a subgroup of G. The subscript G will be dropped from the
notation whenever the group G is understood. A commutative subgroup S of G
is called standard if S is the group of semisimple elements of the center of C(s)
for some semi-simple element s ∈ G. An element s ∈ S with this property will
be called regular relative to S, or S-regular. The set of S-regular elements will be
denoted by Sreg.

We fix from now on a p-adic group G. (Recall that a p–adic group G = G(F)
is the set of F–rational points of a linear algebraic group G defined over a non-
archemedean, non-discrete, locally compact field F of characteristic zero.) Our
results will be stated in terms of standard subgroups of G. We shall denote by Hu

the set of unipotent elements of a subgroup H . Sometimes, the set C(S)u is also
denoted by US , in order to avoid having to many paranthesis in our formulae. Let
∆C(S) denote the modular function of the group C(S) and let

C∞c (US)δ := C∞c (C(S)u)⊗∆C(S),

be C∞c (US) as a vector space, but with the product C(S)-module structure, that is

γ(f)(u) = ∆C(S)(γ)f(γ−1uγ),

for all γ ∈ C(S), f ∈ C∞c (US)δ and u ∈ US .
The groups HH∗(C∞c (G)) are determined in terms of the following data:

(1) the set Σ of conjugacy classes of standard subgroups S of G;
(2) the subsets Sreg ⊂ S of S-regular elements;
(3) the actions of the Weyl groups W (S) on C∞c (S); and
(4) the continuous cohomology of the C(S)–modules C∞c (US)δ.

Combining this proposition with Corollary 2.3, we obtain the main result of
this section. Also, recall that US is the set of unipotent elements commuting with
the standard subgroup S, and that the action of C(S) on C∞c (US) is twisted by the
modular function of C(S), yielding the module C∞c (US)δ = C∞c (US)⊗∆C(S).

Theorem 4.1. Let G be a p–adic group. Let Σ be a set of representative of
conjugacy classes of standard subgroups of S ⊂ G and W (S) = N(S)/C(S), then
we have an isomorphism

HHq(C∞c (G)) �
⊕
S∈Σ

C∞c (Sreg)W (S) ⊗Hq(C(S), C∞c (US)δ).
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The isomorphism of this theorem was obtained by identifying the E∞-term of
a spectral sequence convergent to HHq(C∞c (G)), and hence it is not natural. This
isomorphism can be made natural by using a generalization of the Shalika germs
[47] .

The periodic cyclic homology groups of C∞c (G) are then determined as follows.
Recall that our convention is that HH[q] := ⊕k∈Z HHq+2k. An element γ ∈ G
is called compact if the closure of the set {γn} is compact. The set Gcomp of
compact elements of G is open and closed in G, if we endow G with the locally
compact, Hausdorff topology obtained from an embedding G ⊂ FN . We clearly
have γGcompγ

−1 = Gcomp, that is, Gcomp is G-invariant for the action of G on itself
by conjugation. Also, we shall denote by HH[q](C∞c (G))comp the localization of the
homology group HH[q](C∞c (G)) to the set of compact elements of G (see [8] or [44]).
This localization is defined as follows. Let R∞(G) be the ring of locally constant
AdG-invariant functions on G with the pointwise product. If ω = f0⊗ f1⊗ . . . fn ∈
C∞c (G)⊗(n+1) = C∞c (Gn+1) and z ∈ R∞(G), then we define

[zω](g0, g1, . . . , gn) = z(g0g1 . . . gn)ω(g0, g1, . . . , gn) ∈ C∞c (Gn+1).

Let χ be the characteristic function of Gcomp (so χ = 1 on Gcomp and χ = 0
otherwise). Then HH[q](C∞c (G))comp = χ HH[q](C∞c (G)).

Theorem 4.2. We have

(24) HPq(C∞c (G)) � HH[q](C∞c (G))comp.

Let Scomp be the set of compact elements of a standard subgroup S, then

(25) HPq(C∞c (G)) �
⊕
S∈Σ

C∞c (Sreg
comp)

W (S) ⊗H[q](C(S), C∞c (US)δ).

The Equation (24) follows also from the results in [45].
It is conceivable that a next step would be to study the “discrete parts” of the

groups HHq(C∞c (G)), following the philosophy of [6, 28]. This can be defined as
follows. In [47], we have defined “induction morphisms”

(26) φG
M : HHq(C∞c (G)) → HHq(C∞c (M))

for every Levi subgroup M ⊂ G. We define HHq(C∞c (G))0 to be the intersection
of all kernels of φG

M , for M a proper Levi subgroup of G and call this the discrete
part of HHq(C∞c (G))0.

Assuming that one has established, by induction, a procedure to construct the
cuspidal representations of all p–adic groups of lower split rank, then one can study
the action of the center of C∞c (G) corresponding to the cuspidal associated to proper
Levi subgroups on the discrete part of HHq(C∞c (G)), which would hopefully allow
us to distinguish between the cuspidal part of HHq(C∞c (G))0 and its part coming
from square integrable representations that are not super-cuspidal.

5. Hochschild homology

We include now three short sections that recall some of the definitions used
above. Nothing in this and the next section is new, and the reader interested in
more details as well as precise references should consult the following standard
references [10, 5, 16, 17, 25, 33, 32, 51].
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We begin by recalling the definitions of Hochschild homology groups of a com-
plex algebra A, not necessarily with unit. We define b and b′ define two linear
maps

(27) b, b′ : A⊗n+1 → A⊗n.

where A⊗n := A⊗ A⊗ . . . A (n times) by the formulas

(28)
b′(a0 ⊗ a1 ⊗ . . .⊗ an) =

n−1∑
i=0

(−1)ia0 ⊗ . . .⊗ aiai+1 ⊗ . . .⊗ an,

b(a0 ⊗ a1 ⊗ . . .⊗ an) = b′(a0 ⊗ a1 ⊗ . . .⊗ an) + (−1)nana0 ⊗ . . .⊗ an−1,

where a0, a1, . . . , an ∈ A. Let

(29) Hn(A) = H′
n(A) := A⊗A⊗ . . . A (n + 1 times ).

Also, let H(A) := (Hn(A), b) and H′(A) := (H/n(A), b′). The homology groups
of H(A) are, by definition, the Hochschild homology groups of A and are non-zero.
The nth Hochschild homology group of A is denoted HHn(A). By dualizing, we
obtain the Hochschild cohomology groups HHn(A).

If A has a unit, then the complex H′(A) is acyclic (i.e. it has vanishing homol-
ogy groups) because b′s + sb′ = 1, where

(30) s(a0 ⊗ a1 ⊗ . . .⊗ an) = 1⊗ a0 ⊗ a1 ⊗ . . .⊗ an.

Therefore, if A has a unit, the complex H′(A) is a resolution of A by free A-
bimodules.

Recall that a trace on A is a linear map τ : A → C such that τ(a0a1−a1a0) = 0
for all a0, a1 ∈ A. The space of all traces on A is then isomorphic to HH0(A).

An algebra A such that H′(A) is acyclic is called H-unital, following Wodzicki
[53].

Clearly the groups HHn(A) are covariant functors in A, in the sense that any
algebra morphism φ : A → B induces a morphism

φ∗ = HHn(φ) : HHn(A) → HHn(B)

for any integer n ≥ 0. Similarly, we also obtain a morphism φ∗ = HHn(φ) :
HHn(B) → HHn(A). In other words, Hochschild cohomology is a contravariant
functor. It is interesting to note that if Z is the center of A, then HHn(A) is also
a Z-module, where, at the level of complexes the action is given by

(31) z(a0 ⊗ a1 ⊗ . . .⊗ an) = za0 ⊗ a1 ⊗ . . .⊗ an.

for all z ∈ Z. As z is in the center of A, this action will commute with the
Hochschild differential b.

6. Cyclic homology

Let A be a unital algebra. We shall denote by t the (signed) generator of cyclic
permutations:

(32) t(a0 ⊗ a1 ⊗ . . .⊗ an) = (−1)nan ⊗ a0 ⊗ . . .⊗ an−1

Using the operator t and the contracting homotopy s of the complex H′(A), Equa-
tion (30), we construct a new differential B := (1− t)B0, of degree +1, where

(33) B0(a0 ⊗ a1 ⊗ . . .⊗ an) = s

n∑
k=0

tk(a0 ⊗ a1 ⊗ . . .⊗ an).
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It is easy to check that B2 = 0 and that [b, B]+ := bB + Bb = 0.
The differentials b and B give rise to the following complex

� � �
b b b

A⊗3 � A⊗2 � A
B B

� �
b b

A⊗2 � A
B

�
b

A

Figure 1. The cyclic bicomplex of the algebra A.

We notice that columns the above complex are copies of the Hochschild complex
H(A). The cyclic complex C(A) is by definition the total complex of this double
complex. Thus the space of cyclic n-chains is defined by

(34) C(A)n =
⊕
k≥0

Hn−2k(A),

we see that (C(A), b + B), is a complex, called the cyclic complex of A, whose
homology is by definition the cyclic homology of A, denoted HCq(A), q ≥ 0.

There is a canonical operator S : Cn(A) → Cn−2(A), called the Connes peri-
odicity operator, which shifts the cyclic complex left and down, explicitly defined
by

(35) S(ωn, ωn−2, ωn−4, . . . ) 	→ (ωn−2, ωn−4, . . . ),

where ωk ∈ Hk(A), for all k. This operator induces the short exact sequence of
complexes

0→ H(A) I−→ C(A) S−→ C(A)[2]→ 0,

where the map I is the inclusion of the Hochschild complex as the first column of
the cyclic complex. The snake Lemma in homology [38, 39, 52] gives the following
long exact sequence, called the SBI–exact sequence

(36) . . .→ HHn(A) I−→ HCn(A) S−→ HCn−2(A) B−→ HHn−1(A) I−→ . . . ,

where B is the differential defined above, see [16, 33] for more details. The periodic
cyclic complex of an algebra A is the complex

Cper(A) := lim
←
C(A),

the inverse limit being taken with respect to the periodicity morphism S. It is a
Z/2Z-graded complex, whose chains are (possibly infinite) sequences of Hochschild
chains with degrees of the same parity. The homology groups of the periodic cyclic
complex Cper(A) are, by definition, the periodic cyclic homology groups of A. A
simple consequence of the SBI–exact sequence is that if φ : A → B is a morphism
of algebras that induces an isomorphism on Hochschild homology, then φ induces
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an isomorphism on cyclic and periodic cyclic homology groups as well. Here is an
application of this simple principle.

Here is an application of this lemma. Consider

(37) Tr∗ : Hq(MN (A)) → Hq(A), q ∈ Z+,

the map defined by Tr∗(b0⊗. . .⊗bq) = Tr(m0m1 . . . mq)a0⊗. . . aq, if bk = mk⊗ak ∈
MN(C)⊗A = MN (A). Also consider the (unital) inclusion ι : A→MN (A) and ι∗
be the morphism induced on the Hochschild complexes.

Proposition 6.1. The map Tr∗ commutes with b and B. Both ι∗ and Tr∗
induce isomorphisms on Hochschild, cyclic, and periodic cyclic homologies and co-
homologies such that (ι∗)−1 = N−1Tr∗.

The cyclic and periodic cyclic homology groups of a non-unital algebra A are
defined as the cokernels of the maps HCq(C)→ HCq(A+) and HPq(C) → HPq(A+),
where A+ = A⊕ C is the algebra with adjoined unit.

More generally, cyclic homology groups can be defined for “mixed complexes,”
[5, 24, 27, 29].

7. The Chern character

We shall use these calculations to construct Chern characters. By taking X to
be a point in Theorem 1.3, we obtain that HC2q(C) � C and HC2q+1(C) � 0. We
can take these isomorphisms to be compatible with the periodicity operator S and
such that for q = 0 it reduces to

HC0(C) = HH0(C) = C/[C, C] = C.

We shall denote by ηq ∈ HC2q(C) the unique element such that

(38) Sqηq = 1 ∈ C = HC0(C).

For any projection e ∈ MN (A) is a projection we obtain a (non-unital) mor-
phism ψ : C → MN(A) by λ 	→ λe. Then Connes-Karoubi Chern character of e in
cyclic homology [16, 17, 25, 32] is defined by

(39) Chq([e]) = Tr∗(ψ∗(ηq)) ∈ HC2q(A).

This map can be shown to depend only on the class of e in K-theory and to define
a morphism

(40) Chq : K0(A) → HC2q(A).

One can define similarly the Chern character in periodic cyclic homology and
the Chern character on K1 (algebraic K-theory). For the Connes-Karoubi Chern
character on K1, we use instead Y = C∗, whose algebra of regular functions is
O[Y ] � C[z, z−1], the algebra of Laurent polynomials in z and z−1 (this algebra,
in turn, is isomorphic to the group algebra of Z). Then HCq(O[Y ]) � C, for any
q ≥ 1. We are interested in the odd groups, which will be generated by elements
vk ∈ HC2k+1(O[Y ]), which can be chosen to satisfy v1 = z−1⊗z and Skv2k+1 = v1.

Then, if u ∈MN (A) is an invertible element, it defines a morphism ψ : C[C∗]→
MN(A). The Connes-Karoubi Chern character of u in cyclic homology is thus
defined by

(41) Chq([u]) = Tr∗(ψ∗(vq)) ∈ HC2q+1(A).
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Again, this map can be shown to depend only on the class of u in K-theory and to
define a morphism

(42) Chq : K1(A) → HC2q+1(A).

Both the Chern character on K0 and on K1 are functorial, by construction.
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Three examples of non-commutative boundaries of Shimura
varieties

Frédéric Paugam

Abstract. Our modest aims in writing this paper were twofold: we first
wanted to understand the linear algebra and algebraic group theoretic back-
ground of Manin’s real multiplication program proposed in [Man]. Secondly,
we wanted to find nice higher dimensional analogs of the non-commutative

modular curve studied by Manin and Marcolli in [MM0 2 ]. These higher di-
mensional objects, that we call irrational or non-commutative boundaries of
Shimura varieties, are double cosets spaces of the form Γ\G(R)/P (K), where
G is a (connected) reductive Q-algebraic group, P (K) = M(K)AN ⊂ G(R)
is a real parabolic subgroup corresponding to a rational parabolic subgroup
P ⊂ G, and Γ ⊂ G(Q) is an arithmetic subgroup. Along the way, it also
seemed clear that the spaces

Γ\G(R)/M(K)A

are of great interest, and sometimes more convenient to study. We study in

this document three examples of these general spaces. These spaces describe
degenerations of complex structures on tori in (multi)foliations.

Introduction

The non-commutative modular curve is the chaotic space

GL2(Z)\P1(R).

Its first appearance in the non-commutative geometric world arose in the work
[Con80] of Connes on differential geometry of non-commutative tori. Since the
action of GL2(Z) by homographies on P1(R) is very chaotic, the classical quotient
space, whose algebra is the one of continuous complex functions on P1(R) that
are invariant by GL2(Z), is topologically identified with a point. The philosophy
of Connes’ non-commutative geometry and the related philosophy of topoi (as ex-
plained by Cartier in [Car98]) tell us that this quotient space is much more than
that. Connes showed that the crossed product C∗-algebra C∗(P1(R))�GL2(Z) is a
good analog of the algebra of continuous functions for such a chaotic space because
it is possible to calculate from it nice cohomological invariants, as K-theory and
cyclic cohomology (from its C∞ version), that have a real geometric meaning. He
showed, indeed, that cyclic cohomology is a good analog of De Rham cohomology of
manifolds for such chaotic spaces. This cohomology theory is a very profound tool
that permitted Connes and Moscovici, to cite one example among many others, to
prove a local index formula for foliations, which is an analog of the Riemann-Roch
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theorem for the spaces of leaves [CM95]. This result was not accessible without
non-commutative geometric intuition. Bost-Connes and Connes have also shown
[BC95], [Con99], that non-commutative geometry can be very useful for arith-
metic questions. We refer the reader to Marcolli [Mar04] for a nice survey on
non-commutative arithmetic geometry.

The non-commutative modular curve also appeared some years ago in Connes,
Douglas and Schwarz paper [CDS97] as moduli space for physical backgrounds for
compactifications of string theory . It was already shown in [SW99] by Seiberg
and Witten that non-commutative spaces can be good backgrounds for open string
theory. The deformation quantization story of Kontsevich and Soibelman also gives
related results. The author, being more informed of arithmetic geometry, will not
discuss these physical motivations that are very important for future developments
of non-commutative moduli spaces.

The arithmetic viewpoint of the non-commutative modular curve appeared
first in the work of Manin and Marcolli [MM02], [MM01] and in Manin’s real
multiplication program [Man]. These works were for us the main inspirations for
writing this paper.

The basic idea in our work is the following: the classical theory of Shimura va-
rieties was completely rewritten in terms of Hodge structures by Deligne in [Del79]
and it proved to be very helpful for arithmetics, for example in the theory of ab-
solute Hodge motives made in [DMOS82] and for the construction of canonical
models for all Shimura varieties, made by Milne in [Mil83]. One of the interests
of this construction is to translate fine information about moduli spaces in terms
of algebraic groups morphisms. The author wanted to know if it was possible to
make such a translation for non-commutative boundaries of Shimura varieties.

As higher dimensional analogs of the boundary P1(R) of the double half plane
H± := P1(C)−P1(R), we chose to use the components of Satake’s compactifications
of symmetric spaces. These components can be written as quotients G(R)/P (K),
where G is a (connected) reductive Q-algebraic group and P (K) = M(K)AN ⊂
G(R) is a real parabolic subgroup1 corresponding to a rational parabolic subgroup
P ⊂ G. The higher dimensional analogs of the non-commutative modular curve
GL2(Z)\P1(R), which we call irrational or non-commutative boundaries of Shimura
varieties, are given by double coset spaces

Γ\G(R)/P (K),

where Γ ⊂ G(Q) is an arithmetic subgroup. Along the way, it seemed also clear
that the spaces

Γ\G(R)/M(K)A,

which we call irrational or non-commutative shores of Shimura varieties, are of
great interest, and sometimes more convenient to study from the algebraic group
theoretical viewpoint.

The plan of this document is the following. In the first part, we study special
geodesics on the modular curve that are good analogs of elliptic curves with complex
multiplication. We explain how to relate the counting of these geodesics to number
theoretical considerations. In the second part, we construct the moduli space and
universal family of non-commutative tori in a way analogous to the construction
of the moduli space of elliptic curves and its universal family. In the third part,

1See the book [BL0 1 ] for the definition and decomposition of these real parabolic subgroups.
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we give two higher dimensional examples of non-commutative shores of Shimura
varieties that parametrize some degenerations of complex structures on tori in multi-
foliations.

Notations

Definition 0.1. A pair (P, X) consisting of a Q-algebraic group P and a left
P (R)-space X is called a pre-Shimura datum2. A morphism of pre-Shimura data
(P1, X1) → (P2, X2) is a pair (φ, ψ) consisting of a morphism φ : P1 → P2 of groups
and a P1(R)-equivariant map ψ : X1 → X2. If (P, X) is a pre-Shimura datum and
K ⊂ P (Af ) is a compact open subgroup, the set

ShK(P, X) := P (Q)\(X × P (Af )/K)

is called the pre-Shimura set of level K for (P, X), and the set

Sh(P, X) := lim
← KShK(P, X),

where K runs over all compact open subgroups in P (Af ), is called the pre-Shimura
tower associated to (P, X).

We warn the reader that even if X has a nontrivial C∞-structure, the cor-
responding Shimura space, viewed as a quotient topological space, can be very
degenerate (even trivial). In such cases, it may be more interesting to study the
crossed product algebra

C∞(X × P (Af )/K) � P (Q).

These are essentially the kind of non-commutative spaces we will consider in
this paper.

1. Special geodesics on the modular curve

The modular curve is one of the basic examples of a Shimura variety. Its inter-
pretation as a moduli space of Hodge structures (or simpler of complex structures)
allows one to nicely define special points of this curve as those whose Mumford-Tate
group is a torus.

We propose an analogous construction for the space GL2(Z)\GL2(R)/D(R) of
leaves of the geodesic foliation (where D(R) is the subgroup of diagonal matrices in
GL2(R)). This naive translation gives another point of view of the strong analogy
between the modular curve and the space of leaves of the geodesic flow, which was
already known to Gauss. Being closer to the modern (i.e., adelic) point of view
of Shimura varieties increases its chances to be generalized to boundaries of higher
dimensional Shimura varieties.

2Most of the pre-Shimura data that will appear in this document will be constructed using
conjugacy classes of morphisms. However, the target group will not always be P and some
useful morphisms between them will not be morphisms of conjugacy classes but just equivariant
morphisms. This is why we use such a weak definition.
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1.1. Mumford-Tate groups of elliptic curves. Let E be a complex elliptic
curve. Let M = H1(E, Q) be its first singular homology group. We have the Hodge
decomposition

MC = H1(E, C) ∼= H0(E, Ω1
E)⊕H1(E,OE).

Let Gm,C be the multiplicative group of C as an algebraic group. We let (x, y) ∈
(C∗)2 act on MC by multiplication by x on H0(E, Ω1

E) and y on H1(E,OE). This
defines a natural morphism h : G2

m,C → GL(MC). The Mumford-Tate group of E

is the smallest Q-algebraic subgroup of GL(M) that contains the image of h over
C. The following proposition serves us as a guide to define Mumford-Tate groups
of geodesics.

Proposition 1.1.1. Let E be an elliptic curve over C. The Mumford-Tate
group of E is either GL2, or ResK/QGm (i.e., the group K× as a Q-algebraic
group) with K/Q an imaginary quadratic field. In this case, we say that the curve
is special or with complex multiplication.

1.2. Geodesics and analogs of Hodge structures. We recall that the
space of geodesics on the modular curve can be written as a double coset space Y :=
GL2(Z)\GL2(R)/D(R) with D(R) the subgroup of diagonal matrices in GL2(R).
We denote by Gm,R the multiplicative group R∗ viewed as an algebraic group.
Let h0 : G2

m,R → GL2,R be the morphism of algebraic groups that sends a pair
(x, y) ∈ (R∗)2 to the diagonal matrix diag(x, y) :=

(
x 0
0 y

)
. We remark that GL2(R)

acts on the space Hom(G2
m,R, GL2,R) by conjugation. Let

X := GL2(R) · h0 := {gh0g
−1, g ∈ GL2(R)}

be the conjugacy class of the morphism h0.
An easy computation shows that the centralizer of h0 in GL2(R) is the subgroup

D(R). We thus obtain an identification X ∼= GL2(R)/D(R). There is also a left
GL2(Z)-action on X , and this gives us an interpretation of the space of geodesics
as the quotient Y ∼= GL2(Z)\X .

The reader will probably ask now: what did we win in this translation? The
author’s answer is: a strong analogy with the modular curve.

This allows us to view Y as the moduli space of triples (M, F, F̃ ), where M is
a free Z-module of rank 2, and F, F̃ ⊂ MR are two lines in the corresponding real
vector space MR := M ⊗Z R. To each h ∈ X , we associate a triple (Z2, Fx, Fy) with
Fx the line of weight x for h (i.e., h(x, y) · v = x · v for all v ∈ Fx), and Fy the line
of weight y. It is helpful to think of the direct sum decomposition

MR = F ⊕ F̃

as an analog of the Hodge decomposition of the first complex singular cohomology
group of an elliptic curve E/C:

H1(E, C) = H1(E,OE)⊕H0(E, Ω1
E).

1.3. Examples of bad Mumford-Tate groups. In view of the analogy
in the previous paragraph, we can ask: for geodesics, what is the analog of the
Mumford-Tate group3 of elliptic curves? Recall that an element h ∈ X is a mor-
phism of algebraic groups h : G2

m,R → GL2,R.

3A kind of analytic Galois group.
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We suggest two possible analogs. The first is obtained by copying the usual
definition.

Definition 1.3.1. Let h ∈ X . We define the bad Mumford-Tate group of h
to be the smallest Q-algebraic subgroup BMT(h) ⊂ GL2,Q such that h((R∗)2) ⊂
BMT(h)(R).

Let us test this definition on some examples. It is clear that BMT(h0) = D ∼=
G2

m,Q is the group of rational diagonal matrices, the maximal torus of GL2,Q.
Let u ∈ R and gu := ( 1 u

0 1 ) be the corresponding unipotent matrix. Denote

hu := guh0g
−1
u ∈ X . The morphism hu is given by the matrix

(
x u(y−x)
0 y

)
. If we

suppose that u is not rational, then BMT(hu) is the subgroup B ⊂ GL2,Q of upper
triangular matrices. Otherwise, BMT(hu) = guDg−1

u
∼= G2

m,Q is a maximal torus.
Let h′ be the conjugate of h0 by the matrix g′ :=

(
1 1
u −u

)
, with u = e ∈ R.

Then we get h′ ∈ X such that BMT(h′) = GL2,Q.

Now let us consider a square free positive integer d > 1. Let g :=
(

1 1√
d −

√
d

)
.

If we conjugate h0 by g, we obtain the matrix h′ =
(

a b
db a

)
with a = x+y

2 and
b = x−y

2
√

d
. The group of matrices of the form

(
a b
db a

)
with a and b rational is an

algebraic torus over Q, conjugated over R to the maximal torus D(R). It is clearly
the Mumford-Tate group of h′.

1.4. Good Mumford-Tate groups. We now want to modify the definition of
bad Mumford-Tate groups to obtain “good” ones. The examples of last paragraph
give us a quite precise idea of the different kinds of bad Mumford-Tate groups that
can appear. However, we would like to have reductive Mumford-Tate groups in
order to have a closer analogy with the case of elliptic curves.

Definition 1.4.1. Let h ∈ X . A Mumford-Tate group for h is a minimal
reductive subgroup of GL2,Q that contains BMT(h).

With this new definition, a Mumford-Tate group is always reductive whereas
BMT may be, for example, the group B of upper triangular matrices.

Lemma 1.4.2. Let h ∈ X. Then there exists a unique Mumford-Tate group for
h, which we denote by MT(h).

Proof. The group BMTR contains a maximal torus of GL2,R (the image of h).
We thus have three possibilities, depending on the dimension (2,3 or 4) of BMT:
BMT is a maximal torus, a Borel subgroup or the whole of GL2,Q. If BMT is a
maximal torus or GL2,Q then MT is clearly well defined and equal to BMT. If BMT
is a Borel subgroup, then the smallest reductive group that contains it is the group
GL2,Q. �

We now arrive at the structure theorem for Mumford-Tate groups of geodesics.

Theorem 1.4.3. Let h ∈ X. The Mumford-Tate group of h is of one of the
following types:

(1) MT(h) = GL2, the corresponding geodesic is called MT-generic,
(2) MT(h) = ResE/QGm with E/Q a real quadratic field, we say that the

corresponding geodesic is special or has real multiplication by E,
(3) MT(h) = G2

m,Q, the geodesic is rational.
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This theorem follows from the the fact that all maximal tori in GL2,Q are of the
form ResE/QGm with E/Q étale of dimension 2. Such an algebra E is either a real
quadratic field, isomorphic to Q2, or an imaginary quadratic field. The imaginary
quadratic case can not appear because the two lines Fx and Fy associated to h (see
Subsection 1.2) are real.

The properties of Mumford-Tate groups have a simple interpretation in terms
of dynamical properties of geodesics on the modular curve, as explained to the
author by Etienne Ghys. The first case corresponds to non-closed geodesics, the
second to closed geodesics not homotopic to the cusps, and the last corresponds to
closed geodesics homotopic to the cusps.

1.5. Special geodesics and class field theory. Let us look more closely at
the second case in Theorem 1.4.3, following Gauss’ ideas. So let h ∈ X correspond to
a special geodesic (i.e., one with real multiplication by a real quadratic field E) and
let T be its Mumford-Tate group. By definition, h is a morphism into TR. The T (R)-
conjugacy class of h is reduced to {h}. The natural map (T, {h}) → (GL2,Q, X)
induces a map between the double coset spaces

T (Q)\({h} × T (Af )/T (Ẑ)) �� GL2(Q)\(X ×GL2(Af )/GL2(Ẑ))

Pic(OE) �� GL2(Z)\X = Y

whose image gives the space of geodesics with real multiplication by E. The left
term of this morphism is the ideal class group Pic(OE) of this real multiplication
field. The bottom arrow interprets Pic(OE) in terms of geodesics, a well known
result of Gauss. The top arrow is an adelic formulation of this result which may
admit a generalization to higher rank spaces.

We want to arrive at a similar geodesic interpretation for the connected com-
ponent of the idèle class group π0(T (Q)\T (A)). Recall that if (G, H) is a pair
consisting of a reductive group over Q and a G(R)-left space H , we denote by

Sh(G, H) = lim
← KG(Q)\(H ×G(Af )/K)

where K ⊂ G(Af ) runs over all compact open subgroups. In [Del79], 2.2.3, it is
shown that

π0(T (Q)\T (A)) = Sh(T, π0(T (R))).

At this point, the morphism (T, π0(T (R)))→ (GL2, X) induces a map

(1) Sh(T, π0(T (R))) → Sh(GL2, X).

Unfortunately, the archimedian component π0(T (R)) := T (R)/T (R)+ is killed
under this mapping because X ∼= GL2(R)/T (R). Therefore, one replaces X by
X± ∼= GL2(R)/T (R)+ in morphism (1) where X± is the space of morphisms h ∈ X
oriented by the choice of orientations sx, sy on the corresponding real lines Fx, Fy.
This space projects naturally onto X . The resulting map

π0(T (Q)\T (A)) = Sh(T, π0(T (R))) → Sh(GL2, X
±)

yields the geodesic interpretation of the connected component of the idèle class
group.
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We are however far from a theory of real multiplication because a “natural”
rational structure on the space of geodesics, analogous to the coordinates on the
modular curve given by the j and P functions, is missing.

2. Algebraic groups and moduli spaces of non-commutative tori

2.1. The moduli space of elliptic curves. This section recalls the classical
construction of the universal family of elliptic curves in terms of mixed Shimura
varieties [Pin90], 10.7. For classical Shimura varieties, we will refer to [Del79].
The basic definition of mixed Shimura varieties can be found in [Pin90], 2.1, 3.1, or
[Mil90][VI]. We only need in this paper the notion of pre-Shimura datum defined
in the Notations Section.

Let S := ResC/RGm be the Deligne torus. This is an R-algebraic group such
that S(R) = C∗. Let w : Gm,R → S be the weight morphism given by the natural
inclusion R∗ ⊂ C∗. Let µ : Gm,C → SC

∼= Gm,C × Gm,C be the Hodge morphism
that sends z to the pair (z, 1) and let µ̃ the morphism that sends z to the pair (1, z).
We call µ̃ the anti-Hodge morphism.

Let V be an R-vector space. Recall that a representation h : SC → GL(VC) in
the C-vector space VC := V ⊗R C gives an ascending filtration, the so called weight
filtration, W•VC given by the cocharacter h ◦ wC and a descending filtration, the
so called Hodge filtration, F •VC given by the cocharacter h ◦ µ. We will also be
interested by another descending, that we call the anti-Hodge filtration, F̃ •VC given
by the cocharacter h ◦ µ̃. Note that if h is not defined over R, then the anti-Hodge
filtration is not the complex conjugate filtration of F •VC.

Let H± := {τ ∈ C, τ /∈ R} be the Poincaré double half plane. This space can
be identified with the GL2(R)-conjugacy class of the morphism of real algebraic
groups hi : S → GL2,R that maps z = a + ib ∈ C∗ = S(R) to the matrix

(
a b
−b a

)
.

The map between this conjugacy class and H± ⊂ P1(C) is given by associating to
h : S → GL2,R the line F (h) := Ker(hC ◦ µ(z)− z · id) ⊂ C2.

Definition 2.1.1. The pair (GL2, H±) is called the classical modular Shimura
datum.

Let K be the compact open subgroup GL2(Ẑ) of GL2(Af ). The associated
Shimura variety of level K is by definition

M = ShK(GL2,Q, H±) = GL2(Q)\(H± ×GL2(Af )/K)
= GL2(Z)\H±

= PGL2(Z)\H,

that is to say the classical modular curve.
Now we recall the construction of the universal family E →M of elliptic curves.
Let P be the group scheme V �GL2 with V := G2

a the standard representation4

of GL2. Fix a rational splitting s : GL2 → P of the natural projection map
π : P → GL2, for example the map g 	→ (0, g) ∈ V � GL2. All such splittings are
conjugates under V (Q) ⊂ P (Q). Define h′ : SC → PC by h′ := sC ◦ hi,C. We will
denote by H′ the P (R)-orbit of h′ in Hom(SC, PC) for the conjugation action.

Definition 2.1.2. The pair (P, H′) is called the pre-Shimura datum of the
universal elliptic curve.

4i.e V (Z) = Z2
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Lemma 2.1.3. The space H′ does not depend on the choice of the splitting s.

Proof. This follows from the fact that all such splittings are conjugates under
V (Q) and that H′ is a P (R)-orbit. �

Let KP := P (Ẑ) ⊂ P (Af ). The mixed Shimura variety associated to the data
(P, H′) and KP is, by definition,

E = ShKP (P, H′) = P (Q)\(H′ × P (Af )/KP ) = P (Z)\H′.

The natural projection map π : P → GL2 induces a projection morphism of
Shimura data (P, H′) → (GL2, H±) and a projection map

E →M

between the corresponding mixed Shimura varieties.
Theorem 10.10 of [Pin90] shows that this map (up to the choice of finer level

structures K ⊂ GL2(Af ) and KP ⊂ P (Af )) gives the universal family of elliptic
curves.

Remark 2.1.4. We want to stress here that the fiber of H′ → H± over some
h : S → GL2,R is given by the one dimensional C-vector space C2/F (h) ∼= V (R).
This will be useful in the next section.

2.2. The universal family of geodesics. We will now use the same ideas
to construct, for the space of geodesics, an analog of the universal family of elliptic
curves.

Let hQ
0 : G2

m,R → GL2
2,R be the morphism that sends the pair (x, y) ∈ (R∗)2

to the pair of matrices
(
( x 0

0 1 ) , (
(

1 0
0 y

))
. Let ZQ := GL2(R) · hQ

0 be the GL2(R)-
conjugacy class of hQ

0 in Hom(G2
m,R, GL2

2,R). The multiplication map m : GL2
2 →

GL2 (which is not a group homomorphism) induces a natural GL2(R)-equivariant
bijection

ZQ
m→ X(

g ( x 0
0 1 ) g−1, g

(
1 0
0 y

)
g−1
)
	→ g

(
x 0
0 y

)
g−1.

In other words, we have constructed an isomorphism m : (GL2, ZQ)→ (GL2, X) of
pre-Shimura data.

Let V := G2
a be the standard representation5 of GL2. Let Q′ be the group

scheme V 2 � GL2
2 and Q be the group scheme V 2 � GL2. We will also denote by

hQ
0 : G2

m,R → Q′
R the morphism obtained by composing hQ

0 with a rational section
of the natural projection Q′ → GL2

2. Such a section is unique up to an element of
V 2(Q). Let YQ := Q(R) ·hQ

0 ⊂ Hom(G2
m,R, Q′

R) be the Q(R)-conjugacy class of hQ
0 .

It does not depend on the chosen section because V 2 ⊂ Q.

Definition 2.2.1. We call the pair (Q, YQ) the pre-Shimura datum of the uni-
versal family of geodesics.

The next lemma will explain this definition.
Let π′ : Q′ → GL2

2 be the natural projection. This projection induces a natural
map YQ → ZQ that is compatible with the projection π : Q → GL2. This yields

5i.e., V (Z) = Z2.
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a morphism of pre-Shimura data π : (Q, YQ) → (GL2, ZQ). If we compose this
morphism with m, we get a natural morphism of pre-Shimura data

(Q, YQ) → (GL2, X)

which is in fact the quotient map by the additive group V 2.
The Shimura fibered space Sh(Q, YQ) → Sh(GL2, X) can be considered as a

universal family of geodesics because of the following lemma.

Lemma 2.2.2. The fiber of the projection ShQ(bZ)(Q, YQ) → ShGL2(bZ)(GL2, X)
over a point [(V, Fx, Fy)] of the space of geodesics is the space Z2\R2/Fx×Z2\R2/Fy,
product of the two leaves spaces of the corresponding linear foliations on the torus
Z2\R2 = V (Z)\V (R).

Proof. We can embed Q′ in GL2
3 by considering pairs of matrices of the form((

A1 v1
0 1

)
,
(

A2 v2
0 1

))
with A1, A2 ∈ GL2 and v1, v2 ∈ V . The morphism hQ

0 is now given by the matrix((
Zx 0
0 1

)
,
(

Zy 0
0 1

))
with Zx = ( x 0

0 1 ), Zy =
(

1 0
0 y

)
. The Q(R)-conjugacy class YQ of

hQ
0 is given by pairs of matrices of the form

(Mx, My) :=
((

AZxA−1 (I−AZxA−1)v1
0 1

)
,
(

AZyA−1 (I−AZyA−1)v2
0 1

))
with A ∈ GL2(R). The projection YQ → ZQ sends such a matrix to the pair
(AZxA−1, AZyA−1). The action of (v′1, v

′
2) ∈ V 2(R) by conjugation on a pair

(Mx, My) as above gives((
AZxA−1 (I−AZxA−1)(v1+v′

1)
0 1

)
,
(

AZyA−1 (I−AZyA−1)(v2+v′
2)

0 1

))
.

In this way, we see directly that the fibre YQ,h of this projection over some h ∈
ZQ

∼= X is a V 2(R)-homogeneous space. The stabilizer of any point of YQ,h for this
V 2(R)-action is the sum Fy⊕Fx ⊂ V (R)⊕V (R). This shows that YQ,h

∼= V (R)/Fy×
V (R)/Fx. Since the projection is equivariant with respect to the projection Q →
GL2, the fibre of the projection ShQ(bZ)(Q, YQ) → ShGL2(bZ)(GL2, X) at the point
[GL2(Z) · h] is given by the space Z2\R2/Fx × Z2\R2/Fy. �

2.3. The moduli problem for non-commutative tori. In this section, we
want to understand Manin’s point of view of the moduli space of non-commutative
tori (in terms of pseudo-lattices) in the spirit of Hodge structures. To this end, we
introduce the notion of pre-lilac.

Definition 2.3.1. A (rank 2) pre-lilac6 is a pair (M, F ) of a free Z-module of
rank two and a real line F ⊂ MR. A morphism of pre-lilacs (M1, F1) → (M2, F2)
is a morphism of Abelian groups f : M1 →M2 such that fR(F1) ⊂ F2.

This notion is equivalent to Manin’s notion of pseudo-lattice with weak mor-
phisms (see [Man]) but it is easier for us to formulate our results in terms of lilacs
because of their analogy with complex structures.

From a pre-lilac (M, F ), one can construct a non-commutative algebraA(M, F ),
called the Kroneker foliation algebra C∞(M\MR)�F . We will call such an algebra
a non-commutative torus because the choice of an element e of a basis for M al-
lows one to construct a Morita equivalent algebra T (M, F, e) = C∞(Z.e\MR/F ) �

6Abbreviation for LI ne in a LAttiCe.
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[Z.e\M ] which is an irrational rotation algebra, i.e., a non-commutative torus
in the usual sense. The Morita equivalence A(M, F ) ∼ T (M, F, e) follows from
[GBVF01], corollary 12.207. We are interested in the set of isomorphism classes
of Kronecker foliation algebras. Let (Nct) be the category of such algebras with
∗-isomorphisms as morphisms. Let (pre-Lilacs) be the category of pre-lilacs with
isomorphisms as morphisms. The assignment (M, F ) 	→ A(M, F ) gives a functor

T : (pre-Lilacs) → (Nct)
(M, F ) 	→ A(M, F ).

For an object A of (Nct), denote by S : HC2(A) → HC0(A) the periodicity
map in cyclic homology, by ch : K0(A) → HC2(A) the Chern character defined in
[Lod98], and by chR : K0(A)⊗Z R → HC2(A) the corresponding map of R-vector
spaces.

There is also a functor in the other direction

L : (Nct) → (pre-Lilacs)
A 	→ (K0(A), ch−1

R (Ker(S)) ⊂ K0(A)⊗Z R)

The facts that ch induces an isomorphism K0(A) ⊗Z C → HC2(A), and that the
filtration by Ker(S) on cyclic homology is real with respect to the real structure
given by K-theory can be deduced from the explicit calculations of Lemma 54 of
[Con85]. Notice that this functor was already present in the paper [CDS97].

Lemma 2.3.2. Two Kronecker foliation algebras A1 and A2 are Morita equiv-
alent if and only if they are isomorphic as ∗-algebras.

Proof. This comes from the fact that for every objects A(M, F ) ∈ (Nct), one
has L(A(M, F )) ∼= (M, F ). To prove this, we can look at the Morita equivalent
algebra T (M, F, e), for e an element of a basis for M and use the explicit calculation
of its Chern character in [Con85]. We thus obtain that for all objectA ∈ (Nct), T ◦
L(A) ∼= A. To finish the proof, if the two Kronecker algebras are Morita equivalent,
then Morita invariance of cyclic cohomology, K-theory and Chern character implies
L(A1) ∼= L(A2) and this implies A1

∼= A2. �

The relation with Manin’s definition of pseudo–lattices associated to non–
commutative tori is the following. The long exact sequence of cyclic homology
gives

HH2(A) I→ HC2(A) S→ HC0(A) B→ HH1(A)

and we know that S is surjective in this case (by explicit calculation given in
[Con85]), so it gives an isomorphism HC2(A)/Ker(S) S→ HC0(A). Since the
Chern character is compatible with S, the natural map S ◦ ch : K0(A) → HC0(A)
induced by ch : K0(A) → HC2(A) is equal to the Chern character ch : K0(A) →
HC0(A). The pseudo-lattices that Manin considers are given by this Chern char-
acter. So the functor that associates to a pre-lilac (M, F ) the pseudo-lattice
(M, MC/FC) has a natural interpretation in cyclic homology as the association
(K0(A), ch−1

R (Ker(S))) � (K0(A), HC0(A) = HC2(A)/Ker(S)).
The two functors T and L naturally identify the set of isomorphism classes of

pre-lilacs and the set of isomorphism classes of non-commutative tori.

7See also [GBVF0 1 ], theorem 12.17 for a choice-of-basis free proof of this fact.
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Fix a free Z-module M of rank two. The projective space P(MR) over MR

gives a parameter space for lines F ′ ⊂ MR. Two such lines correspond to isomor-
phic pre-lilacs if and only if they are exchanged by some g ∈ GL(M). So the set
of isomorphism classes of pre-lilacs is GL(M)\P (MR) ∼= GL2(Z)\P1(R). As said
before, this is also the moduli set for non-commutative tori.

We also remark that there is a natural projection

GL2(Z)\X → GL2(Z)\P1(R)
(M, Fx, Fy) 	→ (M, Fx)

from the space of geodesics to the moduli space of pre-lilacs. In non-commutative
geometry, the left hand side of this projection can be interpreted as the moduli
space for triples

(A1,A2, ψ : K0(A1)
∼→ K0(A2))

consisting of two Kronecker foliation algebras and an isomorphism ψ between their
K0 groups, such that if F1 and F2 are the real lines in K-theory constructed in this
section, ψR(F1)⊕ F2 = K0(A2)R.

Remark 2.3.3. As we saw in Section 1.5, the study of nontrivial level structures
on geodesics (and thus on non-commutative tori) is also interesting because of class
field theory. We will denote by Irrat(X)± ⊂ X± the space of pairs of irrational
oriented lines in R2. Let N > 1 be an integer, and let KN be the group defined
by the exact sequence 1 → KN → GL2(Ẑ) → GL2(Z/NZ) → 1. Then the Shimura
space ShKN (GL2, Irrat(X)±) is the moduli space of tuples

(M, Fx, Fy, sx, sy, φ : M ⊗Z Z/NZ
∼→ (Z/NZ)2)

consisting of a free Z-module M of rank 2, two irrational lines Fx, Fy in the under-
lying real vector space, equiped with two orientations sx, sy, and a level structure
φ. Perhaps this space has a moduli interpretation in terms of tuples

(A1,A2, ψ : K0(A1)
∼→ K0(A2), φ : K0(A1)⊗Z Z/NZ

∼→ (Z/NZ)2).

The orientation on the real lines could be given by the image of the positive cone
in K-theory. The author’s knowledge is, however, not sharp enough to be sure of
this non-commutative moduli interpretation.

Remark 2.3.4. Polishchuk’s remarkable work [Pol03] on the relation of ana-
lytic non-commutative tori with nonstandard t-structures on derived categories of
coherent sheaves on usual elliptic curves seems to be promising, because it allows
one to give some rationality properties to the objects we have on hand. For exam-
ple, if E is an elliptic curve over Q and we fix some t-structure on its associated
analytic curve given by a line with real quadratic slope on K0(E)⊗Z R, we can ask
questions about the rationality of this t-structure. The Algebraic Proj construc-
tion in [Pol02] for real multiplication non-commutative tori also allows one to ask
rationality questions.

2.4. The universal non-commutative torus. For at least four reasons (es-
thetic symmetry, class field theory, Mumford-Tate groups and the complications
that appear in this paragraph), it seems to be more natural to study the mod-
uli space for pairs of non-commutative tori as above (which is also the space of
geodesics) rather than the moduli space of solitary non-commutative tori. However,
we still want to construct a universal non-commutative torus because it permits to
understand the relation with Tate mixed Hodge structures.
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Let h′
0 be the morphism of algebraic groups given by

h′
0 : G2

m,R → GL2,R

(x, y) 	→
(

xy 0
0 1

) .

Aside 2.4.1 (rational boundary component). If we denote by U the group
of unipotent upper triangular matrices and by P1 the group of matrices of the
form ( ∗ ∗

0 1 ) in GL2,Q, then the U(C)-conjugacy class Y ′
1 of h′

0,C is identified with
U(C) = C. Let Y1 be Y ′

1 × {±1}. Pink calls the pair (P1, Y1) a rational bound-
ary component of (GL2, H±). These kind of (mixed) Shimura data appear in the
toroidal compactification of Shimura varieties. They are parameter spaces for mixed
Hodge structures. In our particular case, the mixed Hodge structures are extensions

0 → Z(1)→M → Z → 0

that can be described algebraically by 1-motives of the form [Z → Gm,C] (see
[Del74] section 10 for a definition of 1-motives). Level structures on these one-
motives are strongly related to roots of unity in C, i.e., to generators of Qab. In
some sense (see [Pin90], 10.15 to give a precise meaning to this affirmation), we
can say that Sh(P1, Y1) is a universal family over the moduli space Sh(Gm,Q, {±1})
of primitive roots of unity.

We will denote by X ′ the GL2(R)-conjugacy class of h′
0. Recall that X ′ is the

set {(Fxy, F0)} of pairs of distinct lines in R2 of respective weights 0 and xy. There
is a natural projection map X ′ → P1(R) given by (Fxy, F0) 	→ F0.

Recall from Section 2.1 that P is the group scheme V � GL2, with V := G2
a

the standard representation of GL2. As usual, we also denote by h′
0 : G2

m,R → PR

the morphism obtained by composing h′
0 with a rational section of the natural

projection P → GL2. Such a section is unique up to an element of V (Q). Let YP

be the P (R)-conjugacy class of h′
0. It is independent of the choice of the section of

P → GL2 because V ⊂ P .
Let VP = Q3 be the standard representation of P given by an embedding

P ↪→ GL3. For h ∈ YP , we let F 0(h) := {v ∈ VP,R|h(x, y) · v = v}. On YP , we have
the equivalence relation:

h ∼ h′ ⇔ F 0(h)V ′ = F 0(h′)V ′.

Let YP = YP / ∼ be the corresponding quotient.

Definition 2.4.2. We call the pair (P, YP ) the pre-Shimura datum of the uni-
versal family of non-commutative tori.

The following lemma shows us that the Shimura fibered space Sh(P, YP ) →
Sh(GL2, P1(R)) can be considered as a universal family of non-commutative tori.

Lemma 2.4.3. The fiber of the projection

ShP (bZ)(P, YP )→ ShGL2(bZ)(GL2, P
1(R)) = PGL2(Z)\P1(R)

over a point (M, F0) of the space of pre-lilacs is the space M\MR/F0 of leaves of
the corresponding foliation on the two-torus M\MR.

Proof. The proof is essentially the same as the one of Lemma 2.2.2. The
additional fact to check is that forgetting the Fxy part of the filtration is compatible
with the quotient, which follows from the definition. �
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3. Two higher dimensional examples

3.1. Hilbert modular varieties. Let E be a totally real number field with
ring of integer OE , let I := Hom(E, R) and let n := card(I). Denote by G the
group scheme ResOE/ZGL2. We then have GR =

∏
ι:E→R GR,ι

∼=
∏

ι:E→R GL2,R.
Let h :=

∏
ι:E→R hi : S → GR with hi : S → GL2,R the map that sends

z = a + ib ∈ C∗ = S(R) to the matrix
(

a b
−b a

)
. Let X be the G(R)-conjugacy class

of this morphism. We have an isomorphism X ∼=
∏

ι:E→R H±.

Definition 3.1.1. The Shimura datum (G, X) is called the Hilbert modular
Shimura datum.

Let h(E) be the Hilbert class number of E. Let K be the compact open
subgroup G(Ẑ) of G(Af ). The associated Shimura variety is by definition

M = ShK(G, X) = G(Q)\(X ×G(Af )/K)
= GL2(OE)\X if h(E) = 1,
∼= GL2(OE)\(

∏
ι:E→R H±) if h(E) = 1,

i.e., the Hilbert modular variety. Now let B′ be the subgroup of upper triangular
matrices in GL2,OE and denote by B the group scheme ResOE/ZB′.

Aside 3.1.2 (rational boundary component). The group scheme B is a maxi-
mal parabolic subgroup of G and corresponds to a rational boundary component
(P1, X1) of (G, X) as in [Pin90], 4.11. The canonical model of the associated
mixed Shimura variety is a moduli space defined over Q for 1-motives with addi-
tional structures.

Let hH
0 : G2

m,R → GR be the morphism given on each simple component of GR

by h0 : (x, y) ∈ (R∗)2 	→ diag(x, y) :=
(

x 0
0 y

)
. Let XH be the G(R)-conjugacy class

of hH
0 .

Definition 3.1.3. We will call the pair (G, XH ) the pre-Shimura datum of the
moduli space of Hilbert lilacs.

The corresponding Shimura space ShG(Ẑ)(G, XH) is a moduli space for tuples
(M, Fx, Fy, i) consisting of a rank 2n free Z-module M , equipped with a decompo-
sition

MR = Fx ⊕ Fy

of its underlying real vector space in two n-dimensional subspaces, and with a
morphism i : E ↪→ End(MQ, Fx, Fy) (i.e., a morphism compatible with the decom-
position). These objects are called Hilbert lilacs.

Example 3.1.4. Let E := Q(
√

2) and F := Q(
√

2,
√

3). For each embedding
ι in Hom(E, R), choose one embedding cι over it in Hom(F, R). Such a choice is
called an RM type for F/E. Equip M := OF with the “Hodge decomposition”

MR = Fx ⊕ Fy

where Fx := ⊕ιFcι
∼= R2, and Fy is the other component in the natural decom-

position of MR. Then the lilac (M, Fx, Fy) gives a point in the space of Hilbert
lilacs corresponding to E, and this point has Mumford-Tate group contained in
ResF/QGm ⊂ G = ResE/QGL2. It is called a special point of this space.
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Let hHQ
0 be the product morphism

∏
ι:E→R hQ

0 : G2
m,R → G2

R, where hQ
0 :

G2
m,R → GL2

2,R is the morphism that sends the pair (x, y) ∈ (R∗)2 to the pair of
matrices

(
( x 0

0 1 ) , (
(

1 0
0 y

))
.

Let ZHQ := G(R)·hHQ
0 be the G(R)-conjugacy class of hHQ

0 in Hom(G2
m,R, G2

R).
The multiplication map m : G2 → G (which is not a group homomorphism) in-
duces, as in Subsection 2.2, a natural isomorphism m : (G, ZHQ) → (G, XH) of
pre-Shimura data.

Let V := ResOE/ZG2
a,E be the standard representation8 of G. Let Q′ be the

group scheme V 2�G2 and let Q be the group scheme V 2�G. We will also denote by
hHQ

0 : G2
m,R → Q′

R the morphism obtained by composition with a rational section
of the natural projection Q′ → G2. Such a section is unique up to an element of
V 2(Q).

Let YHQ := Q(R)·hHQ
0 ⊂ Hom(G2

m,R, Q′
R) be the Q(R)-conjugacy class of hHQ

0 .
It does not depend on the chosen section because V 2 ⊂ Q.

Definition 3.1.5. We call the pair (Q, YHQ) the pre-Shimura datum of the
universal family of Hilbert lilacs.

The next lemma will explain this definition. Let π′ : Q′ → G2 be the natural
projection. This projection induces a natural map YHQ → ZHQ that is compatible
with the natural projection π : Q → G. This yields a morphism of pre-Shimura
data π : (Q, YHQ) → (G, ZHQ). If we compose this morphism with m, we get a
natural morphism of pre-Shimura data

(Q, YHQ) → (G, XH)

which is in fact the quotient map by the additive group V 2.
The Shimura fibered space Sh(Q, YHQ) → Sh(G, XH) can be considered as a

universal family of Hilbert lilacs because of the following lemma.

Lemma 3.1.6. The fiber of the projection ShQ(bZ)(Q, YQ) → ShG(bZ)(G, X) over
a point [(V, Fx, Fy , i)] of the space of Hilbert lilacs is the space V \VR/Fx×V \VR/Fy,
product of the two leaves spaces of the corresponding linear foliations on the torus
V \VR.

Proof. The proof is essentially the same as in Lemma 2.2.2. �
Remark 3.1.7. The centralizer CG(R)(hH

0 ) of our basis morphism is isomorphic
to the maximal torus T (R) of G(R). We define the Mumford-Tate group of some
h ∈ XH as in Definition 1.4.1 as a reductive envelope, defined by André, Kahn
and O’Sullivan, [AKO02]. Such a reductive envelope is well defined up to the
centralizer of the enveloped group. We will now change a little bit our description
of XH in order to have a well defined Mumford-Tate group for all points in this
(and other) spaces. These groups could also be of some interest in the study of
dynamical properties of the corresponding foliations, as suggested to the author by
Yves André and Etienne Ghys.

Let D be the basic maximal torus of G, i.e., D := ResE/QG2
m. Let D := DR

be the corresponding real algebraic group, and let hH
0,R : D → GR be the natural

inclusion. Let RH be the G(R)-conjugacy class of hH
0,R. The inclusion9 G2

m,R ⊂

8i.e., V (Z) = O2
E .

9Induced by the rational inclusion G2
m,Q ⊂ D.
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D induces a G(R)-equivariant bijection RH → XH , i.e., an isomorphism of pre-
Shimura data

(G,RH) → (G, XH).

Definition 3.1.8. Let h ∈ RH . We define the bad Mumford-Tate group of h to
be the smallest Q-algebraic subgroup BMT(h) ⊂ G such that im(h) ⊂ BMT(h)(R).
A Mumford-Tate group for h is a minimal reductive subgroup of G that contains
BMT(h).

Lemma 3.1.9. Let h ∈ RH . There exists a unique Mumford-Tate group for h.
It will be denoted by MT(h).

Proof. The bad Mumford-Tate group of h contains a maximal torus T of G
(because the image of h is a maximal torus over R). We know from [SGA64], XIX,
2.8 (or other classical references on algebraic groups) that the centralizer CG(T )
of T in G is T itself, because G is a reductive group. We have an inclusion of
centralizers CG(BMT(h)) ⊂ CG(T ) = T , and we already know that T ⊂ BMT(h).
So we have CG(BMT(h)) ⊂ BMT(h), and the fact that a reductive envelope of a
group is well defined up to the centralizer of the group implies that, in this case,
the Mumford-Tate group is well-defined. �

Remark 3.1.10. This result gives a motivation to study the pair (G,RH ) itself.
This pair is called the shore datum of the Hilbert modular datum (G, X). Another
good reason to use a bigger basis group D for morphisms is given by the need, in
Manin’s real multiplication program, to take into account archimedian places in
class field theory of totally real fields. This has been investigated in Section 1.5 in
the case E = Q and in [Pau04] for other quite general examples.

3.2. The moduli space of Abelian surfaces. We first recall the construc-
tion of the moduli space of Abelian surfaces and then construct one of its irrational
boundaries. As we will see, this gives a non-totally degenerate example, that is in
some sense more general than the case of Hilbert moduli spaces.

Let V = Z4 and ψ : V × V → Z be the standard symplectic form given by
the matrix J :=

(
0 I2

−I2 0

)
with I2 ∈ M2(Z) the identity matrix. Let G be the

corresponding group scheme of symplectic similitudes, whose points in a Z-algebra
A are given by G(A) = GSp4,Z(A) := {M ∈ M4(A)|∃α(M) ∈ A∗ with MJM−1 =
α(M).J}.

Let hS
i : S → GR be the morphism that maps z = a + ib ∈ C∗ = S(R) to the

matrix (
aI2 bI2

−bI2 aI2

)
,

and denote by S± the G(R)-conjugacy class of hi, that is usually called the two
dimensional Siegel space.

Definition 3.2.1. The datum (GSp4,S±) is called the Siegel Shimura datum.

Let K be the compact open subgroup G(Ẑ) of G(Af ). The associated Shimura
variety is by definition

ShK(GSp4,S±) = G(Q)\(S± ×G(Af )/K)
= GSp4(Z)\S±,

i.e., the Siegel modular variety, which is the moduli space of principally polarized
Abelian surfaces.
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Let hS
0 : G2

m,C → GC be the morphism that associates to (x, y) ∈ (C∗)2 the
matrix ⎛⎜⎜⎝

a 0 b 0
0 x 0 0
−b 0 a 0
0 0 0 y

⎞⎟⎟⎠ ,

with a = x+y
2 and b = x−y

2i . Let RS := G(R) · hS
0 be the G(R)-conjugacy class of

hS
0 . The centralizer of hS

0 is a (non-split) maximal torus of G(R) (the subgroup
T (R) of C∗ × (R∗)2 given by zz̄ = xy), which implies that RS ∼= GSp4(R)/T (R).

The Shimura space ShG(Ẑ)(G,RS) is a moduli space for tuples

(V, Fx, Fy, Π, F, ψ)

where V is a free Z-module of rank 4, Fx, Fy are two distinct real lines and Π is a
real plane in VR such that VR = Fx ⊕ Fy ⊕Π. Moreover, F is a complex line in ΠC

such that ΠC = F ⊕ F , and ψ : V × V → Z is a symplectic form that respects the
decomposition

VC = (Fx ⊕ F )
⊕

(Fy ⊕ F ).

This new kind of linear algebra object is quite strange and does not seem to have
an easy non-commutative geometric interpretation because it mixes usual complex
structures with foliations on tori. Such objects appear, however, quite often in
number theory.

Example 3.2.2. Let K := Q[x]/(x4 − 2). We have a decomposition K ⊗Q R ∼=
Rx×Ry×Cz, and the R-algebra Cz decomposes over C as a product of two copies of
C. Fixing a nice alternating form on K gives us exactly a point in ShG(Ẑ)(G,RS).
This point is called a special point or a quadratic multiplication point. We showed
in [Pau04] that the counting of points of this type in the Shimura space involves
interesting number theoretical information, as in the case of geodesics studied in
Section 1.5.

4. Some open problems

Here are some open problems10 in our work.
• Find a higher dimensional and/or algebraic analog of non-commutative

2-tori adapted to number theoretical purposes.
• Understand, in the case of geodesics, the relation of our work with Manin’s

quantum theta functions, and Stark numbers.
• More generally, find an adelic formulation of Stark’s conjectures for qua-

dratic fields over totally real fields.
• Define a well-behaved and not ad hoc notion of level structure on non-

commutative tori (resp., on Polishchuk’s t-structures).
• Find the good higher dimensional analogs of Polishchuk’s t-structures on

categories of coherent sheaves of Abelian varieties.
• Study moduli spaces for stability conditions on these categories.
• Clarify, if it exists, the relationship with Darmon’s work on Stark’s con-

jecture for real quadratic fields.

10Some of them are collected from the literature.
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author in collaboration with Teimuraz Pirashvili.

[Man] Yuri I. Manin. Real Multiplication and noncommutative geometry.
[Mar04] Matilde Marcolli. Lectures on Arithmetic Noncommutative Geometry. arXiv,

(math.QA/0409520), 2004.
[Mil83] J. S. Milne. The action of an automorphism of C on a Shimura variety and its special

points. In Arithmetic and geometry, Vol. I, volume 35 of Progr. Math., pages 239–265.
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Holomorphic bundles on 2-dimensional noncommutative
toric orbifolds

A. Polishchuk

Abstract. We define the notion of a holomorphic bundle on the noncommu-

tative toric orbifold Tθ/G associated with an action of a finite cyclic group G
on an irrational rotation algebra. We prove that the category of such holomor-
phic bundles is abelian and its derived category is equivalent to the derived
category of modules over a finite-dimensional algebra Λ. As an application we
finish the computation of K0-groups of the crossed product algebras describing
the above orbifolds initiated in [ 1 8 ], [ 2 9 ], [ 3 0 ], [ 1 2 ] and [ 1 3 ]. Also, we describe
a torsion pair in the category of Λ-modules, such that the tilting with respect
to this torsion pair gives the category of holomorphic bundles on Tθ/G.

Introduction

Let Aθ be the algebra of smooth functions on the noncommutative 2-torus Tθ

associated with an irrational real number θ. Recall that its elements are expressions
of the form

∑
m,n am,nUm

1 Un
2 , where the coefficients (am,n)(m,n)∈Z2 rapidly decrease

at infinity, and U1 and U2 satisfy the relation

U1U2 = exp(2πiθ)U2U1.

It is convenient to denote Uv = exp(−πimnθ)Um
1 Un

2 for v = (m, n) ∈ Z2, so that

UvUw = exp(πiθ det(v, w))Uv+w .

There is a natural action of SL2(Z) on Aθ such that the matrix g acts by the
automorphism Uv 	→ Ugv. Hence, for a finite subgroup G ⊂ SL2(Z) we can consider
the crossed product algebra Bθ = Aθ ∗G.

The simplest case is when G = Z/2Z generated by − id ⊂ SL2(Z) acting on Aθ

by the so called flip automorphism . In this case the algebra Bθ was studied in the
papers [8], [10], [18] and [28]. In particular, it is known that it is simple, has a
unique tracial state, and is an AF-algebra. Also its K-theory has been computed:
one has K0(Bθ) = Z6 and K1(Bθ) = 0. However, there are three more examples
of finite subgroups G ⊂ SL2(Z) for which the situation is not so well understood.

Namely, we can take G = Z/3Z generated by
(
−1 1
−1 0

)
; or G = Z/4Z generated

by the “Fourier” matrix
(

0 1
−1 0

)
; or G = Z/6Z generated by

(
−1 1
1 0

)
. In this

paper we compute K0(Bθ) in all these cases using holomorphic vector bundles on
the corresponding noncommutative orbifolds.
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By a vector bundle on the noncommutative toric orbifold Tθ/G we mean a
finitely generated projective right Bθ-module. We want to define what is a holo-
morphic structure on such a vector bundle. As in [23], [22], let us consider a
complex structure on Tθ associated with a complex number τ ∈ C \ R. It is given
by a derivation

δ : Aθ → Aθ :
∑
m,n

am,nUm
1 Un

2 	→ 2πi
∑
m,n

(mτ + n)am,nUm
1 Un

2

of Aθ that we view as an analogue of the ∂-operator. To descend this structure to
the orbifold Tθ/G we have to impose some compatibility between the action of G
and δ. More precisely, we assume that there exists a character ε : G → C∗ such
that the following relation holds:

(0.1) gδ = ε(g)δg

for all g ∈ G. For example, for G = Z/2Z acting by the flip automorphism ε is the
unique nontrivial character of Z/2Z. In three other cases such a relation exists for
a special choice of τ . Namely, let us identify G = Z/mZ with the subgroup of m-th
roots of unity in C∗ and let G act on C by multiplication. Then we can choose τ in
such a way that the lattice Zτ + Z is G-invariant: for m = 4 we take τ = i, while
for m = 3 and m = 6 we take τ = (1 + i

√
3)/2. Note that the embedding of G into

SL2(Z) is induced by its action on the basis (τ, 1) of Zτ + Z. Then (0.1) will hold
with ε(g) = g−1 ∈ C∗.

Recall that in [23], [22] we studied the category Hol(Tθ,τ ) of holomorphic
bundles on Tθ. By definition, these are pairs (P,∇) consisting of a finitely generated
projective right Aθ-module P and an operator ∇ : P → P satisfying the Leibnitz
identity

∇(f · a) = f · δ(a) +∇(f) · a,

where f ∈ P , a ∈ Aθ. Now we extend δ to a twisted derivation δ̃ of Bθ by setting

δ̃(
∑
g∈G

agg) =
∑
g∈G

ε(g)δ(ag)g,

where ag ∈ Aθ for g ∈ G. This extended map satisfies the twisted Leibnitz identity

δ̃(b1b2) = b1δ̃(b2) + δ̃(b1)κ(b2),

where κ is the automorphism of Bθ given by κ(
∑

g∈G agg) =
∑

g∈G ε(g)agg. We
define a holomorphic structure on a vector bundle P on Tθ/G as an operator ∇ :
P → P satisfying the similar twisted Leibnitz identity

∇(f · b) = f · δ̃(b) +∇(f) · κ(b),

where f ∈ P , b ∈ Bθ. By definition, a holomorphic bundle is a pair (P,∇) consisting
of a vector bundle P equipped with a holomorphic structure ∇. One can define
morphisms between holomorphic bundles in a natural way, so we obtain the category
Hol(Tθ,τ/G) of holomorphic bundles.

Recall that the combined results of [23] and [22] imply that the category
Hol(Tθ,τ ) is abelian and one has an equivalence of bounded derived categories

Db(Hol(Tθ,τ )) � Db(Coh(E)),
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where Coh(E) is the category of coherent sheaves on the elliptic curve E = C/(Z+
Zτ). Furthermore, the image of the abelian category Hol(Tθ,τ ) in the derived cate-
gory Db(Coh(E)) can be described as the heart of the tilted t-structure associated
with a certain torsion pair in Coh(E) (depending on θ). Our main result is a sim-
ilar explicit description of the category of holomorphic bundles on Tθ,τ/G, where
G = Z/mZ ⊂ SL2(Z) with m ∈ {2, 3, 4, 6}.

Theorem 0.1. The category Hol(Tθ,τ/G) is abelian and one has an equivalence
of bounded derived categories

Db(Hol(Tθ,τ/G)) � Db(mod−Λ),

where mod−Λ is the category of finite-dimensional right modules over the algebra
Λ = CQ/(I) of paths in a quiver Q without cycles with quadratic relations I. The
number of vertices of Q is equal to 6, 8, 9 or 10 for m = 2, 3, 4 or 6, respectively.

The precise description of the algebra Λ will be given in section 1.2. It is
derived equivalent to one of canonical tubular algebras considered by Ringel in
[24]. Furthermore, the image of Hol(Tθ,τ/G) in Db(mod−Λ) corresponds to the
tilted t-structure for a certain explicit torsion pair in mod−Λ depending on θ that
we will describe in Theorem 2.8.

We prove Theorem 0.1 in two steps: first, we relate holomorphic bundles on
Tθ,τ/G to the derived category of G-equivariant sheaves on the elliptic curve E =
C/(Zτ+Z), and then we construct a derived equivalence with right modules over the
algebra Λ. The second step is actually well known and works for arbitrary weighted
projective curves considered in [15]. We present an alternative derivation working
directly with equivariant sheaves. It is based on the semiorthogonal decomposition
of the category of G-equivariant sheaves associated with a ramified G-covering of
smooth curves (see Theorem 1.2).

Combining Theorem 0.1 with the results of [29] and [12] we derive the following
result.

Theorem 0.2. One has K0(Bθ) � Zr, where r = 6, 8, 9 or 10 for G = Z/mZ
with m = 2, 3, 4 or 6, respectively.

Note that for G = Z/2Z this was known (see [18]). For G = Z/4Z and
G = Z/6Z this was proved for θ in a dense Gδ-set (see [30] and [13]). The case of
G = Z/4Z and arbitrary irrational θ was done by Lueck, Phillips and Walters in
2003 (unpublished). Our proof shows in addition that the natural forgetful map

K0(Hol(Tθ,τ/G)) → K0(Bθ)

is, in fact, an isomorphism and identifies the positive cones in these groups.

1. Derived categories of G-sheaves

1.1. Generalities on G-sheaves. Let G be a finite group acting on an al-
gebraic variety X over a field k of characteristic zero. Then we can consider the
category CohG(X) of G-equivariant coherent sheaves. We denote its bounded de-
rived category by Db

G(X). It is equivalent to the full subcategory in the bounded
derived category of G-equivariant quasicoherent sheaves consisting of complexes
with coherent cohomology (see Corollary 1 in [1]). We refer to [11], Section 4, for a
more detailed discussion of this category and restrict ourself to several observations.
Below we will use the term G-sheaf to denote a G-equivariant coherent sheaf.
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There is a natural forgetting functor from Db
G(X) to Db(X), the usual derived

category of coherent sheaves on X . For equivariant complexes of sheaves F1 and F2

we denote by HomG(F1, F2) (resp., Hom(F1, F2)) morphisms between these objects
in the former (resp., latter) category. There is a natural action of G on Hom(F1, F2)
and one has

HomG(F1, F2) � Hom(F1, F2)G.

In particular, the cohomological dimension of CohG(X) is at most that of Coh(X).
Let us also set Homi

G(F1, F2) = HomG(F1, F2[i]). If X is a smooth projective
variety over k then we can define the bilinear form χG(·, ·) on K0(Db

G(X)) by
setting

χG(F1, F2) =
∑
i∈Z

(−1)i dim Homi
G(F1, F2).

Many natural constructions with sheaves carry easily to G-equivariant setting.
For example, the tensor product of G-sheaves is defined. Also if ρ is a representation
of G then there is a natural tensor product operation F 	→ F ⊗ρ on G-sheaves. If Y
is another variety equipped with the action of G and if f : X → Y is a G-equivariant
morphism then there are natural functors of push-forward and pull-back:

f∗ : CohG(X)→ CohG(Y ), f∗ : CohG(Y )→ CohG(X),

We can also consider the derived functor Rf∗ : Db
G(X)→ Db

G(Y ) and if Y is smooth
or f is flat, the derived functor Lf∗ : Db

G(Y ) → Db
G(X) (when f is flat we denote

it simply by f∗). The pair (Lf∗, Rf∗) satisfies the usual adjunction property.
If X is smooth and projective then the category Db

G(X) is also equipped with
the Serre duality of the form

HomG(F1, F2)∗ � HomG(F2, F1 ⊗ ωX [dim X ]),

where the canonical bundle ωX is equipped with the natural G-action.
The following observation will be useful to us.

Lemma 1.1. Let X be a smooth curve equipped with an action of a finite group
G. Then the category Db

G(X) is equivalent to the category of G-equivariant objects
in Db(X), i.e., the category of data (F, φg), where F ∈ Db(X) and φg : g∗F→̃F ,
g ∈ G, is a collection of isomorphisms satisfying the natural compatibility condition.

Proof. . Note that there is a natural functor from Db
G(X) to the category

of G-objects in Db(X). It is easy to see that it is fully faithful, so the only issue
is to check that it is essentially surjective. The proof is based on the fact that
every object F ∈ Db(X) is isomorphic to the direct sum of its cohomology sheaves:
F � ⊕nHnF [−n]. A G-structure on F is given by a compatible collection of
isomorphisms φ = (φg), where φg : g∗F → F . Note that the only nontrivial
components of φg with respect to the above direct sum decompositions are maps
g∗HnF [−n] → HnF [−n] and g∗HnF [−n] → Hn−1F [−n + 1]. Let φ0 = (φ0

g)
be the G-structure on F given by the components of φ of the first kind (i.e., by
the diagonal components). Since the decomposition of F into the direct sum of
cohomology sheaves is compatible with φ0, it suffices to find an isomorphism of
G-objects

(1.1) (F, φ0) � (F, φ).
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Let us write φg = ag ◦φ0
g, where ag ∈ Aut(F ). Note that ag belongs to the abelian

subgroup
A := ⊕n Hom(HnF [−n], Hn−1F [−n + 1]) ⊂ Aut(F )

of ”upper-triangular” automorphisms with identities as diagonal entries. It is easy
to check that the compatibility condition on the data φ amounts to the 1-cocycle
equation for ag, where G acts on A in a natural way. On the other hand, existence
of an isomorphism (1.1) is equivalent to g 	→ ag being a coboundary. It remains
to note that H1(G, A) = 0 since A is a vector space over a field of characteristic
zero. �

1.2. Semiorthogonal decomposition associated with a Galois cover-
ing. Recall (see [5], [7]) that a semiorthogonal decomposition of a triangulated
category A is an ordered collection (B1, . . . ,Br) of full triangulated subcategories
in A such that Hom(Bi, Bj) = 0 whenever Bi ∈ Bi and Bj ∈ Bj, where i > j, and
the subcategories B1, . . . ,Br generate A. In this case we write

A = 〈B1, . . . ,Br〉.
Semiorthogonal decompositions are related to admissible triangulated subcat-

egories. For a subcategory B ⊂ A let us denote by B⊥ the right orthogonal of B,
i.e., the full subcategory of A consisting of all C such that Hom(B, C) = 0 for all
B ∈ B. A triangulated subcategory B ⊂ A is called right admissible if for every
X ∈ A there exists a distinguished triangle B → X → C → . . . with B ∈ B and
C ∈ B⊥. Thus, a right admissible subcategory B ⊂ A gives rise to a semiorthogonal
decomposition

A = 〈B⊥,B〉.
Similarly, one can define the left orthogonal and left admissibility of a subcategory.

We are going to use also some results from the theory of exceptional collections
(see [3], [24]). Let k be a field. Recall that an object E in a k-linear triangulated
subcategory A is exceptional if Homi(E, E) = 0 for i �= 0 and Hom(E, E) = k.
An exceptional collection in A is a collection of exceptional objects (E1, . . . , En)
such that Hom∗(Ei, Ej) = 0 for i > j. A triangulated subcategory 〈E1, . . . , En〉
generated by an exceptional collection is known to be left and right admissible (see
[3], Theorem 3.2). In the case when 〈E1, . . . , En〉 = A we will say that (E1, . . . , En)
is a full exceptional collection. An exceptional collection (E1, . . . , En) is strong if
Homa(Ei, Ej) = 0 for a �= 0 and all i, j. If an exceptional collection is full and strong
then E = ⊕n

i=1Ei is a tilting object in A, i.e., the functor X 	→ R Hom(E, X) gives
an equivalence between A and Db(mod−A), where A = End(E) and mod−A is the
category of finite-dimensional right A-modules (provided A satisfies some natural
finiteness assumptions and is framed, see [6]).

Let π : X → Y be a ramified Galois covering with Galois group G, where X and
Y are smooth projective curves over an algebraically closed field k of characteristic
zero. In other words, a finite group G acts effectively on X and Y = X/G. We
are going to construct a semiorthogonal decomposition of the derived category of
G-sheaves Db

G(X) with Db(Y ) as one of the pieces. Let D1, . . . , Dr be all special
fibers of π equipped with the reduced scheme structure and let m1, . . . , mr be the
corresponding multiplicities. Let us also fix a point pi ∈ Di for each i = 1, . . . , r,
and let Gi ⊂ G be the stabilizer subgroup of pi. Then we have G-equivariant
isomorphisms Di � G/Gi. Hence, the category of G-sheaves on Di is equivalent to
finite dimensional representations of Gi. For every character ζ of Gi we denote by
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ζDi the corresponding G-sheaf on Di. Note that Gi is a cyclic group of order mi.
Moreover, the representation of Gi on ωX |pi allows to identify Gi with the group of
mi-th roots of unity in such a way that it acts on ωX |pi via the standard character.
Thus, we have an isomorphism of G-sheaves

ωX |Di � ζ(i)Di ,

where ζ(i) is a generator of the character group Ĝi.

Theorem 1.2. (i) The natural functor π∗ : Db(Y )→ Db
G(X) is fully faithful.

(ii) For every i = 1, . . . , r, the collection of G-sheaves on X

(1.2) (O(mi−1)Di
, . . . ,O2Di ,ODi)

is exceptional. Let Bi be the triangulated subcategory in Db
G(X) generated by this

exceptional collection. Then Bi and Bj are mutually orthogonal for i �= j, i.e.,
Hom(Bi, Bj) = Hom(Bj , Bi) = 0 for all Bi ∈ Bi and Bj ∈ Bj .
(iii) One has a semiorthogonal decomposition

Db
G(X) = 〈π∗Db(Y ),B1, . . . ,Br〉.

Proof. . (i) For F1, F2 ∈ Db(X) we have

HomG(π∗F1, π
∗F2) � Hom(F1, π∗π

∗F2)G

� Hom(F1, F2 ⊗ (π∗OX)G) � Hom(F1, F2),
since (π∗OX)G � OY .
(ii) Let us first prove that the collection of G-sheaves on X

(1.3) (ODi , ζ(i)Di [1], . . . , ζ(i)mi−2
Di

[mi − 2])

is exceptional. Indeed, it is clear that there are no G-morphisms between ζ(i)a
Di

and ζ(i)b
Di

for a �≡ b mod(mi). Also, by Serre duality, for a, b ∈ Z/miZ we have

Ext1G(ζ(i)a
Di

, ζ(i)b
Di

)∗ � HomG(ζ(i)b
Di

, ζ(i)a+1
Di

) � HomGi(ζ(i)b, ζ(i)a+1).

The latter space is nonzero only for b = a+1. This proves that (1.3) is exceptional.
Now using the exact sequences

0 → ζ(i)a
Di
→ O(a+1)Di

→ OaDi → 0

for a = 1, . . . , mi − 2, one can easily show that making a sequence of mutations in
(1.3) one gets the sequence (1.2). The fact that Bi and Bj are mutually orthogonal
follows from disjointness of Di and Dj.
(iii) Since the subcategory 〈B1, . . . ,Br〉 is admissible it is enough to prove that
π∗Db(Y ) coincides with its right orthogonal. Since Bi is also generated by the
exceptional collection (1.3), the condition HomG(Bi, F ) = 0 for F ∈ Db

G(X) is
equivalent

Hom∗
G(ζ(i)a

Di
, F ) = 0 for a = 0, . . . , mi − 2.

Using Serre duality we can rewrite this as

HomG(F, ζ(i)a
Di

) = 0 for a = 1, . . . , mi − 1.

Equivalently, F |pi should have a trivial Gi-action. By the main theorem of [27]
this implies that F ∈ π∗Db(Y ). �

In the case when Y = P1 the semiorthogonal decomposition of Theorem 1.2
gives rise to a full exceptional collection in Db

G(X).
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Corollary 1.3. Assume X/G � P1. Then for every n ∈ Z we have the
following full exceptional collection in Db

G(X):

(π∗OP1(n), π∗OP1(n + 1),O(m1−1)D1 , . . . ,OD1 , . . . ,O(mr−1)Dr
, . . . ,ODr ).

In particular, K0(Db
G(X)) � Z2+

Pr
i=1(mi−1).

Definition. For a collection of r distinct points λ = (λ1, . . . , λr) on P1(k) and a
sequence of weights m = (m1, . . . , mr) let us define the algebra Λ(λ, m) as the path
algebra of a quiver Qm modulo relations I(λ), where
(i) Qm has 2 +

∑r
i=1(mi − 1) vertices named u, v, and

w1
1 , . . . , w

m1−1
1 , . . . , w1

r , . . . , wmr−1
r ;

(ii) Qm has 2 +
∑r

i=1(mi − 1) arrows: 2 arrows u
x0,x1→ v, and chains of arrows

v
ei→ wmi−1

i → wmi−2
i → . . .→ w1

i

for every i = 1, . . . , r;
(iii) I(λ) is generated by r quadratic relations: Li · ei = 0, i = 1, . . . , m, where
Li ⊂ kx0 ⊕ kx1 is the line corresponding to λi ∈ P1 = P(kx0 ⊕ kx1).

It is easy to see that the endomorphism algebra of the exceptional collection
constructed in Corollary 1.3 is isomorphic to Λ(λ, m), where Di = π−1(λi). Hence,
we obtain the following description of the derived category of G-sheaves on a G-
covering of P1. (where for a finite-dimensional algebra A we denote by mod−A the
category of finite-dimensional right A-modules).

Corollary 1.4. Let π : X → P1 be a ramified Galois covering, where X is a
smooth curve, with Galois group G. Let λ = (λ1, . . . , λr) ⊂ P1 be the set of rami-
fication points of π and let m = (m1, . . . , mr) be multiplicities of the corresponding
fibers. Then for every n ∈ Z one has an exact equivalence of triangulated categories

Φn : Db
G(X)→̃Db(mod−Λ(λ, m)) : F → R HomG(Vn, F ),

where

Vn = π∗OP1(n)⊕ π∗OP1(n + 1)⊕
⊕

1≤i≤r,1≤j<mi

OjDi

Remark. Another natural full exceptional collection in Db
G(X) is

(1.4)
(OX ,OX(D1), . . . ,OX((m1− 1)D1), . . . ,OX(Dr), . . . ,OX((mr− 1)Dr), π∗OP1(1)).

It is obtained from the collection of Corollary 1.3 for n = 1 by making the left
mutation through π∗OP1(1) of the part of the collection following this object.

A right module M over Λ(λ, m) can be viewed as a representation of the quiver
Qop

m in which the relations I(λ)op are satisfied. Thus, M is given by a collection of
vector spaces (U, V, W j

i ), i = 1, . . . , r, j = 1, . . . , mi− 1, equipped with linear maps

W 1
i → . . .→Wmi−1

i → V, i = 1, . . . , r,
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and x0, x1 : V → U satisfying the relations I(λ)op. Let us define the following
additive functions of M :

degn(M) = |G| ·

⎛⎝n dim U − (n− 1) dim V −
r∑

i=1

mi−1∑
j=1

dim W j
i

mi

⎞⎠ ,

rk(M) = dimU − dim V.

We extend these functions to additive functions on Db(Λ(λ, m)).

Lemma 1.5. In the situation of Corollary 1.4 one has degn(Φn(F )) = deg(F )
and rk(Φn(F )) = rk(F ) for every F ∈ Db

G(X).

Proof. . Let M = Φn(F ) = R HomG(Vn, F ) for F ∈ Db
G(X). Then we have

dim U = χG(π∗OP1(n), F ), dim V = χG(π∗OP1(n+1), F ), dim W j
i = χG(OjDi , F ),

and our task is to express rk(F ) and deg(F ) in terms of these numbers. To compute
the rank we can use the equality

rk(F ) = −χG(π∗Oq, F ),

where q is a generic point of P1. Since [Oq] = [OP1(n + 1)]− [OP1(n)], this imme-
diately implies the required formula

rk(F ) = χG(π∗OP1(n), F )− χG(π∗OP1(n + 1), F ).

The formula for deg(F ) should have form

deg(F ) = aχG(π∗OP1(n), F ) + bχG(π∗OP1(n + 1), F ) +
r∑

i=1

mi−1∑
j=1

cj
iχG(OjDi , F )

for some constants a, b and cj
i . The constants are determined by substituting in

this formula the elements of the dual basis of K0(Db
G(X)):

([π∗OP1(n)],−[π∗OP1(n−1)],−[ζ(1)D1 ], . . . ,−[ζ(1)m1−1
D1

], . . . ,−[ζ(r)Dr ], . . . ,−[ζ(r)mr−1
Dr

]).

�

1.3. Elliptic Galois coverings of P1. Now let us specialize to the case of a
Galois covering π : E → P1, where E = C/(Zτ + Z) is an elliptic curve (so k = C).
More precisely, we are interested in the following four cases in which G is a cyclic
subgroup in C∗ acting on E in the natural way.
(i) E is arbitrary and G = Z/2Z. The corresponding double covering π : E → P1

is given by the Weierstrass ℘-function and is ramified exactly at 4 points of order
2 on E.
(ii) E = C/Ltr, where Ltr = Z1+i

√
3

2 +Z, and G = Z/3Z. In this case π : E → P1 is
given by ℘′(z). Note that EG consists of 3 points: 0 modLtr and ± 3+i

√
3

6 mod Ltr.
Hence, π is totally ramified over 3 points.
(iii) E = C/Lsq, where Lsq = Zi + Z, and G = Z/4Z. In this case π : E → P1

is given by ℘(z)2. We have two points whose stabilizer subgroup is Z/2Z, namely,
1
2 mod Lsq and i

2 mod Lsq (they get exchanged by the generator of Z/4Z). The two
points in EG are 0 modLsq and i+1

2 mod Lsq. Hence, π is ramified over 3 points
and the corresponding multiplicities are (2, 4, 4).
(iv) E = C/Ltr (same curve as in (ii)) and G = Z/6Z. In this case π : E → P1 is
given by ℘′(z)2. There are 3 points whose stabilizer subgroup is Z/2Z, namely, all



HOLOMORPHIC BUNDLES ON 2-DIM NC TORIC ORBIFOLDS 349

nontrivial points of order 2 on E (they form one G-orbit). There is also a G-orbit
consisting of two points ± 3+i

√
3

6 mod Ltr with stabilizer subgroup Z/3Z. Finally,
0 modLtr is the only point in EG. Therefore, π is ramified over 3 points with
multiplicities (2, 3, 6).

From the above description of the ramification data and from Corollary 1.3 we
get

Corollary 1.6. One has K0(Db
G(E)) � Zr, where r = 6, 8, 9 or 10 in the

cases (i)-(iv), respectively.

1.4. Galois coverings of P1 and weighted projective curves. The results
of this section are not used in the rest of the paper. Its purpose is to explain the
relation between G-sheaves on ramified Galois coverings of P1 and coherent sheaves
on weighted projective curves introduced in [15]. This relation is known to experts,
however, our proof seems to be new.

Let us recall the definition of weighted curves 1 C(m, λ) of [15] associated
with a sequence of positive integers m = (m1, . . . , mr) and a sequence of points
λ = (λ1, . . . , λr) in P1(k). Let Z(m) be the rank one abelian group with generators
e1, . . . , er and relations m1e1 = . . . = mrer. Let us also choose for every i = 1, . . . , r
a nonzero section si ∈ H0(P1,OP1(1)) such that si(λi) = 0. Consider the algebra

S(m, λ) = k[x1, . . . , xr]/I(m, λ),

where the ideal I(m, λ) is generated by all polynomials of the form a1x
m1
1 +. . . arx

mr
r

such that
∑r

i=1 aisi = 0. Let Z(m)+ ⊂ Z(m) be the positive submonoid generated
by e1, . . . , er. Note that the algebra S(m, λ) has a natural Z(m)+-grading, where
deg(xi) = ei. The category Coh(C(m, λ)) of coherent sheaves on C(m, λ) can be
defined as the quotient-category of the category of finitely generated Z(m)+-graded
S(m, λ)-modules by the subcategory of finite length modules.

Now assume we are given a ramified Galois covering π : X → P1 with Galois
group G, where X is a smooth connected curve. Define the associated data (Di),
m and λ as in the previous section. Let PicG(X) be the group of G-equivariant
line bundles up to G-isomorphism. Let us consider the algebra

S(X, G) := ⊕[L]∈PicG(X)H
0(X, L)G.

Theorem 1.7. One has an isomorphism of algebras

S(m, λ) � S(X, G),

compatible with gradings via an isomorphism Z(m) � PicG(X).

Proof. . We claim that there is a natural homomorphism S(m, λ)→ S(X, G)
that sends xi to a nonzero section fi of H0(X,OX(Di))G. Indeed, note that we
have a natural isomorphism OX(miDi) � π∗OP1(1) compatible with the action of
G, and hence the induced isomorphism

H0(OX(miDi))G � H0(P1,OP1(1)).

Let us rescale fi in such a way that fmi

i corresponds to si ∈ H0(P1,OP1) under
this isomorphism. Then fmi

i will satisfy the same linear relations as si, hence we
get a homomorphism α : S(m, λ) → S(X, G). Note that α is compatible with

1These curves are also called weighted projective lines, however, they should not be confused
with one-dimensional weighted projective spaces.
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gradings via the homomorphism Z(m) → PicG(X) sending xi to the class of Di.
Let us check that α is surjective. Assume we are given L ∈ PicG(X) and a nonzero
G-invariant section f of L. If the divisor of zeroes of f contains Di for some i then
f is divisible by fi in the algebra S(X, G), so we can assume that the divisor of f
is disjoint from all special fibers. Therefore, L � π∗OP1(n) and f corresponds to a
section of OP1(n) on P1. Note that r ≥ 2 since X is connected. Therefore, every
section of OP1(n) can be expressed as a polynomial of s1, . . . , sr. Hence, f belongs
to the image of α. Injectivity of α follows easily from Proposition 1.3 of [15]. �

Using Theorem 1.7 we can derive the following equivalence between the cate-
gories of sheaves.

Theorem 1.8. In the above situation one has an equivalence of categories

CohG(X) � Coh(C(m, λ)).

Proof. . This follows from Theorem 1.7 by a version of Serre’s theorem. The
only nontrivial fact one has to use is that for every G-sheaf F on X there exists
a surjection of G-sheaves ⊕n

i=1Li → F , where Li are equivariant G-bundles. Since
every G-sheaf F is covered by a G-bundle of the form H0(X, F ⊗ L) ⊗ L−1 for
sufficiently ample G-equivariant line bundle L, it suffices to consider the case when
F is locally free. Assume first that the action of Gi on the fiber F |pi is trivial for
all i = 1, . . . , r. Then F is G-isomorphic to the pull-back of a vector bundle on P1.
In this case the assertion is clear since all vector bundles on P1 are direct sums of
line bundles. We are going to reduce to this case using elementary transformations
along Di’s. Namely, let us decompose a representation of Gi on the fiber F |pi into
the direct sum of characters of Gi:

F |pi � ⊕mi−1
j=0 Vj ⊗ ζ(i)j

with some multiplicity spaces Vj . Note that if we define the G-bundle F ′ by the
short exact triple

0 → F ′ → F → Vj ⊗ ζ(i)j
Di
→ 0

then we have an exact sequence of Gi-modules

0 → Vj ⊗ ζ(i)j ⊗ Tor1(ODi ,Opi)→ F ′|pi → Fpi → Vj ⊗ ζ(i)j → 0.

But Tor1(ODi ,Opi) � ωX |pi � ζ(i), hence,

F ′|pi �
(
⊕j′ �=jVj′ ⊗ ζ(i)j′

)
⊕ Vj ⊗ ζ(i)j+1.

It is clear that using a sequence of transformations of this form we can pass from
F to a vector bundle for which all fibers F |pi have trivial Gi-action. It remains to
check that if our claim holds for F ′ (i.e., there exists a G-surjection from a direct
sum of G-equivariant line bundles to F ′) then the same is true for F . To this end
we observe that for every n ∈ Z there exists a surjection of G-sheaves

ωj
X ⊗ π∗OP1(n)→ ζ(i)j

Di
.

If n is sufficiently negative then this map lifts to a morphism ωj
X ⊗ π∗OP1(n) → F.

Thus, from a surjection ⊕n
i=1Li → F ′ we obtain a surjection of the form

⊕n
i=1Li ⊕ ωj

X ⊗ π∗OP1(n) → F.

�
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In the case when G = Z/2Z and X is an elliptic curve the above equivalence is
considered in Example 5.8 of [15].

Note that the tilting bundle on C(m, λ) constructed in [15] corresponds to the
exceptional collection (1.4).

2. Holomorphic bundles on toric orbifolds and derived categories of
G-sheaves

2.1. Remarks on Bθ-modules and holomorphic bundles. It is clear that
a Bθ-module is finitely generated iff it is finitely generated as an Aθ-module. We
claim that projectivity also can be checked over Aθ.

Lemma 2.1. Let M be a right Bθ-module. Then M is projective as a Bθ-module
iff it is projective as an Aθ-module.

Proof. . The “only if” part is clear. Let M be a right Bθ-module, projective
over Aθ. Then we have a natural surjection of Bθ-modules p : M ⊗Aθ

Bθ → M
given by the action of Bθ. On the other hand, it is easy to check that the map

s : M →M ⊗Aθ
Bθ : m 	→ 1

|G|
∑
g∈G

mg ⊗ g−1

commutes with the right action of Bθ. Since p ◦ s = idM , we derive that M is
a direct summand in the projective Bθ-module M ⊗Aθ

Bθ. Hence, M itself is a
projective Bθ-module. �

Thus, we can identify holomorphic bundles on Tθ,τ/G with G-equivariant holo-
morphic bundles on Tθ,τ . Here is a more precise statement. Let us define an au-
tomorphism g∗ of the category Hol(Tθ,τ ) by setting g∗(P,∇) = (P g, ε(g)∇), where
P g = P as a vector space but the Aθ-module structure is changed by the automor-
phism g of Aθ. The fact that we again obtain a holomorphic bundle on Tθ,τ follows
from (0.1).

Lemma 2.2. The category Hol(Tθ,τ/G) is equivalent to the category of G-
equivariant objects of Hol(Tθ,τ ).

Proof. . By Lemma 2.1 a holomorphic bundle on Tθ,τ/G is given by a finitely
generated projective right Aθ-modules P equipped with a holomorphic structure ∇
and an action of G such that

g(f · a) = g(f) · g(a), g ◦ ∇ = ε(g)∇ ◦ g,

where g ∈ G, f ∈ P , a ∈ Aθ. This immediately implies the assertion. �
Proposition 2.3. Every finitely generated projective Bθ-module admits a holo-

morphic structure.

Proof. . Let P be such a module. Considering P as an Aθ-module we can
equip it with a holomorphic structure ∇ making it into a holomorphic bundle on
Tθ (because P is a direct sum of basic modules and every basic module admits a
standard holomorphic structure, see [23]). Now replace ∇ with

1
|G|
∑
g∈G

ε(g)−1g∇g−1.

This new structure is compatible with the action of G, so that P becomes a holo-
morphic bundle on Tθ,τ/G. �
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2.2. Generalities on torsion theory. Recall (see [16]) that a torsion pair in
an exact category C is a pair of full subcategories (T ,F) in C such that Hom(T, F ) =
0 for every T ∈ T , F ∈ F , and every object C ∈ C fits into a short exact triple

0 → T → C → F → 0

with T ∈ T and F ∈ F . Note that if (T ,F) is a torsion pair then F (resp., T )
coincides with the right (resp., left) orthogonal of T , i.e. with the full subcategory
of objects X such that Hom(T, X) = 0 for all T ∈ T (resp., Hom(X, F ) = 0 for all
F ∈ F). In particular T and F are stable under extensions and passing to a direct
summand.

It will be convenient for us to introduce a slight generalization of the notion
of a torsion pair. Given a collection of full subcategories (C1, . . . , Cn) in an exact
category C, let us denote by [C1, . . . , Cn] the full subcategory in C consisting of
objects C admitting an admissible filtration 0 = F0C ⊂ F1C ⊂ . . . ⊂ FnC = C
such that FiC/Fi−1C ∈ Ci for i = 1, . . . , n.

Definition. A torsion n-tuple in an exact category C is a collection of full subcat-
egories (C1, . . . , Cn) such that Hom(Ci, Cj) = 0 whenever Ci ∈ Ci, Cj ∈ Cj , i < j,
and [C1, . . . , Cn] = C.

Sometimes we will write the condition of absence of nontrivial morphisms in
the above definition as Hom(Ci, Cj) = 0 for i < j. For n = 2 we recover the notion
of a torsion pair. Moreover, it is clear that if (C1, . . . , Cn) is a torsion n-tuple then
for every i the pair

([C1, . . . , Ci], [Ci+1, . . . , Cn])
is a torsion pair. Note that the subcategories Ci in this definition are automati-
cally stable under extensions. The main reason for introducing torsion n-tuples is
because it is possible to substitute one such torsion tuple into another. Namely, if
(C1, . . . , Cn) is a torsion n-tuple in C, and (Ci,1, . . . , Ci,m) is a torsion m-tuple in Ci

then
(C1, . . . , Ci−1, Ci,1, . . . , Ci,m, Ci+1, . . . , Cn)

is a torsion (n + m− 1)-tuple in C.
If C is abelian then a torsion pair (T ,F) defines a nondegenerate t-structure

on the derived category Db(C) with the heart

Cp := {K ∈ Db(C) : Hi(K) = 0 for i �= 0,−1, H0(K) ∈ T , H−1(K) ∈ F}
(see [16]). In other words,

Cp = [F [1], T ],
where for a pair of full subcategories C1, C2 in a triangulated category D we denote
by [C1, C2] the full subcategory in D consisting of objects K that fit into an exact
triangle

C1 → K → C2 → C1[1]
with C1 ∈ C1, C2 ∈ C2. The process of passing from C to Cp is called tilting (also,
we will call Cp a tilt of C). Note that (F [1], T ) is a torsion pair in Cp and applying
tilting to this pair we pass back to C. If (C1, . . . , Cn) is a torsion n-tuple in C then
we set

[Ci+1[1], . . . , Cn[1], C1, . . . , Ci] := [[Ci+1, . . . , Cn][1], [C1, . . . , Ci]] ⊂ Db(C),
where ([C1, . . . , Ci], [Ci+1, . . . , Cn]) is the corresponding torsion pair in C.
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The main example relevant for us is the torsion pair (Coh>θ(X), Coh<θ(X)) in
the category Coh(X) of coherent sheaves on a smooth projective curve X , associated
with an irrational number θ. Recall that the slope of a vector bundle V on X
is the ratio µ(V ) := deg(V )/ rk(V ). Every vector bundle V on X is equipped
with the Harder-Narasimhan filtration (introduced in [17]) 0 = V0 ⊂ V1 ⊂ . . . ⊂
Vn = V such that all successive quotients Vi/Vi−1 are semistable bundles and their
slopes are strictly decreasing: µ(Vi/Vi−1) > µ(Vi+1/Vi). This construction can be
extended to coherent sheaves if we agree that torsion sheaves are semistable of slope
+∞. By definition, Coh<θ(X) ⊂ Coh(X) (resp., Coh>θ(X) ⊂ Coh(X)) consists
of all coherent sheaves F on X such that all successive quotients in the Harder-
Narasimhan filitration of F have slope < θ (resp., > θ). Note that these torsion
pairs arise in connection with stability structures on Db(X) (see [2]).

2.3. Fourier-Mukai transform for noncommutative two-tori. Let

Cθ(E) = [Coh<θ(E)[1], Coh>θ(E)] ⊂ Db(E)

be the tilt of the category of coherent sheaves on the elliptic curve E = C/(Zτ +Z)
associated with θ. We know from [23],[22] that Hol(Tθ,τ) is equivalent to Cθ(E). In
this section we will show that the construction of this equivalence can be adjusted
to be compatible with the action of a finite group G.

Recall that the equivalence is given by a version of the Fourier-Mukai transform
(see [23], Section 3.3) . With a holomorphic vector bundle (P,∇) on Tθ,τ this
transform associates the complex S(P,∇) of O-modules on E of the form d : PE →
PE concentrated in degrees [−1, 0], where PE is obtained by descending the sheaf
of holomorphic E-valued functions over C using an action of Z2 of the form

ρv(f)(z) = exp(πiθcv(z))f(z + v)Uv, v ∈ Z2,

and the differential d is induced by the operator

f(z) 	→ ∇(f(z)) + 2πizf(z).

Here (cv(z)) is a collection of holomorphic functions on C numbered by Z2 satisfying
the condition

(2.1) cv1(z) + cv2(z + v1)− cv1+v2(z) = det(v1, v2).

Note that in [23] we made one possible choice of (cv(z)), however, it is not the only
choice. In fact, one can easily see that the equivalences corresponding to different
choices of (cv(z)) differ by tensoring with a holomorphic line bundle on E. One of
possible solutions of (2.1) is

c0
mτ+n(z) = −2mz −m(mτ + n).

It follows from Proposition 3.7 of [23] that S is an equivalence of Hol(Tθ,τ) with
Cθ(E) (note that the definition above differs from that of [23] by the shift of degree).

Now let us assume that a finite group G acts on the elliptic curve E by automor-
phisms (preserving 0). This means that G is a subgroup in C∗ and multiplication
by elements of G preserves the lattice Zτ + Z ⊂ C. Identifying Z2 with Zτ + Z by
(m, n) 	→ mτ +n we can view G also as a subgroup in SL2(Z). One can immediately
check that the corresponding action of G on Aθ satisfies (0.1) with ε(g) = g−1 ∈ C∗.
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Hence, for every g ∈ G we have the corresponding automorphism g∗ of the category
Hol(Tθ,τ ) (see section 2.1). Let us make a G-invariant choice of (cv(z)) by setting

cv(z) =
1
|G|
∑
g∈G

c0
gvgz,

so that cgv(gz) = cv(z) for all g ∈ G. Then the resulting Fourier-Mukai transform
S is compatible with the action of G in the standard way.

Proposition 2.4. With the above choice of (cv(z)) one has natural isomor-
phisms of functors

S ◦ g∗ � (g−1)∗ ◦ S
from Hol(Tθ,τ) to Cθ(E), where g ∈ G.

Proof. . By definition g∗(P,∇) = (P g, ε(g)∇). Hence, Sg∗(P,∇) = [d1 :
P g

E → P g
E)] where P g

E is obtained from the action of Z2 on PC given by

f(z) 	→ exp(πiθcv(z))f(z + v)Ugv,

and the differential d1 is induced by the operator

f(z) 	→ ε(g)∇(f(z)) + 2πizf(z).

On the other hand, (g−1)∗S(P,∇) is given by the complex [d2 : (g−1)∗PE →
(g−1)∗PE ], where (g−1)∗PE is obtained from the action of Z2 on PC given by

f(z) 	→ exp(πiθcv(gz))f(z + g−1v)Uv,

and d2 is induced by the operator

f(z) 	→ ∇(f(z)) + 2πigzf(z),

where we view g as an element of C∗. Making a change of variables v 	→ gv we can
identify two Z2-actions above, and hence we can identify with P g

E with (g−1)∗PE .
Since ε(g) = g−1, under this identification d1 = ε(g)d2, so we get the required
isomorphism. �

2.4. Proof of Theorem 0.1. From Lemma 2.2 and Proposition 2.4 we obtain
that the category Hol(Tθ,τ/G) is equivalent to the category of G-equivariant objects
of Cθ(E).

Note that the Harder-Narasimhan filtration of a G-sheaf is stable under the
action of G and hence, can be considered as a filtration in CohG(E). Therefore, we
can define a torsion theory ((Coh>θ

G (E), Coh<θ
G (E)) in CohG(E), where Coh∗

G(E)
consists of G-sheaves F such that after forgetting the G-structure we have F ∈
Coh∗(E). Let

Cθ
G(E) = [Coh<θ

G (E)[1], Coh>θ
G (E)] ⊂ Db

G(E)
be the corresponding tilted abelian subcategory. By Lemma 1.1 the category Cθ

G(E)
is equivalent to the category of G-equivariant objects on Cθ(E), and hence, to
Hol(Tθ,τ/G).

Let us show that Db
G(E) is equivalent to Db(Cθ

G(E)). By Proposition 5.4.3 of
[4] it is enough to check that that our torsion pair in CohG(E) is cotilting, i.e., for
every G-sheaf F on E there exists a G-equivariant vector bundle V ∈ Coh<θ(E) and
a G-equivariant surjection V → F . However, this is clear since for every G-sheaf F
there is a surjection

H0(X, F ⊗ π∗OP1(n))⊗ π∗OP1(−n)→ F,



HOLOMORPHIC BUNDLES ON 2-DIM NC TORIC ORBIFOLDS 355

where n is large enough (and the space of global sections is equipped with the
natural G-action).

Thus, we showed that Hol(Tθ,τ)/G is abelian and its derived category is equiva-
lent to Db

G(E). It remains to apply Corollary 1.4 to the covering π : E → E/G � P1.
The statement about the number of vertices follows from the explicit description
of these coverings in section 1.3.

2.5. Proof of Theorem 0.2. Using Theorem 0.1 and Corollary 1.6 we obtain
an isomorphism

K0(Hol(Tθ,τ/G)) � K0(Db
G(E)) � Zr,

where r = 6, 8, 9, 10 for G = Z/mZ with m = 2, 3, 4, 6, respectively. Now we observe
that by Proposition 2.3 the natural homomorphism

K0(Hol(Tθ,τ/G)) → K0(Bθ)

is surjective. To prove that this map is an isomorphism, it is enough to check that
the rank of K0(Bθ) is at least r. This was done in [8], [29] and [12] for m = 2,
m = 4, and m = 3, 6, respectively (by explicitly constructing r elements in K0(Bθ)
and using unbounded traces to check their linear independence).

This result was known for G = Z/2Z (see [18]), however, with a different proof.
For G = Z/4Z and G = Z/6Z it was known for θ in a dense Gδ-set (see [30] and
[13]). The case of G = Z/4Z and general θ was done by Lueck, Walters and Phillips
(unpublished).

Note that from the above proof we also get the following

Corollary 2.5. The natural homomorphism K0(Hol(Tθ,τ/G)) → K0(Bθ) is
an isomorphism. Moreover, the positive cones are the same.

Remark. In [28] it was shown that for G = Z/2Z the positive cone in K0(Bθ)
coincides with the preimage of the positive cone in K0(Aθ) under the natural homo-
morphism K0(Bθ) → K0(Aθ) (in other words, it consists of all elements x ∈ K0(Bθ)
such that tr∗(x) > 0, where tr∗ : K0(Bθ) → R is the homomorphism induced by
the trace). As was pointed to us by Chris Phillips, similar statement is also known
to hold for other groups G. Namely, it follows from the fact that the corresponding
crossed products are simple AH algebras with slow dimension growth and real rank
zero (see Theorems 8.11 and 9.10 of [21]).

2.6. Tiltings associated with θ. Let π : X → P1 be a ramified Galois
covering with the Galois group G, and let Db

G(X) be the derived category of G-
sheaves on X . As in the above proof of Theorem 0.1 we can define the torsion
pair (Coh>θ

G (X), Coh<θ
G (X)) in CohG(X) associated with an irrational number θ.

Our goal in this section is to describe the image of the corresponding tilted abelian
subcategory

Cθ
G(X) := [Coh<θ

G (X)[1], Coh>θ
G (X)] ⊂ Db

G(X)

under the equivalence Φn of Corollary 1.4 (for suitable n).
Let us start by describing the torsion pair in CohG(X) giving rise to the t-

structure on Db
G(X) associated with Φn. By definition, the heart Mn of this

t-structure consists of objects F such that Homi
G(Vn, F ) = 0 for i �= 0.



356 A. POLISHCHUK

Proposition 2.6. Let T0 ⊂ CohG(X) denote the full subcategory consisting of
all G-sheaves isomorphic to a direct sum of G-sheaves from the collection

(O(m1−1)D1 , . . . ,OD1 , . . . ,O(mr−1)Dr
, . . . ,ODr ).

Let also T1 ⊂ CohG(X) be the full subcategory of torsion G-sheaves obtained by
successive extensions from simple G-sheaves of the form ζ(i)a

Di
, where i = 1, . . . , r,

a = 1, . . . , mi − 1 (so ODi are not included). Then for every n ∈ Z we have a
torsion quadruple

(T0, π
∗ Coh≥n(P1), π∗ Coh≤n−1(P1), T1)

in CohG(X). Furthermore, we have the equality of abelian subcategories in Db
G(X)

(2.2) Mn = [π∗ Coh≤n−1(P1)[1], T1[1], T0, π
∗ Coh≥n(P1)].

Proof. . First, let us check that

(T0, π
∗ Coh(P1), T1)

is a torsion triple in CohG(X). The conditions

HomG(T0, T1) = 0, HomG(T0, π
∗ Coh(P1)) = 0, and Hom(π∗ Coh(P1), T1) = 0

easily follow from the vanishings

HomG(ObDi , ζ(i)a
Di

) = 0, HomG(ObDi , π
∗Oπ(pi)) = 0,

and HomG(π∗ Coh(P1), ζ(i)a
Di

) = 0,

where a = 1, . . . , mi−1, b = 1, . . . , mi−1. Using elementary transformations along
Di’s as in the proof of Theorem 1.8 one can easily see that every G-bundle on X
belongs to [π∗ Coh(P1), T1]. Now let F be an indecomposable torsion G-sheaf on X
supported on Di. Then there exists a filtration

0 = F0 ⊂ F1 ⊂ . . . ⊂ Fn = F

by G-subsheaves such that Fa/Fa−1 � ζ(i)c−a
Di

for a = 1, . . . , n (where c ∈ Z/miZ).
If c− a �≡ 0 mod(mi) for all a = 1, . . . , n then F ∈ T1. Otherwise, let a1 (resp., a2)
be the minimal (resp., maximal) a such that c− a ≡ 0 mod(mi). Then it is easy to
see that

Fa1 � Oa1Di ∈ T0, Fa2/Fa1 ∈ π∗ Coh(P1), F/Fa2 ∈ T1,

and hence, F ∈ [T0, π
∗ Coh(P1), T1].

Substituting the torsion pair

(π∗ Coh≥n(P1), π∗ Coh≤n−1(P1))

into π∗ Coh(P1) we obtain the required torsion quadruple. One can immediately
check that each of the subcategories π∗ Coh≤n−1(P1)[1], T1[1], T0 and π∗ Coh≥n(P1)
belongs to Mn. Hence, the RHS of (2.2) is contained in Mn. Since both subcat-
egories are hearts of nondegenerate t-structures, this implies the required equal-
ity. �

Note that π∗ Coh≥n(P1) ⊂ Coh≥2n
G (X) and π∗ Coh≤n−1(P1) ⊂ Coh≤2n−2

G (X).
Hence, the subcategoriesMn and Cθ

G(X) have a large intersection provided 2n−2 <
θ < 2n, i.e. n = [θ/2]+ 1. Let us show that in this case these categories are related
by tilting.
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Proposition 2.7. Set n = [θ/2] + 1. Then we have the following torsion
quadruple in Cθ

G(X):

(2.3) (Coh<θ
G (X)[1], T0, π

∗ Coh≥n(P1), [π∗ Coh≤n−1(P1), T1] ∩ Coh>θ
G (X)).

Furthermore, we have
(2.4)
Mn = [[π∗ Coh≤n−1(P1)[1], T1[1]] ∩ Coh>θ

G (X)[1], Coh<θ
G (X)[1], T0, π

∗ Coh≥n(P1)].

Proof. . First, we observe that

(T0, π
∗ Coh≥n(P1), [π∗ Coh≤n−1(P1), T1] ∩ Coh>θ

G (X))

is a torsion triple in Coh>θ
G (X). Indeed, this follows immediately from Proposi-

tion 2.6 and from the fact that the subcategory Coh>θ
G (X) ⊂ CohG(X) is stable

under passing to quotients. Substituting this triple into the standard torsion pair
(Coh<θ

G (X)[1], Coh>θ
G (X)) we obtain the torsion quadruple (2.3). It remains to

check that all the constituents in the RHS of (2.4) belong to Mn. For most of
them this follows from (2.2). The remaining inclusion Coh<θ

G (X)[1] ⊂ Mn is im-
plied by the fact that π∗OP1(n) and π∗OP1(n + 1) have slope ≥ 2n > θ. �

In conclusion we are going to interpret the torsion pair in Mn arising in the
above proposition in terms of right modules over the algebra Λ(λ, m) (see Corollary
1.4) assuming that X is an elliptic curve.

Theorem 2.8. Assume that π : E → P1 is a ramified Galois covering with
the Galois group G, where E is an elliptic curve, and let m, λ be the associated
ramification data. Fix an irrational number θ and set n = [θ/2] + 1. Let us define
full subcategories T θ,Fθ ⊂ mod−Λ(λ, m) as follows: T θ (resp., Fθ) consists of all
modules M � ⊕k

i=1Mi, where Mi are indecomposable and degn(M)− θ rk(M) < 0
(resp., degn(M)− θ rk(M) > 0). Then (T θ,Fθ) is a torsion pair in mod−Λ(λ, m)
and one has

Φn(Cθ
G(E)) = [Fθ, T θ[−1]] ⊂ Db(Λ(λ, m)).

Proof. . From Proposition 2.7 we know that Cθ
G(E) = [F , T [−1]] for the

torsion pair (T ,F) in Mn = Φ−1
n (mod−Λ(λ, m)) given by

T = [π∗ Coh≤n−1(P1)[1], T1[1]] ∩ Coh>θ
G (E)[1], F = [Coh<θ

G (E)[1], T0, π
∗ Coh≥n(P1)].

We claim that one has Ext1Mn
(F, T ) = 0 for every F ∈ F and T ∈ T . It suffices

to check that HomG(F, T [1]) = 0 for T ∈ T in the following three cases: (i)
F ∈ Coh<θ

G (E)[1]; (ii) F ∈ T0; (iii) F ∈ π∗ Coh≥n(P1). Note that in cases (ii) and
(iii) this is clear since cohomological dimension of CohG(E) is equal to 1. In case
(i) we obtain by Serre duality (using triviality of ωE)

Hom(F, T [1])∗ � Hom(T, F ) = 0,

since T ∈ Coh>θ(E)[1] and F ∈ Coh<θ(E)[1].
It follows that every indecomposable object of Cθ

G(E) is contained either in T or
in F . Therefore, T (resp., F) coincides with the full subcategory of objects F such
that F � ⊕n

i=1Fi, where Fi are indecomposable objects and Fi ∈ T (resp., Fi ∈ F).
Since deg(C)− θ rk(C) > 0 for C ∈ Cθ(E), it follows that deg(F )− θ rk(F ) > 0 for
F ∈ F and deg(T ) − θ rk(T ) < 0 for T ∈ T . Taking into account Lemma 1.5 we
derive that T θ = Φn(T ) and Fθ = Φn(F). �
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A New short proof
of the local index formula of Atiyah-Singer

Raphaël Ponge

Abstract. In this talk we present a new short proof of the local index formula

of Atiyah-Singer for Dirac operators ([AS1 ], [AS2 ]) which, as a byproduct and
unlike Getzler’s short proof, allows us to compute the CM cyclic cocycle for
Dirac spectral triples.

Introduction

The aim of the talk is to present the results of [Po] where a new short proof
of the local index formula of Atiyah-Singer for Dirac operators ([AS1], [AS2]) was
given. The point is that this proof is as simple as Getzler’s short proof [Ge1] but,
as a byproduct and unlike Getzler’s proof, it allows us to compute the CM cocycle
for Dirac spectral triples. This is interesting because:

- The probabilistic arguments in (part of) Getzler’s short proof don’t go through
to compute the CM cocycle;

- The previous computations of the CM cocycle (Connes-Moscovici [CM],
Chern-Hu [CH], Lescure [Le]) made use of the asymptotic ΨDO calculus used
by Getzler in its first proof [Ge2], which we can bypass here.

The main ingredients of the proof are:

- Getzler’s rescaling as in [Ge2];

- Greiner’s approach of the heat kernel asymptotics [Gr].

The talk is divided into four parts. In the first one we recall Greiner’s approach
of the heat kernel asymptotics and in the second one we prove the Atiyah-Singer
index formula. The third part reviews the framework for the local index formula in
noncommutative geometry following [CM]. Then in the last part we compute the
CM cocycle for Dirac spectral triples.

1. Greiner’s approach of the heat kernel asymptotics

Here we let Mn be a compact Riemannian manifold, let E be a Hermitian
bundle over M , and consider a second order selfadjoint elliptic differential operator
∆ : C∞(M, E)→ C∞(M, E) such that the principal symbol of ∆ is positive definite.
This has the effect that ∆ is bounded from below and generates a bounded heat
semi-group e−t∆, t ≥ 0, on L2(M, E). In fact, for t > 0 the operator e−t∆ is
smoothing, i.e. has a smooth distribution kernel.
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On the other hand, the heat semigroup e−t∆, t ≥ 0, allows us to invert the heat
equation, since if we consider the operator Q0 : C∞

c (M × R) → D′(M × R) given
by

(1.1) Q0u(x, t) =
∫ ∞

0

e−s∆u(x, t− s)ds, u ∈ C∞
c (M × R, E),

then, for u ∈ C∞
c (M × R, E) we have

(1.2) (∆ + ∂t)Q0u = Q0(∆ + ∂t)u = u in D′(M × R, E).

Observe also that at the level of distribution kernels (1.1) implies that:
1. Q0 has the Volterra property, i.e. it has a distribution kernel of the form

KQ0(x, y, t− s) with KQ0(x, y, t) = 0 for t < 0.
2. For t > 0 we have

(1.3) KQ0(x, y, t) = kt(x, y).

The equality (1.3) leads us to use ΨDO techniques for looking at the asymp-
totics of kt(x, x) as t → 0+. For achieving this aim the relevant ΨDO calculus is
the Volterra calculus developed independently by Greiner [Gr] and Piriou [Pi].

In the sequel we let U be an open subset of Rn and let C− be the complex
halfplane {)τ > 0} with closure C̄−. Then the Volterra symbols can be defined as
follows.

Definition 1.1. Sv,m(U × Rn+1), m ∈ Z, consists of smooth functions
qm(x, ξ, τ) on Ux × (Rn+1

(ξ,τ) \ 0) so that qm(x, ξ, τ) can be extended to a smooth
function on Ux × [(Rn

ξ × C̄−) \ 0] in such way to be analytic with respect to τ ∈ C−
and to be homogeneous of degree m, i.e. qm(x, λξ, λ2τ) = λmqm(x, ξ, τ) for any
λ ∈ R \ 0.

In fact, Definition 1.1 is intimately related to the Volterra property, for we
have:

Lemma 1.2 ([BGS, Prop. 1.9]). Any homogeneous Volterra symbol q(x, ξ, τ) ∈
Sv,m(U × Rn+1) can be extended into a unique distribution

g(x, ξ, τ) ∈ C∞(U)⊗̂S ′(Rn+1)

in such way to be homogeneous with respect to the covariables (ξ, τ) and so that
q̌(x, y, t) := F−1

(ξ,τ)→(y,t)[g](x, y, t) = 0 for t < 0.

Definition 1.3. Sm
v (U × Rn+1), m ∈ Z, consists of the smooth functions

q(x, ξ, τ) on Ux×Rn+1
(ξ,τ) that have an asymptotic expansion q ∼

∑
j≥0 qm−j, qm−j ∈

Sv,m−j(U × Rn+1), where ∼ means that, for any integer N and for any compact
K ⊂ U , there exists a constant CNKαβk > 0 such that

(1.4) |∂α
x ∂β

ξ ∂k
τ (q −

∑
j<N

qm−j)(x, ξ, τ)| ≤ CNKαβk(|ξ|+ |τ |1/2)m−|β|−wk−N ,

for x ∈ K and |ξ|+ |τ |1/2 ≥ 1.

Definition 1.4. A Volterra ΨDO of order m is a continuous operator Q from
C∞

c (M × R, E) to C∞(M × R, E) such that:
- Q has the Volterra property, i.e. it has a distribution kernel of the form

KQ(x, y, t− s) with KQ(x, y, t) = 0 for t < 0;
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- The distribution kernel of Q is smooth off the diagonal;

- Locally we can write Q = q(x, Dx, Dt)+R for some Volterra symbol q of order
m and some smoothing operator R.

Example 1.5. The heat operator ∆ + ∂t is a Volterra ΨDO of order 2 and its
principal symbol is p2(x, ξ) + iτ (where p2 denotes the principal symbol of ∆).

Example 1.6. Let ql be a homogeneous Volterra symbol on U×Rn×R and de-
fine ql(x, Dx, Dt) to be the operator with kernel q̌l(x, x−y, t−s). Then ql(x, Dx, Dt)
is a Volterra ΨDO of order l.

Using the Volterra ΨDO calculus we can prove:

Proposition 1.7 ([Gr], [Pi]). The heat operator ∆+∂t is invertible on smooth
sections and its inverse is a Volterra ΨDO of order −2.

On the other hand, we have the following.

Lemma 1.8 ([Gr]). Let Q ∈ be a Volterra ΨDO of order m on U × R. Then,
with asymptotics in C∞(U), we have

(1.5) KQ(x, x, t) ∼t→0+ t−( n
2 +[ m

2 ]+1)
∑

tlq̌2[ m
2 ]−2l(x, 0, 1),

where q ∼
∑

j≥0 qm−j denotes the symbol of Q.

Applying this to Q = (∆ + ∂t)−1 and using (1.3) we get:

Proposition 1.9 ([Gr]). In C∞(M, |Λ|(M)⊗ End E) we have:

(1.6) kt(x, x) ∼t→0+ t
−n
2

∑
tjal(∆)(x), al(∆)(x) = q̌−2−2l(x, 0, 1),

where q ∼
∑

j ≥ 0q−2−j denotes the symbol of any Volterra ΨDO parametrix for
∆ + ∂t.

The interest of this approach is twofold. First, to determine the asymptotics
of kt(x, x) at a point x0 we only need a Volterra parametrix Q for ∆ + ∂t near x0,
for we have:

(1.7) kt(x0, x0) = KQ(x0, x0, t) + O(t∞).

Second, we can differentiate the heat kernel asymptotics as follows. Let P be a
differential operator of order m and let ht(x, y) denote the kernel of Pe−t∆, t > 0.
Then:

(1.8) ht = Pxkt = PxK(∆+∂t)−1 = KP (∆+∂t)−1 .

Therefore by applying Lemma 1.8 to the operator P (∆+∂t)−1 we get a differentiable
version of Proposition 1.9 as follows.

Proposition 1.10. With asymptotics in C∞(M, |Λ|(M)) we have
(1.9)
ht(x, x) ∼t→0+ t−( n

2 +[ m
2 ])
∑
l≥0

tlbl(P, ∆)(x), bl(P, ∆)(x) = q̌2[ m
2 ]−2−2l(x, 0, 1),

where q ∼
∑

j≥0 qm−2−j denotes the symbol of P (∆ + ∂t)−1.
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2. Proof of the Atiyah-Singer index formula

Let Mn be a compact Riemannian spin manifold with spin bundle S = /S
+⊕/S

−,
let E be a Hermitian bundle equipped with a unitary connection and consider the
Dirac operator with coefficients in E ,

(2.1) /DE : C∞(M, /S ⊗ E) → C∞(M, /S ⊗ E).

Then the Atiyah-Singer index formula is the following.

Theorem 2.1 ([AS1], [AS2]). We have:

(2.2) ind /DE = (2iπ)−
n
2

∫
M

[Â(RM ) ∧ Ch(F E)](n),

where Â(RM ) = det
1
2 ( RM /2

sinh(RM /2)
) is the Â-form of the Riemann curvature RM and

Ch(F E) = Tr exp(−F E) is the Chern form of the curvature F E of E.

Let kt(x, y) denote the heat kernel of /D2
E . Then by the McKean-Singer formula

we have

(2.3) ind /DE =
∫

Str kt(x, x) for any t > 0,

where Str = Tr/S+⊗E −Tr/S−⊗E denotes the supertrace. Therefore, the index formula
of Atiyah-Singer follows from:

Theorem 2.2. As t→ 0+ we have

(2.4) Str kt(x, x) = [Â(RM ) ∧Ch(F E)](n) + O(t),

with O(t) in C∞(M, |Λ|(M)).

This theorem, also called Local Index Theorem, was first proved by Patodi,
Gilkey and Atiyah-Bott-Patodi ([ABP], [Gi]), and then in a purely analytic fashion
by Getzler ([Ge1], [Ge2]) and Bismut [Bi] (see also [BGV], [Ro]). Moreover, as it
is a purely local statement it holds verbatim for (geometric) Dirac operators acting
on a Clifford bundle. Thus it allows us to recover, on the one hand, the Gauss-
Bonnet, signature and Riemann-Roch theorems ([ABP], [BGV], [LM], [Ro]) and,
on the other hand, the full index theorem of Atiyah-Singer ([ABP], [LM]).

Proof of Theorem 2.2. First, it is enough to prove Theorem 2.2 at a point
x0. Furthermore, to this end we only need a Volterra parametrix Q for /D2

E + ∂t in
local trivializing coordinates near x0, for we have

(2.5) kt(x0, x0) = KQ(x0, x0, t) + O(t∞).

In fact, we can use normal coordinates centered at x0 and trivializations of /S
and E by means of parallel translation along the geodesics out of the origin. This
allows us to replace /DE by a Dirac operator /D on Rn acting on the trivial bundle
with fiber /Sn ⊗ Cp, where /Sn is the space of spinors on Rn.

Now, recall that as algebra End /Sn can be identified with the Clifford algebra
Cl(n). The latter is isomorphic to the exterior algebra Λ(n) = ⊕n

i=0Λ
i(n),

(2.6) Λ(n) c−→ Cl(n) σ=c−1

−→ Λ(n),
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so that for ξ, η ∈ Λ(n) we have

σ[c(ξ(i))c(η(j))] = ξ(i) ∧ η(j) mod Λi+j−2,(2.7)

ζ(l) = component of ζ ∈ Λ(n) in Λl(n).(2.8)

Here c is called the Clifford quantification map and σ the Clifford symbol map.

Lemma 2.3 (Getzler [Ge1]). For any a in End /Sn we have:

(2.9) Str a = (−2i)
n
2 σ[a](n).

From all this we see that as t→ 0+ we have:

(2.10) Str kt(0, 0) = (−2i)
n
2 σ[KQ(0, 0, t)](n) + O(t∞),

where Q is any Volterra ΨDO parametrix for /D
2 + ∂t.

Now, recall that the Getzler rescaling [Ge2] assigns the following degrees:

(2.11) deg ∂j =
1
2

deg ∂t = deg c(dxj) = − deg xj = 1,

while deg B = 0 for any B ∈Mp(C). It defines a filtration of Volterra ΨDO’s with
coefficients in End(/Sn ⊗ Cp) � Cl(Rn)⊗Mp(C) as follows.

Let q ∼
∑

l≤m′ ql be a Volterra symbol with values in End /Sn ⊗Mp(C). Then
taking components in each subspace Λ(j)(n) and using Taylor expansions near x = 0
allows us to get formal expansions,

(2.12) σ[q] ∼
∑
l≤m′

σ[ql] ∼
∑
l,j

σ[ql](j) ∼
∑
l,j,α

xα

α!
σ[∂α

x ql(0, ξ, τ)](j).

Observe that each symbol xα

α! σ[∂α
x ql(0, ξ, τ)](j) is Getzler homogeneous of degree

−|α|+ l + j. Therefore, we have

(2.13) σ[q(x, ξ, τ)] ∼
∑
j≥0

q(m−j)(x, ξ, τ), q(m) �= 0,

where q(m−j) is a Getzler homogeneous symbol of degree m− j.

Definition 2.4. Using (2.13) we set-up the following definitions:
- The integer m is the Getzler order of Q,
- The symbol q(m) is the principal Getzler homogeneous symbol of Q,
- The operator Q(m) = q(m)(x, Dx, Dt) is the model operator of Q.

Example 2.5. The operator /D
2 has Getzler order 2 and its model operator is

/D
2
(2) = HR + F E(0), HR = −

n∑
i=1

(∂i −
1
4
RM

ij (0)xj)2,(2.14)

RM
ij (0) =

1
2
〈RM (∂i, ∂j)∂k, ∂l〉(0)dxk ∧ dxl, F E(0) =

1
2
F E(∂k, ∂l)(0)dxk ∧ dxl.

(2.15)

This uses the behavior near x = 0 in normal coordinates of the metric and of the
coefficients of the Levi-Civita connection in the synchronous frame ([Ge2], [Po]).

The interest of the above definitions stems from the two results below.
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Lemma 2.6 ([Po]). For j = 1, 2 let Qj be a Volterra ΨDO of Getzler order
mj. Then

(2.16) Q1Q2 = c(Q(m1)Q(m2)) + OG(m2 + m2 − 1),

where OG(m2 + m2 − 1) has Getzler order ≤ m2 + m2 − 1.

Lemma 2.7 ([Po]). Let Q have Getzler order m and model operator Q(m).
- If m− j is odd, then σ[KQ(0, 0, t)](j) = O(t

j−m−n−1
2 ).

- If m− j is even, then

σ[KQ(0, 0, t)](j) = t
j−m−n

2 −1KQ(m)(0, 0, 1)(j) + O(t
j−m−n

2 ).

In particular, for m = −2 and j = n we get:

(2.17) σ[KQ(0, 0, t)](n) = KQ(−2)(0, 0, 1)(n) + O(t).

In particular, using Lemma 2.6 we can easily get:

Lemma 2.8 ([Po]). Let Q be a Volterra ΨDO parametrix for /D
2 + ∂t. Then:

1) Q has Getzler order 2 and model operator Q(−2) = (HR + F E(0) + ∂t)−1.

2) KQ(−2)(x, 0, t) = GR(x, t)∧exp(−tF E(0)), where GR(x, t) is the fundamental
solution of HR + ∂t, i.e. (HR + ∂t)GR(x, t) = δ(x, t), where δ(x, t) is the Dirac
distribution at the origin.

Noticing that HR is a harmonic oscillator associated to the curvature at x = 0
we get:

Lemma 2.9 (Melher’s Formula). We have:

(2.18) GR(x, t) = χ(t)(4πt)−
n
2 Â(tRM (0)) exp(− 1

4t
〈 tRM (0)/2
tanh(tRM (0)/2)

x, x〉),

where χ(t) is the characteristic function of the interval (0, +∞).

Now, from (2.10) and Lemma 2.7 we deduce
(2.19)
Str kt(0, 0) = (−2i)

n
2 σ[KQ(0, 0, t)](n) + O(t∞) = (−2i)

n
2 KQ(−2)(0, 0, 1)(n) + O(t).

Thus using Lemma 2.8 and Lemma 2.9 we get:

(2.20) Str kt(0, 0) = (−2i)
n
2 [GR(0, 1) ∧ exp(−F E(0))](n) + O(t),

= (2iπ)−
n
2 [Â(RM (0)) ∧ Ch(F E(0))](n) + O(t).

Comparing this with the heat kernel asymptotics (1.6) for /D
2 we get Theo-

rem 2.2, and so complete the proof of the Atiyah-Singer index formula. �

The main new feature in the previous proof of the Atiyah-Singer index formula
is the use of Lemma 2.7 which, by very elementary considerations on Getzler orders
shows that the convergence of the supertrace of the heat kernel is a consequence of
a general fact about Volterra ΨDO’s. It incidentally gives a differentiable version
of Theorem 2.2 as follows.



A NEW SHORT PROOF OF THE LOCAL INDEX FORMULA 367

Proposition 2.10 ([Po]). Let /P be a differential operator of Getzler order m
and let ht(x, y) denote the distribution kernel of /Pe−t/DM .

- If m is odd, then Str ht(x, x) = O(t
−m+1

2 ).

- If m is even, then Str ht(x, x) = t
−m
2 B0(/D

2
E , /P )(x) + O(t

−m
2 +1), where in

synchronous normal coordinates centered at x0 we have

B0(/D
2
E , /P )(0) = (−2iπ)

n
2 [(/P (m)GR)(0, 1) ∧ Ch(F E(0))](n)

with /P (m) denoting the model operator of P .

Proof. By Proposition 1.10 we have

(2.21) ht(x, x) = K/P (/D2
E+∂t)−1(x, x, t) ∼t→0+

∑
j≥0

t−( n
2 +[ m′

2 ])bj(P, ∆)(x),

with asymptotics in C∞(M, |Λ| ⊗ End /S ⊗ End E). On the other hand, using
Lemma 2.6 we see that /P (/D2

E + ∂t)−1 has Getzler order m − 2. Combining all
this with Lemma 2.7 gives the result. �

3. The local index formula in noncommutative geometry

Rather than at topological or geometrical levels the local index formula holds
in full generality in a purely operator theoretic setting ([CM]; see also [Hi]). This
uses two main tools, namely, spectral triples [CM] and cyclic cohomology [Co].

A spectral triple is a triple (A,H, D) where:
- H is a Hilbert space together with a Z2-grading γ : H+ ⊕H− → H− ⊕H+;
- A is an involutive unital algebra represented in H and commuting with the

Z2-grading γ;
- D is a selfadjoint unbounded operator on H s.t. [D, a] is bounded ∀a ∈ A and

of the form,

(3.1) D =
(

0 D−

D+ 0

)
, D± : H∓ → H±.

In addition we assume that A is smooth in the sense that A is contained in
∩k≥0 dom δk.

Recall that the datum of D above defines an index map indD : K∗(A) → Z so
that

(3.2) indD[e] = ind eD+e,

for any selfadjoint idempotent e ∈Mq(A).

Example 3.1 (Dirac spectral triple). A typical spectral triple is a triple

(C∞(M), L2(M, /S), /DM ),

where M is a compact Riemannian spin manifold of even dimension, /S is the spin
bundle of M and /DM : C∞(M, /S)→ C∞(M, /S) is the Dirac operator on M . More-
over, under the Serre-Swan isomorphism K0(C∞(M)) � K0(M) for any Hermitian
bundle over M we have:

(3.3) ind/DM
[E ] = ind /DE .
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Next, the cyclic cohomology groups HC∗(A) are obtained from the spaces,

(3.4) Ck(A) = {(k + 1)-linear forms on A}, k ∈ N,

by restricting the Hochschild coboundary,

(3.5)
bψ(a0, · · · , ak+1) = (−1)k+1ψ(ak+1a0, · · · , ak)

+
∑

(−1)jψ(a0, · · · , ajaj+1, · · · , ak+1),

to cyclic cochains, i.e. those such that

(3.6) ψ(a1, · · · , ak, a0) = (−1)kψ(a0, a1, · · · , ak).

Equivalently, HC∗(A) can be obtained as the second filtration of the (b, B)-
bicomplex of (arbitrary) cochains, where the horizontal differential B is given by

B = AB0 : Cm+1(A) → Cm(A),(3.7)

(Aφ)(a0, · · · , am) =
∑

(−1)mjψ(aj , · · · , aj−1),(3.8)

B0ψ(a0, · · · , am) = ψ(1, a0, · · · , am).(3.9)

The periodic cyclic cohomology is the inductive limit of the groups HCk(A)
with respect to the the cup product with the generator of HC2(C). In terms of the
(b, B)-bicomplex this is the cohomology of the short complex,

(3.10) Cev(A)
b+B
� Codd(A), Cev/odd(A) =

⊕
k even/odd

Ck(A),

the cohomology groups of which are denoted HCev(A) and HCodd(A).
We have a pairing between HCev(A) and K0(A) such that, for any cocycle

ϕ = (ϕ2k) in Cev(A) and any selfadjoint idempotent e in Mq(A), we have

(3.11) 〈[ϕ], [e]〉 =
∑
k≥0

(−1)k (2k)!
k!

ϕ2k# Tr(e, · · · , e),

where ϕ2k# Tr is the(2k + 1)-linear map on Mq(A) = Mq(C)⊗A given by

(3.12) ϕ2k# Tr(µ0 ⊗ a0, · · · , µ2k ⊗ a2k) = Tr(µ0 . . . µ2k)ϕ2k(a0, · · · , a2k),

for µj ∈Mq(C) and aj ∈ A.

Example 3.2. Given a compact manifold M let A be the algebra C∞(M) and
let Dk(M) denote the space of k-dimensional de Rham currents. Then we have a
morphism from Dev/odd(M) to Cev/odd(A),
(3.13)

C = (Ck)→ ϕC = (
1
k!

ψCk
), ψCk

(f0, f1, . . . , fn) = 〈Ck, f0df1 ∧ . . . ∧ dfk〉.

such that bϕC = 0 and BϕC = ϕdtC , where dt denotes the de Rham boundary
for currents. Therefore, we get a morphism from the even and odd de Rham’s
homology groups Hev/odd(M) to HCev/odd(C∞(M)). This even gives rise to an
isomorphism if we restrict ourselves to continuous cyclic cochains.

Furthermore, we have:

(3.14) 〈[ϕC ], E〉 = 〈[C], Ch∗ E〉 ∀E ∈ K0(M),

where Ch∗ : K0(M)→ Hev(M) is the Chern character in cohomology.
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Now, we can compute the index map by pairing the K-theory a cyclic cocycle
as follows. First, we say that the spectral triple (A,H, D) is p-summable when we
have

(3.15) µk(D−1) = O(k−1/p) as k → +∞,

where µk(D−1) denotes the (k + 1)’th eigenvalue of D−1.
Next, let Ψ0

D(A) be the algebra generated by the Z2-grading γ and the δk(a)’s,
a ∈ A, where δ is the derivation δ(T ) = [|D|, T ].

Definition 3.3. The dimension spectrum of (A,H, D) is the union set of the
singularities of all the zeta functions ζb(z) = Tr b|D|−z, b ∈ Ψ0

D(A).

Assuming p-summability and simple and discrete dimension spectrum we define
a residual trace on Ψ0

D(A) by letting:

(3.16) −
∫

b = Resz=0 Tr b|D|−z for any b ∈ Ψ0
D(A).

This trace is an algebraic analogue of the Wodzicki-Guillemin noncommutative
residue trace ([Wo], [Gu]) for the algebra Ψ0

D(A). Moreover, it is local in the sense
of noncommutative geometry since it vanishes on those elements of Ψ0

D(A) that are
traceable.

Theorem 3.4 ([CM]). Suppose that (A,H, D) is p-summable and has a dis-
crete and simple dimension spectrum. Then:

1) The following formulas define an even cocycle ϕCM = (ϕ2k) in the (b, B)-
complex of A.

- For k = 0, we let

(3.17) ϕ0(a0) = finite part of Tr γa0e−tD2
as t→ 0+,

- For k �= 0, we let

ϕ2k(a0, . . . , a2k) =
∑

α

ck,α −
∫

γPk,α|D|−2(|α|+k),(3.18)

Pk,α = a0[D, a1][α1] . . . [D, a2k][α2k],(3.19)

where Γ(|α| + k)c−1
k,α = 2(−1)|α|α!(α1 + 1) · · · (α1 + · · ·+ α2k + 2k) and the symbol

T [j] denotes the j’th iterated commutator with D2.
2) We have indD[E ] = 〈[ϕCM], E〉 for any E ∈ K0(A).

Remark 3.5. Here we have assumed that the spectral triple (A,H, D) was Z2-
graded. In the terminology of [CM] such a spectral triple is even and an ungraded
spectral triple is said to be odd. In the latter case we can similarly compute the
Fredholm index with coefficients in K1(A) by pairing K1(A) with an odd cyclic
cocycle, also called CM cocycle, and which is given by formulas of the same type
as (3.18)–(3.19) (see [CM] for a more detailed account).

4. Computation of the CM cocycle for Dirac spectral triples.

Here Mn is a compact Riemannian spin manifold of even dimension and /DM :
C∞(M, /S) → C∞(M, /S) is the Dirac operator on M . Then (C∞(M), L2(M, /S), /DM )
is an even n-summable spectral triple with dimension spectrum {k ∈ Z; k ≤ n}.
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Therefore, the CM cocycle is well defined and allows us to compute the index map,
so that for any hermitian bundle E equipped with a unitary connection we have

(4.1) 〈[ϕCM ], [E ]〉 = ind/DM
[E ] = ind /DE .

Proposition 4.1. The components of the CM cyclic cocycle ϕCM = (ϕ2k)
associated to the spectral triple (C∞(M), L2(M, /S), /DM ) are given by

(4.2) ϕ2k(f0, . . . , f2k) =
1

(2k)!

∫
M

f0df1 ∧ · · · ∧ df2k ∧ Â(RM )(n−2k),

for f0, f1, . . . , fn in C∞(M).

Proof. First, using the Mellin transform,

(4.3) |/DM |−2s =
1

Γ(2s)

∫ ∞

0

ts−1e−t/D2
M dt, +s > 0,

we can rewrite ϕCM = (ϕ2k) as
(4.4)

ϕ2k(f0, . . . , f2k) =
∑

α

2ck,α

Γ(|α|+ k)
.{coeff. of t−(|α|+k) in Str /P k,αe−t/D2

M as t→ 0+}.

Notice also that

/P k,α = f0[/DM , f1][α1] . . . [/DM , f2k][α2k] = f0c(df1)[α1] . . . c(df2k)[α2k].

Therefore, we can make use of Proposition 2.10 to compute the CM cocycle. In-
deed, let hα,t(x, y) denote the kernel of /P k,αe−t/D2

M . Then using Lemma 2.6 and
Proposition 2.10 we obtain:

- If α = 0, then /P k,0 = f0c(df1) . . . c(df2k) has Getzler order 2k and model
operator f0df1 ∧ . . . ∧ df2k, so that we have

(4.5) Strh0,t(x, x) =
t−k

(2iπ)
n
2

f0df1 ∧ . . . ∧ df2k ∧ Â(RM )(n−2k) + O(t−k+1).

- If α �= 0, then /P k,α has Getzler order ≤ 2(|α|+ k)− 1, and so

(4.6) Strhα,t(x, x) = O(t−(α+k)+1).

Combining this with (4.4) we get the formula (4.2)) for ϕ2k(f0, . . . , f2k). �

Finally, let us explain how this enables us to recover the local index formula
of Atiyah-Singer. Notice that Formula (4.2) means that ϕCM is the image under
the map (3.13) of the current that is the Poincaré dual of Â(RM ). Therefore,
using (3.14) we see that for any Hermitian bundle E with curvature F E we have:

(4.7) 〈[ϕCM ], [E ]〉 = 〈[ϕÂ(RM )], [E ]〉 = (2iπ)−
n
2

∫
M

[Â(RM ) ∧Ch(F E)](n).

On the other hand, we have

(4.8) 〈[ϕCM ], [E ]〉 = ind/DM
[E ] = ind /DE .

Thus, we obtain

(4.9) ind /DE = (2iπ)−
n
2

∫
M

[Â(RM ) ∧ Ch(F E)](n),

which is precisely the Atiyah-Singer index formula.
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Remark 4.2. When dim M is odd we can also compute the odd CM cocycle
associated to the corresponding Dirac spectral triple ([Po]). In this setting we
recover the spectral flow formula of Atiyah-Patodi-Singer [APS].
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