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Preface

The purpose of this book is to give a comprehensive introduction to the modeling of
financial derivatives, covering the major asset classes and stretching from Black and
Scholes’ lognormal modeling to current-day research on skew and smile models.
The intended reader has a solid mathematical background and works, or plans to
work, at a financial institution such as an investment bank or a hedge fund. The aim
of the book is to equip the reader with modeling tools that can be used in the (future)
work involving derivatives pricing, trading, or risk management.

The field of derivatives modeling is extensive and to keep the book within a
reasonable size, certain sacrifices have been made. For instance, the implementation
of models is not discussed as this can be viewed as an art rather than science and is
therefore an ungrateful subject for a text book. Minor asset classes, such as inflation
products, and asset classes that require specific mathematical tools, e.g., credit and
mortgage products, have been left out. Furthermore, the financial basics are covered
at a faster pace than in other introductory books to the area. For example, the
martingale theory is summarized in a compact appendix, and the introduction to
the Black—Scholes model is done by working directly in continuous space-time, in
contrast to the pedagogical approach of initially reviewing the binomial model. This
enables us to quickly go beyond the Black—Scholes framework and thereby focus
on skew and smile models and on derivatives in specific asset classes.

The book is divided into four parts. The first part consists of Chaps. 1-4 and
contains the general framework of derivatives pricing. This part is essential for the
understanding of the rest of the book. An exception is Chap.4 which a novice
reader might find too abstract and is advised to skip and come back to later
when the necessary financial maturity has been reached. The rest of the book
consists of chapters that can be read independently. Chapters 5—8 cover skew and
smile modeling. The pricing of exotic derivatives is the subject of the third part,
Chaps. 9—-10. The concluding fourth part comprises Chaps. 11-14 and applies the
pricing methods to specific asset classes.

Stockholm Christian Ekstrand
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Part I
Derivatives Pricing Basics



Chapter 1
Pricing by Replication

This chapter provides an introduction to the theory of derivatives pricing. We start by
defining the fundamental objects — the underlyings — that the theory depends upon.
We state the conditions that the underlyings are assumed to satisfy and explain how
the theory can be applied. The presentation here has an abstract character while the
remainder of the book contains specific examples of models based on this theory.

1.1 Underlyings and Derivatives

The theory of derivatives pricing is based on a set {S'} = {S! ,S2,83 ...} of
predefined financial assets that can be stocks, bonds, etc. The price of an asset S
is a real number which we also denote by S, or by S; when we want to emphasize
the time dependence. We assume that today’s prices {S/_,} are given and refer to
these assets as the underlyings of the theory.

We are interested in pricing contracts V' for which the prices at time 7" are known
as expressions of the price St of an underlying. As the future values can be derived
from the values of the underlyings, these contracts are called derivatives. Examples
include V7 = (S7)? or V7 = Sy — K for a fixed K, but also more general payoff
types such as Vr depending on the values of several underlyings at 7" or on the
average value of S; attained in the time interval ¢ € [0, T'].

We show later that the present value (PV) V,—( of a derivative can be computed
using only a couple of natural assumptions. We are not, however, interested in
computing the present values of the underlyings. The reason is that the underlyings
are often too complex to be handled in a universal pricing framework. For instance,
the price of an equity stock depends on multiple hard-to-measure factors including
the employees’ morale, the interaction between the divisions of the company, the
management’s decisions and the state of the world economy. Instead, our philosophy
is that the underlyings are correctly priced through the supply and demand by market
participants.

C. Ekstrand, Financial Derivatives Modeling, DOI 10.1007/978-3-642-22155-2_1, 3
© Springer-Verlag Berlin Heidelberg 2011



4 1 Pricing by Replication
1.2 Assumptions

To set up a theoretical framework for derivatives pricing, it is necessary to impose
certain conditions on the underlyings. We assume that the underlyings are liquidly
traded meaning that they can be bought and sold at any instance in time with equal
bid and offer prices. We allow S, to be equal to any real value (or positive real
value), i.e. we let the tick size be zero. When purchasing an asset, it takes a couple
of days until the asset and the payment change hands. This time period is called the
settlement lag and is set to zero for simplicity.

We allow for assets to be shorted, i.e. a negative number of assets can be
held. In practice, assets can be shorted by entering futures or forward contracts.
Alternatively, assets can be borrowed (typically from a broker) and then sold
whereafter they are bought back and returned at a later time. We assume that the
underlyings are non-defaultable and that there are neither any costs associated with
holding the underlyings (e.g. storage costs) nor any cash flows generated by them
(e.g. dividends).

The markets are assumed to be efficient: there are no dominant market par-
ticipants and no market manipulation, the markets are unregulated, the decisions
made by the market participants are based solely on financial arguments, there is
no shortage of cash, etc. Furthermore, all market participants are assumed to have
excellent credit rating, which means that they never default.

In financial modeling, the zero-coupon bond P,y is a particularly useful instru-
ment. It pays $1 (1 unit of the currency under consideration) at 7' for certain and has
no other cash flows either before or after 7. It can also be viewed as a loan taken at
t that together with the interest rate yields a repayment of $1 at 7. P,y is also called
the discount factor from T as it measures the time ¢ value of $1 at T'. As derivatives
pricing involves discounting cash flows, we impose the same conditions on zero-
coupon bonds as for the underlyings (indeed, the bond itself acts as an underlying
for interest rate derivatives). This means, in particular, that Pyr are assumed to be
given for all T'.

The assumptions are not made because we believe that they are satisfied in real
markets but to obtain a theory that is as simple as possible. In practice, it is often
necessary to take into consideration the fact that the assumptions are violated. Some
of the violations can be taken care of with minor adjustments to the theory. For
example, in Sect.3.11 we describe how a careful discounting accounts for a non-
zero settlement lag. Other violations, such as a non-zero bid-offer spread, require
more general models.

With only a few exceptions, we choose not to consider such generalized models.
One of the reasons for this decision is that the question as to which assumption has
the greatest impact on the derivatives price is often hard to answer and depends on
both the type of the underlying and the derivative, and can even change during the
lifetime of the derivative. Furthermore, there exist no well-established models that
take such effects into account.
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Generalized models often involve complex and thereby lower performing com-
puter implementations. As performance is of crucial importance for many market
participants, a generalized model is sometimes not a viable option. The alternative
is to accept the model uncertainty arising from the violations of the assumptions. It
means that if we sell a derivative, the customer needs to be charged an extra premium
for the model risk we undertake. The size of the premium is delicate as it should
be large enough to compensate for the model risk but small enough for the price
to remain competitive. One of the main reasons for employing skilled quantitative
analysts (colloquially known as quants) is to reduce the model risk, which leads to
a lower premium. The result is a higher competitiveness and more deals won over
rival firms.

Parts I-III of the book cover pricing of derivatives with underlyings that satisfy
the idealized assumptions above. As we move on to the pricing of real-life
derivatives in Part IV, it is necessary to relax some of the constraints.

1.3 The No-Arbitrage Assumption

LetV =) ,bS ! be a financial portfolio, i.e. a weighted sum of financial assets,
where the b;s are real numbers. We allow the portfolio to be rebalanced at each
instance in time, whereby some assets are sold while others are bought. The
restructuring of the content is called the strategy of the portfolio. A self-financing
strategy has no in- or out-flux of cash, i.e. each purchase is exactly funded by a sale.
Unless stated otherwise, we only consider self-financing strategies and therefore
refer to them simply as strategies.

A strategy V is said to be an arbitrage strategy if it has zero initial value V5 = 0,
is always positive P(Vr > 0) = 1 and strictly positive with a non-zero probability
P(Vr > 0) > 0 for a given future time 7. An arbitrage strategy permits a possible
positive future cash flow without any downside risk. Any arbitrage strategy that
exists in a market is therefore taken advantage of by traders until supply and demand
forces have adjusted the prices so much that the arbitrage disappears. As a result,
arbitrage strategies are rare, and when they exist, they only do so for a short time.
For this reason, it is possible to base a theory on the assumption that arbitrage
strategies do not exist. This assumption has far reaching consequences and is the
base of derivatives pricing.

An immediate implication of the no-arbitrage assumption is that certain financial
strategies must be excluded from the theoretical framework. For instance, consider
an investment into an overnight deposit, i.e. a loan that starts today and ends
tomorrow. When tomorrow comes, we reinvest the proceeds in a new overnight
deposit that ends the day after tomorrow. As interest rates are always non-negative
(with a few peculiar historical exceptions), repeating this procedure results in a
strategy with earnings greater than the holding of the amount in cash. We conclude
that the combined strategy of being long the above strategy and short cash is an
arbitrage strategy.
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To exclude arbitrage strategies of the above type, it is necessary to remove
the substrategy with the smallest payoff, which in this instance is the holding of
cash. From now on, we assume that all suboptimal strategies are excluded from the
theoretical framework. This leaves us with a setting that is completely arbitrage free.

1.4 Replication

Let us now turn to a particular implication of the no-arbitrage assumption that serves
as the foundation for derivatives pricing. For this purpose, consider two strategies
V and U for which we know for certain that V7 > Ur at a given future time 7. We
claim that V > Uy. The statement can be proven by showing that Uy = V + k,
for k > 0, leads to a contradiction. The strategy X = V + (kP,;}) Pz — U of being
long V, short U and long kPng bonds maturing at 7" satisfies Xo = 0 and X7 > 0,
violating the no-arbitrage assumption. The argument can be generalized to arbitrary
times ¢ before T: P(Vr > Ur) = 1 = P(V; > U;) = 1. Indeed, if this were
not true, there would exist a scenario for which V; < U, and P(Vy > Ur) = 1,
violating the no-arbitrage assumption when using the time ¢ as a starting point.

The direction of the inequality can be reversed by interchanging the roles of V
and U. Together with the original inequality, we arrive at the following conclusion:
if two strategies for certain are equal at a future date, P(Vy = Ur) = 1, their values
at any earlier time # < T must be equal, P(V; = U,) = 1. In particular, when ¢ is
today’s date we obtain V) = Uy (Fig. 1.1).

To determine today’s price Vj of a complex contract V', the no-arbitrage assump-
tion can be applied in the following way: assume that it is possible to construct a
strategy U which is worth as much as V' at a future time 7' (independently of the
scenarios followed by the market) and for which the present value U is known. The
no-arbitrage principle implies that Vj equals Uy. In fact, as the portfolios have equal
values for all + < T, the strategy U is said to replicate V.

To reconnect with Sect. 1.1, we are typically interested in the pricing of a contract
V' for which the future value V7 is known as an expression of underlying values
{S%}i. We construct a replicating portfolio U consisting of underlyings. The current
value Uj can be determined from {S(’;}, which are assumed to be known. The

0 T t

Fig. 1.1 Contracts that for certain have the same future values must have the same present values
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Derivative
known
function
] known values
Underlyings {S}},,Pw {Si},
t T t

Fig. 1.2 Modeling of a derivative with a single cash flow

no-arbitrage principle then allows us to find the present value of V' through V) = Uy
(Fig. 1.2).

In Chap. 2, we restrict ourselves to static replication for which the content of U
is set up at # = 0 and held until 7', without any additional trading between t = 0
and 7. This is in contrast to dynamic replication, covered in Chap. 3, for which the
content of U is changed through time in order to replicate V.

It is sometimes not possible to find a practically applicable strategy that replicates
V. It can then be useful to construct a strategy U that superreplicates V, i.e. Vy <
Ur, which gives an upper bound on today’s price: Vy < Upy. In the same manner, a
strategy that subreplicates V' leads to a lower bound.



Chapter 2
Static Replication

A portfolio is said to be static if it is unmanaged, which means that the content is not
changed through time. In this chapter we review some important situations where
static replication can be used for pricing or for finding upper and lower bounds on
prices.

We start with pricing forward contracts and general fixed-time payments. We
then derive constraints on option prices in preparation for the next chapter, where
options are priced with dynamic replication. Finally, the method of static replication
is applied to more exotic contracts such as early exercisables and barrier options.

2.1 Forward Contracts

Under the specifications of a forward contract, the counterparties are obliged to
exchange a certain underlying S for a strike price K at a given maturity T. The
contract is therefore worth S — K at T'.

The pricing of a forward contract is trivial as we can immediately conclude that
the time ¢ value is S — KP, 7. Indeed, if we own this amount at ¢, by selling K bonds
maturing at 7', enough money is generated for a purchase of the underlying S. The
strategy is worth S — K at maturity, which is the same amount as that of the forward
contract. The no-arbitrage principle implies that the forward contract must be worth
S — KP;r.

The cash amount K that is used in the initiation of a forward contract is by
convention such that the contract values to par, i.e. the price equals to zero. This
value of the strike is called the forward. It is usually denoted by F and is equal to
P;'S.

C. Ekstrand, Financial Derivatives Modeling, DOI 10.1007/978-3-642-22155-2_2, 9
© Springer-Verlag Berlin Heidelberg 2011



10 2 Static Replication
2.2 European Options

A European call option gives the contract owner the right to buy the underlying S
at time 7 for a given amount K. In contrast to forward contracts, the owner is not
committed to the purchase but only does so if it is profitable. The option value at
maturity is therefore (ST — K)4+ = max(Sy — K, 0).

An option is said to be in the money (ITM) if S > K, out of the money (OTM) if
S < K and at the money (ATM) if S = K. Sometimes the forward is used in this
classification, i.e. the conditions FF > K, F < K and F = K are used to define
whether an option is ITM, OTM or ATM. It is usually clear from the context which
definition is used.

A European put option gives the owner the right to sell the underlying. The value
at maturity is (K — S7)+. A digital European call option pays $1 if St > K
and 0 otherwise. Thus, the value at maturity is 6(St — K), where 6 is the Heaviside
function. Similarly, a digital European put option is worth (K — Sr) at T'.

Options belong to the type of contracts that cannot be priced with static replica-
tion. We postpone the pricing of these contracts to the next chapter in which dynamic
replication is introduced. For the remainder of this chapter, we assume that option
prices are known and use them for the static replication of more complex contracts.

2.3 Non-Linear Payoffs

We determine the present value of a contract V' that pays /4(S) at T for a fixed, but
arbitrary, function 4 with a well-defined second derivative. We have already covered
the special case #(S) = S — K, for which the pricing can be done using the present
values of the underlying S and the zero-coupon bond maturing at 7. In the same
manner, any linear payoff #(S) = oS — K can be priced. When /(S is non-linear,
on the other hand, additional information is needed. The present values of European
call options maturing at 7" turn out to provide sufficient information. This statement
is made clear by the following computation:

h(S) = /0 " hK)S(S — K)dK
_ /Ooo (_% (h(K)O(S — K)) + h (K)O(S — K)) dK
— h(0) + /Ooo 1(K)6(S — K)dK
K

o g
= h(0) + /0 (—— (W (K)(S — K)+) + h"(K)(S — K)+) dK

= h(0) + h'(0)S + /OO W' (K)(S — K)+dK
0
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/ N

Fig. 2.1 Replication of an arbitrary payoff with zero-coupon bonds, the underlying and call
options

Thus, if we at time ¢ = 0 buy /(0) number of bonds maturing at 7', 4’ (0) number of
underlyings S and 4" (K) number of options with strikes in [K, K + dK], forall K,
then the contract is worth 2(S) at T (Fig. 2.1). The no-arbitrage principle implies
that

V = h(0) Por + h'(0)S + /Oo h'(K)VE(K)dK
0

where VC(K) is the present value of a call option with strike K.

Fixed-time payoffs can also be statically replicated with other option types. For
example, according to the third line in the calculation above, digital calls options
can be used. In this instance, the underlying S is not needed for the replication.

We move on to discuss which option type is preferable in the replication, call
options or digital call options. From a theoretical point of view, the question is
irrelevant as the two product types can be statically replicated from each other. For
instance, using the third line in the above equation for 4(S) = (S — K) 4 gives

(S—K)y :/OOO Q(K’—K)Q(S—K’)dK’:/KOO 0(S — K')dK'

Conversely, the relation (S — K) = —%(S — K)+ shows that a digital call option
can be approximated by a call spread, i.e. the difference between two call options,
having the following payoff at 7":

1
2 (S =K+ 8K+ (S~ K))

We conclude that a digital call option can be approximated by two call options while
a large number of digitals are needed to approximate a call option. This suggests
that call options should be used in static replication of contracts paying /(S). The
main reason for using call options, however, is that they are more liquid market
instruments than digital call options.

The replicating formula is also applicable to payoffs with a discontinuous
(mathematical) derivative. Consider, for example, a put option paying A(S) =
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Fig. 2.2 Put-call parity

(K—S)4+ at T.Using h'(S) = —0(K —S) and h”(S) = §(K —S) in the replication
formula gives:

VP(K) = KPyr — S + VE(K)
This relation is called put-call parity and shows that a call and a put option only

differ by a linear payoff (Fig. 2.2). The parity is obvious as the difference in payoff
at maturity

(S—K)y—(K-8)+=5-K

is equal to the payoff of a forward contract.

Since a put equals a call up to a linear payoff, some of the calls in the replication
formula can be replaced with puts. As puts are cheaper than calls when the strike is
low, the cost of the options in the replication formula can be reduced by replacing
low strike calls with puts. The details can be understood from the computation

K 00
/ W' (K)(K — S)4dK + / ' (K)(S — K);dK
0 K
L K
=W (K)K—S); — / h'(K)0(K — S)dK
0
—W(K)(S — K)4 + /_oo n'(K)8(S — K)dK
K

I3
=Nh'(K)K—-S)y —h(K)O(K —S) + /0 h(K)8(K — S)dK

—W(K)(S — K); —h(K)0(S — K) + /K h(K)8(S — K)dK

=h'(K)(K - S)—h(K)+ h(S)

The no-arbitrage principle implies that
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IE o0
/ ' (K)VP(K)dK + / 1 (K)VE(K)dK
0 K
= (W (K)K = h(K)) Por — H'(K)S +V

which shows how a fixed-time payoff can be replicated with low strike puts and high
strike calls. Denoting the right-hand side with g(K'), we obtain

g'(K) = h"(K)(KPor — S)
g"(K) = h"(K)(K Pyr — S) + h"(K) Por

Assume for a moment that the second derivative of / is positive. The only extreme
point of g(K) is then a minimum located at the forward K = PO_TlS = F. We
conclude that

F 0o
V= (h(F)=h'(F)F) Por +h'(F)S + /0 B (K)VP(K)dK+ /F B (K)VC(K)dK

is the replication of V' that has the cheapest option content. The same result is
obtained if / has a negative second derivative.

Liquid European options are found in the market only for a finite set of strikes.
It means that the static replication strategy for non-linear payoff is not directly
applicable in practice. Instead, European option prices for arbitrary strikes are typ-
ically inferred from the liquid market quotes by mathematical interpolation. Once
this has been done, static replication can be used. As the outcome depends on the
interpolation scheme, different market participants arrive at different conclusions
regarding the price. This is particularly apparent when the payoff depends on strikes
outside the liquid range, making extrapolation a necessity.

2.4 European Option Price Constraints

Before constructing option pricing models, it is useful to derive the asymptotic limits
and the no-arbitrage conditions that a European call option price V' has to satisfy.
These conditions can be used to exclude inappropriate models. As the corresponding
constraints for put options follow from put-call parity, it is sufficient to focus on
European call options.

Consider first the asymptotic behavior of V': for very large values of K the call
option is worthless, IV = 0. In the limit of small values of K, the option certainly
gets exercised at maturity. The option holder then needs the amount KPyr today to
pay the strike price K at 7" in order to receive S. Today’s value of the contract is
therefore S — KPy7.

We proceed to the no-arbitrage conditions and observe that the value of a contract
paying 1(S) > 0 at T is obviously positive. As 2(S) = fooo h(K)§(S — K)dK, this
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requirement is equivalent with demanding positivity of a contract paying (S — K).
Using

d? d?
— O -K)y =—
a2 0+ = e

which is the AK—0 limit of (AK)™? (V7 (K+AK) —2Vr(K)+Vr(K — AK)),
we obtain the constraint dd—;z V =>0.

There is also a constraint for option combinations with different maturities: V, —
V1 is positive for V; and V, European call options with strike K and maturities
T < T,. The statement can be verified by proving that a portfolio of one long unit
of V, and one short unit of V; is always positive at 77. It is sufficient to consider the
situation when V) is ITM at T}, giving a portfolio value of V, — S + K. From the
conditions V(K — o0) — 0, V(K — 0) - S — KPyr and V" (K) > 0 it follows
that V(K) > S — KPyr, which implies that V,(t = T\) > S — KPpp, > S — K,
proving the statement. Observe that 1, > V| is equivalent with the infinitesimal
condition Z—? > 0.

In summary, the following constraints must be satisfied by the European call

option price (Fig. 2.3):

° V(K—)O)—)S—KP()T

e V(K —>00)—0

e V(T —-0)—(S—K)+
2

5(S — K) = Vr

d V=0

dK?* —
° iV>O

dT  —

From these fundamental constraints, it is possible to derive other interesting
conditions on the option price. For instance, from conditions 1, 2 and 4, we obtain
upper and lower bounds on the European call option price and its (mathematical)
derivative with respect to the strike (which is the digital option price).

(S — KPor)+ <V =S
dv dv dv
—bPor = —~ === 5= =0
dK |o_y = dK = dK |4y,
K
______________ 0
RSN

increasing

( S_K) . convex

Fig. 2.3 No-arbitrage
conditions and asymptotics
for European call option

prices S-KPor
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2.5 American and Bermudan Options

American options can be exercised any time up to the maturity 7. For example, an
American call option exercised at ¢ < T gives a payment S — K at 7. This is in
contrast to European options which can only be exercised at maturity 7. Bermudan
options are something in between (just as Bermuda lies somewhere between Europe
and America): they can only be exercised at certain prespecified dates. The extra
optionality makes an American option more valuable than a Bermudan option,
which in turn is worth more than a European option. There are, however, many
instances where this extra optionality is worthless and all option types have equal
value.

We saw in the previous section that (S — KPyr)+ is a lower bound for the
European call option price. As this amount is greater than the exercise value
S — K, a call option should never be exercised early. We conclude that American,
Bermudan and European call options have equal prices. Observe that if we permit
the underlying to have cash flows such as dividend payments, there can be situations
for which it is optimal to exercise early in order to obtain these cash flows.

For European put options, the lower bound (KPyr — S)+ is below K — S for
S < K which means that there are instances when an early exercise is preferable.
American and Bermudan put options are therefore worth strictly more that their
European counterpart. To find an upper price bound, observe that, because of the
possibility to exercise early, American and Bermudan put options with a time-
dependent strike KP,7 must be worth more than a European put option with strike
K. However, as (KP;7 — S)4+ is a lower bound for the European price, an early
exercise is not feasible as it yields KP,;7 — S. We conclude that the American,
Bermudan and European put options have equal prices in this instance of a time-
dependent strike. As put option prices increase with the strike, American and
Bermudan put options with strike KPyr are worth less than the corresponding
options with strike P,;7, which in turn is worth as much as a European put option
with strike K. Replacing K with KPj;}, we conclude that American and Bermudan
put options with strike K are bounded from below by the European put option with
strike K and from above by the European put option with strike KP(?TI.

The argument leading to put-call parity for European options do not carry
through to American and Bermudan options. Instead, the parity relation can be
replaced with an upper and lower bound on the put option price when formulated in
terms of the call option, or vice versa. Indeed, using put-call parity on the European
put options in the above bounds together with the fact that American, Bermudan and
European call options are worth equally much, we obtain

KPy—S+VE<VP<K-—S+VC¢
where we have used the common notation V' for both American and Bermudan

options. The right-hand side option has strike K PO_T1 which because of decaying
call prices with strike values can be replaced with strike K.
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Early exercise decisions for call and put options with zero strike value are
particularly simple to analyze. Consider first the trivial situation of a call option on
an underlying that is restricted to being positive. As there is no cost in exercising the
option, we definitely do that at some point in time and it does therefore not matter
when the exercise is made. When the underlying can be negative as well as positive,
it is suboptimal to exercise early in the zero strike case. Indeed, exercising early
and holding the underlying to maturity is associated with the risk of the underlying
becoming negative, which can be avoided by postponing the exercise till maturity.
A swaption, i.e. an option on a swap, is an example of a zero strike option on an
underlying that can be negative.

2.6 Barrier Options

We consider barrier options that are of call type, i.e. they pay (S — K)+ at T if
the underlying S breached (or did not breach) a barrier level B sometime between
t = 0 and T'. Options of put type can be treated in a parallel way. A barrier option
is said to be of knock-out type if the payment occurs conditional on that the barrier
was not breached. If the barrier needs to be breached for the payment to occur, the
option is said to be of knock-in type. For instance, the payoff for a knock-out call
option with a lower barrier can be written as Luin{s,c 7/}>B (ST — K)+.

As abarrier is either breached or not, the sum of a knock-out option and a knock-
in option is equal to a standard option. This is known as the parity relation for barrier
options. Assuming that we know how to price standard options, we can focus on the
pricing of one of the option types. We choose to focus on knock-outs.

Knock-out call options can be classified into four different types depending on
whether the barrier is above or below the strike and on whether the barrier is an
upper or lower barrier. For an upper barrier that is below the strike, the call option
is worthless, which means that there are only three non-trivial types of knock-outs.

Let us start with a lower barrier that is below the strike. The barrier lies in
the out-of-the-money region and has relatively little effect on the option. Under
certain modeling assumptions, we compute its price Vg x in the next section. The
corresponding digital option, obtained from the K derivative of Vg k- 1s denoted by
17; - The corresponding put options are denoted by Vj , and 17; x and have an
upper barrier that lies above the strike. For now, we assume that these prices are
given and use them to price the other two types of knock-out options.

When the lower barrier lies above the strike, we see in Fig. 2.4 that the price of
the knock-out option equals

Vi + (B—K)Vyy

In the instance of an upper barrier above the strike, we see in Fig. 2.5 that this
contract can be written as a sum of a spread put and a digital put, all with an upper
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Fig. 2.4 Replication of a barrier option with strike < barrier < spot

. s _ K/

K/iB S

Fig. 2.5 Replication of a barrier option with spot, strike < barrier

knock-out barrier. The price is equal to

VJ;K - Vg,B + (B — KW};B

2.7 Model-Dependent Pricing

The relations derived so far have been independent of the process followed by the
underlying and can be viewed as model independent results. We now show how
static replication can be applied in more complex situations by using modeling
assumptions. We illustrate the technique by showing how barrier options can be
statically replicated by European options.

We price a knock-in option that matures at 7 and has strike K and barrier B < K.
The corresponding knock-out option can be priced using the parity relation for
barrier options. An alternative pricing method for barrier options is presented in
Sect.9.1.

We initially assume that the underlying value S equals the barrier value which
means that the option has knocked in. It is clear graphically from Fig. 2.6 that if K is
large enough, there exists a put option with strike K’ < B that is worth as much as
the call option. We temporarily assume that the call and the put are equal at all times
as long as S = B, i.e. along the dotted line in the figure. Under this assumption the
knock-in call option is worth as much as the put option. Indeed, their prices are
equal if the barrier is touched while they are both worthless otherwise. Observe that
the method is model dependent as a model must be used to find the strike for the put
option.
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Fig. 2.6 Relication of a t
knock-in call by a put option
and a strip of digital put T ‘
options :
K B K S

It is possible to relax the assumption that the two options should have equal
prices along the whole barrier. To prove this statement, assume first that their prices
are equal along the barrier when close to maturity. The further away we come from
the maturity, the more the prices start to deviate. When far enough away from the
maturity, the prices will differ more than a specified tolerance level. The reason
is that a different put strike should have been used for the two options to have
equal values at the barrier. The incorrectness in the payoff profile used at maturity is
therefore equal to the difference between two put option, with similar strikes, which
can be approximated by a digital put option. The price difference at the current time
can therefore approximately be adjusted by adding a digital put option. When going
further back in time along the barrier the price difference will increase again, which
can be periodically reset by adding more digital put options, see Fig. 2.6.

The reflection in the barrier can be done more efficiently by not using a single put
options but several put options with the same strike K'. The result is a payoff profile
with a steeper slope. This reflects the payoff of the call for longer time periods away
from T, reducing the number of digital put options along the boundary. An example
of when more than one put option is necessary is within the lognormal model that
will be discussed thoroughly in the book.

The replication becomes particularly simple when the strike equals the barrier
and interest rates are assumed to be zero. The price of a knock-out call option is
then Sy — K. The payoff can be replicated by holding this amount of cash and by
entering at zero cost a forward contract to purchase the underlying for Sy at 7'. If the
barrier is not touched, the replicating strategy is worth (S7—Sop)+So—K = S7—K
which is as much as the barrier option value. On the other hand, the forward position
can be liquidated should the option be knocked out, yielding (B —Sy) + So— K =0
and showing that the replication is successful.



Chapter 3
Dynamic Replication

When pricing certain derivatives, the content of the replicating portfolio needs to be
rebalanced through time. The derivative is then said to be dynamically replicated.
For the replication to succeed, some knowledge about the propagation of the
underlying is needed. As the future is unknown, the best that can be done is an
educated guess on the future distributions. The various market participants base their
guesses on their individual beliefs and do therefore not necessarily agree completely
on the fair price. Thus, dynamic replication is model dependent in theory as well as
in practice. This is in contrast to static replication that can be model dependent in
practice (see Sect. 2.3) but often not in theory. For this reason, dynamic replication
should only be used to price contracts for which static replication is not viable. An
example of such a contract is the European call option which we discuss in detail.

We start by describing a naive dynamic replication strategy and explain why
it cannot be applied in practice. Motivated by the failure of this strategy, we
introduce a more sophisticated framework based on stochastic calculus. We show
how stochastic calculus can be used to price fixed-time payoffs and in particular
European call options. The resulting Black—Scholes formula is analyzed and the
concept of implied volatility is introduced. We then view the pricing on a more
abstract level and introduce the fundamental theorem of asset pricing and consider
the relation between PDEs and SDEs. The chapter ends with discussions of
convexity adjustments and dynamic replication of futures contracts.

3.1 Naive Replication of European Options

A naive attempt to replicate call options involves a portfolio that is empty if S <
KP,r and consists of one underlying S and short K zero-coupon bonds maturing at
T if S > KP,7. When the underlying crosses the level S = KP;; from below, the
underlying S can be bought by selling K bonds. If it crosses the level from above,
the K bonds can be bought back by selling the underlying, resulting in an empty
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portfolio. The strategy is worth (S — K)4 at maturity, so the replication appears to
be successful.

The replicating portfolio is worth (S — KP,r)+ at time ¢ and, in particular, it
is equal to 0 if S < KP;. Clearly, this cannot be true as there is a chance of S
exceeding K at maturity, implying a non-zero option price. To understand the flaw
in our argument, we analyze the f-dependence of S.

A study of historical time series of prices on financial products as equity stocks
or FX rates shows an erratic behavior of S as a function of ¢. In particular, it appears
that S(¢) does not have a well-defined (mathematical) derivative: (S(t + At) —
S(t))/ At is At-dependent even for small values of At. Actually, this behavior
makes sense intuitively because if S () had a well-defined derivative, the relation

S(t+ At) ~ S@t) + S'(t)At

would enable us to approximately predict the value of S(t + Atr) given only
information at the earlier time ¢. Compare with the situation where a cash sum
S(t) is invested in zero-coupon bonds. The value S (t)Pt;ﬂ_ A; Would then have
been obtained at ¢ + Af. Absence of arbitrage therefore implies that S(# + A¢) ~
S (t)Pt;ﬂ_ A;- Thus, instruments S not behaving like zero-coupon bonds can only
be included in our theoretical framework if we allow a 7-dependence such that the
derivative S’(¢) is ill-defined.

The fact that S(¢) does not have a well-defined derivative means, for example,
that when S crosses the level S = KP,; from below, we do not succeed in buying
exactly at the level, but only at a bit higher value. Similarly, we only succeed in
selling the underlying for a little bit too low value when it crosses from above.

Assume that the underlying is bought at KP,; + § and sold at KP,y — §. If
the underlying first moves up and then down, or vice versa, a loss of 2§ is made.
These losses accumulate during the lifetime of the option. Letting § — 0 to better
replicate the option does not save us from the losses because of the stochastic nature
of the underlying. For example, if modeling S with a Brownian motion, only an
infinitesimal amount is lost each time the level is crossed. However, it is well known
that if a Brownian motion crosses a level once, it does so an infinite number of
times in any open time interval containing the first crossing. The infinite number of
crossings of the barrier combined with an infinitesimal loss at each crossing sums up
to a finite loss. It means that our replication strategy is not possible either in practice
or in theory.

The price of a call option can be written as (S — KP,r)+ + g(K), where g(K)
is a measure of the cost of buying and selling when the level KPr is hit. If K is
very large or very small, the average number of hits is small and so is g(K). On the
other hand, for K close to P;'S, we expect many hits and g(K) must be large. We
conclude that the option price must be given by a bell-shaped positive function g(K)
centered somewhere around P,;l S and added to (S — KP,r) +. In the following, we
develop more advanced models to quantitatively determine the option price.
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3.2 Dynamic Strategies

Consider a strategy with initial amount V(¢ = 0) and such that for each time ¢,
A(¢, S) number of underlyings S is held and the rest of the amount is invested
in zero-coupon bonds P,r. To follow the evaluation through time, we first assume
that the portfolio is only restructured at times 0 = 7y < 7} < ... < T, <
T, = T. We let the portfolio contain A; number of underlyings S in [7;, T;+1)
and use the notation P;, for the 7; value of the bond maturing at 7,,. At Ty, the
portfolio consists of Ay underlyings and therefore V(7y) — AoSy worth of bonds,
i.e. (V(To) — AoSo) Py,! number of bonds:
V(To) = AoSo + ((V(To) — AoSo) Py,') Pon

= AoSo + ((V(To) Py, = AoFo)) Pon
The value of the portfolio at times 77, 7> and T is equal to

V(T) = AoS1 + ((V(To) Py, — AoFo)) Pua
= A1S1 + (Ao — AN Fy + (V(To) Py, — AoFy)) Py
V(D) = A1Sy + (Ao — A Fy + (V(To) Py,' — AoFy)) Pay
= M5 + (A=A + (Ag— ADFy
+(V(To) Py, — AoFo)) Pan
V(Ti) = (AkFx + (D=1 — D) Fe + (Ag—2 — D) Fr—1 + ...
+(A0 = AN Fi + (V(To) Py, = AoFo)) Pea
= (Ak—1(Fx — Fy—1) + Ap—2(Fi—1 — Fr—2) + ...
+A0(Fi = Fo) + V(To) Py,') Pr
k-1

& V(T0)/Prn = Y Ai(Fi1 — F)) + V(To)/ Pon
i=0

In the continuous-time limit, we obtain
t
V(l)/PtT = / AdF + V(t = 0)/P()T

0
which gives the following value fort = T':

T

V(T) = / AdF + V(t =0)/Pyr
0

The above equations indicate that it is more natural to work with the quotient U (¢) =
V(t)/ P than with V(¢). Thus, instead of quoting portfolio prices in dollar terms,
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we quote them relative to a tradable asset, in this case the bond maturing at 7. The
asset, in terms of which the prices are quoted, is called the numeraire. U is called
the forward value of the contract V just as F; = S,/ P, is the forward value of S.
In terms of the forward values, the value of U at T can be obtained from the trading
strategy (A, U(t = 0)) according to

T
U(T) = /0 AdF + U(t = 0)

The portfolio value generally depends on the path followed by F. We now restrict
ourselves to strategies that give path-independent values of the portfolio, i.e. U(¢)
depends only on F; and ¢, but not on the values assumed by F before 7. To analyze
such strategies, it is necessary to postulate the propagation of the forward F. We
make the assumption that I satisfies a stochastic differential equation (SDE):

dF[ = //L(Z, E‘)dt +U(l, F[)dW[

It means that during a small time step d, the value of F, changes by wu(t, F;)dt
plus a part that is proportional to a change dW, of a Brownian motion. The term
u(t, Fy) is called the drift while o(¢, F;) is called the volatility. This chapter
only considers continuous processes as the SDE above; the generalization to non-
continuous processes is the subject of Chap. 8.

The products of stochastic differentials are special because they are not zero as
for ordinary differentials. For example,

E[@W,)’] = E[(Wiar — W)?] = di

holds since W;, — W,, is normally distributed with mean O and variance , — ;. The
products (dt)? and dW,dt, and the variance of (dW,)? are all of higher orders in
dt. This suggests the use of the following product rule for stochastic differentials:
dW;dW, = dt, and all other differential products equal to zero. A rigorous derivation
of the product rule can be found in the Appendix.

Combining the product rule for stochastic differentials with Taylor expansion
gives the following change in a path-independent U during an infinitesimal time
step dt:

1
dU(t, F)) = U,dt + UpdF, + Eo(z, F))Ugpdt
This chain rule of stochastic differentiation is called Ito’s lemma. Observe that the
subindices on U denote partial derivatives while for F they denote a dependence

on ¢. Inserting the previous result dU = AdF in the above equation, we conclude
that a path-independent strategy has to satisty

A =Usr
1
U[ + EG(t’ FI)ZUFF =0
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The (parabolic) partial differential equation (PDE) in the second line is of funda-
mental importance for derivatives pricing and will be used repeatedly in the book.

For an example of a strategy with a path-independent portfolio value, assume
that the volatility has the form o (¢, F,) = oF, and consider U = Fg(t). g(t) can
be solved by inserting this expression into the PDE:

g+ éozk(k —1g)=0<% g(t) = g0)exp (—%ozk(k — l)t)

We then obtain
U(r) U(O)F ; ! S YVEEY;
F P\ T2

and
v | du

F U F
We see that the daily percentage increase of U is A times the increase in F. At each
point in time, the amount A F; = AU(¢) is held in the underlying, i.e. a multiple A
of the total portfolio amount. These leveraged strategies are particularly popular for
A equal to -3, -2, -1, 2 and 3.

To illustrate that the leverage strategies imply path-independent portfolio values
for the model with o (¢, F;) = o(t)F;, we simulate the underlying process over a
time period of one year. We use 500 paths, 100 time steps and assume that A = 2,
o(t) = 20%, u(t, F;) = F; - 5% and that interest rates are zero. We assume that
the initial values of the underlying and the portfolio is 1. Figure 3.1 displays the 1Y
value of the portfolio for various end values of the simulated underlying paths. Apart
from some numerical noise, the portfolio value only depends on the end value of the
simulation and not on the path that was taken. The figure also shows the strategy for

A=Ur=2%

3,5 1 -

34 - long-short strategy
+ leverage = 2 »

2,5 1
2
1,5 1

1

0,5 1

0

0 02 04 06 08 1 12 14 16 18 2

Fig. 3.1 Comparing strategies with path-independent and path-dependent portfolio values
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which A = 1 if the underlying value is greater than 1, and A = —1 if the underlying
value is less than 1. This strategy does not satisfy the above PDE and we therefore
expect the portfolio value to be path dependent. Indeed, it is clear from the figure
that the portfolio value cannot be written as a function of only the underlying value.

Observe that the drift part (¢, F;) does not enter the PDE. It means that the
question of whether a strategy leads to a path-independent portfolio value only
depends on the model via the volatility and not on the form of the drift. This
important fact is discussed in more detail in Sect. 3.8.

3.3 Replication of Fixed-Time Payoffs

We saw in the previous section how a future portfolio value U(T") can be computed
from a given initial value U(¢ = 0) and strategy A. We showed that if the strategy
is chosen so that U satisfies a certain PDE, then U(¢) depends only on ¢ and F;,
and not on the path followed by F. We now attack the reverse problem: how to
construct the trading strategy (A, U(t = 0)) that reproduces a given future payoff
U(T) = h(Fr) = h(St).

As U(T) = h(Fr), the strategy is path independent and the PDE of the previous
section must be fulfilled. We can therefore use U(T') = h(F7) as the final condition
for the PDE. As the PDE is of first order in time, this is sufficient information for
computing U(t, F;) for all t € [0, T]. Setting t = 0 gives U(t = 0) and taking the
F, derivative gives A.

The findings in this section can be summarized as:

If F satisfies the SDE

dF[ = //L(Z, E‘)dt + U(t, F[)dW[

then a payoff V(T) = h(Fr) can be attained by solving the PDE

1
U + EU(Z’ F)?Upr =0
Ut = T. F) = h(F)

and using the strategy V(t = 0) = PyrU(t =0)and A = Up = %—g.

3.4 The Black-Scholes Formula

We assume that any scaling AF, A > 0, satisfies the same SDE as the forward itself:

d(AF,) = pu(t. AF)dt + o(t, AF,)dW,
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Together with d(AF) = AdF, this scale invariance implies that o(z,AF) =
Ao(t,F) or o(t,F) = o(t)F for some F-independent function o(¢), and the
corresponding result for the drift.

Should the forward value change from F to AF, the scale invariance states that
a basket of 1/A underlyings propagates as the original forward value. This is not,
however, how financial assets behave. For instance, a substantial fall in the price of
an equity stock is often a sign of a weakness in the issuing company, which makes
investors nervous and leads to a higher trading activity and a higher volatility. This
behavior can be expressed mathematically as

o(t,AF) > Ao(t, F)

for 0 < A < 1. In Chap.5, we analyze SDEs that satisfy this, and related,
inequalities. For now, we restrict ourselves to the corresponding equality as a first
non-trivial attempt of derivatives pricing. We then have

dF ~ o FdW,

and F is then said to follow a geometric Brownian motion or a lognormal process.
We have chosen to omit the drift as it does not impact the pricing.

We assume, for simplicity, that the lognormal volatility o is independent of 7. As
we show in later chapters, the time-dependent generalization is straightforward. We
need to solve the following problem for European call options:

1
U[ + EUZFZUFF =0
Ut=T,F) = (F-K)4

The PDE is called the Black—Scholes equation and was originally derived in Black
and Scholes (1973). Using the transformation

U, F)= K¥(r,x)

with
T =0X(T —1)
x=F/K

leads to the dimensionless problem

1
\IIT — EXZ\IJXX =0
Y(r=0,x) =(x—-1)4

A transformation to a PDE with constant coefficients is possible by using Q(z,z) =
(7, x), forz = Inx:
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1 1
Qr+ -2, —=-Q,=0
+ ST 58
Q= 0.2) = (¢~ )4
Through the substitution
Q — eZ/Z—‘L’/S@
we obtain the heat equation:
1
P, —=-d, =0
2

O(r =0,2) = (7% — e‘z/z)Jr

The above problem can be solved by first focusing on the corresponding
equations for the Green’s function:

1

P — Epzz =0

p(t=0,27)=8z—-2)

It is then clear that
oo ) /
d(7,7) = / p(r.z, Z/) (ez 12 _ g2 /2) d7
oo +

satisfies the correct PDE and initial condition. The Green’s function problem can be
solved by using the Fourier transform of p:

1 o0 .
p(t,z2,7) = — p(r.k,2)e *dk
21 J o
w .
bk = [ peadied:
—00
As 0%¢7k = —k2e~ | the transformed PDE reads

1
be =—5k*p & pr.k.2) = e K2 p(r = 0,k.7)
with initial condition
o0 . 1
1’7\(_[ — O,k,Z/) — / S(Z_ Z/)elkzdz — elkZ
—00
It gives us

1 R . , 1 )
p(fv 2, Z/) = E/ e_sz/ze_’k(z_l )dk — znte—(z—z )2 /2t
—o0 /
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where the last equality can be verified by using calculus of residues or through tables
of Fourier transforms, see Gradshteyn and Rhyzik (2007).
Collecting the results, we obtain

1 o0 / / /
d(r,2) = — / ez )2 /2t (ez /2 _ o=z /2) d7
vV 0

1 —72/2t oo —(Z—(+7/2)%/27 ,(z+7/2)% /21
= e (e e

V2ntT 0

e @ t/0)?/2t (/2 /zf) d7

— 1 e—z2/2r (e(z+r/2)2/2r /OO e—z’2/2d2/
V2 —(z+1/2)/ /T

T2 / - 12 Z/)
/)T

oo 1) (G- 19)

where the cumulative normal function is defined by

1 : 2
NGE) = — —2q
(Z) VZJT /;oo ¢ Y
We finally arrive at
Q(r,2) = eZ/Z_T/SCD(t,z) — ¢*N £ 4 lﬁ - N L lﬁ
JTo2 JT2
= U(t, F) = KQo*(T —1),In(F/K))

=FN(d+)—KN(d-), d+= M + lcr T —t

T —1t

which is the celebrated Black—Scholes formula. With spot values, the formula takes
the form

_ In(S/(PrK))
oT —t

In the same way, with the terminal condition U(t = T, F') = (K — F)4, we obtain
the Black—Scholes formula for put options:

1
V(t,S) = SN(dy) — PirKN(d-), ds + JoVT —i

U(t, F) = KN (—d_) — FN (—d)
V(t.S) = PirKN (—d_) — SN (—d4)
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3.5 Analysis of the Black—Scholes Formula

To analyze the Black—Scholes formula, we first note that, due to put-call parity, it is
possible to only consider call options. We use U (w, x) = U(F, K, t,T,c)/K with

w =0T —t
x =F/K
to obtain a dimensionless formula:
- In x 1
Uw,x)=xN({d+)—N(d-), de=—= Ea)
w

where x,w € (0,00). This expression is easy to analyze as it depends on only
two variables: w and x, instead of the traditional six: S, K, ¢, T, 0 and P,;7. The
dimensional reduction is possible as the option price has a similar dependence on
many of its variables. For instance, an increasing maturity has the same effect as an
increasing volatility.
U has the asymptotic limits
U(x —0) >0
U(x — 00) = x—1
Uw—0) —> (x—1)4

U(w — 00) = x

and by using the relations

0;—];[ =n(x) = le_ne_xz/z
Z—z = —xn(x)

% =1/xw

% = —ds/w

n(d-) = xn(dy)
we obtain the lowest-order partial derivatives:

- dd dd_
U, = N(d) + xn(d+)d—x+ —n(d-)——==N(ds) >0
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- dd dd_
U, = xn(d+)d—; —n(d-) = =n(d-) >0

- dd 1
O = n(d)— = = —n(ds) > 0
dx xXw
~ dd d_
O = n(dy)— - = ——n(dy)
w w

dd_ dyd_
Uuo = —~d-n(d-)—= = =
w

n(d-)

1)

From these expressions, we conclude that the Black—Scholes formula has the correct

asymptotics and satisfies the necessary constraints derived in Sect.2.4. The only

partial derivatives of order 2 or less that have zeros are
ljm=0<:>a’_=0<:>>x=e’”2/2

ﬁww=0<:>di=0<:>x=ei“’2/2

It follows, in particular, that

~ 1
max U, (v, x) = —= max(x, 1)
[

V2

To visualize the Black—Scholes formula, consider the graphs in Fig. 3.2 where
one of the parameters is fixed while the other is varied. Observe that for increasing
w, the price grows from the intrinsic payoff (x — 1)+ to the value of the forward
x. Thus, an increasing volatility, or an increasing time to maturity, leads to a higher
option value. An increasing x gives a call option price that grows from zero to the
value of the forward x. This means that the call option price increases with higher
values of the underlying while it decreases with the strike.

A typical volatility of a financial asset is in the order of magnitude of 20% but
can be as low as a few percent or as high as 100%. The maturity of an option is
typically from a few weeks up to 20 years or so, but is usually around a couple of
years or less. Thus, a typical value of w is in the order of magnitude of 0.2. As we

h
<

Fig. 3.2 Dependence of the normalized Black—Scholes formula on its variables
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see examples of later in the book, such a small value opens up for the possibility to
make a perturbative expansion of the option price in terms of .

3.6 Implied Volatility

The Black—Scholes formula depends on the contract specific parameters K and
T, today’s date ¢, the current value of the underlying S, the volatility o and the
discount factor to maturity. The numerical values of these variables can be found in
the contract specification and from the market data. The exception is o, which can
be estimated from, for example, historical data together with a certain belief of the
future up to the maturity of the contract. As o is the only variable that is not directly
observable, the Black—Scholes formula can be viewed as a transformation between
the volatility and the price. The transformation is invertible as the price increases
with the volatility. Thus, given a call option price, the volatility can be determined.
Unfortunately, no closed-form formula exists and an approximate function or a root-
finding routine is necessary.

Using the one-to-one correspondence between prices and volatilities, options can
be quoted in terms of volatilities. Indeed, this is the market convention and the value
Oimp Of the volatility that gives the market price is called the implied volatility. The
market convention is to use the actual/365 day-count convention, see Sect. 13.1. In
order to differentiate between the implied volatility and the volatility appearing in
the SDE, the latter is usually referred to as the local volatility. When it is clear from
the context which of the two types of volatilities is meant, we refer to them simply
as volatilities.

For a more detailed discussion of implied volatilities, consider two call options
with different strikes, but with the same maturity, for which we back out the implied
volatilities from market prices. These volatilities should be identical according to
the Black—Scholes model, but in reality we find that they are different. Indeed,
the Black—Scholes model is nothing but a model and the real world does not
necessarily behave accordingly. It means that the implied volatility is a function
of the strike. The same statement holds when the maturity is varied, which gives
Oimp = (Timp(T, K)

At first, it seems as we have gained nothing from the Black—Scholes model: we
started with prices V (T, K) that depend on the strike and maturity and we ended
up with implied volatilities oimp(7, K) that depend on the same variables. The
usefulness of the Black—Scholes model can be seen by assuming a flat volatility
surface: Oimp(7, K) = 0Oimp. We then obtain reasonable option prices with correct
asymptotics and without violating the no-arbitrage conditions. If, on the other hand,
we had assumed that V(7, K) is independent of the strike and maturity, non-sense
results would have been obtained. Furthermore, the price surface V(7, K) has a
complex shape while the volatility surface oimp(7, K) is much flatter. It is therefore
often simpler to base more advanced option models on the volatility instead of



3.6 Implied Volatility 31

directly in terms of the price. The Black—Scholes model is also useful because it
gives us information about how to risk manage options, see Sect. 4.3.

The fact that the implied volatility is not constant means that it contains market
information that is incorrectly modeled or overlooked by the Black—Scholes model.
For instance, equity stocks are typically observed to become relatively more volatile
after a fall in the value. This increase in volatility has the consequence that call
options with low strikes must be priced with a higher volatility than call options
with high strikes, i.e. the implied volatility curve for equity options decreases with
increasing strikes. An implied volatility curve is said to be skewed if it tilts in a
region containing the ATM point.

A similar scenario occurs in the FX market: if an FX rate drops substantially, the
volatility typically increases. If, on the other hand, the FX rate has a sharp upturn,
the inverse FX rate drops, which should again lead to an increase in the volatility.
Observe that this kind of symmetry argument does not exist for an equity stock as we
expect the currency buying the equity stock to be much more stable than the stock
itself. We conclude that implied volatility curves for FX often have a minimum close
to ATM. Implied volatility curves with this shape are said to have a smile.

Please note that we have only given single reasons why implied volatilities have
a skew for equity options and a smile for FX options. The reality is much more
complex and there are several explanations for the non-flatness of the implied
volatility surface, including the fact that hedging is only done discretely in time,
a non-zero correlation between the underlying and the volatility, transaction costs
from bid-offer spreads, supply and demand considerations, fat tail probability
distributions, etc. There even exist situations for which equity options have implied
volatilities smiles and FX options have implied volatilities skews.

Because of put-call parity, adding KPyr — S to the call option price
V(oimp(T, K)) gives the put option price with the same strike and maturity. As
the Black—Scholes formula fulfills put-call parity when the put volatility equals the
call volatility, oimp (7, K) is the unique volatility in the Black—Scholes formula that
gives the correct price for put options. We therefore conclude that the value of the
implied volatility oimp (7, K) is independent of the option type.

Since the Black—Scholes formula can be interpreted as a transformation between
the price and the implied volatility, the latter depends on the current time ¢ and the
forward F (or the spot §) as well as on K and T'. As the option price is very sensitive
to changes in F, it is important to model the implied volatility surface to reflect the
market behavior when F changes.

A particularly simple class of models, the sticky-strike models, assumes that the
implied volatility surface is independent of changes in F. The fact that this model
type is in disagreement with typical market behavior can be understood from the
example of an implied volatility smile with the minimum located at the ATM point.
A changing forward then means that the minimum moves away from the ATM point.

An alternative class of models, the sticky-delta models, assumes that the
implied volatility depends on K and F only through the combination K/ F: Gimp
(T,K;t, F) = oimp(T, K/ F,t). To understand the behavior of these models when
the forward changes, assume that today’s volatility curve is given by g(K) for
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the maturity 7. The implied volatility curve that matches these prices is given by
Oimp(T, 2, t) = g(Fz). After this calibration of the curve, let the time go and revisit
the model at a later date, when the forward value equals F.A sticky delta model
then predicts the volatility curve

- . F
Uimp(Ts K,Z, F) = Uimp(Ts K/th) = g (FK)

from which we conclude that the implied volatility curve slides along with the
change in the forward.

In reality, the dynamics (i.e. the dependence on F') of the implied volatility curve
are often somewhere between that of sticky strike and sticky delta. The dynamics
can be estimated by analyzing historical data on option prices.

3.7 Relations between PDEs and SDEs

In Sect. 3.2, we started with an SDE for the forward and derived a PDE for the
derivatives price. This indicates a close connection between SDEs and PDEs, which
we now analyze in more detail.
Let X be a process that satisfies the SDE
dX = p, X)dt +o(t, X)dW,
and denote by p(T, x;t, x)d y the probability that X7 is in a small interval [y, y +

d ] conditional on X, = x. p is called the Green’s function of the process and was
previously encountered in Sect. 3.4. p satisfies the Chapman-Kolmogorov equation

p(T, it x) = /p(T, xit' . xXp@. X't x)dx!
for any ¢’ between ¢ and T'. For an arbitrary function /(x), set
8(t.0) = EWCXn)] = [ hen)p(T.xrit s
Ito’s lemma gives
1,
dg(t. X(1)) = (8¢ + pgx + 507 gxx)dt + 0gxd W,
As g is the expectation of a function, it cannot have any drift, i.e. the d¢ term must

be zero:

1
8t + 18x + Eo-zgxx =0
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h being arbitrary implies that

1
Pi + Upx + Easzx =0

From this PDE in the backward coordinates (¢, x), the Chapman-Kolmogorov
equation can be used to derive a corresponding PDE in the forward coordinates

(T, 0):

0
0= &p(T,){;t/,x/) = / 8% (p(T, xst,x)p(t,x:1',x")) dx

_/ (Z ‘l‘/ /) J ]282 (T t )
- p 7-x7 7-x ax 20- 3 2 p X X

+p(T)(tx) p(txt x))

1 2
/p(T)(,tx) 8 i,u——a—a p(t,x:t', x"dx
0x 2 dx2

where the derivatives on the right-hand side acts on everything to the right of them.
Let us summarize the results obtained so far:
Let X satisfy the SDE

dX = pu(t, X)dt + o(t, X)d W,

and let p(T, y;t, x)dy denote the probability that X is in a small interval [y, y +
dy] conditional on X; = x. Then the following relations must be satisfied:

e Chapman-Kolmogorov Equation:
p(T, y;t,x) = /p(T, ot XD p x't,x)dx', e, T)
e  Backward Kolmogorov Equation:

1
Dt + MPx + Egszx =0

» Forward Kolmogorov (or Fokker-Planck) Equation:

9 1®

TP — 5550 p=0

pr+ ax 2 0y?
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We conclude that the following two problems have the same solution:

)&+ x)gs + %G(tvx)zgxx =0
gt =T,x) = h(x)
2.g(t,x) = E[RX(T))|dX = u(', X(t")dt' + o', X(t")d Wy, X(t) = x]

In the derivation of this statement, g(¢, X(¢)) could have been replaced with
g(t, X(1)) exp(— [Ot r(u, X(u))du) and h(x) with h(x)exp(— fOT r(u, X(u))du).
The result is a well-known theorem:

Feynman-Kac Theorem: The two problems below have the same solution.

L) & )g + %U(va)zgxx —r(t,x)g =0
gt =T,x) = h(x)
2. g(t.x) = E [h(X(T))e I rtwtri
dX = (', X(@")d' + o', X(t")dWy, X(1) = x|

3.8 The Fundamental Theorem of Asset Pricing

In Sect. 3.2, the process
dFt = /;L(t, E)dt + G(t, F[)dW[

lead us to the derivatives-pricing problem

1
U + EU(Z’ F)*Upr = 0
Ut = T. F) = h(F)

According to the Feynman-Kac theorem, this problem can alternatively be solved
by
U = E[h(F)]

where the expectation is taken under the SDE
dF; = o(t, F;)dW,

The original SDE for F has thereby been turned into one that lacks drift.

We now consider measures Q that assign different probabilities to events than
the real-world measure P. It is well known that the drift, but not the volatility, of an
SDE is affected when changing measure from P to an equivalent measure Q, see
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the Appendix. In fact, for any given SDE, there exists a measure that cancels the
drift.

As derivatives pricing can be done by eliminating the drift of the SDE for the
forward, the above discussion indicates a connection to measure changes. Indeed,
the pricing of derivatives can be interpreted as a transformation from the real-
world measure P to the measure Q in which the drift vanishes. The forward of the
derivatives price can then be computed as the expectation of its value at maturity.
As the underlying forward is driftless, it is also equal to the expectation of its
future value: F;, = E,Q[F,/], t" > t. Processes with the property that they are
equal to the expectation of their future values therefore play a fundamental role
in derivatives pricing. This type of processes are called martingales. We conclude
that the tradables of concern to us, i.e. S and V, are martingales in the Q measure
when quoted relative to the numeraire P;r.

The above discussion can be generalized to encompass several underlyings
and an arbitrary numeraire: for a given set of tradables {S’} and a tradable N,
the numeraire, there exists a probability measure Q under which {S'/N} are
martingales. It can be proven that the existence of Q is a consequence of the
absence of arbitrage in the market. The converse is also true: if there exists a
measure under which {S?/N} are martingales, then the market must be arbitrage
free. The equivalence between absence of arbitrage and the existence of a martingale
probability measure is called the fundamental theorem of asset pricing. If limiting
ourselves to measures only associated with the stochastic information in {S’} and
N, it can be proven that Q is unique.

To explain the intuition behind the fundamental theorem of asset pricing, assume
that time is discrete with a single time step from O to 7" and that the market only
consists of two assets, S' and S2, where we let the latter be the numeraire, N = S2.
The fact that the market is arbitrage free implies that there exists an event with non-
zero probability in the real-world measure P such that S'/N > 1 at 7. Similarly,
there exists a non-zero probability event with S' /N < 1 at T'. By assigning different
probability weights to the events it is clearly possible to construct a probability
measure Q under which S'/N is a martingale.

For the reverse statement, assume that S'/N is a martingale in a measure Q
equivalent to the real-world measure P. Unless S| equals N with probability one,
there must exist an event with non-zero probability in P such that S'/N > 1, or
equivalently such that S| > S,. Similarly, there must exist an event with non-zero
probability such that S; < §,. We conclude that the market must be arbitrage
free. The generalization of the proof of the fundamental theorem of asset pricing
to continuous time and several assets is more mathematically challenging but the
principle remains the same.

The bond P, 7 is the most common choice of numeraire when pricing a derivative
that has a payment at a single point 7" in time. The reason for this choice is that
the value of the numeraire becomes particularly simple at ¢t = 7: Prr = 1.
The corresponding martingale probability measure is called the forward measure.
Another popular numeraire is the money market account, defined as a continuous
reinvestment into the short rate. It means that $1 invested at # = 0 has the time T
value
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(1 + ro80) (1 + rse80)(1 + rag1) ... — elo ruds

The corresponding martingale measure is called the risk-neutral measure. This
measure is identical to the forward measure when interest rates are deterministic.

The fundamental theorem of asset pricing provides us with a bit faster route
to price derivatives compared to what was done in the Sect.3.2. By working in
the martingale measure Q, F has only a diffusion part and we never have to be
concerned with the drift. We do not have to set up a hedging portfolio to do the
pricing as we know that U is a martingale and the price is equal to the expectation
of the time T value. Furthermore, if the volatility needs to be estimated from, for
instance, a historical time-series analysis, then this is possible as only the drift is
affected by measure changes.

3.9 Expectation of Non-Linear Payoffs

We have seen that derivatives prices can be calculated through expectations. To
prepare for calculations later in the book, we collect some useful approximative
results regarding the computation of expectations.

The expectation of E[h(F7)] is trivial if A(F) = 1. As the forward F is a
martingale, F; = E,[Fr], the computation is also trivial if #(F) = F. It remains to
compute the expectation for non-linear functions /. The fact that the computation is
simple for linear functions suggests that we should make use of Taylor expansion:

Elh(Fr)] =~ E [h(ﬁ) + W (F)(Fr — F) + %h//(ﬁ)(FT - F)z}
= h(F)+ W (F)(F, — F) + %h”(ﬁ)E [(Fr — F)?]
With F = F,, the equation becomes
El(ED) ~ h(F) + 3H'(F)E [(Fr — F)’]
Using

Var(Fr) = Var(Fr — F,) = E [(Fr — F,)*| - E[Fr — F)* = E[(Fr — F.)*]

we arrive at |
E[h(Fr)] ~ h(F,) + Eh”(Ft)Var(FT)

As h is often a convex function, the second term on the right-hand side gives
the lowest-order contribution coming from the convexity. This is called the
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(lowest-order) convexity adjustment and we observe that it is proportional to the
variance of the underlying. Higher-order contributions to the convexity adjustment
can be added by using more terms in the Taylor expansion.

The situation is sometimes the reverse when E[h(Fr)] is known and E[F7] is
sought. This can be handled by using F = F, with

h(F) = E[h(Fr)]
leading to
L)

E[Fr]~ F, — =
[Fr] ~ Fi 2 W (E)

E[(Fr — F)’]
Consider then
- - 2 - 2
Var(Fr) = Var(Fr — ) = E[(Fr — F;)’] - E [Fr - F]
~ E [(Fr — F)?]
where the lowest-order approximation of E[Fr] was used in the last step. We obtain

LR'(F)
20(F)

E[Fr] ~ F, — Var(Fr)

It is well known that by using a number £ between F; and Fr, the Taylor
expansion can be made exact:

h(Fr) = h(F,) + W' (F))(Fr — Fi) + %h”(é)(FT ~F)

If 1 is convex and F; = E,[Fr], Jensen’s inequality follows by taking expectations
of both sides:
Elh(Fr)] = h(E[FT])

3.10 Futures Contracts

We have so far seen how dynamic replication can be used for modeling European
options and other products with fixed-time payoffs. Later in the book, we discuss
many more product types that can be priced with this technique. A particularly
common product type to which dynamic replication can be applied is the futures
contracts, which is the topic of this section. The arguments in this section are not
limited to futures contracts but also apply to any over-the-counter (OTC) contract
(i.e. non-exchange traded products) for which a clearing house offers themselves to
be a central counterpart.
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To describe the purpose of futures in financial markets, we first recall some of
the main features of the closely related forward contract. Holding this contract gives
as much exposure to the underlying as if the underlying itself would have been
bought. As V(¢) = 0 at initiation, it is possible to obtain a non-zero exposure for
a zero initial cost. Needless to say, this feature is attractive to speculators. At the
same time there is a risk that one of the counterparties fails to satisfy the obligations
at maturity, should the market move unfavorably. One of the advantages of futures
contracts is that much of this credit exposure is eliminated. As we see below, futures
contracts retain many of the attractive features of forward contracts but offer only a
small credit risk.

Just as for a forward contract, a futures contract is an agreement to exchange an
underlying S for a cash amount F’ at T'. The futures price F’ is the fair price, but it
is determined in a different way than the forward. If the futures price moves from F/
to F/, s, from one day till the next, a variation margin payment F,, ; — F/ has to be
made between the counterparties. This daily settlement reduces the credit exposure
and it leads to a futures price F’ that for short maturities is close to the forward price
F. For longer maturities, on the other hand, the price difference can be substantial.

There are several practical differences between forwards and futures. For
instance, futures contracts are exchange traded and the payments and credit
exposure are through a clearing house. The credit exposure is further reduced
by an initial deposit, the initial margin, from each counterparty to the exchange.
From a modeling and pricing perspective, however, we are mainly concerned with
the effect of the daily settlement. The implication is that a futures contract always
has zero value after the settlement has been made. This is in contrast to a forward
contract that is worth S; — Fy P;r at ¢ (disregarding the credit impact on the pricing),
where Fj is the strike price determined at initialization t = 0.

We follow Cox et al. (1981) and determine the fair price F’ when daily
settlements are made. For this purpose, consider a portfolio U with initial value
F; = F/_,. Let this amount be invested in the money market account from today
t = 0 to tomorrow ¢ = §t. If the continuously compounded interest rate for this
period is rg, the investment yields the amount e8! F(; at t = 48t. Assume that we
also invest in, at zero cost, e futures contracts. If the futures price equals F’ 1’
at 81, the daily settlement requires a payment of e’°% (F/ — F;). The portfolio is
therefore worth U; = e’ F, [ at §¢. We proceed in the same way by investing the
amount U; in the money market until # = 28¢ and enter e"1% 0% — ¢70% more
futures contracts, where r) is the interest rate for the period [6¢, 25¢). As we already
had "% contracts, the total number of contracts held is e"0+"% The portfolio
is therefore worth U, = e(0Fm)¥ Fj att = 26t. Repeating the procedure up to
maturity gives the amount Uy = el rdt S as Fj = Sr.

The above argument implies that today’s price of a payment ebe rdt S at T equals
the futures price Fj at ¢t = 0 as the portfolio U that replicated the payment had

this initial value. Alternatively, the payment can be priced under the risk-neutral
measure:

F,=Uy=E [UT/efoTrdt] = E[Sr] = E[Fy]



3.10 Futures Contracts 39

from which we conclude that the futures price is a martingale under the risk-neutral
measure.

To compare futures and forward prices, we price a forward contract under the
risk-neutral measure. The forward Fj is then given by

0= E[(Sr— Fo)/el '] = E [Sye™ 07| = RyE [ Prr/el ]
= E[Sreh ]~ Fopor
& Fy=PRE [Sre_fOT rdt]

The corresponding computation in the forward measure would, of course, show that
the forward is the expectation of the spot value at maturity, i.e. forward prices are
martingales in the forward measure. We obtain the relation

F; = E[S7] = Fo + E[S7] — PO—TlE [STe—./;)Trdt]
= Fo+ E[Sr] - Py’ (COV (ST, e~ o rdr) +E[SHE [e-./;,T rd,])
= Fy— Py;'Cov (ST, el rdt)

We see that the difference between the futures price and the forward price is
determined by the covariance between the underlying and the inverse money market
account. In particular, the prices are equal if interest rates are deterministic. For T

not too large, e_fg rdt ig close to one and its volatility is therefore small. Thus,
the difference between forward and futures prices is most pronounced for long
maturities. As the covariance between two variables is independent of the measure,
see Appendix, the covariance can be measured in the real-world measure, for
example, by a historical analysis. The correction term needed to price a futures
contract from the linear instrument of a forward contract is called a convexity
adjustment.

There are a couple of practical aspects that often affect the price difference
between forward and futures contracts more than that of the convexity adjustment.
For instance, the forward price needs to include a premium for the counterparty risk.
For the futures contract, on the other hand, there are certain costs associated with
the trading. For example, although interest rate is paid by the clearing house on the
collateral it is not always the best rate that can be found in the market. There are also
fees that need to be paid to the clearing house. Companies therefore often prefer to
use forward contracts if they consider their counterparty bank to be safe.

An option on a futures contract pays (F, % — K) 4 at the maturity T of the option.
Assuming deterministic interest rates, the futures price is equal to the forward price,
meaning that the option can be priced with the techniques that were used earlier in
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this chapter. The general case can be solved by working in the risk-neutral measure,
see, for example, Sect. 12.3.

3.11 Settlement Lag

When purchasing a financial asset V, the payment does in general not take place
today ¢ but at a later date ¢’. The payment date ¢’ is defined in the contract
specification as a certain number of business days after the trade date. The number
of business days between the two dates is called the settlement lag and is typically
equal to 0, 1, 2 or 3 but can also be much longer. The corresponding date ¢’
is referred to as the settlement date. Each financial market has its own standard
convention of the settlement lag that is used unless stated explicitly. The settlement
date is then referred to as the spot date. As we mainly consider standard contracts,
we use the terminology spot date and settlement date interchangeably.

The contract calendar that classifies days into business days and holidays does
not have to coincide with the holiday calendar of a specific country. For instance, an
exchange can define its own calendar that can be different from the calendar of the
country in which it is located. Another example is the farget calendar which relates
to the Euro zone and does not exactly coincide with the calendars of the member
countries.

A payment date for a product can either be given explicitly as a date or indirectly
via a tenor, i.e. a time period, which usually extends from the spot date. For example,
a 1M forward contract traded on April 13 has spot date 15 April (assuming no
holidays between these dates and a 2 day settlement lag) and the payment takes
place May 15. As payments cannot take place on holidays, it might be necessary to
holiday adjust the payment date with the contract-specific calendar to the following
or the previous business day. In the former case the payment could end up the next
month should the spot date be located in the end of the month. This can be avoided
by using the previous convention in this particular instance. The resulting holiday
adjustment is the most commonly used. It is called modified following. Similarly,
modified previous is defined by using the next business day should the previous
business day be located in the preceding month.

If the spot date is one of the last dates in a month, it might be necessary to
compute the payment date from the last date in the forward month. For instance, the
payment date of a IM forward contract with spot date January 30 is determined by
applying the holiday adjustment to the last day in February, i.e. 28 (non-leap year)
or 29 (leap year).

If the spot date is the last business day of a month, the end-of-month rule is
sometimes used. It means that the payment date is the last business day in the
forward month. For example, assume that the spot date is April 29 and that the next
day is a holiday. The 1M forward date is then the holiday adjusted date obtained
from May 31.
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Forward contracts are often cash settled, which means that the amount S — K is
exchanged between the counterparties instead of performing the actual purchase of
S by K. Just as there is a settlement lag between the trade date ¢ and the spot date
t', there is a lag between the date T when S is read off from the market and the
date T’ when a forward contract pays S — K. The fixing date or reset date T is the
date that has T’ as its spot date. If there can be more than one date that has 7" as
its spot date, as for FX markets, it is custom to let 7' be the earlier of these dates.
We conclude that the reset date cannot be obtained directly from the trade date but
needs to be computed via the spot date and the payment date.

The above construction of dates is standard and does not only apply to our
illustrating example of forward contracts. For instance, a 6M European call option
pays (St — K)+ at the holiday adjusted date 77, 6M from the spot date, where T is
the earliest date with spot date 7. For option and forwards, the date T is referred to
as the expiry or maturity and T as the delivery date.

When entering a contract at the trade date 7, the amount V; that needs to be paid
at the spot date ¢’ is called the price of V' at ¢. If it were possible for a customer to
make an upfront payment, the fair amount would be D,/ V;, where D is the discount
factor. We refer to this amount as the value of V' at 7. Thus, in our terminology, the
value of a contract is different from the price when the settlement lag is non-zero.
The price P,7+ of a zero-coupon bond is therefore equal to D,y := D77/ D, and
does not coincide with the discount factor D, 7, defined as the 7-value of a payment
of $1 at 7', which explains the change of notation in this section.

Most often, only the price is of concern. For example, traders are not interested
in having values displayed on the trading screen but only want to see the prices as
this is what they quote their clients. For a quantitative modeler, on the other hand,
it is important to be aware of the difference between these concepts. For instance,
even though a certain number of settlement days might be the practice in a specific
market, there can be products that violate this convention, e.g. overnight deposits in
interest rate markets and cash deals in FX markets.

To explain the impact of the settlement lag on derivatives pricing, we start by
considering a forward contract that pays S7 — K at the payment date 7. To replicate
this payment, S must be bought today and sold at 7" at the same time as we go short
K zero-coupon bonds maturing at 7”. This requires an initial cost of S; — K P,/ to
be paid at the spot date ¢”. We conclude that the forward price equals F; = P71S;.

A derivative can have a different settlement lag than the underlying. To illustrate
the consequences of different lags, consider the (unrealistic) example when the
forward market has zero lag. The pricing then involves a payment of Sy at 7', which
through inverse discounting is equivalent with a payment D IT,S 7 at T’. This latter
payment can be approximately priced by assuming deterministic interest rates (or
that they are uncorrelated with the underlying), meaning that the contribution from
the discount factor can be read off from today’s yield curve. This approach is for
obvious reasons not possible when the underlying is an interest rate product and this
instance is dealt with in Sect. 13.4.

We now consider an option V' that pays (S — K)+ at the payment date 7’. We
assume that the option market and the underlying market have equal settlement lag.
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We also assume that interest rates are deterministic, which means that the discount
factor between two future dates is independent of today’s date.

To reconnect with the option pricing techniques discussed earlier in this chapter,
we introduce hypothetical zero-lag contracts S and V' that have the same values as
S and V. The prices are then related by S, = D,S; and V, = D,/ V,. We have

Vi = DrpVr = Drp/(St— K) 4 = (St — K)+
where K = D77/ K. According to Sect. 3.4, the price is

_ /PR 1

V(t,S)=SN(d+)—D,rKN d-), d T—t
(t,8) = SN (d+) — Dir KN (d-) + VT 5
which implies that
ln(S Dy /K) 1
V(I,S) = S;N(d+) — Dy KN (d—)a dy = % + 50 T —t

Thus, the settlement-lag effect on option pricing is that the discounting needs to be
done from T to ¢’ instead of from T to ¢. The volatility, on the other hand, still
needs to be measured from 7 to T'.

To obtain as simple formulae as possible in the book, we have chosen to only
include the effect of the settlement lag in this section. It is, however, important to
account for the settlement lag for liquid vanilla products as the impact can exceed
the bid-offer spread. For exotics, the lag is of less importance, but as it is simple to
account for, we recommend financial modelers to include it in the pricing, not the
least to obtain agreement between exotics and vanillas in limiting cases.
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Chapter 4
Derivatives Modeling in Practice

This chapter covers general derivatives modeling questions such as:

e What do the various market participants expect from a derivatives model?
¢ How can the model variables be determined?

¢ How should a model be used?

e What are the model limitations?

¢ How should a model be tested?

To avoid too abstract a discussion, we frequently narrow down the subject to the
pricing of European call options within the Black—Scholes model. We assume, for
simplicity, that interest rates are zero, implying that F = §.

We start the chapter by considering the incentives of the various participants in
the derivatives market. That provides us with an understanding of the demands on
models and how they should be used. We then review various calibration techniques
followed by a section on hedging. We discuss model limitations and round off the
presentation with an overview of model testing methods.

4.1 Model Applications

To illustrate the various application areas of a derivatives model, we first discuss
the motivation for trading derivatives. One of the main uses of derivatives is for
speculation. Consider, for example, a portfolio consisting of S/V European call
options V. The portfolio is worth as much as the underlying itself, but changes
to lowest order by S/ V VsdS when the underlying changes by dS. As the leverage
S/ V Vg is greater than 1, the exposure to the underlying has increased by purchasing
call options instead of the underlying itself. In the Black—Scholes model, the
leverage is an increasing function with limits 1 for K — 0 and oo for K — oo.
This spectrum of the leverage makes options ideal for speculative purposes.
Derivatives can also be used to reduce the risk that comes from price fluctuations.
For instance, a copper mining company can protect itself from a fall in the copper
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price by entering futures contracts or by purchasing put options. Because of the
leverage, it is possible to reduce the risk for a limited cost. A strategy that results in
the reduction of the risk to a financial variable is referred to as a hedging strategy.

The hedging with and speculation in derivatives opens up for another type of
market participants: the derivatives sellers. The sellers are mainly banks dealing
with derivatives to supply the demand by the hedgers and speculators. They do not
want to be exposed to any risk themselves and therefore hedge derivatives by going
long the replicating strategy predicted by their models (Fig. 4.1).

There are several reasons why the hedgers and speculators do not go long the
replicating strategy themselves. For example, they might not have the interest as
it takes them off their core business area. Another reason is the various demands
necessary for a successful replication, including the know-how, the access to
market places and a trading platform. It is also important to have the volumes
required for liquid trading and contacts with counterparties that might be interested
in taking the opposite position of the deal. Furthermore, there is a risk of an
unsuccessful replication because of human error, system faults, bad choice of
modeling assumptions, etc.

A derivatives model results in an analytical or numerical expression of the price
in terms of the model variables, for example ¢, S and o. The (mathematical)
derivative of the price with respect to these variables measures the sensitivity of
the model, which can be used to compute the market risk. Market participants can
be interested in only the price, only the risk or both the price and the risk. Let us now
look at what the different market participants expect of a derivatives model under
various circumstances.

Any derivatives model useful to a hedger should obviously take into account the
original market risk, i.e. the exposure that the hedge should reduce. As the nature
of this risk is different from business to business, it is impossible to apply a general
model in this situation.

For the seller of a derivative, the problem is more isolated and a general
derivatives model can often be applied. The model is used in fundamentally different
ways depending on whether the derivative is quoted or not in the market. If it is
quoted, the model needs to be calibrated to the market price and should be used
for hedging purposes, i.e. for the construction of the replicating portfolio. In this
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instance, the risk of the model is the important component as it states how the
derivative should be hedged. If, on the other hand, the price is not quoted, neither for
the derivative under consideration nor for any related derivative, the model variables
cannot always be calibrated but need to estimated, for example, by a time-series
analysis of the underlying. In this situation, both the risk and the price are important.

The situation is often somewhere between the two extreme cases above, i.e. there
is no quote for the specific derivative that is going to be sold, but only for related
derivatives on the same underlying, for example, with different strikes or maturities.
The model can then be calibrated to the quoted derivatives by either matching the
quotes exactly or approximately, e.g. through a least squares fit. In this instance,
the pricing is simply an interpolation (or approximate fit) and is not as important,
i.e. model dependent, as the risk. An approximate calibration of derivatives quotes
can also be used by a speculator to identify cheap and expensive derivatives in the
market, meaning that the price of the model is of major importance.

The model price can be important even for derivatives quoted in the market.
Consider, for example, the situation when 3M options are liquidly traded and we
buy one of those. Viewed from the day of purchase, the model price is not important
as the correct price can be found in the market. Later on, on the other hand, the
option has a maturity below 3M and then it is no longer possible to read off its price
from the market. Even though we might not be interested in selling the option to a
third party, it is still useful to provide a valuation. For instance, it is often necessary
to have a measure of the credit exposure towards the counterparty.

A typical situation is that the bank that sells a derivative knows some other bank
that quotes better prices. The bank can then make a back-to-back deal, which means
that the derivative is simultaneously bought from another bank and sold to the client.
The original bank then acts as a broker. Back-to-back deals are often made between
local banks, with strong relationship to the industry of their country or region, and
investment banks in the major trading centers New York, London and Tokyo, but are
also common between investment banks. The model price of a back-to-back deal
is unimportant at the trade date as it is provided by the counterparty bank. At later
dates the model price becomes important for the measurement of the credit exposure
toward the two counterparties. The market risk is less important as two opposite
positions have been taken. For this reason, local banks are sometimes exclusively
interested in model prices.

4.2 Calibration

A derivatives model depends on three types of variables: contract specific such as
K and T for an option, observables such as S and ¢, and unobservables such as ¢ in
the Black—Scholes model. To be able to use a model, the unobservable variables first
need to be determined. This can be done either by backing them out, i.e. calibrating
them, from market data on derivatives or by estimating them, for example, from
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a historical analysis of the underlying. The latter approach can, of course, only be
pursued if there is a financial interpretation of the model variable.

Care needs to be taken when estimating the variables as the price is then be
heavily dependent on how well the model reflects the reality. For instance, historical
data reveals that the implied volatility of options is closely related, but still different
from the volatility in a time-series analysis of the underlying. The difference
can be much bigger for other types of model variables such as the volatility of
volatility in stochastic volatility models. Furthermore, the estimation of variables
is often backwards looking, i.e. historical data is used, while derivatives are forward
looking. Sampling of historical data also depends on the length of the time series
and the observation frequency, e.g. daily or weekly. It is therefore dangerous to
use the approach of estimation of model variables in isolation. As an attempt of
improvement, consider the pricing of an option in the situation when there exists an
option quote for a closely related underlying. If the implied volatility of the quoted
option is, for example, 1% above the historical volatility, then by assuming the same
to be true for the option to be priced, a better estimate is hopefully obtained for the
implied volatility.

Because of the fundamental difficulties associated with the estimation of model
variables, this approach should only be used when the market is too illiquid to allow
for calibration. The advantage of calibrating to market prices is that some of the
responsibility put on the model gets removed. Indeed, from a pricing perspective
the model then acts as an interpolator between the calibration instruments and the
limiting constrains (such as V' — § — KPyr when K — 0 for European call
options). Furthermore, as we explain in the next section, much of the risk towards
the underlying can be removed by hedging with the calibration instruments.

The calibration of a model amounts to the determination of the unobservable
variables {o; } so that the model prices {C"** ({0;})} of the calibration instruments
match, or are a good approximation of, the market prices {C}C“arke‘}. We have used
the notation {o;} for the unobservables to relate with the Black—Scholes model for
which there is a single unobservable variable o; it does not mean that these variables
have to be volatilities.

Derivatives can be classified into two groups: vanillas and exotics. The former
group consists of European call and put options and other simple products such as
their digital counterparts. The group of exotic options comprises everything else and
they are typically path dependent or higher dimensional. The model calibration is
usually done to liquid vanilla derivatives, such as ATM European options. Once the
calibration has been done, the model can be used to price exotic options or non-
liquid vanillas such as call options on non-quoted strikes.

The calibration of a model can be done numerically through an iterative process.
The first step is to make an initial guess of {o;}, which can be based on the last
successful calibration. Once the choice has been made, the model prices can be

computed. Based on information such as the differences {C"**' —C"*%!({5; })} and

model

the Jacobian s—— ¢, a better estimate for {o;} can be found. This procedure is

repeated until convergence is reached.
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The calibration instruments {Cy } can usually be priced with models of the Black—
Scholes type meaning that each of them only depends on a single unobservable Gy
that has the interpretation as a volatility. For instance, the LIBOR market model for
interest rates is formulated in terms of caplet volatilities {o; } but is often calibrated
to swaptions that are quoted in the market in terms of their implied volatilities {5y },
see Chap. 13. To put fair weights on OTM and ITM derivatives, the calibration is
typically done by minimizing the elements in the vector {G;"** — %! ({0;})}
instead of the price differences.

As the calibration instruments are priced repeatedly during the calibration
process, not only do they have to be included in the set of products that can be
priced by the model, but the pricing needs to be fast as well. These instruments
are therefore often priced analytically within the model or, alternatively, through an
analytical proxy formula. The calibration instruments should be liquid enough for
reliable and up-to-date market quotes to exist and they should be chosen in such a
way that the unobservable variables can be backed out. The latter statement means
that not only should there be at least as many calibration instruments as there are
unobservable variables, but also that the instruments should depend collectively on
all the variables.

Let us first focus on the instance when there are as many calibration instruments
as there are unobservables. If the calibration instruments are chosen appropriately,
there is a unique solution of the unobservables that price them correctly. Further-
more, there exist efficient numerical algorithms for finding the solution, e.g. the
Newton-Raphson root finder. The result is model prices that are identical with the
market prices for the calibration instruments. At first, this appears to be exactly
what we want to achieve. Indeed, the prices of a model can obviously not be trusted
should the calibration instruments be mispriced. The problem with the approach
originates in the fact that even though the calibration instruments are assumed to be
liquid, their market prices are often not in agreement with what one might expect.
For instance, some of the quotes can be a bit out of date or someone might just
have made a bid that was too high considering the current market conditions. Thus,
the market quotes of the calibration instruments are not part of a smooth curve:
some quotes appear too high and some too low. A model with an exact pricing of
the calibration instruments therefore inherits this type of non-smooth behavior.

An example of the consequences of non-smooth market data can be seen in the
method of bootstrapping, which means that the unobservable variables are backed
out iteratively. The first calibration instrument is chosen to depend on a single
unobservable variable which therefore can be backed out. The second calibration
instrument is chosen to depend on two variables: the one that was just backed
out and one additional unobservable. It is again possible to back out the unknown
variable. If the calibration instruments are chosen appropriately, these steps can be
applied repeatedly until all variables have been backed out. A bootstrapping method
has the advantages of high performance and easy implementation. Indeed, for a
numerical calibration it is only necessary to use 1-dimensional root finders instead
of being confronted with the harder problem of finding a higher-dimensional root.
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To understand the impact of non-smooth market data on bootstrapping, assume
that the first instrument is quoted inaccurately. The resulting error propagates, and
possibly gets magnified, through the bootstrapping equations. The consequence can
be that the bootstrapping equations fail to be solvable. Note that the problem is
generic and bootstrapping was only used to illustrate how unsolvable equations can
arise. The problem often originates from the fact that the root does not exist, which
leads to the failure of any root-finding technique.

The problem of non-smooth market data can partly be circumvented by using
more calibration instruments than unobservables. It is then no longer possible to
match the market prices exactly. Instead, an approximate method needs to be used,
for example, by minimizing the sum of the squared differences between the model
and market prices for the calibration instruments. Less emphasis is then put on single
data points, resulting in a smoother fit. The scheme can be made more sophisticated
by using multiplicative weights on the squared differences in the minimization
procedure. The weights can be chosen proportionally to the importance we assign
to the various quotes, usually determined by the liquidity of the corresponding
products.

The approximate fit to the market data is typically implemented with numerical
methods designed to find a minimum value (for the sum of the squared differences).
Unfortunately, these methods are usually not as successful as methods designed to
find a unique root. The main reason is that the convergence is often towards a local
minimum instead of the global minimum. In fact, it is difficult to determine numer-
ically whether the convergence really is towards the global minimum. A serious
consequence is that, because of the changing market data, the next calibration can
be towards a different minimum, leading to an artificial jump of the model prices.
The same effect can occur when computing the risk by bumping the variables. Apart
from being unstable and not always returning the correct solution, the methods for
finding a global minimum are in general slower than root-finding algorithms.

As an illustrating example of the situation when there are fewer unobservable
variables than calibration instruments, consider the calibration of the Black—Scholes
model to ATM options maturing at 77, 75, ..., T,. The model can be calibrated
by choosing the volatility that minimizes the sum of the squared differences of
the model and market implied volatilities for the calibration instruments. As only
a single free parameter is used to match n quotes, the fit is likely to be poor. A
better result can be obtained by allowing the unobservable variables to depend on
the observable variables. For instance, in our example we can allow the volatility to
depend on 7. The following parametric form of the volatility is popular:

ot)=a+ B +y)e®, §>0

which can be interpreted as an interpolation between a linear function o + 8 +
yt — Bét for small ¢ and a constant function « for large z. The four parameters
can be determined, for example, by a least squares minimization method. The
result is a smooth model curve with a relatively close match to the market prices
of the calibration instruments. Even more degrees of freedom can be introduced
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by allowing the volatility to be a continuous and piece-wise linear function with
discontinuous derivatives at Ty, 75, ..., T,. It is then possible to match the market
quotes exactly. Another possibility that leads to a smoother result is to let the
volatility be given by a spline with node points at T, 15, ..., T,,.

The technique of allowing the unobservable variables to depend on the observ-
able variables is a powerful tool for calibration. It is easy to implement and can be
calibrated to a flexible set of market quotes. In fact, the method is so successful that
it is sometimes possible to calibrate models that are an inherently bad representation
of the problem. Therefore, it is important to ensure that the functional dependence
of the variables is not abused, but only used for small adjustments of a model that
we already believe to be good. If the unobservables show too big a functional
dependence after the calibration, the model has probably been tweaked too much
and its predictive powers are lost. Models for which the unobservable variables are
allowed to depend on the observable variables are generalizations of so-called local
volatility models, the topic of Chap. 6.

The case of fewer unobservables than calibration instruments can alternatively
be handled by allowing the unobservable variables to have different values for
different market data points. For instance, in the above example it is for each i
possible to correctly price the 7; maturing option through the Black—Scholes model
with volatility equal to the corresponding implied volatility ojyp;. The pricing of
a general 7T -maturing option can be done with a Black—Scholes volatility obtained
through an interpolation or an approximate fit from the set {oinp,; }. For instance, the
pricing of the T = (7; + T;+1)/2 maturing option can be done with the volatility
(Uimp,i + Uimp,i+l)/2-

The two approaches above are different as we either allow the unobservable
variables to depend on observable variables or on contract specific variables. In our
example, it means that the time interpolation (or approximate fit) is either done
in terms of the local volatility o or in terms of the implied volatility ojm,. By
introducing a volatility weighted time variable according to

i(r) = /0 t o(u)’du

in the computations in Sect. 3.4, we conclude that the implied volatility and the local

volatility are linked by
1 T
gD = |7 [ o@rdn

The two calibration schemes are therefore closely related. For instance, a linear
interpolation of the local volatility corresponds to a non-linear interpolation of the
implied volatility and vice versa.
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A disadvantage of the local-volatility interpolation is that the local volatilities
need to be backed out from the market quotes, which are given by the implied
volatilities. Fortunately, these computations are often relatively straightforward.

An advantage of local-volatility interpolations is that the local volatility has a
financial meaning: it measures the level of the instantaneous fluctuations of the
underlying. This is in contrast to the implied volatility which does not have any
financial interpretation and is simply a number. For example, consider the situation
when we are given two ATM market quotes at 7; and 7; 4 and would like to price
ATM options with maturities in [7;, 7;+;]. Having no additional information, the
simplest possible model seems to be to assume that the local volatility varies linearly
between these two points. A linear interpolation in the implied volatility, on the
other hand, corresponds to a local-volatility interpolation with a less natural model
interpretation.

‘We have seen that once a model has been constructed, we can choose between (1)
keeping it the way it is, (2) generalizing it by allowing the unobservable variables
to depend on the observable variables, or (3) generalizing it by allowing the unob-
servable variables to depend on the contract specific variables. The fundamental
difference between the approaches lies in the hedge and in the pricing of products
with a different flavor than the calibration instruments. The former is covered in the
next section while we now turn our attention to the latter. For this purpose, we use
the example of European call option pricing and rely on the fundamental theorem
of asset pricing to write the price as

U(F,K,I,T) Z/(FT_K)-i-p(T’FT’taF)dFT

implying that

d2
WU(F’ K, t,T)=p(T,K;t, F)
for some Green’s function p. We conclude that there is a bijective correspondence
between option prices and Green’s functions. As prices and implied volatilities
also are bijectively related, there exists a bijective correspondence between implied
volatilities and Green’s functions for fixed ¢ and 7'. An implied volatility interpo-
lation can therefore be interpreted as an interpolation in the forward coordinates of
the Green’s function, giving us the function p(T, Fr;t, F;) for the maturities T to
which we calibrate, where ¢ is today’s date. This is in contrast to the outcome when
using the constant volatility Black—Scholes model, or the generalization to S- and
t-dependent volatility, when p(T, Fr;t’, Fy/) is obtained for arbitrary ¢" in (¢, T').
As path-dependent derivatives depend on conditional distributions, they cannot be
priced when interpolating the implied volatility.

The problems occurring when the unobservables depend on the contract specific
variables can also be illustrated by, for example, the pricing of a knock-out option
with barrier B and strike K. This product can be priced using a local volatility
equal to oimp(K), i.e. the same volatility that is used for the corresponding call
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option. Unfortunately, it is not clear whether this is the correct volatility to be used.
Indeed, as the barrier option also depends on the volatility when the underlying
is close to the barrier, we could just as well have used 0 = 0inp(B), or perhaps
o= oimp(%(K + B)). The pricing of barrier options therefore becomes ambiguous
when using the method of implied volatility interpolation.

We have seen that the pricing of products that have a type different from the
calibration instruments can be problematic when the unobservable variables depend
on the contract specific variables. To be fair, there are also some issues with the
pricing of such products for the unmodified model, or when the model is generalized
so that the unobservable variables depend on the observable variables. The reason
for these issues can be understood by considering the pricing of path-dependent
derivatives with a model based on a process (an SDE) that has been calibrated to
European option quotes, i.e. the Green’s function is such that the skews and the
smiles are as observed in the market. It is well known, however, that there are
several influencing factors, e.g. supply and demand effects, for the implied volatility
skew and smile apart from the propagation of the underlying. It means that the
calibration assigns unrealistic probability weights to the paths of the underlying,
with the consequence that path-dependent derivatives are mispriced, for instance,
by using a too high probability that a knock-out level is reached for a barrier option.

We conclude that there are some issues associated with using the same model
for vanilla options and path dependent derivatives, as the former product type
is typically priced with models for which the full skew and smile behavior is
determined by the underlying process. The problems could be solved by using
more sophisticated models explaining the skew and smile via other effects as
well, but there are currently no popular models of this type. We are therefore
sometimes forced to use one model for vanilla options and another for path-
dependent derivatives.

To understand the implication of using different models for vanillas and exotics,
consider again the pricing of a knock-out option. When the barrier is far away from
the spot, the product converges to the corresponding vanilla option. In this instance,
we end up with two models for the same product: one vanilla model and one exotic
model, resulting in different prices and hedges. This type of arbitrage within a
pricing system can be problematic. One way to avoid it is to use the method of
adjusters that is introduced in the next section.

In later chapters, we give examples of how it is possible to calibrate skew
and smile models with constant variables. When calibrating to several maturities,
it is often necessary to use time-dependent variables. One possible approach to
calibrate models with time-dependent variables is to identify the corresponding
model with constant variables that gives the same prices for a certain fixed maturity.

For instance, the Black—Scholes model with constant volatility 4/ fOT o(u)du/ T
gives the same 7' -maturity prices as when using the time-dependent volatility. The
same kind of idea can be used to replace time-dependent skew and smile variables
with constant variables. The most popular technique is currently that of Markovian
projection, see, for example, Piterbarg (2006).
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Let us turn our attention to the implementation of a calibration, with a focus on
the performance. Because of the repetitive pricing of the calibration instruments,
the calibration of a model is often much slower than the pricing itself. This is
particularly the case if no analytical proxy formula is used for the calibration instru-
ments, or if there are fewer model variables than there are calibration instruments,
meaning that an approximate fit has to be made. Depending on the implementation,
the majority of the calibration time is spent on computing the Jacobian {%} for
the transformation between the unobservable model variables and the calibration
instrument prices. Fortunately, the matrix elements can be computed independently
by bumping the variables one at a time. It means that the computations can be done
in parallel. Another way to increase the performance is to separate the calibration
from the pricing and only calibrate at certain times, typically overnight. Needless
to say, this suffers from the risk of a large intra-day market move. Smaller market
moves can, however, be accounted for by the method of adjusters, see next section.

The number of pricing iterations in a numerical calibration is typically 10-100.
One of the reasons for this high number is that the calibration must be much
more accurate than the bump size used for the greeks to avoid any distortion
to the risk management (see the next section). It might therefore appear that
numerical calibration is unfeasible from a performance perspective and analytical
calibration is the only possibility. With the speeding-up methods of the previous
paragraph, however, we conclude that this is not necessary the case. Furthermore,
development in computing, including multicore technology and the possibility to
perform calculations on the graphics card, are also in favor of numerical calibration.
We now discuss some further advantages and speeding-up possibilities that can
be done with a numerical calibration. We choose to focus on the instance when
the pricing and calibration is done with a Monte Carlo simulation, which means
that a (pseudo) random number generator is used for simulating the paths of the
underlyings.

The numerical calibration with Monte Carlo can be speeded up by pricing all
calibration instruments in the same simulation. It is also useful to have the same
settings (the same random numbers, simulation dates, number of simulation paths,
etc.) for the calibration as for the pricing (and for the risk). Once the calibration
has been done, the calibration instruments are then priced correctly in the pricing
simulation, even if only a single simulation path is used. Viewing pricing as an
interpolation of the calibration instrument prices, there are two sources of errors:
from the calibration instrument prices and from the interpolation. In a numerical
calibration with the same calibration and pricing settings, the first source of error
is removed as the calibration instruments are priced accurately in the pricing
simulation. This is in contrast to analytical calibration for which the errors in the
calibration instrument prices originate both in the Monte Carlo noise of the pricing
simulation and in the approximate value from the closed-form proxy formulae. The
numerical noise means that, for a given pricing accuracy, fewer number of paths are
needed for the numerical calibration than for an analytical calibration. Furthermore,
the numerical calibration does not introduce any systematic error like those coming
from approximative closed-form expressions.



4.3 Risk Management 53

Although the calibration instruments are relatively simple, typically being call
options, the pricing models can be complex, meaning that suitable closed-form
formulae can only be found for special types of SDEs. When doing a numerical
calibration, on the other hand, there is no such constraint and the SDE can be chosen
according to our needs. With a clever choice of SDE, it can also be possible to
implement a substantially faster pricer, see Sect. 13.16 for a specific application.

There exists various approaches for speeding up the computation of parameter
sensitivities in Monte Carlo simulations, such as the adjoint method by Giles
and Glassermann (2006). With such techniques it is also possible to improve the
performance for computing {% .

A practical advantage of calilbrating through simulation is that the pricer itself is
used for the calibration, meaning that only little extra implementation work needs
to be done. Furthermore, it is possible to calibrate to any product that can be priced
with the pricer. For instance, it is straightforward to calibrate a yield curve model to
skew and smile, something that is problematic to do analytically and has triggered a
lot of research.

Some of the unobservable variables can be left uncalibrated. The user of the
model can then decide on the purpose of these variables. For instance, the variables
can be used to manually calibrate the model to one or several instruments that are
considered to be of particular importance for the product that is priced. Alternatively,
a variable might have a financial interpretation for which we have a specific view
of the value. For instance, even though the correlation matrix between LIBOR rates
can be calibrated from cap and swaption prices, it is usually left as a free input to
yield curve models. It is popular to assume a functional form of the correlation and
then manually calibrate or estimate the functional parameters, see Sect. 12.4. As an
additional example, consider the situation when a seller of an exotic derivative finds
out that the model price is incorrect. This information can come from, for instance,
a more advanced (but slower) model or from a derivatives buyer claiming that other
clients offer prices in a different range. With a free variable, the model can be made
to match what is believed to be the correct price. Of course, the model parameters
should not vary too much (or should not vary at all) from deal to deal as this might
be a sign of fundamental weaknesses with the model. It is then useful to have a
financial interpretation of the model variables to get an intuition of the size of the
adjustments that are made.

4.3 Risk Management

A bank that sells a derivative is exposed to a market risk. By analyzing how the
value of a derivative changes with the market moves, we now describe how the risk
can be partially removed by hedging appropriately. We consider a fixed derivative,
meaning that the contract specific variables are constant and the price only depends
on the unobservable variables {o; } and on the observables variables, e.g. the current
time ¢ and the underlying S. To simplify notation, we assume that there is only a
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single underlying S and a single unobservable o, which means that the model price
can be written as V(S, g, ).

Assume that at a later time 7 4dt, the underlying value is S 4-dS and the calibrated
unobservable variable is o 4+ do. It means, according to the model, that the seller of
the derivative has made a gain (or loss) of

— V(S +dS,0 +do,t +dt) — (—V(S,0,1)) ~

dv dv av 1d*V %
AT LML L AT dsdo — ...
ds " do ar T2 s B T gae 5o
We observe that the risk is measured by the (mathematical) derivatives ‘fl—g, ‘fl—g,

2 2 . . . .
‘fj—lt/, ‘;T‘;, js—d‘;, .... The collective name for these derivatives is greeks as they are

usually denoted by Greek symbols. We now discuss the role of the greeks in the
Black-Scholes model, one at a time.

The derivative’s exposure to the underlying can be partially eliminated by
holding % ‘W number of underlyings. A change in the underlying then implies a
change dS which compensates the lowest order gain of the derivative from the
move of the underlyrng Y is called the delta A and the strategy of going long A
number of underlyings is referred to as delta hedging the derivative. The delta is
equal to N(d+) in the Black—Scholes model.

The exposure to the unobservable variable o is to the lowest order measured by
d , called the vega A of the derivative. Observe that the underlying has a delta:
j—g = 1, and can be used to delta hedge the derivative, but not a vega as 5§ = 0. An
instrument depending on o, i.e. another derivative, is therefore necessary for a vega
hedge.

Dynamic hedging of derivatives involves frequent buying and selling of the
hedging instruments. Because of the bid-offer spread, this can be a costly affair.
These transaction costs can, however, be limited by choosing appropriate hedging
instruments. For instance, the hedging instruments should be as liquid as possible
since this implies small bid-offer spreads. Also, note that the underlying is usually
more liquid than derivatives, which means that it is cheaper to delta hedge than to
vega hedge. The cost of the vega hedge can be reduced by hedging with derivatives
that have a large vega. To explain how this can be done, consider the Black—Scholes
model where we have

dv
% =S\/T—tn(d+)

Plotting the vega as a function of K shows a bell-shaped form that goes to zero
for both large and small K. Indeed, for large K we know that the call option is
almost worthless and the volatility is therefore irrelevant. For small K, on the other
hand, we are certain to exercise the option and again there is only a weak volatility
dependence. The maximum of the vega is given by

da*v

=0&dy=0& K =_S8e"VI~1/2
dodk T =0® ¢
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The quantity o~/ T —t is in general small, which leads to a maximum at K ~ S. If
the computation had been done with non-zero interest rates, the same result would
have been obtained with S replaced with F', i.e. the vega assumes its maximum close
to the forward. As options are usually most liquid for K = F, ATM instruments
are ideal for the vega hedge as only a small amount is needed at the same time as
bid-offer spreads are small.

Let us now turn our attention to the derivative %* called the theta ®. It is a
measure of the gain (or loss) in a derivative from 7 to # + df when the market quotes
are unchanged between these two points in time. The role of ® in risk management
is fundamentally different from that of A and A. For a detailed explanation of
®, assume o to be constant. According to Sect. 3.2, the delta hedge then gives an
exact replication of the derivative, if performed continuously in time. It means, in
particular, that the replicating portfolio and the derivative must have an equally large
theta. The role of the theta can therefore be understood by analyzing the replicating
portfolio.

To explain how the replicating portfolio can gain or lose money from ¢ to ¢ 4 dt
when the market is unchanged: S(t + dt) = S(t¢), consider the discretization ¢ty =
t,t) = t+dt/2,t, = t+dt, where we for simplicity have used only one intermediate
time point. We use the notation S; = S(¢;) and A; = A(;), which means that
S> = So. The replicating portfolio consists of Ay underlyings Sy at #y. At ¢, this
part of the portfolio is worth

A()Sl = A]Sl + (AO - Al)Sl

i.e. it consists of A; number of underlyings and (Ayg — A)S; cash. At f,, the
underlying is assumed to have moved back to Sy, so the new value is

d*v
A1So + (Ao — A1) St = AgSo — (A1 = Ag)(S1 — So) = AoSo — d_SZ(Sl - S0)°
Assuming a lognormal process: dS = 0 SdW, we obtain the gain
d*v d*v 1 d*v
(81 = 80)? = -0 —— (W) — W) ~ —=0>S>——dt
g5z S1= S0 = =078 gy (M = Wa)" ~ 5078 55

since the Brownian motion changed from W, to W in the time %dt. This result can
be made exact by using more intermediate points and approaching the continuous
limit. By definition, the gain must be equal to the theta, implying the derivatives
pricing equation

dv 1 d?
B 52_V
dt 2 ds?

which was initially derived in Sect. 3.4.
The theta is in general negative for European call options. For example, if the

volatility is time-independent in the Black—Scholes framework, the option depends
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Fig. 4.2 The theta loss in the
hedging strategy occurs
because the underlying is
bought at high values and
sold at low values

on t and T only through the combination 7" — ¢. Thus, the no-arbitrage relation

% >0 imp.li.es a negative theta: il—'t/ < 0. According to the pricing equation, @SZ
must be positive, i.e. the option price is a convex function of S

To understand in detail why the term ds2 V. (dS)? leads to a loss, assume that

S1 > Sy in the above discretization. The positivity of £X SZ 1rnphes that A; > Ay,
i.e. the holdings of the underlying in the replicating portfolio increase when the
underlying goes up and decrease when it goes down. It is this strategy of buying
more underlyings at high values and selling off at low values that leads to a loss in
the time value when replicating options (Fig. 4.2). The same result is obtained in
the case Sy > S;. As the loss is proportional to the gamma I = dS2 , it follows that
the higher the gamma, the higher the gain in the hedging strategy and the higher the
loss in being long an option. Since the Black—Scholes gamma

sz 1
dS?  SoT

has its maximum close to ATM, it is for these options that the time-value is the
greatest.
According to the Black—Scholes equation, options decrease in value by

dv 1 o2
— = ——02 ST
dt 2 Cimp
if the underlying value does not move between two time steps. As the corresponding

loss for the hedging strategy is

dv 1
— = ——0%S’I
dt 2

where o is the realized volatility, the combined strategy of selling an option and
delta hedging it leads to the gain

% / ' (aﬁnp - 02) STdr
0

We conclude that the gain is positive if the realized volatility is lower than the
implied volatility at times when ST is large.
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For a deterministic volatility o, the delta hedge provides a perfect replication
of a derivative if continuous-time trading is permitted. In practice, however, the
restructuring of the hedge is done discretely in time, typically daily or when a
large market move occurs. The reason is not only because it is impossible to hedge
continuously in reality, but also since it would imply large transaction costs. When
limited to a discrete-time hedge, the underlying moves a finite amount between
hedging times and not infinitesimally as previously assumed. To avoid as much
transaction costs as possible, the best practice is to only rehedge when A has
changed by a certain amount. It means that rehedging should be done frequently
when A changes a lot, that is when I" is large. For administrative reasons, however,
rehedging is typically done daily.

Assume that the underlying moves from Sy to S| during a small, but finite, time
period dt. Being short an option leads to a gain

—V(t +dt, S)) + V(t, So)

—@dt— V(1. S1) + V(1. 50) — ...

1
= —Odt — (S; — So)A — E(S1 —S0)’T — ...

where the higher order terms have been omitted. Being long the hedging strategy
leads to a gain (S| — Sp) A. The total position therefore has the gain

1
—Odt — E(S1 —S0)’r — ...

which means that the break-even points where no gain or loss is made is to the
lowest order given by

20
S, =S+ ,/_?d; = So(1 = Oimp V1)

We conclude that the lowest order gain has a maximum at Sy and zeros located one
standard deviation away from Sy in the Black-Scholes model. The daily hedge of an
option therefore leads to positive gains 68% of the time. The gains cannot exceed
®dt while the losses can be unlimited (Fig. 4.3).

Fig. 4.3 Comparing the
change in the option price
with the delta hedging
strategy for a small time step
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To avoid the remaining exposure for a delta hedged option it is common to
also gamma hedge. The underlying has zero gamma: ‘22759 = 0, which means that
a derivative is required for this purpose. As the maximum of the Black—Scholes
gamma occurs close to ATM, it is standard to use ATM options for this purpose.
The vanna j;—d'(/f and the volga ;Z—dva are also often hedged, but their contribution is
typically smaller than that of the gamma.

The hedging could have been done for even higher orders such as Vggs. This is
usually not done as the model already contains several approximating assumptions,
e.g. the form of the underlying process, that most likely have a higher impact than
these higher order derivatives.

A derivatives dealer typically manages a large portfolio of derivatives, with long
and short positions, all priced and hedged within the same model. For practical
reasons, and to minimize the cost of hedging, the deals are not hedged individually,
but the risk parameters, such as delta, vega and gamma, are aggregated to a hedge
for the whole portfolio. Observe that the Black—Scholes gamma and vega only differ
by a factor containing the time to maturity and the value of the underlying. It means
that for a portfolio of options with the same underlying and with similar maturities,
a vega hedge automatically implies an approximate gamma hedge.

The hedge values can be computed analytically for simple models as the Black—
Scholes model. For more advanced models, it is necessary to compute the risk by
bumping the variables one by one and then revalue the deal (or portfolio). The hedge
values are usually computed daily or when a large market move occurs. They also
need to be computed at the time a deal is made in order to do an immediate hedge.

It happens frequently that a derivatives trader chooses not to fully hedge a
derivative. One reason could be that the vega hedge is expensive and the trader
instead accepts the risk associated with a volatility move. Another reason could be
that the trading desk believe in increasing volatility and therefore choose not to vega
hedge as this would lead to a loss, assuming that we are long volatility.

Recall from the previous section that some variables are only (manually)
calibrated or estimated at pricing date. Since they are not recalibrated from day
to day, it is not possible to dynamically hedge the exposure. The dealer is then
subjected to unhedged price fluctuations. Furthermore, incorrect model greeks are
obtained for the other variables. To illustrate this fact, assume that the Black—
Scholes volatility is determined at pricing date and then used throughout the deal.
At a later date, not only the volatility is incorrect but also the Black—Scholes delta,
as it depends on the volatility. For an additional example, consider the pricing of a
deal that pays the floored difference (S —S,)+ of two assets at time 7. Assume that
both S} and S, follow lognormal processes where the volatilities are calibrated and
hedged, while the correlation p is estimated only at the pricing date. To understand
the impact on the greeks, assume that the deal is ITM and that the correlation
between the underlyings is high. The deal is approximately replicated by going long
1 unit of S; and short 1 unit of S,. If the correlation decays during the lifetime of
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the trade, the volatility of the difference S; — 5, increases with the consequence
that fewer underlyings are needed for the hedge as the chance of the deal ending up
OTM at maturity is greater. Thus, chosing not to calibrate the correlation leads to an
incorrect delta hedge.

To make the theory behind hedging more explicit, consider the situation when
we are short a European option V(K, T) and would like to hedge this exposure.
We assume that hedging is done in continuous time so that only first-order hedges
are of interest. The corresponding ATM option is usually liquidly traded, which
means that the purchase of b = dV(K dV(K.1) =/ W ATM options gives a volatility-
independent portfolio —V (K, T) + bV(K at™, T'). The next step is to purchase ¢ =
V(RT) _ p dV(Kaw.T) underlyings to obtain a portfolio where the S-dependence has

as ds )
been eliminated. The result is that

V(K, T) = bV(KATM, T) +cS+ A

where A is both underlying- and volatility-independent. The value of A can be
computed from the model price of the difference between the left-hand side and
the first two terms on the right-hand side. It should be small, assuming that the
derivative is well replicated by its hedging instruments.

The above formula instructs us that once V(K,T) has been sold, we should
immediately purchase b ATM options and ¢ number of underlyings for the hedge.
To cover the true hedging costs, we need to charge the customer for the market price
of the ATM option, leading to the price

V(K,T) = bV™ " (Kyrm, T) + ¢S+ A

By the same token, the market price of S should be used and not the model
price, which could be different, for example, in a Monte Carlo implementation. In
summary:

V(K, T) — Vmodel(K’ T)_’_b(Vmarkel(KATM’ T)_VmOdel(KATM, T))+C(S_Smodel)

from which we see how the last two terms use the market prices of the hedging
instruments to adjust the model price of the derivative.

We move on to the general theory of hedging and let {/;} denote the hedging
instruments. We determine the optional hedge, i.e. the weights {b;} such that
V-3 ; bjh; is as independent as possible of the market. We continue to assume
continuous-time hedging to avoid complications from higher-order hedges. As the
market data only enters the pricing via the calibration instruments {Cy }, the weights

{b;} should be chosen so that the vector { Z b; 52’ } has as small entries as

possible.
Let us first consider the situation when the hedging instruments are used to

calibrate the model, i.e. C; = hy. If they also are independent, dC = Oj, the
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hedge weights are given by b; = % When the calibration instruments are
J
volatility dependent and can be written as Cy = Ci (0% ), for some volatility oy, the

weights can be computed from ;"—Cvj = ;%_ %
analytically (it is the inverse vega in the Black—Scholes model) while the former can
be computed, for example, by a bump and revalue approach.

There are two schools of modeling techniques when Cy = hy. One of them
uses a general model for a large class of products while the other one uses models
that are tailor-made for each product. We now discuss these techniques in detail by
considering European option pricing in the Black—Scholes model.

The first technique can be illustrated by using the Black—Scholes model,
calibrated to an ATM option, for the pricing of options with the same maturity
but arbitrary strikes. As the hedging instrument is assumed to coincide with the
calibration instrument, it is given by the ATM option, which is not an ideal hedge for
ITM and OTM options. In the second technique, the calibration is product specific.
It means that the calibration is done to the liquid option that has strike closest to the
option that we want to price. We then end up with several Black—Scholes models,
calibrated to options with different strikes. Although the pricing is more accurate
with this approach, the risk (hedge) aggregation and netting is not consistent as
different models are combined. Furthermore, a product-specific calibration needs to
be done at the same time as the pricing, which can have a performance impact. In
our example of the Black—Scholes model, these problems can be avoided by using
more advanced models that takes skew and smile into account. However, there exist
other examples for which it is not easy to find more advanced models, for instance,
the use of the LMM to price ITM and OTM Bermudan swaptions, see a further
discussion later in this section.

One attempt to get the best of both worlds is to let the hedging instruments be
different from the calibration instruments. The calibration instruments can then be
chosen to be general enough so that a large class of products can be priced within
the model. At the same time, the hedging instruments can be tailor-made to each
product resulting in accurate hedging and, as we explain below, it leads to accurate
pricing as well. Furthermore, the calibration can be separated from the pricing and
done overnight.

Let us describe how to find the weights {b;} when the calibration instruments
are different from the hedging instruments. It is then necessary to minimize the

vector {% -2.;b j%}, or equivalently {% =2 b; j%} Introducing the

. The latter factor is typically known

vector (Ay)r = a% and the matrix (Ap)y = %, we see that if there are

as many hedging instruments as there are calibration instruments and if Ay is
invertible, the choice b = A;lAV makes the derivative fully hedged. If the matrix
is non-invertible (for example, if there are fewer hedging instruments than there are
calibrated variables), b can be chosen to minimize the sum of squares in the vector.
The resultis b = (A,fAh)_lA,fAV. There are also other possible criteria that can
be used to determine b in this situation. For instance, the squared sum of a weighted
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vector {Ak(% - ibj %)} can be minimized. If we believe that a variable o

varies widely during the lifetime of the derivative, the corresponding weight A
should be chosen to be a large number.

If there are more hedging instruments than there are calibration instruments,
there are often several combinations of {b; } that eliminate the risk vector. A natural
solution is the smallest hedge with this property, i.e. the minimum of b”b under the
condition Ay — Apb = 0. The resultis b = A,{ (AhA;)_lAV. A straightforward
generalization is to minimize the squared sum of a weighted vector ATh. The
entries in the vector A can then be chosen to be large if the corresponding hedging
instrument has a large bid-offer spread. Alternatively, the additional degrees of
freedom can be used to minimize higher-order terms such as the gamma, vanna
or volga.

When the hedging instruments are chosen different from the calibration instru-
ments, their model prices may no longer agree with the market prices, even when
an exact calibration is done. This is important to account for as the product price
can obviously not be completely trusted if the hedging instruments are priced
inaccurately. The incorrect pricing of the hedging instruments can also happen when
they are equal to the calibration instruments, for instance, when an approximate
calibration is made (although this has the advantage of smoothing out rough market
data). Furthermore, the hedging instruments are mispriced when an intra-day market
move occurs after an overnight calibration. We now follow Hagan (2004) and extend
the method of model adjustment to a more general setting.

After selling a derivative, we immediately hedge it by purchasing b; quantities
of the hedging instruments for the price ) ; b h‘;‘arket. We charge the buyer the cost
of the hedge plus the price of the remaining exposure. The latter is given by V —
> j b;h; and must be computed with a derivatives model. It results in the price

V= ij hr]parket + (V _ ijhj)model — model + Z bj (htjparkel _ htjpodel)
J J J

being charged to the customer. We see that apart from the computation of the hedge
weights {b;}, the model is only used for correcting the price through the difference
between the derivatives model price and the model price of the hedge. Certainly, it is
also possible to use an alternative model for the computation of the difference. If the
hedging instruments {/; } and the model are chosen appropriately, it is possible for
each instance in time to find a vector {; } such that the linear combination > _; b;h;
approximately represents the market behavior of the derivative, resulting in a weak
model dependence of the difference.

The adjustment technique can mistakenly appear not to have any impact on the
risk as in both the non-adjusted and the adjusted case, {b;} hedging instruments
are bought. To show the advantage of adjustment for risk management, consider
the situation of holding a derivative that is hedged with {5} hedging instruments,
resulting in the portfolio V' — ;bjh;. As market prices exist for the hedging
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instruments, they can be used for the pricing which leads to a portfolio of value
V=3, bjh**. Now, the non-adjusted price is V™!~ 3" b; h7***" and changes
by d Vmodel 3y~ ;bjd h‘}‘arke‘ when the market moves. This change is not necessarily
zero, which implies that the hedge is imperfect. For the adjusted portfolio value, the
change is given by

dv =" bydh

J

= Jymodel _ Z bj dhl]podel + Z (hl;larket _ hl]podel) dbj
J J

It follows from the defining expression for {b;} that the difference between the
first two terms on the right-hand side is relatively small. Furthermore, the model is
assumed to be good, which means that the model prices of the hedging instruments
are close to the market prices. We conclude that the last term is small and thereby
the whole right-hand side. The hedge weights {b;} therefore provide an accurate
description of the risk of the adjusted price.

To fully understand the adjustment method when the hedging instruments are
different from the calibration instruments, we show how a general model can be
tailor-made using a particular set of hedging instruments suitable for the product
that is priced. More specifically, we consider the example of pricing a European call
option V (K, T') with the Black—Scholes model calibrated to the ATM quote with the
same maturity. We assume that there is a liquidly traded option V(K’, T') with strike
that is close to K. To account for the skew and smile effects, we hedge with this
option rather than the ATM option. The adjusted price is equal to

V(K, T) — Vmodel(K’ T) + b(Vmarkel(K/’ T) _ Vmodel(K/’ T)) + C(S _ Smodel)

As we are working in the Black—Scholes model, the model price of the underlying
agrees with the market price: S™%! = §. With o being the calibrated model
volatility, i.e. the implied volatility of the ATM option, and ¢’ the implied volatility
of the K’ option, we obtain

L BS(K,0)

V(K,T) =BS(K,0) + 40—~
(&) (K, 0) LBS(K',0)

(BS(K',0") —BS(K',0))

If o’ is close to o, the expression within the brackets can to the lowest order be
written as (¢’ — o)%BS(K’, 0), resulting in

d
V(K.T) ~ BS(K.0) + (' ~0)—BS(K.0) ~ BS(K.0")
o
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We see that for ¢’ close to o, the adjustment has moved the price from BS(K, o) to
BS(K, 0’) which is an improvement as the hedging instrument was assumed to be
close to V(K, T).

We now look at an alternative application of the adjustment formula. To avoid
too abstract a discussion, we illustrate the method of Ekstrand (2010) by an example
from interest rate derivatives. More specifically, we consider the pricing of a callable
floored CMS spread product. We assume that counterparty A makes quarterly
payments to counterparty B that are proportional to the difference between two swap
rates. We let the payments be floored at O to ensure that they always are positive. In
return, B makes payments proportional to a LIBOR rate. At each payment date (or
a couple of days before), counterparty A has the right to call the deal, i.e. to decide
for the future payments to stop. Such deals are typically priced with yield curve
models such as the LMM model, see Chap. 13. This type of models is usually good
in deciding when it is optimal for A to call the deal and in determining the price
for having the callability embedded into the deal. With regards to the pricing of the
individual cash flows, there exist other models that do a better job. For instance,
the pricing of a single payment proportional to a swap rate is often done by static
replication with swaptions, see Sect. 13.4. The pricing of a floored CMS spread
payment can then be done by combining a static replication approach with a copula
model, see Sect. 10.1.

The above example illustrates a situation that frequently occurs when pricing
exotic derivatives: the derivative contains two (or more) important features, but the
models can each only take proper account of one of the features. In our case there
is a copula model with static replication that can price the individual cash flows but
not the callability and there is a yield curve model that can price both features but
we are not too confident about the quality of the cash-flow pricing. We now explain
how adjusters can be used to get the best of both worlds.

For an abstract description of the problem, let M be a model that can price a
product V' as well as a set {V/;} of simpler products for which there exists a more
accurate model M'. For reasons that will soon become clear, we refer to M’ as
an adjustment model. In the above example, V' is the callable floored CMS spread
product and V; the corresponding floored CMS spread payment at time 7;. M is
a yield curve model while the adjusted model M’ is a copula model with marginal
distributions based on static replication.

In parallel with how the hedging coefficients were determined earlier in this
section, we choose {b;} to be such that V' — 3, b; V; is as independent as possible
of the model parameters in M. More precisely, they are computed by minimizing

the (weighted) vector {% -3 i b; %} , where {0} are the implied volatilities
of the calibration instruments that belong to M. It is then possible to use the more
accurate model M’ for ) j b;V; to obtain

V= Z bj V;dj.model_i_(V_Z bj Vj)model _ Vmodel+z bj (V]jddj.model _ ijodel)
J J J
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This method is essentially identical with the approach earlier in this section where
adjusters were used with the market quotes of the hedging instruments. Indeed, the
main idea is to approximate the model dependence of a product with a simpler
set of products for which more accurate prices can be obtained, either from the
market or from more specialized models. In the example of the callable floored CMS
spread, the weights {b; } can be chosen as the probabilities of calling the deal at the
corresponding dates. The advantage is that these probabilities are often a byproduct
of the pricing which leads to a reduced computing time.

The adjustment improves not only the price, but also the risk. This is because
the adjustment models are more accurate and can often take into account skew,
smile and the dynamics of the volatility curve. Furthermore, the numerical stability
is usually improved. To understand the details behind this statement, let us return
to the example of the callable floored CMS spread and assume for the sake of
the argument that the payments are digital, i.e. a fixed amount is paid if the
swap spread is positive. The implementation of yield curve models then contains
unwanted numerical noise deriving, for example, from Monte Carlo simulations.
The advantage of the adjustment method is that the pricing can usually be done
analytically for cash flow models, leading to more stable results.

We further illustrate the benefits of adjustment models by looking at an additional
example: the pricing of Bermudan swaptions. We assume that floating and fixed
interest rate payments are exchanged (e.g. 6M LIBOR versus 5%) and that one of
the counterparties has the right to call the deal. This product is also typically priced
with yield curve models as the LMM. Unfortunately, it is difficult to account for
the skew, smile and the proper dynamics in this kind of model, see Chap.13. It
means that in the extreme case when the Bermudan swaption is sure to be called at
a specific date, we effectively end up with a rather poor swaption model. As typical
pricing software already have an advanced model for vanilla products as swaptions,
the result is two vanilla models: one poor model derived from the extreme case of
the exotics pricer, and a good model tailor-made for vanillas. Being short an exotic
product that is certain to be called at a specific date and long the corresponding
swaption does therefore not lead to a perfect hedge in the pricing system. This
inconsistency between exotic models and vanilla models has troubled quantitative
analysts for a long time. The inconsistency disappears when using adjusters as this
approach can be viewed as a natural way to calibrate exotics models to vanilla
models. Furthermore, the inconsistency in the greeks also disappears as the skew,
smile and dynamics of vanilla models become induced into exotic models via the
adjustment.

When using an adjustment model,

V= Z bj V;;dj.modcl + (V _ Z bj Vj)model
J J

it is possible to adjust the expression further, for example, with adjusters obtained
from the market quotes of the hedging instruments. It means that V;dj'm()del should
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be replaced with
V:dd].model + Z ¢ji (h?mket _ hz}d].model)

J 1
1

and (V — Y2, b, V;)™%* with

(V _ Z bj Vj)model + Zai (h;narkel _ h;nodel)
J i

where {c;;} and {a;} are determined as usual. The resulting price is then given by

_ del ) adj.model del
=y b (v vpos)
J
+ Z bj cji (h?mket _ h;idj.model) + Zai (h;narket _ h?Odel)
Ji i

We have assumed that the adjustment model has the same hedging instruments as
the original model. This is clearly not necessary and it is straightforward to extend
the computations to the general case.

To understand the computational cost associated with the adjustment formula,
note that three components are needed to adjust the classical result 1™°%! namely
h‘;"‘“ke‘ or h;dj‘m()del, h‘;‘"dd and b, . If the former equals h‘;"‘“ke‘, it can be immediately

read off from the market. If, on the other hand, it is equal to &
performance cost is negligible as the adjustment model typically is (semi-)analytic.
For the model prices of the hedging instruments, there is typically a performance
cost. However, if the pricer is such that the hedging instruments can be priced
simultaneously with V', for example, in a common Monte Carlo simulation, the cost
is low.

Whether there is a performance impact from the computation of the hedge
weights {b;} depends on the situation. Let us first consider some instances for
which the impact is negligible. The first example is when the hedge weights are
obtained as a byproduct of the pricing, for instance, when they represent exercise
probabilities. Another example regards the adjustment of a whole portfolio with the
hedging instruments. In this situation the hedge weights are also obtained for free as
they are already computed for the risk management. In general, the hedge weights
are not known and as their computation is a magnitude slower than that of the non-
adjusted price, the performance can suffer.

There are also several reasons why the performance should be improved by the
adjustment. For instance, since much of the pricing responsibility is transferred to
the adjustment model, which typically is high performing, the original model does
no longer have to be a state-of-the-art model and it is instead possible to use a high-
speed model. Furthermore, much of the risk is also transferred to the more accurate
adjustment model. As the risk is usually the most performance demanding part of

3dj .model , the
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a model, substantial improvement can be achieved by, for example, reducing the
number of paths in a Monte Carlo simulation.

We leave the method of adjusters and return to the example of the previous
section where the Black—Scholes model was calibrated to ATM options maturing
at Ty, T,,...,T,. We assume that these calibration instruments are used for the
hedging as well. In the instance of an approximate calibration through a parametric
function, a change in any of the 7; option prices affects the option prices for all
maturities. It means that an option needs to be hedged with a combination of all the
calibration instruments. We immediately see the absurdity: an option with maturity
before 7' should obviously be hedged with the 7' option and possibly with the 7,
and T3 option but certainly not with the 7, option. The same effect occurs for an
exact calibration when using a spline for the interpolation as a change in a single
point impacts the whole curve. This unwanted non-local risk is the price to pay
when using smooth curves obtained from global interpolation, i.e. an interpolation
depending on all the node points, with and not only the neighboring.

The alternative is to do an exact calibration using a local interpolation scheme
as the linear interpolation. The change of a node point then only affects the curve
between the two neighboring node points. The disadvantage of this approach is a
less smooth curve.

The two extreme cases we described above both have their shortcomings and it
is therefore natural to look for hybrids of them so that the negative effects are less
pronounced. We consider exact calibrations and discuss an interpolation technique
referred to as a tension spline. This interpolation method has a free parameter which
on the one extreme turns the interpolation linear and on the other extreme turns the
interpolation into a spline. The tension spline can be visualized as a rubber band
connecting the node points, with the free parameter being the tension.

To derive the mathematical expression for the tension spline, observe that the
linear interpolation can be obtained by minimizing the length [(y’(x))dx of the
curve while the cubic spline minimizes the curvature [(y”(x))>dx. The tension
spline, on the other hand, minimizes a linear combination [ (6(y'(x))* + (1 — 6)
(y” (x))z) dx of these quantities, where the free parameter 6 € [0, 1] is the tension.
Using calculus of variations, we obtain

P(x) = Ae” + Be™® + Cx+ D, o= /0/(1-0)

Just as for ordinary cubic splines, see Press et al. (2002), the tension spline is
patched together at the node points in the unique (up to choices at the end points)
way making the curve, its derivative and second derivative continuous. This leads
to a curve that can be tuned between local and global interpolation and thereby
controlling locality of the risk.

We now change topic and consider the concept of dynamics for an option model,
defined as the dependence of the implied volatility on the underlying. From



4.3 Risk Management 67

A% _ 1% n v 3Gimp
s 9S = 30imp 0S

we see how the dynamics affect the delta and thereby the hedging. As mentioned in
Sect. 3.6, the dynamics are usually observed to be somewhere between sticky strike
and sticky delta. For hedging purposes, it is therefore important to have a model that
reflects this behavior.

Consider the example of the Black—Scholes type model with a volatility depend-
ing on the underlying. It follows that

dV_8V+8V80
ds — 9S = 9o S

It is interesting to note that the function o (S), which is determined through the
calibration to market quotes, also gives the dynamics. Thus, the choice of model
type, and the corresponding calibration, determines the dynamics. For this purpose,
we discuss the three most popular fundamental model types, local volatility models,
stochastic volatility models and Lévy models, and their dynamics in Chaps. 6-8.

We return to the discussion of models for which the unobservable variables are
allowed to depend on the contract specific variables and consider the example of
implied volatility interpolation. Recall that the calibration gives p(T, Fr;t, F;) for
various 7" and Fr but only for the fixed ¢ and F; given by today’s values. It means
that we have no information about the F;-dependence and it therefore needs to
be imposed externally. We described in Sect. 3.6 how this can be done for a pure
sticky-strike or sticky-delta behavior. It is also possible to impose a mixture of these
extremes, for example, by setting oimp (T, K ¢, F) = Oimp(T. K/FP 1).

Care needs to be taken when imposing the dynamics, as we now show with
an example when the implied volatility is interpolated in the strike direction. For
the sake of argument, we impose a sticky-delta behavior Oimp = Oimp(K/S), and
assume that the implied volatility at K = (K; 4+ K;4+1)/2 is obtained from linear
interpolation, i.e. Oimp = (Oimpi + Oimp.i+1)/2. Taking the S-derivative on both
sides and using the fact that Sdsg(K/S) = —Kdxg(K/S) for any differentiable
function g, we obtain:

KaKUimp(K/S)‘K=(K1+K2)/2

1
= 5 (KlaKGimp(K/S)|K=K1 + KZaKGimp(K/S)|K=K2)

This constraint means that it is not possible to impose arbitrary dynamics on
volatility curves. Indeed, the imposed dynamics do not necessarily commute with
the interpolation, i.e. different results are obtained depending on whether we first
take the S derivative at the node points and then interpolate, or vice versa. To retain
consistency, the dynamics can be imposed only at the calibration points Ky, ..., K,
from which the dynamics at a general K follow.
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As the dynamics modify the delta through the dependence of the implied
volatility on the underlying value, one might expect this effect to cancel out if we
also vega hedge. To investigate whether this is true, assume that we are long an
option V that is vega hedged with an ATM option Vary, resulting in a vega-neutral
portfolio: j—a (V —bVarm) = 0. When the underlying moves, the implied volatilities
of the two options change in certain ways while the dynamics of the model predict a
different change. The outcome is a mispricing with amounts do and doary. If these
two changes are equal, the hedged portfolio is not mispriced to the lowest order:

d
V(o +do) —bV(oarm + do) ~ V(o) — bV (oarm) + dUE(V — bVarm)
= V(U) — bV(UATM)

If, on the other hand, the changes in volatilities are unequal, the dynamics are of
importance for vega hedged portfolios as well.

The implied volatility curve shifts often almost in parallel when the underlying
changes, for instance when there is a pure skew and no smile. Conditional on that
we vega hedge, the above discussion implies that we obtain a good delta hedge as
long as we use a model that predicts a parallel shift, even if the shift size incorrect.
This is important because we later see that the most popular skew and smile models
often give a parallel shift in the implied volatility that is fundamentally different
from the observed shift. It means that these models yield good delta hedges only if
they are vega hedged.

There is an interesting connection between the dynamics of a model and
the pricing of path-dependent derivatives. Because the price of path-dependent
derivatives depends on conditional distributions, it depends on the Green’s function
p(T, Fr;t', F;/) both in the forward and backward coordinates. This is in contrast to
vanilla options that only depend on the backward coordinates for ¢" equal to today’s
date, with the dependence only important for hedging and not for pricing. As the
dynamics of a model are given by the dependence on the backward variables, we see
that the choice of dynamics affects both the pricing and hedging of path-dependent
derivatives.

In reality, the most popular skew and smile models have dynamics that are
in disagreement with the observed market behavior. Fortunately, the incorrect
dynamics are usually only of minor importance for vanillas as we vega hedge them
or impose the dynamics externally. For path-dependent derivatives, on the other
hand, there is no such simple solution and we are stuck with incorrect prices unless
we find a model with appropriate dynamics. If imposing the dynamics for vanillas,
but not for path-dependent derivatives (as this is not possible), the outcome is two
models that agree on the price but not on the hedge.

We round off by discussing the implementation of the risk computations that for
advanced models has to be done via a bump-and-revalue approach. If it takes as long
time to do the revaluation as it does to do the pricing, the risk computation is slower
than the pricing by a factor given by the number of calibration instruments. The
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performance bottleneck in a derivatives pricing system is for this reason often found
in the risk computation. Fortunately, there are several possible ways to speed up the
computation of the risk and we now describe some of the more efficient techniques.

First of all, the bumping of the prices (or implied volatilities) of the calibration
instruments can be done independently. Thus, the performance can be improved by
using parallel computing. Secondly, as mentioned earlier, the risk does not have to
be computed for the individual products but can be done on a portfolio level.

The performance can be improved substantially in the instance when the pricer
depends on a low-performing calibration. Indeed, evaluating the risk amounts to
computing

av av dO'j

where the first factor is fast to evaluate as it measures how much the price varies with
the model parameters and is therefore independent of the calibrations. The second
factor, on the other hand, is slow as it requires a calibration for each calibration
instrument. Fortunately, in the common situation when there are as many calibration
instruments as there are model variables, the second factor is the inverse of the
matrix {%} This matrix only involves the pricing of the calibration instruments

and does not depend on the calibration. The computation of the risk can therefore
be done efficiently via the formula

dv av (dé )™
75X o),

4.4 Model Limitations

Derivatives models can fail to produce accurate results for various reasons. We go
through some of the most important cases and discuss how they can be improved.

We start by looking at some situations where the method of dynamic replication
breaks down due to unrealistic hedges. The standard example is that of a digital
option paying 6(Sr — K) at maturity. The present value can be computed with the
traditional lognormal Black—Scholes framework or with static replication to account
for the skew and smile. In the Black—Scholes model, a digital option is worth — % =
N(d-), where V is the corresponding call option. The Black—Scholes delta is then
given by

dN(d-) _ 1 n(d)
as SoT —t

Observe that for ATM options, K = S, the delta tends to infinity when t — T. It
means that ATM options with short maturities need a large number of underlyings
for the hedge. This hedging strategy is associated with a large gamma risk as it in
practice only can be done discretely in time.
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Fig. 4.4 Pricing a digital call
option with a call spread

A standard technique for pricing a product for which dynamic replication fails
is to find another product, worth a little bit more, but with a well-behaved hedge.
Assume, for example, that a client wants to buy a digital call option. We do not
want to charge the Black—Scholes price as this means that we take on the problem
with the ill-behaved hedge for free. Instead, we purchase ﬁ call options with strike
K — dK and sell # call options with strike K and charge the client the resulting
price, see Fig.4.4. If the underlying is below K — dK at maturity, no payments
occur as we make no money on the call options and do not have to pay the client
anything for the digital call. If the underlying is above K at maturity, we make
#((S — K 4+ dK) — (S — K)) = 1 on the call options which is just the amount
needed to be paid to the client. Finally, if the underlying is between K — dK and K
at maturity, we make a profit #(S — K + dK) on the call options while no payment
need to be made to the client. We have therefore charged the client the price for a
call spread that has equal or greater value than the digital option in all scenarios.

As dK is typically small, it is not possible to find liquid call options in the market
that have such a small difference in strike. It means that the call spread has to be
dynamically replicated. But as long as dK is not too small, the call spread has a
well-behaved hedge, which means that the dynamic replication approach works.

The only non-trivial in the strategy is the choice of dK. In the case dK — 0, we
take on the problem with the ill-defined hedge for free, while in the case of a large
dK, the client gets overcharged and rather deals with someone else. The delicate
value of dK must therefore be such that we are satisfied with the hedge at the same
time as the client finds the price attractive.

For another example of ill-behaved hedges in dynamic replication, consider a
knock-out option of call type with an upper barrier B. If the underlying is far away
from the barrier, the price of the option increases when the underlying increases.
When the value of the underlying comes close enough to the barrier, the price
starts to decrease and tends to zero, see Fig.4.5. When pricing the option with,
for example, a lognormal model for the underlying, the price curve is steep close to
the barrier. The large negative value of the delta leads to hedging problems.

In the same way as for digital options, the problem is usually solved by finding
a product with a more conservative price and better behaved greeks, typically an
option with a slightly higher barrier B + dB. We charge the client the price of the
higher barrier and hedge the option accordingly. If the underlying never hits the
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Fig. 4.5 Pricing a knock-out
option with a barrier shift

B B+dB S

barrier, the final payoff of the hedging strategy has the same value as the payment
required by the client. If the underlying hits the barrier, on the other hand, we
terminate the positively valued hedge while no payment is needed to the client.
For dB not too small, the greeks behave well as long as the underlying is below B.

An additional example of derivative models having problems in practice is when
they include parameters that cannot be hedged by liquid products. A correlation is
a typical example of a parameter for which there are limited hedging possibilities.
For a bank it is therefore important to sell products that are both long and short
correlation to avoid a naked exposure to this type of risk. This has not been the
situation traditionally and banks have sold long correlation products such as options
with and without barriers on baskets of equity shares or products depending jointly
on credit defaults. In times of uncertainty, equity correlations increase, which results
in losses for the banks. An example of popular equity products with short correlation
is given by payoffs that depend positively on the performance of the best (or worst)
share(s) in a basket.

It is not always obvious whether the parameters in a model can be hedged
with liquid instruments. Consider, for example, the situation when a bank sells
a derivative to a client. To minimize the exposure to market movements, the
bank purchases the hedging instruments and constructs a replicating portfolio.
However, when markets go through a crisis, there is a general escape to products
that are considered safe. The consequence is that the liquidity disappears for
certain products, resulting in large bid-offer spreads. If this happens to the hedging
instruments, it may no longer be possible to hedge the derivative effectively meaning
that the issuer is exposed to the risk of unfavorable market moves.

Another property to account for is the feedback effect the hedge can have on the
price: a price move can lead to hedges of the market participants which moves the
price even more which results in new hedges, and so on. The feedback takes place
until the market has established itself at a new equilibrium. This effect appears when
the positions in the market are large compared to the liquidity or when the products
involved have high leverage.

An example of the feedback effect can be seen in the events taking place
following the unexpected announcement on June 5, 2008 that the European Central
Bank was likely to raise the interest rate at its next meeting. This led to an increase of
the short rates in a yield curve that was already relatively flat. As investment banks
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had sold exotic products containing zero-strike digital options on calendar spreads
of the yield curve, they all had to hedge themselves simultaneously. The result was
a fast, and dramatic, inversion of the euro interest rate curve. In this situation, all
investment banks had to hedge themselves in a similar way, which is an example of
how liquidity can disappear from the market. The result was substantial losses for
the European parts of the investment banks.

Quantitative analysts face two conflicting requirements on the models they
construct: they should be simple enough for practical use but complex enough
to account for realistic market behavior. The first requirement is obviously more
important and simplifying assumptions such as those in Sect. 1.2 are therefore
made. It is then left to the traders to account for, and charge extra premium for,
the inaccuracies in the models. Unfortunately, the competition between traders at
different banks is sometimes so strong that the charged price does not cover the risk.

To give an example of a simplifying assumption that has not been properly
accounted for historically, consider the situation when a model contains the problem
of merging marginal distributions to a joint distribution. This can be solved with
the Gaussian copula, which only uses the correlation as an input, see Sect. 10.1 for
details. Unfortunately, after calibrating the correlation to normal market scenarios,
the correlation between extreme events is too weak. The solution to this problem
would require a copula with at least one additional parameter, which cannot
be accurately calibrated as extreme events are rare. Banks therefore took the
simple approach and traditionally used the Gaussian copula. Another reason for
its popularity was that the merging of distributions often was only one of many
problems to be solved in a complex model, thereby making it hard to motivate
anything but the simplest non-trivial copula. The result of the simplification was
that banks significantly mispriced the impact of extreme scenarios.

The most important simplifying assumption of Sect.1.2 that needs to be
accounted for in practice is arguably that of negligible credit exposure. For instance,
when trading a product that involves future cash flows from a client, it is necessary
to include the counterparty credit exposure in the price. Although the adjustment
in principle can be done ad hoc by the traders, the responsibility has lately shifted
to models developed by quants. It is then possible to quantify and hedge the credit
risk. Investment banks nowadays have many quantitative analysts working on credit
value adjustment (CVA). CVA is the value that needs to be added to the price of a
product to account for the risk of the counterparty to default.

Let e(t) be the expected loss of a contract conditional on that a counterparty
default happens at 1. We assume e(?) to be discounted to today and contain the
factor 1-R, where R is the recovery rate. The CVA for a product with the last cash
flow taking place at T’ can then be written as

T
/0 e(t)p(t)dt
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where p(t) is the risk-neutral probability density function that the counterparty
defaults at t. For major counterparties, p(¢) can be obtained from quotes on credit
default swaps (CDSs).

The expected loss is in general correlated with the probability of the counterparty
defaulting. The risk is said to be in the wrong way if e(t) is large when the
probability of default is high. The reverse situation is known as right way risk.

The simplest possible CVA computation is done by assuming the expected loss
to be independent of the probability of default. e(¢) is then equal to (1 — R)U(¢)+
where U is the discounted contract value. The computation becomes particularly
simple when the contract value always is positive, for instance, for a bond. The
outcome of the CVA is then nothing more than adding an appropriate spread on top
of the discount curve.

When U can be positive as well as negative, such as for a swap, the pricing
is more complex. Indeed, the CVA then looks like an option payout. Thus, CVA
introduces a volatility-dependence even in the situation when the contract itself is
volatility independent. Because of the complexities, CVA often has to be priced with
numerical methods such as Monte Carlo simulations.

There are often netting agreements in place regarding credit defaults. It means
that if {U;}; are parts of such an agreement, the loss on defaultis (1 — R)(>_; Ui)+,
which is smaller than the un-netted amount (1 — R) Y, (U;) +. The complexity with
netting agreements is that it is no longer sufficient to compute CVA for individual
contracts, but all contracts belonging to the same netting agreement need to be
accounted for.

It is also common to include the effect of own default. The resulting price impact
is referred to as debt value adjustment (DVA). It can be accounted for in the same
way as for CVA. For instance, consider a simulation of the contract value U(¢) and of
the default probabilities for us and our counterparty. Should the counterparty default
first, we consider U(¢)+ while if we default first, U(¢)— should be used. One of the
main problems with DVA is that hedging it involves trading CDSs on ourselves.

Another example where the credit component affects the pricing regards the
traded product itself. Consider, for instance, a product that depends on the perfor-
mance of a basket of equities. Account should then be taken of the fact that any of
the shares in the basket can default. In fact, it does not have to be as dramatic as
a default; even a trade halt in one of the shares is sufficient to have an impact on
derivatives. For example, the suspension of trades in Fortis in 2008 had a significant
impact on barrier options on Euro Stoxx 50.

4.5 Testing

When a model has been implemented, it needs to go through rigorous testing. The
goal of the testing is to verify that the model:

* Gives reasonable prices and risk values
* Gives correct prices and risk values in special cases (for example, when the
volatility is zero or when the calibration instruments are priced)
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* Isin agreement with other models that can be used for (a subset of) the supported
products

e Is arbitrage free

* Has appropriate dynamics

In this section we show that there exist several different testing techniques and that
a combination of them is necessary for completeness.

There are three components that can cause unwanted behavior in an implementa-
tion of a model. They originate in the model itself, the method by which the model
is solved, or in the implementation. A typical error from the model is the existence
of arbitrage strategies. For an example of a method error, consider the pricing of
a European option using a Crank-Nicholson PDE solver. It is well known that the
price has an oscillatory dependence on the spot value when the option has a short
maturity and is close to ATM. In this case there is nothing wrong with the model
(the PDE), but the problem is instead that the PDE solver performs badly when the
payoff has a discontinuous derivative (which can be taken care of by smoothing out
the payoff, for example, by using an implicit PDE solver near the maturity date).
Finally, by errors in the implementation we mean bugs in the computer code.

The first test a model should go through is a theoretical investigation, i.e. an
analysis with a pen and paper. It is then often possible to verify if a model is arbitrage
free, has correct asymptotics and behaves well qualitatively. This testing is also
necessary for a proper understanding of the model. It is not, however, sufficient to
meet all the above conditions.

A model can only be thoroughly tested once it has been implemented. As it is
the implementation that is used by the traders and the risk managers, this is where
the testing becomes particularly important. The disadvantage of such a test is that
it can be hard to determine if a problem has its roots in the model, the method of
solving the model or if it comes from a bug. Many times, the origin of a problem
can be determined by varying the model parameters (e.g. the shift parameter in a
shifted lognormal model) or the parameters of the solution method (e.g. the number
of paths in a Monte Carlo simulation). A theoretical analysis of a model can also
help us to find the origin of a problem as it guides us to instances for which the
behavior of the model is known.

We now discuss in more detail how the implementation of a model can be tested.
The initial test is to verify that the implementation is stable and has proper error
handling. This can be done by using unexpected arguments. For instance, in the
field expecting a strike value for a European option, a string “test” can be inserted.
The system should then not crash but instead return an appropriate error message
such as: “Please insert a numerical strike value”. Other tests of this type are the
use of a negative number of paths in a Monte Carlo simulator, a correlation value
outside the interval [—1, 1], or a negative or zero FX rate.

The second step is to test the model behavior when the arguments are strange, but
anyway acceptable, e.g. a negative strike for a European call option. From one point
of view, this is unnatural and an error is expected. On the other hand, viewing a call
option as a contract with payoff (S — K)4, there is nothing that prevents the strike
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from becoming negative. In fact, permitting negative strikes allows us to price a
larger set of products. Thus, in this situation it is not clear whether an error should be
thrown or not. Another example concerns the value of the volatility. One philosophy
is to limit volatilities to the range [0, 1] to avoid the user inserting a volatility
of five, for example, mistakenly interpreting it as 5% = 0.05. By making such
restrictions, we might not support certain markets such as the electricity market for
which the spot volatility can be several hundred percent, which leads to high implied
volatilities. For yet another example, assume that 1435.7 number of simulations
is inserted in a Monte Carlo simulation. One solution is to interpret this as 1436
simulations by rounding upwards. However, it seems to be a plausible explanation
that the user made a typo and possibly meant 14357 simulations, or something else.
It therefore appears more natural to throw an error here.

The dependency on the input values should also be tested to ensure that sensible
values (i.e. not an error) are returned for special cases, for example, when the strike
or the volatility is zero. Consider, for instance, the Black—Scholes formula which
contains a division with the volatility, meaning that the zero-volatility instance has
to be implemented in a special way.

It is necessary to test whether the result is independent of how and when the
pricing is done. For instance, if we first price a specific product, then a couple
of intermediate products and thereafter the original product again, the same result
should obviously be returned, assuming that the market data remains unchanged.
This type of errors occurs relatively often because some variable in the computer
code has not been reset.

The testing described so far relates only to the functionality of the implementa-
tion but not to the correctness of the returned values: the present value, the greeks
and other output variables. These values are non-trivial to validate as the answer
is not known in general. For instance, the price is model dependent when obtained
from dynamic replication, meaning that there is no such thing as a true price. For
this reason, much of the testing has to be limited to special cases for which the
correct price and/or risk values are known. For example, the tests can be on special
products types such as the calibration instruments or zero strike products. Another
approach is to let the model parameters take extreme values. For instance, setting
the volatility to zero leads to a known price. Observe that it is a good idea to let the
parameters be very small rather than exactly equal to zero as these limiting cases
can be implemented differently.

Despite the difficulty of testing a model in non-special cases, some limited
testing can anyway be done. First of all, the model should be tested to be free of
arbitrage. For instance, a callable deal should always be verified to be worth more
that the corresponding non-callable deal. It is also a good idea to verify that the
parity relations are fulfilled. Secondly, when implementing a new model, there often
already exists a model in the pricing software that can be used for at least a subset
of the intended products to be priced. The two models can then be compared on this
subset to verify that they do not deviate more than expected. If there is not an already
existing model, it is a good idea to invent an alternative model (preferably not by
the same person that came up with the original model to minimize the risk of the
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same mistake occuring twice) or choose it from the literature. When testing a new
method of solving an existing model, it is obviously possible to use the full set of
products for the test. When it comes to the testing of the implementation, it is useful
to have an alternative implementation of the model, for example, in a spreadsheet,
preferably by someone other than the creator of the original code.

When testing two different models, methods or implementations, a suitable set of
test cases needs to be chosen. The test cases consist of a choice of products, market
data, model parameters and method parameters. It is common to use (a subset of) the
deals already booked as test cases. Additionally, it is useful to include manufactured
test cases designed to target suspected weaknesses in the model, the solution method
and the implementation. Furthermore, randomly generated test cases are useful in
catching unexpected errors.

We have so far discussed tests that can be performed to validate a new model
or method. This testing is done at only one instance in time. Apart from this, there
are tests that need to be run each time there is a change in the implementation of
a model. These recurring tests are simpler as they can be done by comparing the
new version with the older version. Therefore, the focus is mainly on the choice of
appropriate test cases. Typically, the test cases are chosen in a similar way as for the
initial testing, i.e. they are a combination of currently booked deals, manufactured
deals and randomly generated deals. It is useful to have the same set of test cases
throughout the lifetime of the implementation as the changes in the PV and the risk
values then can be tracked through the different versions of the model. When the
computer code has been modified, it should be verified that only the deals that were
expected to change values did so, and no other. It is also necessary to investigate if
the changes were as anticipated.

Observe that for financial pricing models it is often required that all test cases
succeed and all PV and risk value differences from one version to the next are
understood. This is in contrast to many other industries, such as IT, where only a
subset (for example, 99%) of the test cases have to succeed. This is understandable
as the impact of a bug in a pricing model can lead to a substantial loss while a bug
in a mobile telephone, for instance, can often be resolved by turning the device off
and then on again.

Apart from testing the PV and the greeks separately, it is also important to verify
that these numbers are consistent with each other, i.e. whether the greeks accurately
describe the changes in the price. This can be done by letting the model undergo a
hedging simulation. In such a simulation we use a data set that describes how the
market can change from one day to the next (or whichever hedging time interval
that is used). The data set can be obtained either from a historical database or by
generating it through a model. For each scenario of the simulation, the profit or loss
from being short the derivative and long the hedge (or vice versa) is recorded. By
aggregating the results for all simulation paths, the correctness of the model can be
measured. It is also possible to investigate how the product together with the hedge
behaves under large moves of the market data.

The hedging simulation is typically done between two dates and not over a
succession of dates covering a longer time period such as a month. The reason is that
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the hedging instruments are typically defined in terms of time periods from the trade
date such as 3M or 1Y, and are therefore different on the various simulation dates.
This linear explosion of hedging instruments often complicates the implementation
of a hedging simulation unless restricting to a single simulation step. An exception
to the rule is the analysis of a static hedge for which the hedging is only done at
the first date. Another exception is when the hedge is done by futures contracts or
by options on futures, which is typically the situation for commodities markets, for
which the maturity is defined as a specific date or month and not as a time period
from the trade date.

To understand the precise meaning of a hedging simulation, let us restrict
ourselves to the situation when the calibration instruments are independent and
equal to the hedging instruments, C; = h;, meaning that the weights of the
replicating portfolio are given by b; = %. The hedging portfolio ) j %h ;j then
changes by Zj jT‘;dhj when h; changes by dh;. The change in /1, in turn, comes
from a change dg; in the volatility, assuming for simplicity that the underlying is
constant so that only vega risk is present. The change in the hedging portfolio can

be written as
dv dh; . av .

20 g6 = = de.
—~ dh; do; ' “~dos; ’
J j

A hedging simulation therefore amounts to comparing the price difference

Vmodﬂl ({o:'j + dOTJ}) — VmOdel ({51 })

dv model ~
()

of the replicating portfolio. If market quotes exist for V, another useful test is
obtained by replacing V™%l (.) with V™aket(.) in the above difference. In general,
the change in the hedging portfolio is different from the change in V' and there are
a couple of reasons for this behavior. One explanation is that the market move is so
large that the lowest-order hedge term does not suffice to explain the price change. In
this situation the hedging should ideally have been done by including higher-order
terms such as the volga. Another reason can be that the numerical computations of
the risk are unstable and give a poor value of % The difference can also depend

with the change

on a poor choice of model that does not correctly take into account the moves in the
market, e.g. the move in V™@™*¢t(.) js not only described by the values of {5}, but
also by other variables.

The hedging simulation has the advantage that it is a good reflection of the
reality. Unfortunately, the reality is usually quite complex, meaning that it can be
complicated to analyze any peculiarities or errors that show up in the testing. To
obtain a more tractable simulation, recall that V' depends on the market quotes {J; }
via the model variables {o;}. The change in the replicating portfolio can therefore
be written as
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dv dcr . dv
Z 45,99 = 2 4g,
do; dé; Gj do;

assuming that there is a bijective relation between {7} } and {o0;}. We can therefore
compare
Vmodel ({Gi + dU,' }) _ Vmodel ({Gi })

dv model
¥ (i) o

This is similar to the hedging simulation with the difference that the dependence on

with

the matrix {j—f}}, relating the model to the calibration, has been eliminated. This
J

test is therefore not as comprehensive as the hedging simulation, but it is anyway
useful as it isolates the test to only depend on the pricing and not the calibration.
Thus, if this test behaves well while there are problems with the hedging simulation,
the error must lie in the calibration.

Even when a model has gone through thorough testing, it might still happen that
it fails when in use. The worst type of failure is arguably when an incorrect price
is returned that is so close to the correct price that the trader does not realize that
something is wrong. The cause of this can be the model, the solution method or the
implementation. An example is when the method for determining the early exercise
boundary (when using a Monte Carlo simulator) does not work properly for certain
products. To prevent such mispricing, it is useful to have at least one more model at
the trading desk to verify the sanity of the result. Should the prices of the models
differ too much, it is necessary to investigate the reason and determine which model
(if any) that returns an appropriate price.
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Part I1
Skew and Smile Techniques



Chapter 5
Continuous Stochastic Processes

In Chap. 3 we saw that stochastic differential equations play an important role in the
pricing of derivatives. We here discuss various types of SDEs that can be used for
the underlying process. We focus on SDEs that have simple solutions and thereby
allow for an efficient implementation. As the drift term does not enter the pricing
formula for derivatives, we often assume it to be zero. The European call option
price formula is derived for the driftless SDEs. This is useful not only as call options
are important by themselves, but also because they through static replication can be
used to price any other fixed-time payment. Furthermore, exotics models are most
often calibrated to European call options.
We consider equations of the type

t t
F, = / w(u, F,)du +/ o(u, F,)dw,
0 0

where an integral with respect to a Brownian motion can be defined from limits of
integrands that are piece-wise constant functions of 7, see Appendix. It is common
to write SDEs in the equivalent differential form:

dFt = /;L(t, E)dt + G(t, F[)dW[

We have chosen to only discuss SDEs for which the stochastic part is represented
by a Brownian motion. The more general case of jump processes is the topic of
Chap. 8. Furthermore, we are only concerned with SDEs that admit strong solutions,
i.e. that are adapted to the filtration of the Brownian motion, see the Appendix for the
definition of these concepts. It can be shown that under certain growth restrictions
for the functions p and o, a strong solution exists and is unique.

We start with an introduction to the linear SDE and the special cases of the
normal SDE, the lognormal SDE, the shifted lognormal SDE and the Ornstein-
Uhlenbeck SDE. We also cover the quadratic SDE, the Brownian bridge, the Bessel
process and the closely related CEV process. Finally, we describe how certain non-
analytic SDEs can be used for derivatives pricing.

C. Ekstrand, Financial Derivatives Modeling, DOI 10.1007/978-3-642-22155-2_5, 81
© Springer-Verlag Berlin Heidelberg 2011
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5.1 The Linear SDE

The linear SDE
dFy = (1 (1) + pa(2) Fr)dt + (01(2) + 02(2) Fr)dW,

can be solved by first solving the corresponding geometric process with Ito’s lemma:
dF, = uy Fydt + o, F,dW,

S . 1
=dInF, = F'dF, — EF,_Z(dFt)Z = Wodt + 02dW, — Eogdz
5 5 T 1 T
= Fr = Fyexp (/ (2 — Eazz)dt + / O'de;)
0 0

With dF,™ = (—ua + 02) F~'dt — o F,~'d W, we obtain the solution

d(FE7YY = (dF)FE7" + F,dF™" + (dF,)dF™!
= (w1 + maF)F7'dt + (01 + 02 F) FT'dW, + Fi(—pa + 03) F\dt
—F,0,F7'dW, — (01 + 0o F)) oo F ' dt
= (w1 —o10) F7'dt + oy F W,

T T
= Fr = Fr (FOFO—1 +/ (1 —o100) F'dt +/ cle,_ldW,)
0 0

Important special cases of the linear SDE are the lognormal SDE, the normal SDE,
the shifted lognormal SDE and the Ornstein-Uhlenbeck process, all to be covered in
the following sections.

5.2 The Lognormal SDE

We saw in the previous section that the lognormal SDE
drt = oFdW,;

has the solution

1 T T
FT = Foexp (—E/ Uzdt +/ O'dVVt)
0 0
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The integral fot od W, is normally distributed with mean 0 and variance 627 :=
fOT o?dt, see the Appendix. It follows that

Fr = Fye 0 T/2+3VTX

for X a N(0,1) variable, ie. py(x) = \/#276_“‘2/2. If the volatility had been
constant, we would have obtained a similar expression:

Fp = Fye~ 0 T/2+ovTX

We therefore see that it is possible to assume, without loss of generality, that the
volatility is constant because if this is not the case, we can simply replace the
variance with the integrated variance.

We compute the Green’s function pg (T, Fr, Fy), where we by abuse of notation
have used Fr to denote the distribution of F' at T as well as the value of F at T.
Introducing the variable x by

- _ In(Fr/Fo) /=
Fr = Fre O'ZT/2+O'«/TX & x + U T
T 0 0'\/_ )

it follows that

pr(T, Fr, Fy)dFr = px(x)dx

_ 1 (ln(:‘]‘\//f()) f)
V/ ZnazTFT

The forward European call option price is equal to

dF.
& pr(T, Fr, Fy) = px(x)/ de

E[(Fr — K)+]

o0
— Foe 0 T/2+o/Tx _ K) e 12dx
A/ 27 /;oo 0 +
1 o V)22 ’/2
= — (Foe_(x_a ) / o Ke_x / )dx
V21 Jan(K ) Fo)+02T/2) /o /T

In(Fo/K) | 1
T :i:zoﬁ

The price of an ATM option, K = Fp, is for small oT given by

EKFT—KMMKﬁ%=}%(N(%U f)—N(}%o T))

d 1
~ F T—N =0 = —— T F
0oV T (x)]x=0 mcw 0

FoN(dy) — KN(d-), dy=
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5.3 The Normal SDE

The normal SDE
de = UdW[

is solved by
T
Fr = Fo+/ odW, = Fo+oTX, X ~N(0,1)
0

The Green’s function

dy ! ~(Fr—F)*/20°T
pr(T, Fr, Fy) = py(x)) — = ———¢ Fr=F0)"/20
dx V2nro?T

is fundamentally different from the lognormal version as it supports negative values
for Fr. Some financial processes can be negative and for these it is certainly possible
to use this type of SDE. For other financial variables, such as FX rates or equity
stocks, the positivity of a process can be a necessity. One way to avoid negative
values is to impose boundary conditions at F = 0. The most commonly used
boundary conditions are the absorbing (Dirichlet) and the reflecting (Neumann)
conditions. The reflecting boundary condition states that if the process hits O then it
bounces back out again along the positive axis, just as a ball would bounce against
a wall. The absorbing boundary condition states that if the process hits O then it gets
stuck there forever, just as a ball thrown at a wall covered with glue would stick.

The boundary conditions can be represented mathematically by the method of
images. It means that we use a mirror process that has the same probability to be
located at —F as the original process has to be located at F'. In the instance of an
absorbing condition, the image process is given a negative value, which means that it
annihilates the original process if they hit each other (which happens at F' = 0). For
the reflecting condition, the processes have the same sign which can be interpreted
as if they bounce off each other at F = 0. The Green’s function therefore takes the
form:

pr(T, Fr, Fo) = ;e_(FT_F"WZ"ZT + L o~ (Fr+F)/20°T

V2rnoT N 2mo?T

where
0  No boundary condition

n = 4 —1 Absorbing boundary condition
1 Reflective boundary condition

For a more detailed discussion of the method of images, consult any standard
textbook on PDEs.

The choice of boundary condition depends on the type of problem under
consideration. We have already seen that the disadvantage of having no boundary
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conditions is that the underlying can be negative. The probability of this happening
is

0
1 202
e =R 2°T g = N(=Fy/aNT)
e T 0/0
/—oo V2r0?T
With absorbing boundary conditions the possibility of a negative F is avoided but
instead there is a finite probability that Fr = O:

P(Fr =0) = 1— P(Fr > 0)
*° 252 1 252
_ 1_/ ( o= (Fr—F0*/20°T _ o~ (Fr 020 T)dFT
0 \V2mo?T N2mw0?T

=1— N(Fy/oNT) + N(=Fy/oNT) = 2N(—Fy/o~T)

A finite probability for the underlying to be equal to zero can also ruin the model.
For example, consider the situation when F' represents an FX rate and we need to
convert a currency via multiplication by F~!. This problem can be partially solved
by moving the boundary to a small positive value F' = € > 0.

The probability of ending up at F = 0 is small for short maturities, meaning
that a boundary condition only has a minor effect. For large maturities, on the other
hand, the contribution can be important with a mispricing of far out-of-the-money
put options (or equivalently, by put-call parity, far in-the-money call options) as a
consequence.

A reflecting boundary avoids negative values as well as assigning a zero
probability to the event ' = 0 (but the PDF is not equal to zero at this point).
Unfortunately, this boundary condition does often not have a realistic financial
interpretation. For example, when F models an equity forward, it is counterintuitive
that F bounces back up along the positive axis after it has hit the zero point. In this
instance the absorbing condition is more natural as if F = 0 is hit, the equity
forward stays there forever.

We conclude that if positivity is essential, the introduction of boundary condi-
tions is often not sufficient to rescue a model for long or intermediate maturities. It
is usually better to change the underlying process so that only positive values are
supported. Examples of such processes are given later in this chapter.

The inclusion of boundary conditions is not limited to the normal SDE but can be
used for any of the processes in this chapter. We have chosen to have the discussion
here as boundary conditions are commonly applied to the normal SDE.

In the absence of boundary conditions, the European call option price is equal to

E[(Fr — K)+] = \/%/_oo (Fo +0ovTx— K)+e_x2/2dx

1 © ( 2 d 2
—_— F —Ke_x/z—oﬁ—e_x/z)dx
V2 J(k—Fy) /o T (Fo=K) dx

Fo— K
oT

(Fo— K)N(do) + o~Tn(dy), dy =
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From the form of the Green’s function with boundary conditions, we conclude
that the general solution is obtained by adding a term with Fy replaced by —Fj,
multiplied by 7:

E[(Fr — K)+] = (Fo — K)N(do) + o ~/Tn(do)
+1(—Foy — K)N(d) + no/Tn(dg),
_Fh-K «  —Fo—K
oNT = oT
Just as for the lognormal SDE, a time-dependent volatility is handled by replacing

02T with the integrated variance fOT o%dt. We end this section with the simple
expression obtained for ATM options in the absence of boundary conditions:

do

El(Fr - K)4llker, = J%oﬁ

5.4 The Shifted Lognormal SDE

It is useful to have an SDE that interpolates (and extrapolates) between the
lognormal SDE and the normal SDE. We would like this SDE to be such that the
ATM volatility is independent of the interpolation parameter when o~/T is small.
As the normal model

dF, = oFydW,

has the same ATM volatility as the lognormal model for small o+/T, this suggests
the form
dF, = o(Fo + B(F, — Fo))dW,

which reduces to the lognormal SDE for § = 1 and the normal SDE for 8 = 0.
Writing the SDE as

dF, = Bo(F, — F)dW,, F =F, (1 - %)

for B # 0, we conclude that G = F — F satisfies

dG, = dF, = Bo(F, — F)dW, = BoG,dW,
ie. G is lognormal. As F is a constant added to a lognormal process, the SDE
followed by F is referred to as a shifted lognormal SDE. G, is lognormal and

therefore positive, which implies that F; > F.
The solution for the lognormal process G gives us

Fr = F 4 (Fy— F) e P°TPHoVTX - x N (0,1)
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From
_n((Fr—F)/ (B~ F) 1
x = o/ + 2,30«/7
T bo T (Fr - F)
we obtain

dF
pr(T, Fr, Fy) = PX(X)/d—xT

~ - 2
3 1 —(7‘"((” ) +%ﬂa«/7) /2

= 2npro’T (Fr — F)

The call option price is

E[(Fr — K)4+] = ,—/ F + (Fo— F) e B0 T/2+poTx _ K)+ e 2dx
_f(Fh—F)N(d4)— (K- F)N(d-),K > F
| F-K, K<F

dy = mﬂ(m/__) + - po JT

As usual, a time-dependent volatility is handled by replacing 02T with the
integrated variance fOT o?dt.

We have considered two SDEs for option pricing earlier in this chapter: the
lognormal SDE and the normal SDE. They have each one free parameter, o, and
can therefore only be calibrated to ATM options. The shifted lognormal SDE, on the
other hand, has two free parameters and can be calibrated to both ATM options and
the skew. In the next chapter we discuss in a more general setting how 8 determines
the skew, but this behavior can also be verified directly from the above European call
option formula. The skew in the shifted lognormal model is such that the implied
volatility decreases with the strike for § < 1. This behavior is useful when modeling
underlyings for which the volatility decreases with increasing F'. This is typically
the situation for equities and sometimes for interest rates and FX rates (as there is
one currency on each side of an FX rate, half of the FX rates have skews in one
direction and half in the other direction, unless there is no skew at all).

Observe that the ATM price without boundary condition and with small /T is
given by
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EFr = K)+llxar, = (N Gﬂaﬁ) N (—%ﬂaﬁ))

Fo d 1
~ FﬁoﬁﬁN(x)h:o = Eoﬁﬂ)

which indeed is independent of . It can also be shown that o only has a small effect
on the skew (this, of course, depends on the exact definition of skew). As o mainly
affects the ATM price and 8 mainly affects the skew, the calibration is easy both to
implement and to debug.

5.5 The Quadratic SDE
We here consider the quadratic SDE
dF, =o(F, —a)(1 — F,/b)dW,, a<b

The PDE for the corresponding call option problem is

U, = %(F —a)*(1 = F/b)*Upp, t=0*T —1)
Ur=0)=(F-K)4

Following Ingersoll (1996), we use the transformation

_ (1=K/b)(1—F/b) _ F—a
U(r, F) = I —ajb (T, x), x_—l—F/b
to obtain
_1-K/b _l B 1—a/b
Ur = —1—a/b ( b‘-I—’+(1 F/b)lpx—(l—F/b)z)
_ 1-K/b 1-K/b 1—a/b 1-K/b l
= Urr = (_ hb—a * 7T l—F/b‘I’”) A=F/bye T A=F/byeb *
_ (1—K/b)(1—a/b)‘l,
B (1—-F/b)? .
The PDE takes the form
A=K/D)A=F/b) 1o oo (L= K/b)(1—a/b)
1—a/b v, = 2(F a)*(1—F/b) (A= F/by Wox

1
& U, = 5(1 —a/b)*x*V,,
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with initial condition
1—a/b
(1—K/b)(1—F/b)

_((F—-a)(1—-=K/b)—(1—F/b)(K —a) _ K—a
- ( (1— K/b)(1— F/b) )+ - (x_ 1—K/b)+

WU(r =0)= (F—K)4

As this looks like the lognormal problem for Fy, K € (a, b), we obtain

K

_ In(xo/ | 1=x75
W = xoN(dy) — lli—K‘/sz(d_), dy = (fja/(;);ij? + %(1 —a/b)oT

Transforming back to the original coordinates gives

U=1—ap (Fo-a) = K/DNW@) = (K —a)(1 = Fo/D)N(-)).
mn((5545) / (£55))
e = (1—a/b)yoT :tz(l—a/b)oﬁ

The cases when Fy < a and Fy > b can be solved in a similar way. For example,
when F,, K > b, we obtain

U

= (F—a)(1 = K/D)N(=d3) = (K = a)(1 = Fo/b)N(=d_)).
—a/b

_fo—a_ _K—a_
0. MR CED i

The Green’s function can be computed by taking the second derivative of V' with
respect to K, see Sect. 6.2. It follows from the form of the Green’s function that if
F starts in one of the regions (—oo, a), (a, b) or (b, 00), it stays there forever.

To simplify the calibration, we want the variables a and b to have as small an
effect as possible on the ATM price, which suggests the rescaling

_ (F—a)(1—F/b)
dF, _U(Fo—a)(l—Fo/b)Fodl/Vt’ a<b

It is then necessary to replace o with o#ﬁ_%/m in the option pricing formula.
As the quadratic volatility process has three free parameters: o, @ and b, it can be
used not only to control the skew, but the smile as well.

The quadratic volatility model can be used for Fy € (a, b) if we are relatively

confident that the underlying F stays within the region (a, b). For instance, based
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on the observation that most of the major currency pairs have historically been
within certain bounds, this model was used in Ingersoll (1996) for FX rates. Care
needs to be taken when using the quadratic volatility model as the implied volatility
has a peculiar dependence on the strike when Fj is close to a or b, or when the
maturity is long.

The instance Fy > b > 0 can be used to model skew for which implied volatility
increases with the strike. This skew is in the opposite direction to the shifted
lognormal model and is useful when the volatility increases with the underlying.
This is sometimes the situation for commodities and FX rates.

5.6 The Ornstein-Uhlenbeck Process

The Ornstein-Uhlenbeck process has the form
dF, = /\t(ﬁt — F)dt + o, dW,

We derive and analyze the Green’s function, but we do not compute the option
price as the SDE is not driftless. We have chosen to explicitly express the time-
dependence of the variables as the general solution cannot be obtained from the
constant coefficient case by simple substitutions such as 67T — fOT o’du.

For F, > F, the drift term is negative while it is positive for F; < F, It means that
F; is pulled towards F, and the strength of the pull is determined by the factor A,.
For this reason, F, is referred to as the mean-reversion level while A; is called
the mean-reversion factor. Clearly, for A, = 0 the process reduces to a Brownian
motion and is independent of the mean-reversion level. For A, — oo, on the other
hand, the process immediately becomes equal to F, and stays there forever.

The solution to the Ornstein-Uhlenbeck process is obtained from

d (efirn ) = efi by, Fids + elo b, aw,

T t ~ r t
= FT == e_ﬂ)T Audu (F() + / ef" A“duA,[F[dt + / ef" A“dMU,dW,)
0 0

T 1 ~
= ¢ Jo hudu (Fo +/ el My, Fodt + aor ﬁx)

0

where X ~ N(0,1), w, = elo fuduy, and @ is defined by @2 T = fOT w3du. As
Fr is normally distributed, it is completely determined by its mean and variance. To
analyze the solution in more detail, let us consider the situation when the coefficients
are constant. We then obtain

T T
Fr =e¢ T (Fo—l—AF/ e”dl—i—o/ el’dW,)
0 0
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with mean and variance given by

E[Frl=F +e*" (F,—F)

2

Var (Fr) = ;7 (1—eT)

For T or A small, the expressions simplify to

E[Fr] — Fy
Var (Fr) — 0T

which is the same result as would have been obtained for the corresponding non
mean-reverting process. As mentioned above, for large A the process becomes
constant and equal to the mean-reversion level:

E|[F]— F
Var (Fr) — 0

Finally, we consider the limit of large 7. Then

E|[Fr] — F

0_2

Var (Fr) — 2

As expected, the mean is equal to F.Itis interesting to observe that the variance
becomes independent of 7. The reason is that for large 7" a state of equilibrium is
established between the variance increasing effect from the Brownian driver and the
variance decreasing effect from the pull towards the mean-reversion level F.

The Ornstein-Uhlenbeck belongs to the class of mean-reverting processes.
Additional examples of processes belonging to this class are the geometric Ornstein-
Uhlenbeck model, obtained by replacing o, with o, F;, and the Cox-Ingersoll-Ross
(CIR) process, obtained by replacing o; with o, +/F; in the equation for d F;.

5.7 The Brownian Bridge

To explain the purpose of Brownian bridge processes, we first consider the
distribution of a Brownian motion conditional on that its value W7 at a future time
T is known. Since
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t
Covar (W, — FWT’ WT)
t
= Covar (W;, Wy — W;) 4+ Covar (W;, W;) — TCovar (Wr, Wr)

t
=t——T=0
T

and as Gaussian variables are characterized by their covariance, W; — %WT and Wr
must be independent. Conditional on that Wr = x, W; and W; — %WT + %x have
equal distribution. It means that the conditional distribution of W; is equal to %x
added to the conditional distribution of W, — % Wr. However, the latter is equal to
the non-conditional distribution of W; — [T Wr according to the above discussion. As
this is a normal variable with mean 0 and variance t(T" — t)/ T, it follows that

T_
Wi lwy NN(%WT7¥)

This argument can be generalized to obtain the distribution of W, conditional on W;
and Wy fors <t < T. Using the Brownian motion W, = W,, — W; in the above
result gives

Wil vy ~N(Ws+;;S(WT_WS), W)
-5 T —s

Consider now T
—t t
X = WW/(T—[) + ?x

To analyze this process, we use the fact that

- Fa0) t
W, =/ 0. dW,, g(t) =/ Gfdu
0 0

is a Brownian motion for arbitrary functions o,,. Indeed, it is straightforward to show
that the defining properties for a Brownian motion (see Appendix) is satisfied. For

example,
- . 0] Pa(d)
Var (W, — W;) = Var / 0, dW, | = / o2du
g7 1) g ()

Fa() g
=/ Gfdu—/ oldu=t—s
0 0

From this general statement we obtain

t
t
;n=(T—0/(T—m*mn+—m
0 T
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It follows that

X

(T —1) /OS(T —u) " 'dW, + (T —1) [(T —u)"ldw, + %x

T —t s t ! .
_T_S(XS—Tx)+Tx+(T—t)/S(T—u) dw,
t—s d 1

= Xo+ g (= X) + (T =) | (T —wy'aw,

from which we conclude that X, |y, has the same distribution as W, |w, w, if X; =
W, and x = Wr. In fact, it can be proven that X7 is the unique continuous-path
process with this property. This process is called a Brownian bridge.

From the computation

t
1
dx, = — (/ (T — u)_lqu) di + —xdi+ (T =0)(T =)~ W,
0

T —1t

t
=—(T—-1)"" (X, — ?x) di+ (T —1)! xdt + dW,

x—X;
= dt + dW,
T AW

we conclude that a Brownian bride process is nothing more than an Ornstein-
Uhlenbeck process with time-dependent parameters. The mean reversion is such
that the process converges to the point x whent — 7.

5.8 The CEV Process

The constant elasticity of variance (CEV) process
dF, = oFfaw,

can be used as an alternative to the shifted lognormal model to interpolate between
the normal (8 = 0) and the lognormal (8 = 1) processes. We solve this model by
using the corresponding backward Kolmogorov equation

1
U, = EFZﬂUFF, T =0T —1)
An alternative solution method is given in Sect.5.9. The above PDE can be
transformed to have integer powers by setting Q(z,x) = U(z, F), where x =
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F'=#. Using
Ur = (1= B F P = Upr = Qu(l = B*F 7 —Q.p(1 — B FF~!
we obtain
Q= U = 5 F¥Usp = 5(1— B Qu— 551~ P2,

The similarity between this PDE and the operator

appearing in Bessel’s differential equation is clear. To make this explicit, we use
Q(r.x) = x""®(r,x), y=2(1-p)
1
= Q, =x""o, + —x"r"1o
14
1/ 2 iy 11 1/y—2
= Qo =x"0u + x4 — [ ——1 | xV/20
14 Yy \Y
to get
1
@ = xR = 27 (P + (v - 2T

(Y2 @y + 2737 0 + (1 = P)X 20 + (y — 2)yx ™' Oy + (y — 2)x 2 D)

I
0| — 00| —

1
y2 (cbxx + X_ICDx - y—2x—2q>) = g)/ZD)ZCD

Finally, by a time-scaling

2
Y(w,x) = O(r,x), o= Zt

we arrive at |
v, = ED}:\D

In summary, the transformation that has been made is

2
U(t, F) = F'/2 (%z, FW)

4
U(w,x) =x""U (—zw,xz/y)
Y
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To solve the resulting PDE we use the Hankel transformations
o0 ~

Y(w,x) = / kW(w, k)Jyy(kx)dk

A 0 o0

VU(w, k) = / xW(w, x)J1yy (kx)dx

0

which can be verified from the orthogonality relation between Bessel functions

o0
/ ki (kx") g1y (kx)dk = 8(x — x")/x
0
As Bessel functions solve Bessel’s differential equation
DY Jijy(kx) = —szl/y(kx)

the transformed problem becomes
o 1.4 o N
g, = —EkZ\I/ & U(w,k) = e ¥ 2P (w = 0,k)

The Green’s function g (w, x, x") for the PDE satisfied by ¥ (w, x) is by definition
the solution to the problem

1
g(w=0,x,x")=8x—x")

The transformed problem then has the initial condition
o0
G =0,k,x") = / x8(x —x")Jijy(kx)dx = x"Jy, (kx")
0
from which we obtain
*° 2
g(w,x,x') = / ke ™ @2x" gy, (kXY (kx)d k
0
We change integration variable from k to kx’ and use the equation

= 1
/0 ke ™12 1y, (k) gy (k) d k= Sl Jm)e—(1H10/21

which can be found in, for example, Luke (1962). The result is
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gw,x,x") =x""" / ke—k%/h’zJl/y(k)Jl/y(kx/x’)dk
0

72 72 / /
=g [ et e (XX ) et 20
w "\ w x’ o "\ w

The Green’s function can be used to find the solution

Y(w,x) = /Oooh(x’)q(a),x,x’)dx’

to the general problem
1
v, = -DIV¥
2
Y(w =0,x) = h(x)
As an example of the applicability of the above method, let us find the Green’s
function to the original PDE satisfied by U. We have the initial condition
Ur=0,F)=68F—F
& W(w=00x)=x"""U(r =0,x7") = x"§(x*" - F')

- x_l/y%xl_z/y(?(x _Fy = %x1_3/y5(x ~F"?)

which gives

_ XFIV/Z ’
Y(w,x) = ZLFW 3/211/;/ ( o~ HF) 20
w w

The Green’s function p(7, F’; ¢, F) for the CEV process is therefore given by

FFY/2
W)

4 _
p(T,F';1,Fy = F'2_~_Y pr 3/211/y( o

) e—Z(FV+F/V)/y21
yit 2

_2 F"(FF)'21,, 4—(F Fy” o2V HF) [y
yT ’ Y2t
‘L’=02(T—Z‘), y=2(1-5)

Observe that we solved the PDE by using the fact that Ji,, is a solution of the
Bessel PDE. Recall that a second-order differential equation can have more than
one solution and the choice of solution determines the boundary condition. Our
choice of solution is such that p(F’, T; F,t) is zero at the boundary F’ = 0. This
condition was enforced by our choice of solution for 8 < 1/2 while it is satisfied
automatically for 8 > 1/2.
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In the normal case y = 2 we can use

/2
I /z(Z) =,/ — sinh(z)
b 154
to obtain

2t 1 , , ,
ppo(T. F'i1. F) = (FF/)I/Z / FTF : (eFF /v _ o~ FF /r) o (F*+F %) 2¢

_ 1 (e—(F—F/)z/Zt_e—(F+F/)2/21)
2t

which as expected is the normal Green’s function with an absorbing boundary
condition. Recall from Sect.5.3 that in this situation there is a finite probability
that F = 0. This is in fact true for all 8 < 1 and it can be shown that the probability

is given by
1 2
P(FF=0=G (— —F”)
y ty?

where G is the complementary gamma distribution function

G(y,x) = F(y)”/ ez

and I' is the gamma function

F(y):/ e ldz
0

satisfying I'(n + 1) = n! for positive integers 7.
The way F ends up in the absorbing point ' = 0 depends on the value of .
Indeed, by using the asymptotic limit

1y(z) ~ @ +1)(z/2)°‘ for0 <z < Va+1

we obtain the Green’s function for small F’:

iF’Y‘Z(FF’)I/2 ! 2 (FF/)V/Z)I/ye—zFV/y%
T ra/y+1 y2t

(i)”y“ _VF oy pre
y2T ra/y+1

p(T,F';t, F)

%
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We conclude that p has the asymptotic behavior

p—0 for B <1/2
p — const for f =1/2
p—>oo for 1/2<B <1

when F' — 0.

The call option price can be computed by integrating the payoft over the Green’s
function. Unfortunately, the series expansion of the modified Bessel function
converges slowly, which means that there is a performance impact for accurate
calculation of option prices. An alternative method, described in Lipton (2001),
makes use of the fact that [, is particularly simple for « a half integer: ¢ =
1/2,3/2,5/2,...,correspondingto § = 0,2/3,4/5,5/6, ....The modified Bessel
functions are then simple expressions of the hyperbolic functions (sinh and cosh),
which means that it is straightforward, though a bit cumbersome, to compute the
option price. The option price for a general value of 8 can then approximately be
obtained by interpolation.

5.9 The Bessel Process

The Bessel process is closely related to the CEV process and is reviewed in detail
in Revuz and Yor (1999). Several of the variables that appear in our treatment of
Bessel processes are gamma distributed so we start our discussion there.

The gamma distribution is the two-parameter family I',g of random variables
with PDF

Px() = grmesa e
The moment generating function is given by
1 o0
My (k) = E ["] = T @) /0 e kDB g o

— 1 a=1,=2/B g, — 1
ﬂ“l"(oe)(l—kﬂ)“/o © TR T U k)

As an example of a gamma distributed variable, let X ~ A/(0, 1) and consider

1 v 2
=2— e v 2%dz
«/27{/0

1 /x —1/2 —z/2 1 /x —1/2 —z/2
= — 7 e dr = ——— 7 /ey
V21 Jo 21/2F(%) 0

P(X?<x)=2P0 < X < X)
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from which it follows that X2 ~ T’ 1o

By multiplying together the generating functions of I'y, g distributed variables

{X;}, it follows that
1

Mo ® = o

which means that Z;Ll X; ~ FZleai, 5 If {X;} are normally distributed, then
Zf=1 X,.2 ~ F%,z. In the special case § = 2, the gamma distribution is called the
chi-square distribution )(§ = F% 2

Let X be equal to a constant Vb added to a (0, 1) distributed variable. The
moment generating function for X2 is

My (k) = E [ekX2 S

=l

—(1=26)2
o~ (1-26)z /2+21m//7z+kba,Z

=l

_ —_/ _12/2+7*2/%Z+kbd2
V1 =2k /27 J-co

2
1 okb/a—2k) L — 2l 24, — 1 okb/(1=26)

1 -2k V2 / 1 -2k

By multiplying the individual moment generating functions, we obtain the
moment generating function for a sum Z;Ll X,.Z, where the X;s are independent
random variables that can be written as a sum of a constant \/b_, added to a A/(0, 1)
distributed variable:

§
okb/1=20) Zbi

i=1

My 2 (k) = (1 = 2k)3/2

This distribution is called the non-central chi-square distribution. To find its PDF,
we rewrite the moment generating function as

ble —b/2 1

1 b
' — —b/2 —
Myt o) = g e ZO 2 (1= 2k

Using a term-by-term argument, we obtain the PDF

d ble—b/2

_ n+8/2—1 —x/2
Pyl x(¥) = ;) 122752 (1 1 8/2)

e
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which can be written as

_1p 2 /h )2 H8/2-1
1 4o (x)‘g/4 1/22 (Vbx)>+o/

Pyt ) =3 b n1221 48211 (n 4 §/2)

b

n=0

1 N 8/4—1/2
_ L o (X Vo
5e (b) I (Vbx)

where we have used a well-known expression for the modified Bessel function:

d v+2n
1,(z) = Z L

!
— n'C'(n+v+1)
The above result can be further extended to a weighted sum of squares of the X;s,
see Sect. 10.4. Here we instead generalize the X;s to Brownian motions W; with
starting points +/b;. We also discuss a natural extension to positive non-integers §.
Using the time-scaling ¢Z,,.» ~ Z, for a standard Brownian motion, we can

write W, = Z; + Vbi ~ ﬁ(Zl + ,/b,-/t), where Z; ~ N(0, 1). It then follows

from the above that the moment generating function for F; = Zf: | szr is given by

1 kb/(1=2kt)
Mp(k) = m@

This process is called the squared Bessel process. It depends on two parameters §
and b, and is denoted by BESQ®(b). Observe that

t t 8 r 8
F;:F0+/dFs:b+2/Zm,sdm,s+/st
0 0 0 >

i=1 i=1

t s t
:b+2/ ZWiidZSJrSt:bJrzf VIF|dZs + 8t
0 ' 0

i=1

where Z; is a standard Brownian motion. This formula provides us with a natural
extension of squared Bessel processes to positive non-integers §. It can be proven
that the SDE has a unique strong solution when b, § > 0. Furthermore, since F; =0
is the solution when b,§ = O, it is possible to use comparison SDE theorems
to prove that F; > 0 when b,§ > 0. The absolute value under the square root
is therefore not necessary. The positivity of the solution to an SDE is often a
desirable property in mathematical finance and this is one of the main reasons for
the popularity of squared Bessel processes.

Using the defining SDE, we see that if F ~ BESQ’(b) and F’ ~ BESQ® (¥')
are independent, then F + F’ ~ BESQ’*¥ (b + b'). Therefore, if M(8,b) is the
moment generating function of BESQ’ (b), then
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M@, DYM(, b)) = M(S +8.b+b)

From this relation we conclude that M(8,0) = «A4® and M(0,b) = BB’, and
since M(8,b) = M(8,0)M(0,b) we obtain M(§,b) = yA°BP. It implies that
M (k) must be of the above form also for positive non-integers 6. The PDF for the
squared Bessel process can be derived in exactly the same way as was done for the
corresponding random variables. The result is

1 8/4=1/2 Vb
(3 B (_x)

2t t

We now show that it is possible to obtain several familiar processes from the
squared Bessel process. For all these processes, the PDF and the moment generating
function can easily be obtained from the corresponding results for the squared
Bessel process.

The square root G of the squared Bessel process is called the Bessel process
BES’ (b). For § > 2, it can be shown that the point x = 0 is unattainable. We can
therefore apply Ito’s lemma and obtain the SDE satisfied by the Bessel process:

5—1 [
Gt=G0+Zt+T GS ds
0

Well-known examples of Bessel processes are maxo<,<; W, — W; ~ BESI(O) and
2maxo<,< W, — W, ~ BES3(0) for W a standard Brownian motion, see Pitman
(1975).

Consider the inclusion of mean-reversion in the squared Bessel process:

dG, = 2+/|G;|dZ; + 2BG,; + §)dt
This is a popular SDE, in particular for the short rate in interest rate modeling where

it is called the Cox-Ingersoll-Ross model. It is also used for the volatility in the
Heston model, see Sect. 7.4. Setting F/ = e2/'G, gives

dF! =2¢7P'\/|F/|dZ, + e™*P'§dt

We make use of the fact that fot 0,dZ, and Z 1t a2du describe the same process for
Z a standard Brownian motion, to arrive at

t
dF =2\/|F/|dZ( / e Pudu) + e 18dt
0

=2|F/|dZ((1 — e ") /2B) + 8d(1 —e™2P1) /28

from which we see that F/ = F((1 — e™2/*)/2p), where F ~ BESQ’(-). The
distribution for the mean-reverting process can then easily be computed.
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The squared Bessel process is closely related to the CEV process. Indeed, for
dG, = oGl aw,

and F’ = G?1=P) we obtain
_ 1 _
dF, = 2(1 - B)G, P oGlaw, + 52(1= p)(1-2)G, #5262 ar

=2(1— B)o/F/dW, + (1 — B)(1 — 2B)c2dt
1-28

=2V FldWa_pye2 + md((l —B)’o’t)

Thus, G, = F,/*{27) for F ~ BESQU ™M/ (). With y =2(1—g) and T = 0
we get G, = F;{ZM for F ~ BESQZ(”_I)/V(b), with b = xg where G;—¢ = x.
Using the PDF for the squared Bessel function gives

dx?
PG, (X) = pra, (7)) ——

—-1/2 IxY xv
_ 1 o (X0 T/ (2y%/4) xr ’ 1y ﬂ yx?!
2y2t/4 X "1 yir/4

2 _ 1/2 ()C())C)y/2 Yaw4 2
_ = y2 Vv \AAT 2(xy+xV) /vyt
X' (x{x") " Ly, (4 2 e 2o

which is identical to the expression in Sect. 5.8.

5.10 Non-Analytic SDEs

The SDEs considered so far have all been analytically solvable. This is useful when
pricing vanilla products for which the performance is often important. However,
there are many situations in derivatives pricing where analyticity is of minor
importance. As an example of this, we now explain how exotic derivatives can be
priced by simulating SDEs that do not have closed-form solutions.

A simulation is often not done over a single time step but over a discrete set of
dates. The reason can be that an exotic product has several payments or that the
model requires multiple simulation points, see, for instance, the lognormal LMM
model of Sect. 13.17 that in general is set up so that the simulation is done according
to the frequency of the underlying LIBOR rates. It is in this situation necessary to
use an SDE that can be simulated over discrete time steps, typically of size less than
a year. The SDE also has to be such that it can be calibrated to vanilla products. We
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now show how both these demands can be satisfied by SDEs that do not have known
analytical solutions.

As an illustrating example, we consider an SDE that gives a volatility skew
without permitting negative values for the underlying, as opposed to the shifted
lognormal SDE, or by allowing a non-zero probability for the underlying to end up
at 0, as opposed to the CEV process. The precise specification of the SDE we have
in mind is

o @B F)

T o
= By FodWe = 0B FYodWe, w(p.F) =7 (1)

where & is a constant.

Just as for the shifted lognormal process and the CEV process, the 8 parameter
controls the skew. For instance, 8 — 0 gives (B, F') — F meaning that the process
turns lognormal. If B — oo, on the other hand, w(B, F)/w(B, Fy) — 1 giving
a normal process. We also note that the process becomes lognormal in the limit
F — 0, which implies that the underlying always stays positive. Furthermore, the
process is normal in the limit ' — oco. We conclude that the skew is such that the
implied volatility decreases with increasing strike.

The simulation of the process can be done by using the SDE the way it is and
taking small time steps. This is quite time consuming though. As an alternative,
consider the transformation

G=p"( 1)

Ito’s lemma gives

1 B¢ ,
dG—G(ode—i-zl_i_ﬁGo dt)

so the non-linearity is transferred from the stochastic part of the SDE to the
deterministic part (the drift). The reason for doing this transformation is that the
stochastic part of the SDE can be viewed as the lowest-order term while the drift
is of higher order, which can be formally understood from the relation d W? = dt.
With the non-linearity in the drift, there exist simulation schemes of high accuracy.

For the simulation between two time steps t, and #,,+1, consider first the situation
when the G-dependence of the drift is frozen to its value G, just before the
simulation. The SDE can then be solved as:

1 BG,
dG =G dW, - o-dt
(“ 31+ 86,° )

1

Gps1 = Gy VA -
= Gntt P (Cy 21+ BG,

ozAt) ., X ~N(@©,1)

To understand the consequence of the freezing, transform back to the original
variable
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dF = (B, F)odW, + %ﬂw(ﬂ, F) (@(B. Fy) — (B, F)) a*dt

We see that a mean-reverting drift has been added to the SDE, which gives a smaller
variance. To regain the variance, we apply the well-known predictor-corrector
technique. In this method the simulation is done an additional time by using the
result G, 4 of the first simulation as the freezing value in the SDE. The final result is
the arithmetic mean of the result of the two simulations. With this method, accurate
results are obtained for simulations on time steps of at least one year.

The above SDE reveals that the advantage of first transferring the non-linearity
to the drift and then doing the freezing is that it keeps the stochastic part of the SDE
unchanged and the only effect is a mean-reverting term. This should be compared
with the strategy of a naive freezing of the original SDE, dFF = w(B, F,)odW;,
which gives nothing but a normal process. We could, of course, have frozen the
coefficients in different ways such as dFF = F(w(B, F,)/F,)odW, leading to a
lognormal SDE. The point is that no matter how the stochastic part is frozen, it does
not come close to the original SDE when using a single simulation step. This is in
contrast to freezing the drift which allows long simulation steps, especially when
using techniques such as the predictor-corrector method.

Although we transformed the SDE to become lognormal in the diffusion part,
it is also possible to transform to any solvable SDE. The reason for choosing the
lognormal version is that it is a particularly simple SDE that coincides with the
original one in the limits ¥ — 0 and B — 0. Furthermore, the transformation was
such that F is positive if and only if G is positive and the approximate solution of
G (through the predictor-corrector method) preserved the positivity.

The calibration can, for example, be done by approximating the process with
a quadratic SDE. As the quadratic SDE has three free parameters, it is possible
to match the level, the tilt and the curvature of the implied volatility curve at the
forward Fy. The SDE and its approximating quadratic SDE are therefore in close
agreement in a region around Fy which implies that the calibration to ATM options
is accurate for maturities of at least 10 years. The computations for determining the
approximate quadratic process can be done through Taylor expansion around Fy:

dF = B~ (1 — e PF) odw,
~ (,3_1 (1—ePP) 4 e PP (F — Fy) — %ﬁe_ﬁF"(F - Fo)z) odW;
= ((F— F-)(1 - F/Fy))o'dw,
where

Fi=F+p (1 + VPR — 1)

1
o = E,Be_ﬁF" Fio
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Chapter 6
Local Volatility Models

One way to construct models more complex than the Black—Scholes model is to
allow the volatility to depend on the current time and on the value of the underlying:

dF[ = G(t, F[)Eth

Models of this type are called local volatility models. By choosing the volatility
o(t, F) appropriately it is possible to match the prices of any arbitrage free implied-
volatility surface ojmp (7, K). The corresponding option pricing PDE has the form

1
U, + Eo(z, F)F2Ugr =0

We investigate the relation between oimp(7, K) and o (¢, F'). Obviously, for
o(t, F) = o(t) the introduction of a volatility weighted time

() = /Ot o (u)’du

immediately reveals that

1 T
(1) = |7 [ 0@ & 0(1) = g (1) + 200Dl (1T

For the general case, we use Dupire’s formula to express o(z, F') in terms of
oimp (T, K). The inverse relation, i.e. to express oimp(7, K) as a function of o (¢, F),
is done by perturbative expansion techniques. Thanks to Dupire’s formula, local
volatility models are easy to calibrate and have become popular. Unfortunately, their
dynamics are not in agreement with market behavior.

C. Ekstrand, Financial Derivatives Modeling, DOI 10.1007/978-3-642-22155-2_6, 107
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6.1 ATM Perturbation

We solve the European call option problem

1
U, + EU(F)ZFZUFF =0
Ut=T,F)=(F—-K)y

by doing an expansion around the ATM point: F = (1 4 €x) K, where € is small.
We obtain

1 (14 ex)?
2 e
The form of the PDE suggests that we should consider times to maturity (7" — t) of
the order €2. We therefore change variables:

U, + o((1 + €x)K)*Uey =0

0= o(K)z—T;t
d(w,x) =U(t, F)/eK

which leads to
1
o, = Eg(ex)Cbxx
P(w=0,x) = x4

where
o((1 4 2)K)?
o(K)?

Taylor expanding g and using g(0) = 1 gives

g(2) = (1+2)?

1 11
DO = (grex + ge*x* +.. )b, D=0, — 53;25’ gn = Ema’z’gh:o

Doing a perturbative expansion
® ="+ ed! +2P7+ ...
and equating equal powers of € gives a chain of PDEs
DY’ =0

D! = g;x®°
DP? = gGCIDiX + gzxzcng

with boundary conditions
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X4+ n=20

Plo=00=17" 150

To solve the above equations, first note that

solves

ifDQ =0andn >

1

Y = H—Hw"+l3?3foﬂ
DY = "m0k Q
Y(w=0)=0

0. Indeed,

1
DY = [D, —w"“affa’;} Q
n+1

1
= [00. 0" *"] ?a;"a’;sz =" Q
n
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where [A, B] = AB — BA is the commutator. The reason why we managed to find

the solution in such a simple way was that the factor in front of € did not contain

any powers of x but only derivatives of x. Because the right-hand side in the chain

of PDEs contains powers of x, we must first find a way to convert these powers of

x into powers of w together with x- and w-derivatives.
As ®° is the solution to the normal SDE,

%(w, x) = xN(x/vw) + Jon(x/ o)

we can use the equations

to convert powers of x in front of % and ®

P = xd! + 200 = x) = 2097,

0
XXX

x”CID_?CX = x”_IXCID?CX = —Za)x"_ICID_?m = —a)x”_ICID?C”

20 = 23729, x D0 = 2x"729, (D0 — 208?)
= 2x"2(=d? —20w®° ) = —2(1 + 2wd,,)x" 2 D°
= —(1 + 200,)x"2®°,

x2" CD(;X = (w + szaw)"cng

X = (0 +20%0,)" 0"

= ma0 > —1,. .40
x0T . =14 2wi,)(w+2w70,)" " 0d],
xR0 = (1 + 200,) (0 + 20%3,)" D0,

into powers of w and w-derivatives:
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We are now prepared to solve the chain of PDEs. For ®!, we get

XXX XXX

1
DO = qx @, = —gio®}, = 0' = g0, = —g10’,

Using this result we can solve for ®:

DP? = glx(b)lcx + gzxzcng = —glza)szDO + gzxzcng

XXXW
= 220%0,(1 + 200,) P’ + g2(0 + 2w*d,,) P’
+ 2g%w3<1>_0

XXWw

= gszD_?Cx + (3g% + 2g2)a)2<I>2

Xw

1 2 1
= CDZ = §g2w2cng + (g% + §g2) w3q>?cxw + Eg%w4®gxww

2
= ngquS) +2 (g% + §g2) w3q>2)a) + g%w4q>2)ww

The solution method can be summarized as follows: Assume that the chain of
equations for ®°, ®', ..., ®"~! has been solved and that the solutions have been
expressed as a sum of terms of the canonical form w"3"3% ®°, where m equals
0 or 1. Inserting these solutions into the equation for ®”, it is possible to get rid of
the x powers on the right-hand side of the PDE with the method described above.
The resulting PDE can then be solved by taking the w anti-derivative. Finally, using
DO = 0, the x derivatives can be converted to w derivatives so that there remains
no more than one x derivative. The expression for ®” is then of the canonical form
and the method can be repeated to find the solutions of higher orders.
We now explicitly compute the solution to order €' when ¢ = 0. With

1
ol = —glwzcb?cw = —gla)xcb?cx = gla)xcbg)

2
we obtain
O~ @ +ed! = +egiwxd?
o' (K) , T 1
=14+K , =o0(K)"— =—(F/K—-1
=1+ K o 0=0K)5 x=(F/K-1)

which is approximately true for short maturity options with strike close to the
forward. The expression for the implied volatility can be found by comparing
with an option O that is priced with a strike-dependent lognormal volatility:
6(F,K) = 0imp(K) for some function oimp. The generalization to higher orders

of € is straightforward. As
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Oitmp(K) = Oimmp (F/ (1 + €x)) & Oimp(F) — exFoy, (F)
= & = 0 (K)ZZ ~ (Oimp(F)* — 2exFoimp (F o (F) r
— Oimp 62 ~ | Oimp Oimp Gimp 62
= @y + €
and g; = 1 for a lognormal model, we obtain
®(d, x) ~ (@, x) + edx®° (@, x)
~ (@) + €dy, x) + €(@y + €ddy)x P (&g + €y, x)
~ (@9, x) + (@1 + @ox) P (@, X)
Comparing with the general formula above gives the lowest-order expression
(@, x) = (0, %) & @) = © & Omp(F) = 0 (K)
and the first-order (in €) expression

@1 + @ox = grox & @) = (g1 — wx

T oK) T
& —2chrimp(F)cri’mp(F)6—2 =K o (K) o(K) o

K
’ _ /
& 0lyy(F) = —5-0"(K)
We therefore finally arrive at
Oimp(K) ~ Uimp(F) - EXFai/mp(F)

K
=o(K F—o' (K
0(K) + ex 2F0( )

mo(K—i—%(F—K))

=0 (é(F + K))

which implies that
Oimp(F) = o(F)

1
Otup(F) = 50(F)
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Fig. 6.1 Relation between
the local volatility and the
implied volatility skew for
short maturities and close to
ATM

We conclude that the implied volatility is equal to the local volatility at K = F, but
the derivative is only half the size, see Fig. 6.1.

With a vanishing ATM skew, i.e. oi/mp(F ) = 0, the lowest order non-vanishing
contribution is of order € and can be shown to be given by

Oimp(K) ~ 0 (F + %(K — F))

In particular, we obtain

imp

O,// (F) — %O,//(F)

which means that the curvature of the local volatility is three times the size of the
ATM implied volatility smile.

Observe that we did not include boundary conditions in the computations. As
®° is a solution to the normal PDE, the underlying can assume negative values.
By imposing appropriate boundary conditions in the solution technique described
above, it is possible to obtain a solution @ that only supports positive values of the
underlying. From a theoretical point of view, the existence of boundary conditions is
irrelevant as they affect the distribution in the tails while the perturbative expansion
technique is concerned with the ATM region. Different choices of boundary
conditions do not therefore have a significant impact on the prices in the region of
interest (unless the maturity is very long). From a practical point of view, however,
boundary conditions can be important. When implementing a successful model, the
users sooner or later use the model far away from the domain where it is supposed
to be valid, in particular if there is no other suitable model. It is then important that
even though we no longer have a state-of-the-art model in this region, the model
should still give reasonable prices and be arbitrage-free.

We have so far assumed that o (¢, F') is a function only of F. If it is of product
form o (¢, F') = 01(t)o2(F), the introduction of a volatility weighted time:

f(t) = /Ot o (u)du
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reduces the problem to the situation where o (¢, F') only depends on F. A general
dependence of o on 7 and F can be solved with perturbation. The calculations are
roughly the same as above but more cumbersome.

6.2 Dupire’s Equation

Assume, as usual, that the forward option price can be obtained as an expectation
under some SDE. With p the Green’s function, we have

UGF.K.1.T) = / (Fr — K)o p(T. Fr:1. F)dFy

and
2

d
EU(F’ K.t,T)=p(T,K;t, F)
The right-hand side is non-negative as it is a probability. We conclude that the left-
hand side is non-negative as well, which is equivalent with the no-arbitrage relation
derived in Sect.2.4. To investigate whether the no-arbitrage relation dd—TV > 0is
satisfied, consider the relation

U(F,K.t,T + AT)—U(F,K,t,T)

= //(FT+AT — K)+p(T + AT, Froar; T, Fr)p(T, Fr;t, F)dFrdFr4ar
_/(FT — K)p(T, Fr;t, F)dFr

which is positive since
/(FT+AT — K)+p(T + AT, Froar:; T, Fr)dFr4ar = (Fr — K)+

according to Jensen’s inequality. We obtain the relation dd—TU > 0 which is slightly

weaker than the no arbitrage relation % vV =0.
Using the forward Kolmogorov equation gives

dU—/(F K) d (T, Fr:t, F)dF
dT - T +dTp ’ T,1L, T

1 d?
= /(FT - K)+§—20(T, Fr)*F7 p(T, Fr:t, F)dFy
dF>
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[ 30 Er R (T Frit )2 - (Fr — K)+dFr

1 1 d?
—o(T,K)*K?*p(T,K:t,F) = =o(T, K)’K>*—U(F, K,t,T
20( ) K p( ) 20( ) e ( )

< o(T,K) =

This interesting relation by Dupire (1994) shows how the local volatility can be
computed from European call option prices. According to the above discussion, the
factors inside the square root are positive if the model is arbitrage-free. Expressing
the price in terms of implied volatility gives after some computations the relation
between the local volatility and the implied volatility:

o(T,K) =

142 ‘mPT(T 0
o
mp (1+Kd+aimp.K«/T—t)(l-i—Kd_aimp_K«/ 0+(Koimp x +K?0imp xx)%imp (T—1)

This equation can be used for calibration since the local volatility surface can be
computed from a given implied volatility surface. In practice, the implied volatilities
are found in the market only for a discrete set of maturities and strikes. The implied
volatility surface can be derived from the market quotes through a 2-dimensional
interpolation. As Dupire’s formula contains derivations of the implied volatility,
the resulting local volatilities are highly dependent on the choice of interpolation
scheme.

6.3 Short Maturity Expansion

With the variables
t=T—t
x =In(K/F)
and the functions
{ o(t,x) = o(T, K)
I(t,x) = oimp(T, K)

Dupire’s equation takes the form

L\ 1
I’ 420t =6 ((1 —xTX) —1121§r2+11xxz)
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This non-trivial PDE can be solved by Taylor expanding / around t = 0:
I(t,x) = Io(x) + I;(x)T + L(x)t> + ...

To the lowest order °, we obtain

I/
I = 5'() (1 —X—O)
Iy

. d _ o d B
=1 =00/, ! +x510 1) = O-OE(XIO 1)

15 dx’ \! L ds
:>Io(X)=(;/O m) =(/0 60(SX))

where 0y is the lowest order term in the Taylor expansion

-1

G(t,x) = 6o(x) + 61(x)T + 5 (x)T> + ...

We conclude that the local volatility and the implied volatility are to the lowest order
related by

0(K) = oump(K) (1= KIn(K/F)2m2 ’22’?)
-1
Uimp(K) = (f() o(F1— sKS))

It is straightforward to verify that this formula reduces to the expression
oimp(K) ~ o ((F + K)/2)

of Sect. 6.1 when | K — F'| is small. The formula in this section is more natural as it
depends on the local volatilities in the whole range between K and F and not only
on a single point (F + K)/2. For instance, we do not expect to see any significant
change in the implied volatility if there is a spike (or dip) of the local volatility at
this single point.

If o/ (F) = 0, which is equivalent with ¢’ (F') = 0, the second derivative of the

imp
above expression for o, (K) gives

1mp(F) _0//(F)

or equivalently

Oimp(K) ~ 0 (F + %(K - F))

for |K — F| small, which was previously derived in Sect. 6.1.
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I can be computed via induction by assuming that /o(x), ..., [,—1(x) are known
and deriving an expression for 1, (x). We do the computation by inserting the Taylor
expansion of / into the PDE and equating terms of order t”. As the terms that
contain I (x) with k > n lead to higher order powers, the Taylor expansion can be
truncated at 7,,(x)t". The PDE then consists of two parts: terms containing 7, and
terms containing /i (x), k < n. By induction, the latter part is known and can be
summarized into a function f(x). It remains to compute the terms that contain 7,

and is of order t”. For instance,
| I ¢ A
]0 +...+ I, T"

I 2
(1-+7)
Ji
_ (4 I’+Ir
n Io—i—lr”
'L'”,In

X I 2
- —(Ij+ 1) (1 ="
( 10(0 )( I ))
I\ A
Y (R DL S o
1) 1o I

Equating the 7" terms in the PDE gives then

. L\ o (, I
2001, +2nlpl, =63 [ -2 (1 —x ) x I — —10 + f(x)
0 0

which can be written as

oI, oI,

L(x) + g(x) 1, (x) = h(x)

for known functions g(x) and /(x). This ordinary differential equation can be
solved by multiplying both sides with exp (f; g(x")dx’). The solution is

In(x) = e~ I 4608 ( | eliai s, (0))
0

We leave it as an exercise for the reader to derive the expressions for the lowest
order terms.
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6.4 Dynamics

In the discussion of perturbative ATM expansion of local volatility models we
showed that the implied volatility and the local volatility are to lowest order
related by

Oimp(K) = o ((F + K)/2)

where F is today’s forward. Assume that market prices oimp(K) are given and that
we would like to calibrate the local volatility model to match these prices. This is
done by setting

o(z) = Oimp (22 — F)

Assume then that we revisit the model at a later time, for example, tomorrow, when
the forward has changed from F' to F. The local volatility model predicts the market
prices ~ ~

6imp(K) =o((F+K)/2)= Uimp(K +F—F)

We see that the curve has been shifted sideways by an amount F — F. It means,
for example, that when the forward increases, i.e. F>F , the implied volatility
curve moves to the left. This is opposite to the expected market behavior. Observe
that the argument is only true close to the ATM point and for small moves in the
forward. In fact, it is easy to understand that it cannot be true for arbitrary points on
the volatility curve as an arithmetic shift would lead to the existence of volatilities
for negative values of the underlying. Nevertheless, the argument was not made to
show the exact dependence of the implied volatility on the forward, but rather to
show its qualitative behavior.

Local volatility models are useful in finance because of the easy fit to market data.
Their volatility dynamics, however, are in the opposite direction to what is observed
in the market. Local volatility models are for this reason often used in combination
with other models. To illustrate the benefits of combining models, consider a model
that has the opposite properties compared to local volatility models, i.e. it has good
dynamics but is hard to fit to the market. Assume that we use this model and fit it to
the market as well as we can. On top of this model we can then add a local volatility
model that can be fitted to the remaining difference between market data and model
data. By adding a local volatility model on top of a sticky-delta model, the result is
somewhere between sticky-strike and sticky-delta behavior. As the market often has
dynamics in this region, it comes down to choosing the appropriate portions of local
volatility model and sticky-delta model.
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Chapter 7
Stochastic Volatility Models

A natural generalization of the Black—Scholes model is to allow the volatility to
be stochastic. This is motivated by the fact that a historical analysis shows that the
volatility indeed behaves as if it was stochastic. In this chapter we consider various
techniques for solving stochastic volatility models. For optimal transparency, we
focus on a particularly simple model

dF;, = o, F,dW,
dUt = GtU,dZt

where the Brownian motion W is of the form

W =pZ+1-p2Z+

and Z+ is a Brownian motion independent of Z. It is straightforward to generalize
the solution techniques that we present to more general SDEs. For instance, instead
of using a lognormal process, it is possible to use a shifted lognormal or a CEV
process for the underlying. Furthermore, when pricing products that have payoffs
at more than one instance in time, it is useful to add a mean-reverting drift term
to the SDE for the volatility. The reason is that for most product types the time
dependence of the variance of the volatility can be better matched with a mean-
reverting process than with a lognormal process. Recall that as the forward can be
written as a quotient of a tradable and a numeraire, the fundamental theorem of
asset pricing implies that the forward process cannot have a drift term in the pricing
measure. For the volatility, on the other hand, there is no such restriction.

The above equations are assumed to be formulated in the forward measure. It
means that we need to take the expectation of (F — K)4 to compute the European
call option price. According to the Feynman-Kac theorem, the price can also be
calculated with the corresponding backward Kolmogorov equation. The derivation
of this PDE is as in Sect. 3.7. The result is

C. Ekstrand, Financial Derivatives Modeling, DOI 10.1007/978-3-642-22155-2_17, 119
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1 1
U, + EUZFZUFF + pea?FUpq + EGZO'ZUUU =0

We argued in Sect.3.5 that 0>(T — t) is often much smaller than 1, which
motivates a perturbative treatment. Similarly, restricting ourselves to contracts with
short maturities, we can assume that €2(7 — t) < 1. Several of our arguments and
methods in this chapter are therefore based on the assumption that (7 —¢) is small.

We would like to point out that the priority of the models in this book is not
to explain reality. Instead, the aim is to obtain models that are flexible enough to
match market data. Despite this, our choice of models is often based on how we
believe that the reality behaves. This is because the reality can give us clues about
how to model certain phenomena. A good example of this practice can be seen
by the choice of stochastic volatility models, based on empirical properties of the
underlying that implies an option skew and smile. In reality, the estimated historical
volatility of volatility often only makes up a fraction (perhaps a quarter or half) of
the implied volatility of the volatility. Other contributing factors to the skew and the
smile include supply and demand, and fat tails coming from underestimated extreme
events. Despite the fact that a large part of the smile is coming from other effects,
it is common to use stochastic volatility models because they are simple to work
with. However, as we pointed out in Sect. 4.2, although it is sometimes possible
to use unrealistic processes for vanilla pricing, it can lead to serious mispricing of
path-dependent derivatives.

It is also possible to build models based on the assumption that it is the implied
volatility that is stochastic rather than the local volatility, see Hafner (2004) and
references therein. We have chosen to omit any discussion of this model type as it is
not as popular as the models in this chapter.

The focus of this chapter is on perturbative methods. We also treat the semi-
analytic method of Fourier transforms, applicable to special types of stochastic
volatility models. We compare the various techniques, discuss the dynamics and
show a relation to local volatility models.

7.1 Skew and Smile

The origin of the skew and smile for stochastic volatility models can be understood
by relatively simple arguments. We first argue for the existence of the skew and then
for the smile. We also derive the form of the skew and smile for contracts with short
maturity and with small volatility of volatility.

To explain the skew in stochastic volatility models, assume for concreteness that
the correlation between the underlying and the volatility is negative and consider an
ITM call option. Because of the vega profile, the option has its strongest dependence
on the volatility around the ATM point. For the ITM option to end up in the ATM
region, the underlying needs to decrease, which means an increase in the local
volatility due to the anti-correlation. Thus, if the market moves in such a way that the
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option ends up where it has a strong dependence on the volatility, then the volatility
has increased from its original value. This clearly implies a high implied volatility
for ITM options. A similar argument proves that OTM options have low implied
volatility. This argument explains the skew of stochastic volatility models. We also
see that the larger the correlation, the steeper the skew.

To understand the smile effect, assume first that the correlation is zero. As the
processes of the underlying and the volatility are independent, the European option
price can be computed as

U= E[(F—-K)+|dF, = oF,dW,,do, = €,0,dZ,]

=E [UO (/Orozdt)

where U? is the non-stochastic volatility price obtained from the Black—Scholes
formula. According to Sect. 3.5, the Black—Scholes formula is a concave function
of the volatility for strikes close to the ATM point. It means that the expectation in
the above expression is lower than the non-stochastic volatility result, see Sect. 3.9.
The same type of argument implies that the expectation is higher than the non-
stochastic volatility result in the convex regions away from the ATM point. This
argument shows that stochastic volatility produces volatility smiles. It also follows
that the smile is more pronounced for larger volatility of volatility.

We now assume that €>(T —t) < 1 and 0?(T —t) < 1 to mathematically argue
that stochastic volatility models imply both skew and smile. Observe that

dU[ = G[O-[dej|

U(T) ~ U(t) + (T — 1)U,

1 1
& Ut) ~ U(T) + (EazeUpp + pec?FUrpy + EezazUm,) (T —1)

Viewing this equation to the lowest order in € and o>(T — ) makes it possible to
replace the U on the right-hand side with the price U° of the corresponding non-
stochastic volatility model, i.e. the Black—Scholes formula. Indeed, the contribution
from the stochastic volatility only leads to higher-order terms. We then see that the
effect of the stochastic volatility on the option price is through the option vanna
U})U and volga U2, while the effect from the non-stochastic volatility is through
the gamma Ug P
From Sect. 3.5 it follows that the second-order greeks are given by

1
UI(;F = FO'ﬁn(d+)
d_ In(F/K) 1
Ugaz_?n(aur) 1=T—t, diz—oﬁ ifaﬁ
F
vt = 0 d )

o
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with zeros at
Uy =06 d_ =0 K=Fe "/
Ul =0&de=0& K= Feo't/?

The maxima of the greeks with respect to the strike can be computed by taking the
derivative with respect to K:

1
Uprk = md+n(d+)
n(d+)
Ubok = gz (1= d+d-)
n(d-)
Usox = o2 (did-—d-—dy)
with zeros at
Uppi = 0 < dy =0 K = Feo'"/?
UIQJK:0<:>1—d+d_ :0¢>K:Feiaﬁ\/m
UGOUK =0« did—_d—_d—i- =0

The last equation can be solved by using that 0*(7 — t) is small:

Ul v =04 (In(F/K) + 0*t/2)*(In(F/K) — 6°t/2) — 2In(F/K)o’t = 0

o

& (In(F/K))® + %ozr(ln(F/K))z —20%tIn(F/K) ~ 0
& K~ F or FefoV>

From which we get the extrema

1
U, = Uyl ey =
FFlextr. FF|K=Fe01/2
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o
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Fig. 7.1 Contribution to
stochastic volatility from
second-order greeks

pec’F Ugr,

In Fig. 7.1 we plot the three terms that are used in expansion of U(z). The term
proportional to the vanna gives skew around the ATM while the term proportional to
the volga gives a smile effect around the ATM. We also see that the non-stochastic
volatility effect from gamma is much larger than the stochastic volatility effect.
Furthermore, as long as the correlation is not too close to zero, the skew effect from
the vanna is much larger than the smile effect from the volga. Indeed, the gamma
term is of order €°, the vanna term of order €' and the volga term of order €2. Thus,
there is a second-order contribution from the vanna comparable to the volga term
which we neglected by only looking at the lowest-order effect. This effect and other
higher-order contributions are covered in the next section.

Recall from Sect. 4.3 that the time decay in the option price was compensated by
the gamma gain from the delta hedge. For stochastic volatility models we see from
the differential equation that the time decay is different and is now compensated by
three terms: the gamma gain, the vanna gain and the volga gain. The gamma gain
comes from the non-stochastic volatility effect that the underlying is sold at high
values and bought at low values in the delta hedge. The vanna and volga gain comes
from the volatility hedge.

7.2 Perturbation for Small Volatility of Volatility

The European call option problem
1 5 2 1y
U;—l—za F~Upr + peo FUFU—i-EeU Uy =0
Ut=T)=(F—-K)+
can through a change of coordinates

®=U/K
x =1In(F/K)
T =T—t
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be made dimensionless
2 1, 2m [P

DO = €po?0;D + 56 0°0;®P, D=20,— 50 (03 —0y)

P(r=0,x)=(e"— 1)+
A perturbative expansion in €,

® ="+ ed! + 2P+ ...
gives a chain of PDEs by equating equal powers of €:
D" = po’d, "' + %&agcp"—a d'=0=0""

with boundary conditions given by

(é’x—l)+ n=20

(1 =0, x) =
@=0x=1, n>0

We conclude that ®° depends on o and on 7 only through the combination oz.

Indeed, ®° is the standard Black—Scholes solution. As ®° = @ (021’), we obtain
0o_ 2t 0 2 0
0, 9" = —0, D" =o07(d; —9,)D
o

where we used the PDE for ®° in the last step.
We now show that the solution can be written of the form

" = E cﬁjkt"o/’aicbo
i.jk=0

Clearly, this is true for n = 0. We now assume it to be true forn —2 and n — 1 and
prove it for n. The general case follows by induction. Consider first the situation
when the right-hand side of the PDE is of this form. We are then interested in solving

DY = ¢ jit'ol kD
ijk

A solution to this equation that satisfies W(r = 0) = 0 is given by
_ 1 i j3k 0
v = Z ;Ci_l’j’kr (o2 qu
ijk

Indeed,
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py=3y"! Ltol 9k @°
= Z chi—l,j,k T 00y
ijk

1 S - -
=Y —cimjkll. 7)ol K0+ ol LD = e it o) 9D
1
ijk ijk

We now assume that

and show that ®” is of this form. The first thing to be done is to compute the terms
on the right-hand side of the PDE:

pozax,,CD” 1 ch,]kr 02800j3§+1<1>0

ijk
=Y et o/ Tt + 0/ 2o ot (8] — 0,) 9
ijk
_ ch k(]f G]+13k+1 + tz+10;+3ak+3 7iH gl 3 g42) g0
i.], x
ijk
= Z 1Y ((j - l)c;l,;ll,k—l + Cin—_ll,j—3,k—3 - Cin—_ll,j—3,k—2) o’ aﬂ;q>0
ijk
| P 1 292 _j ok &0
angcb :ZEc”kmaoaop
ijk
= Z —c 7t (J = Dol 0% 4+ 2jo/ T oT(] — 0)
ijk

+0 2050, 00(32 — 0,)) @°

=2 %cﬁ;i (JG = Dr'oldk + @) + D' Hlo/ 2@k — gkt
ijk
+ti+20_j+4(a§+4 _ 28§+3 + al)cc+2)) @0

= Zk: (%j(} Def T2+ G =3/De 7 axa

ij

1
—(j =3/} 1j—2k— 1+2122] —4k—4

1 L
n—2 n—2 i —jak &0
—Ci 5 j—4k— 3+2:2/ 4 | TO 0D
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which gives

no__ n i _jakx0
o —Zci’j’kto 9, P
ijk

with
. on _ n—1 n—l1
ICi ik —P<(] DefZ) Lj—1k—1 T Ci 2 3k3 Ct—2,j—3.k—2)

1.
Ej(j DTk + G =3/ ke — (G =3/ i

1
- - n—2
+213]4k4 13;4k3+213;4k2

We now make explicit use of the formula by computing the lowest order terms ®!
and ®?. As C8 00 = 1 1s the only non-zero coefficient for n = 0, we conclude that

there are only two non-zero coefficients forn = 1: ¢j ;3 = p/2and ¢; 5, = —p/2.
It means that

1
o' = 5,01'203(8?{ — 030"

and in the same way we see that

1 1 11 11
P’ = (3,035,01'30481 + sz,ot“oéai — szpr4068i
1 1 11 11
— §p3§pt3o433 — szpr Y000° 4 Z,oz,ot“o%i
+ = Ll 2020 — ! 1‘1,'20'28
2 2 22
11 1 11
+3 5 otdt — 3130483’6 + 5573043)25) @’

1 1
= (§p21304(3i —03) + §p2t406(3§ —203 +9Y)
1
+4m 20 — 0, )+ 4(a§—za§+a§)) o’

Using the recursive formula for ¢, ®" can be computed for arbitrary n. In fact,
it is straightforward to implement the formula in a computer to calculate ® up to
arbitrary powers.

The implied volatility from these lowest-order terms can be computed through a
Taylor expansion

Oimp ~ Oimp,0 + €0imp,1

We equate ®(0) and ®°(Gimp):
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D = O (Oimp) & P (Gimp,0) + P2 (Timp.0)€Timp 1

and

1 1
O~ P>0) + ed'(0) = Do) + Eeprzo3(8)3€ — 8)%)(1)0 = d%0) + Eeprazcb?m
up to order €'. Equating the terms with and without epsilon, respectively, gives

Oimp.0 = O

0

_ 2 X0
Oimp,1 = EPU T@

o

Using
X
O’ = e*N(dy) — N(d—), di= .1
e ( +) ( ) + Oﬁ Zgﬁ
= ) =n(d-)Vr
d_
= (D(z'a = __l’l(d_)
o
we obtain | 1
Gimp.1 = —Epaﬁd_ = _EP(X —0%1/2)

which means that the implied volatility has the lowest-order expression
1 2
Oimp A 0 — EE'O(X —0°t/2)

Stochastic volatility models are often used with p = 0. The skew from the
correlation is then lost but can be regained by using a non-lognormal process for
the underlying, with the consequence of different dynamics. For the zero correlation
case, ®? is the lowest-order contribution. We then have

1 1
P = (Zzzoz(ai —dy) + 51304(3_1 — ax)z) o’

lt203(8i —0,)0,@°

! o0 +
= —10
c "6

4

= 1mq>2 + 1#8(, (07 (3% — 9,)@%) — %tzaz (d

2 _ax) CI)O
4 6

X

1 1 1
= Ztodl'g + gtE),, (UZCIDO) — Erocbg

1 1
= —10®° + —70%®°
121’0 s 61’0 e
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1 1
= b~ 04 Eezmcbg + gezrazcb?m
To find the implied volatility we make a Taylor expansion

~ 2
Oimp ~ Oimp,0 + €0imp.1 + € Oimp.2

= qDO(Gimp) ~ cDO(O—imp,O) + qu(Oimp,O)EGimp,l + q>2 (Oimp,O)ezoimp,2

1
+ 3 @20 (Gimp,O)EZOi%xlp,l

Equating equal powers of ¢ in the equation ®(0) = ®° (o) gives

Oimp,0 = O
Oimp,1 = 0
1 0 | 1_ 240 0
_‘L'O'¢ + -T0 q> 1 @ 1
Oimp,2 = L . ()6 = =_ot|o (;JU +5
o0 6 o) 2
Using
@ = n(d-)J7
2
S ol = Y gdn@y = T (XT - (ozr/4)) n(d-)
o o o°T
we obtain

1
Timp2 = = (x* + 0%t/2 = (0671/2)%)
&2

= Oimp %o(1+ 602

(x2 +o%t/2— (ozt/Z)z))

Observe that the term containing €> can be viewed as a correction term only if €
is smaller than o or if the option is close to ATM. Unfortunately, this is far from
always the case.

The general second-order expression, with non-zero correlation, can be com-
puted in the same way. The result is

1 ( )+ e ( 24 2)+ e 2 1, 1 1 w?
0; O — —€EPpIX —w — (X w— — —— X" — —XW w
imp 2P 60 20" \ 72" T2

where @ = o%7/2. The method we have presented here is easily extendable to
other processes such as the shifted lognormal process or the CEV process. The
CEV process becomes particularly simple to include with the interpolation approach
described at the end of Sect. 5.8.
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7.3 Conditional Expectation Approach

The method described here works only for zero correlation, which means that the
processes of the underlying and the volatility are independent. The expectation
of the payoff can then be done iteratively: the expectation is first taken over the
underlying and then over the volatility. As we know that the expectation with respect
to the underlying is given by the Black—Scholes formula, it remains to compute
the expectation of the Black—Scholes formula with respect to the volatility. This
is usually done by only considering the lowest-order terms in €. Before doing the
actual computation, note that

T T T T
0 0 0 0

is a normal distribution with mean 0 and variance

T 1
/ (T —1t)’dt = -T?
0 3

o[ 2y ]-3m

Let U°(-) denote the dependence of the Black—Scholes call formula on the
volatility. We then have

which implies that

U == E[(F - K)+|d1:[ == O'fF;dI/Vf,dO} == GO—[dZ[,dI/I/[dZ[ == 0]

1 T
=E|U —/ otdt ||do, = €0,dZ,
0

(=}

T

=E|U° a\/l/Tezezf—fzfdt
= 7).

1 T
~ E | U° 0\/7/ (1+ZGZ,—62t+262Z,2)dt)
0

r T 2 T
~ E|U° o+f/ ztdz+ﬂ/ (22— t)dt
L T Jo T Jo

1, o ([T ?
+Z€ O'T—ﬁ(/(; Z[d[)
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T 2 T
€0 €0 1
REPN+7[;Zm@ﬂ~;£(ﬁ-nm@+1&ﬁw

2o (/T )2 202 T 2
- Z.dt U£+—(/ Zdt) Ul
a2\ J, a2 \Jy

1 1
=U"+ EEZUTU(? + —20’TUY,

6

The price at an arbitrary time can be obtained by replacing 7 with t = T — 1. As
expected, this is identical to the zero-correlation result of the previous section.

7.4 Fourier Transform Approach

With this approach, we obtain an expression for the option price that is valid for
arbitrary values of the parameters in the model. Thus, the method is not based on
that any of the parameters are small. The result is an expression for the price as a
1-dimensional integral in the complex plane over a closed-form function.

The European call option price can be written as

U= E[(F—-K)+] = E[Frlp>k] — KE[1p>k]

The first term can be computed by changing the numeraire from P, to S;. Using
the martingale measure P* corresponding to the numeraire S; gives that

S P
E[Frlp k] = P_OOTE* [SLTTFTleK} = RE* [1F>k]

according to the rule of measure change, see the Appendix. It then follows that
U= F()P*(XT > O) — KP()CT > 0)

where x;, = In(F,/K).
Using calculus of residues, the Heaviside function can be expressed as

00 eikx’

T
o) = = + — dk
) 2+2n[mik

from which we obtain
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P(xr >0) = /oo p(x"HO(x)dx'
% —/ (x)(/oo e:/dk—/om e_iZCX/dk) dx’
()

where p is the Fourier transform of the PDF:

p = [ puretax = Bl

—00

The computation of the first term in the expression for U is similar, but a measure
change is needed:

5 epgikery = Por o[ 57 ] 1 o K
prk)=E [ek«T]=SLOTE|:FTTgk Ti|=F0E[FT€k T]=FOE[6(1+k) T]

The results so far can be summarized as:
The European option price can be computed by

U=FP —KP°
1 1 [*® O (k
Pm=_+_/ Rep_()dk
2 7w J ik
Pu(k) = My E [e"HEXT] 0 My = 1. My = K/Fy

As we see below, p,, (k) can often be written as a closed-form expression. Therefore,
all that remains to price options is to compute the above integrals. Note that at this
stage we have not made any assumptions on the model, i.e. the above result is valid

for the lognormal model, the CEV model, stochastic volatility models, etc. We now
compute p,, when the underlying follows a lognormal process.

1 T 17
dx,f=odW,f——02dt¢>xT=xo+/ oth——/ o’dt
2 0 2 Jo

gives
Pm(k) = Mme(m“‘fk)on |: (m+lk)(f0 odWi—1 [T o 2dt)i|

_ Mme(m+ik)x()E |:e(m+ik)(pjg 0dZ;++/1—p? jOT (TdZtJ‘—% OT azdt)i|



132 7 Stochastic Volatility Models

As o is independent of Z=, it is possible to compute the expectation with respect to
this variable. It is done by using the fact that

T 1 /7
E [exp (/ o,dZ,l)i| = exp (—/ o,zdt)
0 2 Jo

for o, any process independent of Z tJ- The equality follows from

E [(/OT o,dz,l)zn] =E WX

r ! " (2n)! T !
=(/0 o,zdz) E[X2]=W(/O ofdz) . X ~N(©.1)

n

2n

o

> T N 11 /(7
:',;)(M!E[(/o “’dzf) ]:Zﬁz_(/o "’2‘”)

n=

and because the expectation of an odd number of factors on the left-hand side is
equal to zero. We arrive at

(k) = Myye ik I:e(m-i-ik)(pfor odZi+ L m+ik)(1—p?) Ji o2di=1 [T U2dt):|
m - m
= M, e tihwE I:e(m+ik)pf0T 0dZi+ L m+ik)(m+ik)(1—pd)—1) [T ozdt]

The computations up to this stage are rather general. A lognormal process has
been used for the underlying but no assumptions have been made for the volatility
process. For simplicity, we assume that the volatility satisfies a particularly simple
SDE:

dO} = Edzt

T T 1 T 1 T
= / 0,dZ, = 6_1/ o;do; = —6_1/ dcrt2 — —e/ dt
0 0 2 0 2 Jo

1 _ 1
= € Yo? — o) — EGT
which gives that

ﬁm(k) — Mme(m+ik)(x0—p571Jg/Z—peT/Z)E I:eu(r%+b f[)T azdt]

0= %(m +ik)pel b = %(m + k) (m + ik)(1 = p?) — 1)
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The expectation can be computed by using the Feynman-Kac theorem and solving
the resulting PDE:

1
Eezg(m +bo’g, t=T-t

2

8t
gt =0,0) =e%

Based on the form of the initial condition, we make the substitution g = el to
transform the problem into

1 1
ft = 562]{06 =+ Eezfdz “+ bUZ
f(r =0,0) = ac?

We see immediately that the solution has the form
f = A(t) + B(r)o + C(v)o?

Inserting this expression into the PDE gives three ordinary differential equations,
for which the solutions are straightforward. This gives us an analytical expression
for g and therefore also for p,, (k).

The solution method succeeded because the integral f OT odZ; could be converted
to powers of or. This, in turn, was possible because of the simple form of the
volatility SDE. If, for instance, the SDE instead had been a CEV process with an
arbitrary skew parameter f, the resulting PDE would have been too complex to solve
with a simple ansatz. Even for basic models as the lognormal process, the resulting
PDE becomes rather complex. Despite this, there are a couple of interesting SDEs
for which the method works. For example, adding a mean-reverting drift to the
above volatility SDE does not make the solution procedure much more complicated.
Furthermore, the method works fine on well-known models such as the Heston
model where 1 = /o follows a mean-reverting square root process

dn, = A —n)dt + e /ndZ,

The method of solution is then almost identical to the above.

The method we have reviewed is only one of several types of Fourier transform
techniques that can be used for option pricing. A more direct approach is to
first make a substitution of variables in the stochastic volatility SDE so that the
coefficients are independent of the underlying F. Once this is done, a Fourier
transform gives a PDE of one dimension lower. The resulting volatility PDE for call
option pricing has an initial condition that is independent of the volatility. The PDE
is therefore fundamental because it can be used for any type of payoff, as long as the
payoff only depends on the underlying F' and not on the volatility o. If an analytical
solution can be found to the volatility PDE, all that remains is to perform the
inverse Fourier transform. The reason for not devoting more time to this technique
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is that it is similar to the above approach. Indeed, both techniques only work for
special forms of the volatility SDE and the remaining complex integral needs to be
solved numerically. It should also be pointed out that there is a complication in the
convergence of the Fourier transform of the payoff. This problem has been solved
in Lewis (2000) by using a Fourier transform variable with an imaginary part and in
Carr and Madan (1999) by using a damping function.

7.5 Comparison of Methods

In this section we compare the methods that have been discussed. But first we would
like to point out that there are several other ways to solve stochastic volatility models
apart from the ones mentioned in this chapter. We have chosen to focus on the
techniques that we find to be the most theoretically appealing as well as useful from
a practical perspective.

One of the methods that has been neglected in this chapter is the SABR model.
It has a CEV SDE for the underlying and a correlated lognormal SDE for the
volatility. The processes are therefore identical to the ones used in this chapter with
the exception that SABR allows a CEV type of process in the underlying instead
of limiting itself to a lognormal process. There are two components giving rise
to a skew: the CEV parameter and the correlation between the Brownian drivers.
The traditional wisdom is that an appropriate combination of these parameters can
match the skew as well as the dynamics. The reason is that the CEV parameter
implies sticky-strike dynamics while the correlation gives sticky-delta dynamics.
However, as we argue in Sect. 7.7, this statement is not completely sound. Observe
that this does not invalidate the results of the original paper by Hagan et al. (2002)
as the SABR model was intended to be used for single-maturity derivatives and in
Sect. 4.3 we showed that it is then possible to impose arbitrary dynamics, including
the choice made by the inventors of the model.

The SABR model was originally solved using perturbation around the ATM
point. Somewhat confusingly, when referring to the SABR model it is often not
the processes that are meant but rather the processes together with the solution
technique. The perturbative method used in the original paper contains rather
complicated computations and it is hard to obtain anything but the lowest-order
contribution. Even the lowest order term is complicated and we have therefore
chosen to omit a detailed discussion of the SABR model. Furthermore, the SABR
model is known to produce implied volatilities in disagreement with market data
when far away from ATM and the model assumes both a small volatility and a small
volatility of the volatility. Despite the shortcomings, the SABR model is popular
among practitioners and has become the industry standard for pricing many types
of products that have a single payment date (it works less well for multiple payment
dates because of the lack of mean-reversion in the volatility process). In fact, it has
become so popular that the quotes in many markets, e.g. caps and swaptions, follow
the SABR model almost religiously.
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Table 7.1 Stochastic volatility models comparison.

Method General SDEs Exact High performance pF#0
Vol of vol perturbation Yes No Yes Yes
Conditional expectation Yes No Yes No
Fourier transforms No Yes No Yes
SABR No No Yes Yes

The choice of method for solving stochastic volatility models depends on the
purpose. The perturbative expansion technique in Sect. 7.2 is often to prefer because
of the resulting simple expressions which allow for extensions, e.g. to include higher
order terms, to do the perturbation around a different base function or to use a
mean-reverting volatility process. The same comment applies to the conditional
expectation approach, but it requires a zero correlation. The advantage of this
approach is that the computations are even simpler. The Fourier transform approach
is usually applied when the user is not satisfied with perturbative expansions but
prefers analytical solutions. The drawback is that an integral has to be computed
numerically, which can be time consuming. Furthermore, the Fourier transform
technique is only efficient for special types of SDEs.

We compare the techniques of this chapter in Table 7.1. The comparison is made
based on the following criteria: if the techniques can solve general forms of SDEs,
if the solution is exact or perturbative, if an implementation is of high performance
(i.e. if only a few algebraic operations are needed) and whether it is possible to apply
the technique to models with non-zero correlation.

7.6 Relations to Implied and Local Volatility

In Sect. 6.2 we used the forward Kolmogorov equation to find a relation between the
local volatility and the implied volatility. We now use the same technique to find a
corresponding relation for a stochastic volatility model:

/(FT - K)+ P(T Fr,or:t, F,o)dFrdor

/(F K) L 02F? + d? €02 Fr + L d 202
T +2dF7%TT dFTdchp T 2d2 T
p(T, Fr,or;t, F,o)dFrdor

1 5o ) d?
= | yorFrp(T. Fr.orit. F, U)d—F%(FT — K)4+dFrdor

1
— EKZ/o%p(T, K,or:t, F,o0)dor
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1
= EKZ/U%P(T,UT;Z,UWT = K)dorp(T,K:t, F)

1
= EKZE[U%U’T = K]|p(T,K:t,F)

1
EKZE[0%|FT = K]/S(FT — K)p(T, Fr,or:t, F,0)dFrdor

LU
& Elo}|Fr =K = —4
1 g2 _d?
KU
As expected, the formula gets reduced to Dupire’s formula for non-stochastic
volatility. Unlike the situation for non-stochastic volatility, this formula is not
suitable for calibration. However, by recognizing that the right-hand side is the
local volatility, we obtain a relation (Derman and Kani (1998)) between a stochastic
volatility model and the local volatility model that gives the same option prices

02T, K) = E[o}| Fr = K]

7.7 Dynamics

The dynamics of stochastic volatility models can be understood from the following
dimensionless formulation of the benchmark model that has been used in this
chapter:

1 1
DO = e,ocrza_wd) + Eezozaidl D=0, — 502(8_% —0y)
P(r=0,x)=(e*— 1)+

The implied volatility can be computed by comparing with the corresponding non-
stochastic volatility model, obtained by setting ¢ = 0. We then see that F' and K
enter both expressions only through the combination x = In(F/K). It means that
the implied volatility must be of the form ojnp (K, F) = 0inp(K/ F), i.e. the model
is of sticky-delta type. However, as pointed out in Mercurio and Morini (2008), this
argument is not completely sound. The reason is that a change in F implies a change
in the volatility o as they are correlated. Indeed, assume that F' changes by d F. It
means that the driver of the forward changes by d W = dF/oF which implies a
change

do = eo(pdW + /T — pP2dWt) = %dF teoy/1—prdwt

As E[d W] = 0, the average change in the volatility is given by FdF.



7.7 Dynamics 137

To understand the effect of the volatility change on the dynamics, we use the
lowest-order perturbative expression

Oimp(K) ~ 0 — %ep (In(F/K) —0%1/2)

derived earlier in this chapter. When F' changes with dF and o with %d F, we
obtain the following new expression for the implied volatility to the lowest order:

0V(K) ~ o+ %dF - %ep (ln((F +dF)/K) —ozt/Z)

imp

le
“LUF + oump(K)

€ 1 dF
— deF —Sepin (1 + —) + g (K) ~ 5

F

Consider the instance of a negative correlation which means that the implied
volatility decreases with the strike. As p < 0, the implied volatility shifts downward
when the underlying increases, i.e. when d F' > 0, according to the above formula. It
means that just as for local volatility models, the implied volatility surface moves in
the wrong direction when the underlying is changing. In fact, we see from the above
computation that the change in F gives a sticky-delta behavior while the change
in the volatility, coming from the correlation with the underlying, gives a larger
and opposite change. It is straightforward to verify that the same effect occurs for
positive correlation. Furthermore, it can be shown that the implied volatility moves
in the wrong direction not only for our benchmark model but for any stochastic
volatility model, as long as the volatility of volatility is small. It seems that this
behavior also occurs for finite values of the volatility of volatility, see Mercurio and
Morini (2008) for a specific example.

Observe that the above dynamics effect only occurs for non-zero correlation.
Indeed, when the underlying and the volatility are uncorrelated we clearly obtain a
model with sticky-delta dynamics. We therefore conclude that stochastic volatility
models have one type of dynamics for the skew part and another for the smile part.

When pricing vanillas, it is possible to impose dynamics different from the
inherent behavior of the model, for example, a sticky-delta behavior. Unfortunately,
as we discussed in Sect. 4.3, this does not help when it comes to the pricing of path-
dependent derivatives.

Let us move on to the hedging in a stochastic volatility model. Because of bid-
offer spreads, the vega hedge is more expensive than the delta hedge. Vega hedging
is for this reason sometimes avoided. It is then possible to pick up a part of the
volatility risk through the delta hedge. Indeed, using

U _ U U do
dF ~ 9F = 3o dF

and the above expression for do, we see that the best estimate for the delta is
given by
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dU 90U €pdU

dF ~ oF ' F o
We then pick up the change in volatility that is parallel to the driver of the underlying
while the orthogonal part is left unhedged. This technique works best for a high
absolute value of the correlation between the underlying and the volatility.

The danger of using this method is that the correlation is often calibrated to
the implied volatility skew. It can then have a completely different value from the
observed correlation between the underlying and the volatility. Such a mismatch
can lead to a stochastic volatility model with bad dynamics and the correction term

% BB—Z might do more bad than good.

7.8 Local Stochastic Volatility

It is popular to combine stochastic volatility models with local volatility models.
One example of how this can be done is by letting the forward follow

dF, = 0, A(t, F;)F,d W,

and allowing o; to be stochastic. A popular approach for calibrating such models is
via fixed point iterators, see Ren et al. (2007).
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Chapter 8
Lévy Models

We have seen that modeling the logarithmic returns of the underlying as a Brownian
motion does not capture the rich structure observed in the option markets. It
can explain neither the skew or smile nor the dynamics of the implied volatility
surface. As an attempt at improvement, we extended the Black—Scholes model
in the previous two chapters to local volatility models and stochastic volatility
models. Despite the success and frequent use of these model types around financial
institutions, we have made it clear that they also suffer from the fact that the
dynamics disagree with market behavior. For this reason we now discuss yet another
model class generalizing the Black—Scholes framework.

Instead of using the Brownian motion as the fundamental process in the
modeling, Lévy models use a more general class of processes that include jumps.
The class of Lévy processes is large and the modeling can therefore contain several
free parameters giving a flexibility in the model and the possibility to match skew
and smile accurately. Furthermore, the occurrence of jumps in Lévy processes
makes these models more suitable than stochastic volatility models for describing
skew and smile for short maturities. Unfortunately, there are in general no closed-
form solutions for option prices in Lévy models. Another disadvantage is that these
models are complicated to implement efficiently on a tree structure.

Just as local volatility models and stochastic volatility models can be used
together, it is also possible to combine these models with Lévy models to obtain
the best of the individual models. For example, by replacing the Brownian driver
with a Lévy driver in these model types, we obtain local Lévy models (Carr et al.
(2004)) and stochastic volatility models with jumps (Bates (1996)). One reason for
combining Lévy processes with stochastic volatility models is of practical character:
both models are relatively simple to solve in Fourier space. Therefore, if Fourier
transforming in order to solve a Lévy process, it is possible to add stochastic
volatility without too much extra work.

Because we expect the reader to be familiar with the mathematics of Brownian
motions, we chose not too include this theory in the previous chapters, but instead
summarized it in the Appendix. The mathematics behind Lévy processes is, on the
other hand, not as well known and we have therefore chosen to include it in the main
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© Springer-Verlag Berlin Heidelberg 2011
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text. As a result, this chapter has a more mathematical character. We spend most of
the time on defining Lévy processes and on developing the corresponding stochastic
calculus. We also discuss important special cases and indicate how they can be used
for pricing.

8.1 Lévy Processes

To obtain a richer set of processes, we relax the defining conditions for a Brownian
motion that were given in the Appendix. To understand which of the conditions
that should be kept and which that can be omitted, we consider the example of a
process that describes the returns of a financial product such as an equity stock. For
arbitrage to be absent, the returns over two non-overlapping time periods must be
independent. Furthermore, it is a plausible assumption that the returns over time
periods of equal length should be identically distributed. It therefore makes sense
to keep the conditions that the increments should be independent and stationary, the
latter meaning that the distribution of X, 4, — X; is independent of 7.

As usual, there are violations to every assumption underlying a model. For
instance, financial returns have a tendency to be auto-correlated when viewed at
time scales that are so small that they are comparable with the time for information
to flow through the market. The distribution of the returns of a financial underlying
can also be fundamentally different on certain days, violating the stationarity
assumption. An example is given by days when close-call political elections are
held or when statistical data concerning the financial market is presented. This type
of external information flow into the financial market can also result in jumps of
financial assets.

To include jumps in the underlying process, thereby obtaining a more realistic
description of financial instruments, it is necessary to relax the condition of
continuous paths that was used for Brownian motions. When relaxing this condition,
it is no longer possible to require the increments to be normally distributed. We
therefore see that from a financial context, it makes sense to extend the Brownian
motion to Lévy processes X defined by:

e The increments are stationary and independent
* X0)=0
e Foreverye > 0and? > 0, lima;—o P (| X;4a, — Xi| >€) =0

The second condition has been added for normalization while the third condition
turns out to be useful in the analysis of processes with independent and stationary
increments.

It can be shown that for every Lévy process, there is a modification Y that is
cadlag. A function f is said to be cadlag if the limits f(t—) = lima,—o f(t — At)
and f(t4+) = lima,—o f(t + At) existsand f(1) = f(t+). Aprocess Y is said to be
cadlag if its paths have this property and it is said to be a modification (or version)



8.2 Lévy-Ito Decomposition 141

of X if ¥; = X, a.s. for all . Motivated by the fact that all Lévy processes have a
cadlag modification, we restrict ourselves to considering cadlag Lévy processes.

It is easy to understand that the main defining condition of Lévy processes,
namely that of independent and stationary increments, is fundamental and not
specific to finance. For this reason, Lévy processes have been used in several of
the mayor quantitative disciplines. Thus, there is a long history of work done on
Lévy processes and many powerful theorems exist. This makes them an ideal tool
for financial modeling.

8.2 Lévy-Ito Decomposition

The most well-known Lévy process is the Brownian motion. In fact, the defining
conditions for Lévy processes are satisfied even after including time-independent
drift and volatility in the Brownian motion. However, the defining conditions also
allow for processes with discontinuous paths. To study the fundamental properties
of such processes, we initially focus on pure jump processes, i.e. Lévy processes
that are constant until a jump occurs.

For an arbitrary 7 and positive integer M, divide the time-interval [0, ¢) into M
subintervals of equal length: [0,¢) = [0,¢/M)U[t/M,2t/M)U...U[(M-1)t/ M, t).
A Poisson process is a pure jump process such that the probability of more than one
jump occurring in any of the subinterval tends quickly to zero when M — oo. It
follows from the independence and stationarity that for large M and small Az, the
probability of a jump occurring in [0, At) is equal to M times the probability of a
jump occurring in [0, Az /M). This implies that the probability of a jump in [0, At)
equals AAt for At small. From the stationarity of increments, we conclude that
the probability of a jump in [¢,¢ + At) is equal to AA¢ for small Az, where A is
independent of 7.

For M large, the probability of k jumps occurring in the interval [0, t) equals the
probability of k of the subintervals to have one jump each and for M —k subintervals
to have no jumps. This gives us

PO, =iy = — M AN A
T T M -k \m M
M* (ar\* Ar\M Ay
- — = 1-— —>e_A’—( )
k! \M M k!
when M — oo. Thus, N, is Poisson distributed with parameter Az. In particular, it
follows that the expected number of jumps before ¢ equals Az.
We observe that the defining conditions for Lévy processes allow for arbitrary

jump sizes, as long as the jumps are independent. Using the relation N; = Zf\ll 1,
the Poisson process can be generalized to
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N
Xo=) Y

i=1

where {Y;} are independent and identically distributed (i.i.d.) variables that are
independent of N,. This process is called a compound Poisson process and is quite
general as we have the freedom in the choice of the jump intensity A as well as the
jump distribution. In fact, it is intuitively clear that the only Lévy processes with
piece-wise constant paths are the compound Poisson processes.

To express the compound Poisson process in a form suitable for generalization to
arbitrary Lévy processes, we introduce the measure px such that uy (w;[0,¢], C) is
the number of jumps with size in C that occurs before ¢ for the path @ € 2, where
C C Ris a Borel set. The compound Poisson process can then be written as

t
X; =/ /xux(ds,dx)
0 JR

For a space E equipped with a o-algebra B, a function i : Q2 x B — R is said
to be a random measure if (1) for each fixed w, u(w,-) is a measure on (E, 13) and
(2) for each fixed B € B, u(-, B) is a random variable on Q. Let i be a o-finite
measure on (E, B), i.e. a measure such that E can be written as the countable union
of sets with finite measure. The measure u is then said to be a Poisson random
measure with respect to ji if its range is the positive integers and it satisfies

o u(, By), u(, By), ..., u(-, By) are independent for disjoint By, B, ..., B,.
e If i(B) < oo, then (-, B) is Poisson distributed with density ji(B).

P(u(-.B)=k) = %B‘)ke—ﬁw)

We are interested in the situation when £ = R4+ x R contains the time r € Ry
and the size x € R of the jump, and B is the Borel o-algebra on E. We take the
measure L on E to be the product of the Lebesgue measure on R and the measure
on R that describes the jump-size distribution. The measure py for a compounded
Poisson distribution is then a Poisson random measure. The Lévy measure vy counts
the expected number of jumps with a certain jump size:

vx(C) = E [ux([0,71.C)] /1

From the independence and stationarity of the increments, it follows that vy does
not depend on 7.

Consider the martingale N, = N, — At obtained by subtracting the intensity
from a Poisson process. This is called a compensated Poisson process. In the same
manner, the compensated compound Poisson process can be defined by
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t
X, = / / xflx (ds, dx)
0 JR

where [iy is the compensated Poisson random measure defined by
llx(wv [Ov t]’ C) = I'LX(Q)’ [Ov t]’ C) - th(C)

After this reformulation of (compensated) compound Poisson processes in terms
of (compensated) Poisson random measures, we are prepared for a generalization
to arbitrary Lévy processes. It is well known that for every Lévy process, the
measure [y is a Poisson random measure with Lévy measure vy satisfying
fR min (1, |x|2) vy (dx) < oo. Motivated by our discussion of compound Poisson
processes, it is tempting to express the pure jump part of an arbitrary Lévy processes
as fot fR Xy (ds, dx). Unfortunately, there is a problem with convergence as a
cadlag function can have an infinite, but countable, number of jumps in any time
interval. The rescue lies in the fact that for any ¢ > 0 and ¢t > 0, there is only a
finite number of jumps in [0, ¢) with size larger than €. It means that the integral
fot f\x\>e XLy (ds, dx) contains only a finite number of jumps and is therefore well
defined. Because of the possibility of an infinite number of small jumps, however,
the limit when € — 0 might not exist. One approach to reach convergence is to
replace py with the compensated measure fiy and apply convergence results for
martingales. It can be shown that the integral then converges in the limit of small €,
but there are instead problems with convergence for large values of | x|. The standard
way to solve this dilemma is to separate the integral into two pieces where py is
used for |x| > 1 and fiy for |[x| < 1. We then obtain the convergent result

t t
/ / xix (ds, dx) + / / xjix (ds. dv)
0 Jx|>1 0 Jlx|<1

The above expression describes the jump part of the Lévy process. For an
expression for the most general Lévy process, it turns out to be sufficient to
add an independent Brownian motion with drift. This is the idea of the Lévy-Ito
decomposition that states that for an arbitrary Lévy process there exist constants y
and o such that X, is a.s. equal to

t t
yt+oW, + / / xu(ds, dx) + / / xu(ds, dx)
0 Jix|>1 0 Jlx|<1

where u is a Poisson random measure, ft = i —v is the corresponding compensated
measure and the Lévy measure satisfies [, min (1,[x]*)v(dx) < oco. W, is a
standard Brownian motion that is independent of j.

It can be shown that the jump part of a Lévy process is of finite variation if and
only if fR min (1, |x|) v(dx) < oo. The truncation of small jumps is therefore not
needed and the Lévy-Ito decomposition can be written as
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t
yt+ oW, +/ /xu(ds,dx)
o JR

As we see later, the distribution of a Lévy process is in general easier to
analyze in Fourier space. For this purpose, we use Lévy-Ito decomposition to
derive the characteristic function for the most general Lévy process. As usual, we
start by considering a compound Poisson process X; = ZIN;I Y;, which has the
characteristic function

O, () = E [e* X5 ] = 3PV, = )E [er+xi=i]
j=0

=S e B LY exp (11 (B[] - 1))

exp (t /R (eikx—l)kpy(dx)) — exp (t /R (eik"‘—l)vx(dx))

As the terms in the Lévy-Ito decomposition are independent, it can be shown that
for a general Lévy process we have

CDX; (k) — et\IJ(k)

where the characteristic exponent is given by

1 .
(k) =iyk — Eozkz - / (™ —1 — ikl <) v (dx)
R

This expression for the characteristic function is called the Lévy-Khinchin represen-
tation. It is defined by the so-called characteristic triplet (o2, v, y).

8.3 Stochastic Calculus

Before discussing stochastic calculus for Lévy processes, we recall that the cor-
responding calculus for Brownian motion was in fact developed in the Appendix
for the more general class of continuous semimartingales. The reason was that,
as opposed to Brownian motions and Lévy processes, this class is closed under
the operations of interest to us, for instance, the application of a second-order
differentiable function. It would therefore make sense to develop stochastic calculus
for non-continuous semimartigales, which is the corresponding generalization of
Lévy processes. Indeed, the stochastic calculus for this class is similar to that for
continuous semimartingales. However, the class of non-continuous semimartingales
is a bit too general for our purposes (the same can also be said for the continuous
semimartingale generalization of Brownian motions but we have anyway chosen
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to include it because we assume that most readers are somewhat familiar with this
topic) and we therefore only develop stochastic calculus for processes of the form

t t t t
X, = / yyds + / oud W, + / / 8, p1(ds, dx) + / / 8. fi(ds. dx)
0 0 0 |x|>l 0 \x\fl

which clearly generalizes Lévy processes.
For X, of the above form and f a C? function, Ito’s lemma reads:

t 1 t
FX) = F(X0) + /0 S X+ /0 o2 f(X,)ds

+ /0 /R (f(XS, + 8sx) — f(Xs) — Bsx f (XL)) w(ds, dx)

This formula can be understood by first considering the situation when X does not
have any jumps. The last term then vanishes and the first three terms are exactly
what we had expected from the continuous version of Ito’s lemma. On the other
hand, if X is a pure jump process, i.e. X; = [y [, 8x/t(ds. dx), then clearly

FX) = f(Xo) + /0 /}R (F(Xo_ +802) — F(X)) p(ds. dv)

This also agrees with the above version of Ito’s lemma as the second term cancels the
last term in the double integral. The general formula is obtained by combining the
special cases when X has no jumps and when it is a pure jump process. Inserting
the expression for d X, gives

F(X) = f(Xo) + / oy /'(X, )W, + / / (F(Xs +802) — F(X,)) fi(ds. d)
0 0 R
' / l ' 2 ren
+ /0 P (X )ds + /0 o2 £ (X, )ds

+ / / (f(Xo_ 4 80) = F(X) = 8y S (Xs_)Ljxj1) v(ds, )
0 R

where the first line is the martingale part of f(X,) and the second and third line are
the bounded-variation part.

We now consider two useful applications of Ito’s lemma. The first regards the
instance when Y, = f(X,) = X, which gives

dYt

1
— (e — 1) fi(dt, dx) + y,dt + ~ofdt
Y, 2

R

+ / (65” - 1 - Stxj].lxlsl) U(dt, d.x)
R
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As an example of Ito’s lemma in higher dimensions, we consider the product XY
where X is as above and Y is given by a corresponding expression:

t t t t
Y, = / yids +/ o,dW; +/ / 8! u(ds, dx) +/ / 8 ii(ds, dx)
0 0 0 Jxf=1 0 Jxl<1

In the same way as in the 1-dimensional case, we obtain
t t t
XY = XoYo + / X, dY + / Y, dX, + / o50.ds
0 0 0

t
+ / / ((Xsf + Ssx)(st + 82);) - Xsf Ys,
0 JR

- Six X5 — sx Ys_) u(ds, dx)

t t t t
= X0Y0+/ Xs_dYS+/ YS_dXS+/ oso;ds+/ /(Ssxé‘gxu(ds,dx)
0 0 0 0 R

For a useful application of the product formula, let

X, = /0 /R e ((dt, dx) — y (¢, X)v (dr, dx))

for a positive function y and assume that M, satisfies

M, )
M Vo d W, + /R (y(t,x) — 1) ju(dt, dx)

t

It follows that

t t
XM, = XoM, +/ X,_dM; +/ M;_ / 8sx (p(ds, dx) — y(s, x)v(ds, dx))
0 0 R
t
+ / Ms_/(ssx(y(ss-x) — D)u(ds, dx)
0 R

t t
= XoMo—i—/ XS_dMs—i—/ Ms_/é’sxy(s,x)ﬂ(ds,dx)
0 0 R

which means that X; M, is a martingale. Therefore, if M describes a measure change

M, = %, then X, is a Q-martingale. It implies that

vl (dt, dx) = y(t, x)vT (dt, dx)

Consider the relation
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t t t t
X, = / yyds + / oud W, + / f 8 pu(ds. d) + / f B fi(ds. d)
0 0 0 |x|>1 0 x|<1
t t s t t
=[ ysds+/ o,d (Ws—/ wuoudu) +/ oszwsds+/ / 8y pu(ds, dx)
0 0 0 0 0 |x|>1

Ssx ds, dx) — , ds. dx
+/0/|x|51 (1(ds, dx) = y(s, x)v(ds, dx))

. R —1 ds, dx
+/0/m§1 (v(5.x) — 1) v(ds. dx)

As W, — fot Y,0,du is a Q-Brownian motion, X, has the Q-triple

VzQ =y + Otzllft + f\x\sl Six (¥ (t,x) — Dv(dt, dx)/dt
O—tQ = 0Oy
ve(dt,dx) = y(t, x)v(dt, dx)

8.4 Examples of Lévy Processes

In Sect.8.2 we gave some important examples of Lévy processes in terms of
Brownian motions with drift and compound Poisson processes. In this section
we consider some other examples of Lévy processes that are useful in financial
modeling.

A random variable that for every positive integer M can be written as a sum of
M i..d. variables is said to be infinitely divisible. This property is satisfied for a
Lévy process X at arbitrary times ¢ since

M
X, = Z (Xit/M - X(i—l)t/M)

i=1

Furthermore, it can be shown that for every infinitely divisible distribution and
t > 0, there exists a Lévy process X such that X, has this distribution. The existence
of a Lévy-Khinchin representation for infinitely divisible distributions is therefore a
consequence of the results in Sect. 8.2.

In a decomposition X = Z,M=1 X® of an infinitely divisible distribution, the
distribution of the i.i.d. components X ) can be fundamentally different from that of
X . In certain quantitative branches, there is no reference time scale which means that
it should not be possible to determine the value of the time ¢ from the distribution
of X,. This motivates us to consider distributions with the property that for any M,
M X @ has the same distribution as bX© + ¢ if {X©};>, are i.i.d. variables
with the same distribution as X . Thus, summing up i.i.d. distributions leads to
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nothing but a scaled and translated version of the distribution. We conclude that the
characteristic function of X = X (© must be of the form ®x (k)M = ®yx (kb)e'*,
where b and ¢ depend on M . This property can be generalized to a continuous-time
process by replacing the integer M with an arbitrary positive number a, giving

Dy (k)" = Dy (kb)e'*

Distributions with this property are said to be stable. It can be shown that » must be
of the form a'/* for « € (0,2].

For o = 2 it can be proven that v = 0 in the Lévy-Khinchin representation,
which means that the distribution is given by a normal random variable. For o < 2,
it follows that 0 = 0 in the characteristic triple and

2

C1
v(dx) = (xa-i-l 1owo+ |x|a+l ]]-x<0) dx

for some positive constants ¢; and ¢, i.e. the tail decay is that of a Pareto
distribution. The characteristic function of a stable distribution can be written as

2
—B—1In|k|, a=1
7T

@X(k) — eiyk-l-(ro‘(ika)—\klo‘)7 o
Blk|* tan ”7 a#1

foro > 0, € [-1,1] and y € R. It can be shown that only for | < o < 2it
holds that E[|X|] < oo and only for @ = 2 we have E[|X|?] < oo. Closed-form
expressions for the PDFs of the stable distributions are known in three cases:

1
20/

Gaussian distribution(o« = 2) e~ (x—y)*/40?

Cachy distribution (¢ = 1, = 0)

m((x —y)*+0?)

1
2 1
Lévy distribution (Ol = 1/2,ﬂ = 1) : (%)2 me_g/z(x_y)]lx>y

A Lévy process is said to be stable if X,, equals a'/*X, + ct in distribution.
Stable Lévy processes are often referred to as Lévy flights. The distribution of X is
then stable for any ¢ > 0. Conversely, for every stable distribution and ¢ > 0, there
exists a Lévy flight X such that X, has this distribution.

Recall that there exist fundamental time scales in finance, for example, given by
the time it takes for information to flow through the market. It should therefore come
as no surprise that the distributions of the returns from financial instruments have
been found to depend on the observing time period. An example of this is that the
tails of the distributions are typically much fatter for short time intervals. Therefore,
despite their attractive theoretical properties and application in various scientific
areas, Lévy flights are not ideal for mathematical finance. Despite this, they have
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anyway been used as modeling tools in certain branches of mathematical finance,
e.g. risk measurement. Unfortunately, their applicability to derivatives pricing is
limited because of divergence problems originating in the infinite second moment.
We therefore spend the remaining part of this section on finding alternative Lévy
processes useful for financial modeling.

A popular technique for constructing interesting processes in mathematical
finance is to take a familiar process X; and then change the flow of time from ¢
to t(¢) for some function t. We have given several examples of this technique, see,
for example, Chaps. 5 and 13. We now generalize the method by allowing 7 to be
a stochastic process. In fact, we let T be a Lévy process as it is then obviously true
that X, is a Lévy process if X, is a Lévy process. To not deviate too much from
standard Gaussian modeling, we restrict the analysis to X being a Brownian motion
with drift: yt + oW,.

As time is an increasing process, we must restrict ourselves to t being a
subordinator, i.e. a Lévy process that is increasing: t(¢;) < 7(f;) a.s. when ] < ;.
Clearly, such a process cannot have a diffusion part, 0 = 0, and must only allow
positive jumps, v ((—oo, 0)) = 0. It can be proven that the positive jumps must be
of finite variation, which implies that the characteristic exponent can be written as

V(k) =iyk + /Oo (e — 1) v(dx)
0

for y > 0. The integral can be analytically continued to the positive part of the real
axis, which gives a well-defined moment generating function

M. (k) = E [ekr] = exp (yk —i /000 (eikx —-1) v(dx))

Clearly, a Lévy process that is positive, X; > 0 a.s. for any fixed 7, is a
subordinator. Therefore, one way to construct subordinators is to find positive and
infinitely divisible distributions. For this reason, we consider the inverse Gaussian
distribution X with the PDF

px) = 5 e~ 5
27 x3 ’

The name can be a bit misleading as the distribution is not the inverse of the
Gaussian distribution

—(— 2 2
e (x—pt)*/20°t

1
px) = A 2mo?t

in the usual sense. The explanation for the name is that the Gaussian distribution
describes the location in space of a drifted Brownian motion at a fixed time while
the inverse Gaussian distribution describes the location in time when a positive level
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in space is first hit. The above formula can be obtained from the Appendix after the
transformation§ = m /o,y = u/o.
Rewriting the inverse Gaussian distribution as

5651’ 3/2 2482y~ /2
p(x) = —x~ /2= (y"x+8x77)/
V2

and noting the similarity with the modified Bessel function

L[ A=1,—z(y+y~H/2
KA(Z):E/ Yy e T iy
0

see Watson (1995), for example, the inverse Gaussian distribution can be general-
ized to
p(x) = (J//(S)A xl—le—(y2x+82x_l)/2’
2K;(3y)
This is the generalized inverse Gaussian distribution and it does not only generalize
the inverse Gaussian distribution but also the gamma distribution. This statement
can be proven by letting § — 0 and using the small z asymptotic expression

x>0

K ~ 3T /27, >0

to obtain N

Vz 2—1 2x/2

X)=|=) =—=——x""e V"

r0=(%)

which is the gamma distribution with parameters (1,2/y2). If X ~ Iy 1 is gamma
distributed, the distribution of 1/X is

A
p(x) = %(l/x)“'le_e/x, x>0

This inverse gamma distribution can also be obtained as a special case of the
generalized inverse Gaussian distribution. Indeed, when A < 0 and y — 0 we
can use K (z) = K_,(z) to obtain

plx) = 2 td e x50
52) T ’

It is well known, see Barndorff-Nielsen and Halgreen (1977), that the generalized
inverse Gaussian distribution is infinitely divisible and can therefore be used in
the construction of a subordinator. We use the subordinator for a drifted Brownian
motion according to

Xi = pt + pr(t) + Wery
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where we assume that t(1) is generalized inverse Gaussian distributed with
parameters A, § and /a? — 82 and is independent of W. The PDF at t =1 is
given by

px,(x) =P (X € [x,x +dx)) /dx
=P Wiy € [x —p—Br(l).x —pu— Br(l) + dx)) /dx

o0
1 2
- —(x=p=py)=/2y
e d

which through a straightforward computation can be seen to be equal to

aQuo, .8.0) (3 4 (e = o) I PTK (/B = )

where

(052 _ 132)*/2
V2rah 280K (8 /a7 = B7)

This is known as the generalized hyperbolic distribution with parameter values

Ao, B,68, ).
The moment generating function for the generalized inverse Gaussian is obvi-
ously equal to

alA,o,B,8, 1) =

) )x/z K, (8 \/yz—izk)

Mg (k) = (yz — 2k K5 (8y)

from which we obtain the characteristic function

q)GH()»,a,ﬂ,&M) (k) = eiMkMGIG()L’&m) (k2/2 + lIBk)

:emk( az_ﬁz )1/2 K (8 (12—(,3+ik)2)
a-@+#7) g ()

for the generalized hyperbolic distribution. We conclude that the generalized
inverse Gaussian distribution and the generalized hyperbolic distribution have finite
moments of arbitrary orders.

Consider the situation when the subordinator 7(z) is of the form o2 for some
stochastic process o; for which o] is generalized inverse Gaussian distributed. As
W,2, has the same distribution as o; W, it follows that

X: = pt +oy(0: ft + W)



152 8 Lévy Models

in distribution. A consequence of the above is therefore that this stochastic volatility
process has a generalized hyperbolic distribution at r = 1.
The Lévy measure for the generalized inverse Gaussian distribution is equal to

e—y2x/2 o) e~y
vGI(;(dx) = / dy + /\]].AZ() dx
* Do wy (U 6V + 1 (5v2))

according to Barndorff-Nielsen and Shephard (2001). It implies that

ehx

e—«/2y+a2|x|

o0
— / dy + Ae 1,50 | dx
o w2y (3 (5v25) + Y2 (6v/29)

vGH(dx) =

where J) and Y are the first and second kind Bessel functions.

Having five free parameters, the generalized hyperbolic distribution can generate
a large class of distributions and is therefore useful in financial modeling. It is in
general not necessary to use all these degrees of freedom and we now consider
some instances with fewer parameters for which the modeling is simpler.

Observe that the Bessel function K, that appears in the expression for the
generalized hyperbolic distribution becomes particularly simple when § — 0.
Motivated by this fact, we consider the situation when § = 0, © = 0 and A > 0.
This is the variance gamma distribution and the characteristic function is given by

1 1/v
by = (1 —ifvk +02vk2/2)

withv = 1/1, 0 = 2B1/(a* — B?) and 6 = 21/ (a® — B2).

From arguments given earlier in this section, we see that X; = Bt(t) + W
gives a variance gamma distributed X for (1) gamma distributed with parameters
(A,2/(a® — B%)). We generalize this result by considering X, = £7(r) + wW, ) for
7(t) a gamma process, i.e. T(¢) is a gamma distributed Lévy process:

bt/v
L(t/v)

xt/v—le—bx

D) =

With straightforward computations we see that the characteristic function equals

e 1 t/v
£ = (=)

and that the right-hand side can be expressed as

o0
exp (t/ (e —1) v_lx_le_bxdx)
0
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We conclude that the Lévy measure is given by
v(dx) = v 'x e ™ 1, odx

The characteristic function for the gamma subordinated process is equal to

| t/v
Oy, (k) = (1 —itk/b + w2k2/2b)

Apart from the choice b = 1/vo?, £ = /0%, @ = 1 used above, the variance
gamma distribution can also be obtained from the parametrizationb = 1/v,§ = 6,
o = 0. The latter is the most commonly used representation for the variance gamma
process, i.e. the Lévy process that is variance gamma distributed at = 1.

Observe that the characteristic function decomposes as

1 t/v 1 I/V 1 t/v
(1—i9vk+02vk2/2) =(1—in+k) (l—ir)_k)

_ 92v2+02v Ov
==V )

from which it follows that the variance gamma process can be written as the
difference of two gamma processes with parameters (1/v,n4) and (1/v,n-),
respectively. Using this representation, it was shown in Madan et al. (1998) that
the Lévy measure for the variance gamma process is equal to

where

e—|X|/77

v|x|

n+ x>0

v(dx) = oo

dx, r):%

Based on this expression, the variance gamma process was generalized in Carr et al.
(2002) to a process defined by
eM |x|

|x|1+Y

U(dx) - e_G‘x‘

|x|1+Y

where C,G,M > 0 and Y € (—o00,2). For Y < 0 the characteristic function is
given by

®(k) = exp (CT(=Y) (M —ik)" =M + (G +ik)" —G"))
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Another important subclass of the generalized hyperbolic distributions is the
class of normal inverse Gaussian distributions. They are obtained by using inverse
Gaussian distributions instead of generalized inverse Gaussian distributions in the
generation of the generalized hyperbolic distributions, which means that A = —1/2.
The characteristic function is

RN
oSN/ —(B+ik)?

from which it follows that the sum of two random variables, which have normal
inverse Gaussian distributions with parameters («, 8, 81, 1) and («, B, 62, i42), has
a normal inverse Gaussian distribution with parameters (&, 8,81 + 82, U1 + U2).
Thus, unlike the class of generalized hyperbolic distributions, this subclass is closed
under convolutions.

Finally, we would like to mention the subclass of hyperbolic distributions. They
are obtained in the special case when A = 1:

D(k) = e

Jar— 2 o=/ EH =2+ B =)
208K (SM)

p(x) =

8.5 Pricing

The pricing of derivatives can as usual be done by assuming that the quotient of the
underlying and the numeraire is a martingale. Unfortunately, derivatives cannot be
perfectly replicated in markets that support jumps. Markets for which replication is
not possible are called incomplete. In this situation there is no unique derivatives
price and the pricing can be done in various ways, including minimizing (under
some appropriate norm) the absolute value of the terminal payoff of being long the
derivative and short the replicating strategy.

8.6 Dynamics

Consider the forward European call option price V = E[(F — K)4], modeled
with the lognormal SDE dF;, = oF,d W,. Dividing by K in both the SDE and the
pricing equation, we conclude that /K depends on F and K only through the
moneyness x = F/K. This result also holds true when replacing W with another
driving process, for instance, a Lévy process. To find the implied volatility of a Lévy
model, we need to solve for oy, in the equation

VLéVy(F, K)= VBS(F, K, Gimp(Fy K))
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Dividing by K, we obtain

VLévy VBS
K ('x) = T(Xvo-imp(Fs K))

from which we see that o;,, must be a function depending only on the moneyness x.
We conclude that lognormal Lévy models have sticky-delta dynamics. Obviously, if
using alternative SDEs such as of local volatility type, o = o (F), different dynamics
are obtained in analogy to the corresponding results for Brownian motions, see
Sect. 6.4.
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Chapter 9
Path-Dependent Derivatives

Path-dependent derivatives have payoffs that not only depend on the value Sy of the
underlying at maturity but also on the values {S; }o<; <7 attained up to maturity. They
can broadly be classified into two categories: weakly and strongly path dependent.
The former only depends on the value of the underlying at one or a few instances
in time. These points in time might not be known today but can be determined
by the future path taken by the underlying. An example is given by the derivative
that pays the difference between the maximum value obtained in the time up to
maturity and the value at maturity. The maximum only occurs at one instance
in time, but viewed from today, we do not know when that will be. In contrast,
a strongly path-dependent derivative depends on the whole path. An example is
given by Asian options that have payoffs linked to the average of {S;}o<;<r when
monitored daily.

Weakly path-dependent derivatives can sometimes be priced with tools similar to
those used for vanilla options. For instance, barrier options can be priced by adding
boundary conditions to the same PDE used for vanillas. For strongly path-dependent
derivatives, on the other hand, the pricing is fundamentally different. Indeed, it is
often necessary to introduce variables that depend on the path. For instance, Asian
options are usually modeled with the average value of the path as an extra variable.
This leads to a PDE of one dimension higher.

Path-dependent derivatives are often priced numerically. The pricing is then done
with a model calibrated to vanilla prices. If skew and smile effects are included, the
calibration to vanilla instruments is typically done with perturbative methods or
through the evaluation of low-dimensional integrals. The model is typically solved
by simulating a SDE or by a numerical solution of a PDE. The reason for using
numerical solutions for path-dependent derivatives is twofold: first of all, it is often
hard to find suitable models for path-dependent options that can be solved by low-
dimensional integrals, by simple perturbative techniques or other semi-analytical
methods. Secondly, the types of path-dependent products that are popular change
from client to client and from year to year. This is in contrast to vanilla products that
are few and remain the same over the years. It is therefore useful to have generic

C. Ekstrand, Financial Derivatives Modeling, DOI 10.1007/978-3-642-22155-2_9, 159
© Springer-Verlag Berlin Heidelberg 2011
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methods (by simulating SDEs or solving PDEs) for path-dependent derivatives
rather than tailor-made methods.

We saw in Chap. 3 that the derivatives pricing problem can be formulated either
in terms of SDEs or PDEs. From a theoretical point of view, these equivalent
formulations complement each other: it is sometimes easier to analyze a pricing
problem in terms of SDEs and sometimes in terms of PDEs. The same argument
applies to numerical pricing. The main numerical difference between the two
approaches is that SDEs are simulated forward in time while PDEs compute the
price backwards in time from maturity to the pricing date. The PDE computations
can be done either by using a finite difference approximation or through a tree
structure using an explicit expression for the Green’s function. Several investment
banks nowadays use a version of PDE solver consisting of recombining trees
that are generalizations of binomial and trinomial trees with equally many nodes
for each time slice. When going backwards in time and computing expectations,
splines are used to connect the node points and the integrals can be solved by fast
methods, usually with Gaussian quadrature. The high accuracy allows for large
time steps with a substantial performance increase compared to traditional PDE
solvers.

With experience, one learns for which derivatives SDEs are best suited and for
which PDEs should be used. The basic guidelines are: PDEs usually perform better
for low-dimensional problems, i.e. when there are only a small number of variables
to track. Because of the technique of working backwards in time, PDE methods
handle American and Bermudan features with ease. Furthermore, they return stable
risk values. The SDE approach, on the other hand, is better performing in higher
dimensions (typically equal to 3 or higher). Also, this approach is often simpler to
implement and can be easily generalized to different types of payoffs.

There is a vast array of publications on the implementation of SDEs and PDEs,
and we advise the interested reader to consult these. Path-dependent derivatives are
sometimes also priced semi-analytically, but as there is currently no consensus on
preferred methods, we have decided not to include these methods in the book.
We instead focus on formulating the problems mathematically and solve them
analytically if possible. The aim is not to provide state-of-the-art formulae but rather
to help the reader to develop an intuition about path-dependent derivatives.

We use the constant-parameter lognormal SDE as an illustrating model. Please be
aware of the fact that limiting ourselves to a lognormal model means that we do not
have any control of the dynamics (which, as we pointed out in Sect. 4.3, is important
for the pricing of path-dependent derivatives) or the possibility to calibrate to the
skew and the smile. Furthermore, using time-independent parameters means that it
is only possible to calibrate to a single maturity. Because of the limited space in this
book, we only consider a small selection of products consisting of barrier options,
variance swaps, American options and callable products. We believe that this set of
products is large enough for the reader to gain familiarity with the techniques and
to be able to price general path-dependent products.

Just as we did in Sect.2.4 for European call options, it is possible to derive
no-arbitrage conditions for path-dependent derivatives. For instance, a knock-out
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option must be worth more than the underlying European option and the price must
increase the further away the barrier is from the current value of the underlying.
Apart from the brief discussion of barrier options in Chap.2, we have chosen not
to write down the no-arbitrage conditions and parity relations that the various path-
dependent derivatives have to satisfy but we instead rely on the reader to work out
the details when pricing such contracts.

9.1 Barrier Options

We price a barrier option that knocks out if the underlying goes below an
exponentially increasing or decreasing barrier, i.e. if S, < Be ("=, The usual
situation of a constant barrier can be obtained from the special case A =0. For
generality, we assume the barrier to be equipped with a rebate, which means that
an amount w(t) is paid to the option holder if the barrier is hit. Depending on the
contract specifications, the rebate w(¢) can be paid either at the time ¢ when the
barrier is hit or at maturity. We assume the former, meaning that the latter case
can be obtained by redefining w(t) —> w(t)e™" "= We price the option with a
lognormal process and initially follow the corresponding approach for ordinary call
options in Sects. 3.2 and 3.4.

The PDE in Sect.3.2 is formulated in terms of the forward while the barrier
condition is in terms of the underlying itself. To avoid this problem we assume a
constant interest rate r up to the maturity 7. The barrier then has the form F, =
Be(r—)»)(T—t).

We assume that a payment of gSdt is received if holding the underlying during
[t,t + dt]. This payment can represent continuous dividends or a foreign interest
rate yield. Generalizing the derivation in Sect. 3.2 gives an extra term —gF Ufr in
the PDE. The problem then reads

Uy —qFUp + 30*F?Upr =0
Uit =T.F) = (F - K)4+
U (t. F, = Be"™MT=0) = (1)

for F;, > Be—b{T—1),
We change variables according to

U(t,F) = Ke“ TP d(1,2)
where

T =0T —1)
z =In(Fe "M T=D/K) =In(F/K)— (r —A)(T —1)
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It implies that

at dz
U = (Eaf + Eaz) U= (-0%3+(r—21)3)U

= Kt (—o?(B + 3:) + (r — M) (a + 3,)) @

at 0z 1 1
Up = ==0 + =0, | U = =3,U = —Ke*tF" d,) @
F (aF +8F") FoU = ke et i)
1
= Upr = ﬁ(—az+a§)U
1
= ﬁKe‘”JrﬁI (—a =0, + o + 209, + 32)
The ®. term in the PDE vanishes if o = § — '_UL;A while the ® term vanishes if
B = — a*/2. With these choices we obtain the heat equation. Together with the
terminal condition and the boundary condition:
(F-K)+=U(t=T,F)=Ke*®(r =0,z
w(t) = U (1, F, = Be"DT0) = KevInB/K)=* /2 (¢ In(B/K))

we obtain

P, — 3P, =0
P(r=0,27) =e ("= 1),
®(r,z = B) = w(1)

where B = In(B/K) and w(z) = %e‘“gﬂ%/zw(T —17/0?).
We use the Green’s function p(z,z; 7/, 7), defined by

P — %Pzz =0
plr=7.z7.7)=38z-7)

This should be compared with Sect.3.4 in which we used the related function
p(t.2,7) = p(r + 7/, z; 7/, 7) that satisfies the initial condition

p(r=0,2.7)=8z—-7)
The initial condition can be moved to the PDE, resulting in

1.
P — Epzz = 8(77)8(2_1/)
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This follows since if we apply the Laplace transform

iy = [ e itodn
to both PDEs, the identical result
/ - 1 .
—8(z—2) +sL{p(r)} — 535»6 {p(m)} =0

is obtained. According to Lerch’s theorem, functions with equal Laplace transforms
are unique up to null function, i.e. functions satisfying

/t f@hHdt =0, Vit
0

We therefore obtain an equivalent definition of the Green’s function p:

1 / /
pe— 3P =8t =182

Following the approach in Sect.3.7, we see that the equation in the backward
coordinates reads

1 /
—Pv = 5P = §(r —1)8(z—2)

Alternatively, it can be verified from the expression below for p that p,» = —p, and
P2y = P are satisfied.
The following general computation can now be done:

00 poo
®(z,7) =/ [ S(t—1)8(z—2)P(',Z)dT'd7
0 B
R 1 PN T
= —pv — zprz | 9T, 2)dTdz
o JB 2
o0 o0 1
= / /N (—3,/(17@) + pPr — Eaz’(l’z’(b)
0 B
+ 13 (pd,) ! [} dv'd7
B (PP 21’ [ Taz
00
- /” p(r.2:0,2)®(0,2)d7
B

1 [ - ~ - -
+ 5/ (pr(r.z27'. B)®(r', B) — p(x,z: 7', B)®s (1, B)) d7’
0



164 9 Path-Dependent Derivatives

The values of ®(0,7) and ®(z/, B) are known from the initial condition and
the boundary condition, but not &, (z/, B). To obtain an expression for ®(z,z)
that does not contain this unknown value, it is necessary impose the condition
p(r,z 7, B)=0, V¢’ = 0. It is at this stage where our solution starts to differ
from the pricing of vanilla options in Sect. 3.4, where we implicitly assumed the
boundary condition p — 0 for |z| — oo and obtained

1

!’/
L,30,2) = —F(———
Po( ) ,—27'[(1'—1")

which is called the fundamental solution of the PDE. It is possible to use the
fundamental solution to construct a Green’s function that satisfies the boundary
condition for a barrier:

o~ @) /2(x=1")

p(t,z7,7) = po(r, 27, 7) — polt, 7, 2B — 7))
This function clearly satisfies the boundary condition at B and also the PDE as
(Bt - %811) (po(r.z:7.7) — po(t. 2.7, 2B — 7))
=8(t—1)8(z—7) - 8(t —1)8(z+7 —2B) = 8(r — 7)8(z — 7))

where the last equality holds because z, 7/ > B
Using the Green’s function, we obtain the solution

© 1 N2 ’ n\2 ’ ’
@(‘L’, Z) — / (e—(z—z) /2t e—(z+z —2B) /21) e (ez _ 1) dZ/
B A2mt +
- B

+/°° 1 z
0o J2m(z—-1)T—T

For simplicity, we only evaluate this expression for zero rebate, i.e. w(t’) =0,
and we assume that the barrier is below the strike B < K. The instance of a
constant barrier above the strike can then be obtained by using static replication
methods, see Sect. 2.6. The first of the two remaining terms in the above expression
equals

e—(Z—§)2/2(T—I/)w(t/)drl

I(t.2) = e—(z—zf)2/zre—az/ (ez/ _ 1) d7

+

* 1
/E V2rtT

— /OO 1 e—(z—z’)2/216—az’ (ez’ _ 1) d7
0 2mt
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since B < 0. The second term is given by

/oo 1 e_(z_z/)z/ZTe_az/dzl _ 1 e_az /00 e_z/Z/ze_az/ﬁdz/
0 27T 27 —2/JT

— —az+a r/2N( —a
)

The first term can then be obtained by replacing o with «—1. We now
arrive at

d(t,2) = I(t,2) — 1(1,2B — 2)

= Ve (2 (- ) V)

<
_ e—OlZ+0t2‘L'/2N L aJT
JT

2B —

_ e~ @=D@B-a)+@—1t/2 g (

+(1—oe)f)

+ ee2B—)+a’t/2 ) 2B —z —aJT
JT
= U(t, F) = Ke®72(z, 7)

= Keorti2y (% +(1- a)ﬁ)

- (G ave)

ke (5 )
ey (WO g0 L )

— KN (ln(F/fJ;L_(j_t) LY, )

F 2a—1)
_ Femt(T—1) (Ee—(r—mr—o)
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In(B%/FK) 4+ 2(r —A)(T —t) —q(T —t) 1 — )
N( Y +2o T—1t

F 2u
Kl= —(r=A)(T—1)
+ (B e

N (ln(BZ/FK) +2(r —A)(T —t)—q(T —1) B %o T—t)

oNT —t
_ oty (NS/K) A =)(T 1) 1 — )
o= N( oNT —1 A
_ In(S/K)+(r—g)(T—1) 1 —
KN( oNT —t 20 T t)
_ B_ze—(q+zx)(T—t) (Sew_t) )zu
S B
In(B*/SK) + (r —q =20)(T' —1) 1 —
N( ovT —t +20 T Z)
SeHTTIN* | (In(B/SK) + (r =g =20)(T 1)
+K( B ) N( oT —t
—%G\/T—l)

Denote the sum of the first two terms by C, (¢, S). This is the price of a call option
without a barrier but with dividend payments. We can then formulate the price of
the barrier option as

MT—1) SeMT—0) 1=r=a=h/e? B?
V(t,S) = Cya (t, Se ) — (T) Co+r (t’ SeMT—f))

When A = 0 we see from this formula that the barrier condition has been satisfied
by adding a reflective term to the European call option price, by replacing S with
B?/S and multiplying by a certain factor. The condition V(¢, B) = 0 is then
obviously true. We also note that the formula for an exponential barrier A # 0
is obtained from the constant barrier case by replacing S with Se*” =" and g with
q+ A

Assume that a barrier option is close to knock out at a certain observation point.
As the barrier in practice is often only monitored at certain discrete time points,
for example, by daily observations, there is a chance that the option would have
knocked out in the time interval between the previous and current observation point
if the observation had been continuous. It means that if we use a model with a
continuous barrier, the model barrier B’ needs to be below the product barrier B,
assuming that the barrier is located below the underlying. In Broadie et al. (1997),
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an approximative relation between a continuously and discretely observed barrier
was derived:

B = Beaﬁé‘(l/Z)/«/an

where it was assumed that the underlying follows a lognormal process. ¢ is the
Riemann zeta function with {(1/2) ~ —1.46 and m is the number of regularly
distributed observation points.

It is often not sufficient to use lognormal processes for pricing path-dependent
derivatives because of the poor agreement with vanilla prices. To calibrate to a rich
set of vanilla instruments, more sophisticated models have to be used, e.g. local or
stochastic volatility models. The pricing is typically done numerically by using n
number of discrete time steps. Because of performance limitations, 7 is typically
smaller than the number of observations stated in the contract. Using the above
result, the level B” of the barrier in the implementation is approximately related to
the barrier B in the contract according to

B — BN Y= r) IV

The value of o is determined from the lognormal process that best matches the
implemented model. This result only holds if the implemented model is not too
different from a lognormal model. If the implemented model is locally (in time)
close to a lognormal process, the result can be generalized to a time-dependent B”.
In Broadie et al. (1999) it is shown how the method of shifting a parameter, such as
the barrier, can be used for other path-dependent derivatives such as a lookback
option, for which the distinction between continuous and discrete monitoring is
important.

There are several proposed semi-analytical methods that can be used when not
all of the above assumptions are satisfied, e.g. in the presence of non-lognormal
processes, time-dependent parameters or when having a double barrier. Another
solution method is, as we saw in Sect. 2.7, to statically replicate a knock-in call by
a put and a strip of smaller digital puts with shorter maturities. We now show that
it is actually possible to do the static replication using only European options with
equal maturities.

We price a down-and-in call option with barrier B < K and maturity 7. We
do the pricing using an auxiliary European option with a payoff 4(S) such that
h(S)=0 if S > B, see Fig.9.1. We then determine /(S) so that this option is
worth as much as the underlying European option along the barrier. With similar
arguments as in Sect.2.7 it follows that the knock-in has the same price as the
European option with payoff /(). This price can be determined as the latter option
can be priced through static replication of a bond, the underlying and European puts,
see Sect.2.3.

It remains to determine /(S) so that the conditional expectations are equal:

E((S — K)+] = E([h(S)]
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h(S) i /
T s

B K S

Fig. 9.1 Relication of a knock-in call by a European option with payoff /(S)

for all times ¢ and for S; = B. Assuming constant interest rates and a lognormal
process for the underlying gives with y = r — %02 the result

¢ BN (d4) — KN (d-) = / e e~ InS/B=ye’ /0% (§)dS
VLT

e—(x+yr)2/202rh(Be—X)dx

B /0 v2n021

200 [ 1
— 7 /20 / e—x/r—ym/ah(Be—a«/ﬁ)dx
0o 2Jmxt

& / —Yﬁ’f/"h(B —ov2%) 4%

— ey2/202r2ﬁ err_lBN IH(B/K)—}-I“L'_I —i—lO'l'_l/z
/T 2

otr—1/2

KN In(B/K) +rc='/? B 101_1/2
ot~! 2

h(S) can be computed from this relation as the right-hand side is the Laplace
transform of %e‘VM/“h(Be_“ ).

Observe that this static replication technique, as well as the one in Sect. 2.7, is
model dependent. For instance, the equality in payoffs was only computed with the
present value of the volatility and will not be valid at later times should the implied
volatility change.

9.2 Volatility Products

If being long a European call option, we make a gain with increasing underlying
value or with increasing volatility. We have therefore taken a position in the
underlying value as well as in the volatility. If we instead want a pure exposure
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to the underlying value, this can be obtained by purchasing the underlying itself or
by entering a forward or futures contract. This brings us to the question of how to
obtain a pure exposure to the volatility, which is the topic of this section.

One approach to obtain a pure volatility dependence is to hold an option that is
delta hedged. Unfortunately, dynamic replication is not exact in practice because
of the idealized assumptions of: imperfect modeling of the underlying process,
discrete-time trading, presence of transaction costs, etc. It means that even after the
delta hedge, there remains some exposure to the underlying. Another disadvantage
of this approach is that the moneyness of the option changes during the lifetime:
sometimes the option is close to ATM and sometimes it is far away, depending
on the underlying value. As the vega is heavily dependent on the moneyness, the
volatility dependence will be unpredictable with the passage of time.

A more direct way to gain exposure to the volatility is through volatility products.
They mainly consist of variance swaps and volatility swaps. The former has a
payment at maturity 7" proportional to

1 n
—— D (n(Sy/8,-)" — K

i=1

while the latter has a time 7" payment proportional to

1 n
—— D (n(Sy/8,-)" — K

i=1

The observations are usually made on a daily basis.

We now describe how variance swaps can be priced in the limit n — oo of
continuous observations. The underlying returns (S, — S;,_,)/S;,_, are then small
meaning that we can use Taylor approximation twice on In(S;, /S;,_,) to obtain

n " Sfi — Sti_l ’
IMLCTEEEDD (1“ (1 * S—))

i=1

" (S, —S,_
~ ZZ (% - ln(Sl‘i/Stil))

i=1 fim1

'S, — Si_
= 22% —21n(S;,/Si)

i=1 fim1
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We assume zero interest rates and consider the zero-cost #;_; investment of 1/S;,_,
underlyings and -1 bonds. This gives a payment of (S, — S;_,)/S;_, at ¢
which means that the first term on the right-hand side can be obtained with zero
initial investment. Thus, the two time 7 payments of 3 /_, (In(S,/S,_,))* and
—21In(S7/So) are worth equally much. We also know how to price the latter
payment with static replication. We have thereby shown how variance swaps
can be priced with static replication when interest rates are zero and in the
limit of continuous observations. We then obtain the interesting result that this
approximation of the variance swap price only depends on the underlying process
through European option prices. Assuming a lognormal process for the underlying,
we obtain (dS/S)*> = o%dt and

0

which explains the name variance swap.
Consider now the pricing of a variance swap at the date = #;. The payment can
then be decomposed into a known part and an unknown part

n k n
D o (n(Sy/Si-) =Y (n(S, /S )) + Y, (n(S;/S;,_,))

i=1 i=1 i=k+1

It means that historical information of the underlying is necessary for the pricing.
This is a typical property of strongly path dependent options.

9.3 American Options

American style options were defined in Sect.2.5 as options that can be exercised
at any time up to the maturity. The advantage of not exercising early is that the
exercise decision can be based on information about the underlying all the way
up to the maturity. The exercise decision also depends on the discounting of the
strike from the maturity to the pricing date: the longer we wait with the exercise,
the smaller the value of the discounted strike. These factors are both in favor of
not exercising American call options early, which means that these options must
have the same price as their European counterparts. For put options, on the other
hand, the discounting effect encourages early exercise, which means that there are
situations when this is the optimal strategy. With similar arguments it can be proven
that American call options on futures contracts should never be exercised early while
the corresponding statement for put options is not necessarily true.

In parallel to our treatment of barrier options, we assume that the underlying
pays continuous dividends to obtain more general and non-trivial results. An early
exercise then yields dividend payments and might therefore be feasible for call
options as well.
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To start off lightly, we first price an American digital option that pays 6(S — K)
upon exercise. Whenever the value of S exceeds K, the holder is entitled a payment
of one dollar. As it is preferable to receive one dollar sooner than later in time, the
optimal strategy is to exercise the option as soon as S > K. This product is therefore
equivalent to a digital up and out barrier option that pays a rebate of one dollar and
can be priced as in Sect. 9.1.

Assume that the condition S = K means that the price of a European digital
option is close to % as there is about as high probability of S7 to end up below as
above K. An American digital call can then be replicated by two European digital
call options as both strategies are worth 1 if the barrier is hit and are worthless
otherwise.

The pricing is less trivial for American call (or put) options on dividend-paying
underlyings. The reason is that the exercise boundary is not known in advance. As
there are no known analytical solutions, numerical or semi-analytical methods have
to be used for these products.

We set up the pricing equations for American call options on dividend-paying
underlyings. The instance of put options can be handled in a similar way. First,
consider the situation when the underlying has a very high value. We are then certain
to end up ITM at maturity and it can therefore be preferable to exercise the option
early to cash in the dividend payments. If the underlying has a low value, on the
other hand, it is not advisable to exercise early. We conclude that for each time
t there exists a boundary point B;, possibly equal to infinity, such that the option
should be exercised if S; > B;. The early exercise boundary is given by the function
B, wheret € [0,T].

We find it more convenient to formulate the problem in terms of the spot variables
S and V rather than using the forward variables F' and U. Assuming a lognormal
underlying, the pricing problem can be written as

—rV + Vi + (r—q)SVs + 3628?Vss = 0
Vie=T,S) = —-K)+
V(t,StzB[) =B[—K

where S; < B; and we have assumed a time-independent interest rate and dividend
yield. The exercise boundary B, should be determined so that V' becomes maxi-
mized. This type of problem is called a free-boundary problem.

The option value is obviously continuous across the boundary. We now argue
that the first-order (mathematical) derivative is also continuous, a consequence of
the fact that the exercise boundary is chosen to optimize the option value. Indeed,
for any given time, let V(S, B) be the option value and 4 (B) the value if exercised
early, e.g. h(B) = B — K for a call option. The continuity condition can then be
written as h(B) = V(S, B)|s=p. Taking the B derivative on both sides gives

av

dh _ vl
s=p 0B

4
dB ~ 3S

s=p 0S8

S=B

where the last equality follows as B has been chosen to optimize V.
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Before discussing techniques for determining the early exercise boundary, we
describe its shape qualitatively. Assume first that the maturity is very short. Clearly,
Br > K as we do not want to exercise an OTM option. To determine when an ITM
option should be exercised, the proceeds of an early exercise have to be compared
with an exercise at maturity. An early exercise gives S — K which is equivalent with
a payment of Se?T=) — Ke"T=0) ~ § — K 4+ Sq(T —t) — Kr(T —t) at T. Thus,
the option should only be exercised early when

S—K+Sq¢(T—1)—Kr(T—1)>S—K&S>_K
q

as more cash is generated from the dividends than from the interest rate of being
short K amount of cash. We conclude that By > K max{l1,r/q}.

We argued in Sect. 4.3 that the European option price typically decreases with ¢
if all other variables are unchanged. The American option price must also decrease
with ¢ as we lose the optionality of exercising in [¢, #’) when time goes from 7 to ¢'.
Because the early exercise boundary is where an American call option price is equal
to S—K, the decreasing option price implies that the exercise boundary B; decreases
with 7.

Let us now determine the exercise boundary B; when the maturity 7 is far in the
future. The long maturity implies a weak #-dependence that can be omitted in the
lowest-order approximation. We obtain the PDE

—rV 4+ (r —q)SVs + 3028?Vss =0
V(S =B) =B-K

which is of Euler type and has the solution

_ —(r—q—0%/2) % \/(r —q —02/2)? +20°r

V:A+S“++A_Sﬂi, M+ )
o

The requirement of a well-defined solution at S =0 gives A— =0 while the
condition at the exercise boundary implies that

S\ A+
V=B-K)|=
5-5)(3)
Maximizing this solution with respect to the early exercise point B gives

M+

B=K——
py —1

Kt
41

We thereby conclude that the exercise boundary decreases from the value K
when far from maturity to a value By > K max{l, r/q} at maturity.
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We now briefly discuss some techniques that can be used to price Amer-
ican options. We start by observing that the American call option price can
be expressed semi-analytically as a function of the underlying and the exercise
boundary: V =V(¢, S;,{By}i<r<r), With the continuity condition of the form
V(t, B;,{By};<r<1) = B; — K. The exercise boundary can be determined itera-
tively by taking small time steps backwards from the maturity 7 until today’s
date. In each step, the option price is computed whereafter the boundary can be
determined. The computations are tedious because of the complicated expression
for V. An alternative approach is to use the formula for the continuity of the
first derivative instead of the continuity of the price, as it gives slightly simpler
equations.

The exercise boundary can also be computed by using the fact that it optimizes
V(t,S;,{By}i<y<r). For example, the boundary can be parametrized with a
function that depends on a small number of variables. The boundary can then be
determined by maximizing the price with respect to these variables. The choice of
function should be guided by our knowledge of its value at maturity and that it
increases (for call options) with the distance to maturity to a known limiting value.
If choosing an exponential boundary, the analytic expressions of Sect. 9.1 can be
used to obtain high-performing calculations.

An immediate exercise of an ITM option gives the lower bound of (S — K)+ on
the American call option price. If, on the other hand, we choose to never exercise
the option, i.e. B, — oo, we see that the European price is a lower bound. For
general choices of B;, more interesting lower bounds can be found such as those
obtained from a constant or exponential exercise boundary. Unfortunately, it is
hard to know how tight these bounds are (i.e. how far they are from the optimal
exercise). This question can be answered if tight upper bounds are found and much
research has been devoted to this. We saw a particularly simple upper bound in our
discussion of static replication of Americans in Sect.2.5 and in the same way it
is possible to find an upper bound for American call options on dividend paying
underlyings.

When it comes to pure numerical solutions, American options can, just like exotic
options, be priced with a PDE solver or an SDE simulator. The preferred solution
is often through PDEs as they work backward in time and enable us to determine
the optimal exercise boundary iteratively. This is done by comparing the intrinsic
option value with the exercise value in each node and choosing the maximum of the
two. When it comes to simulation, there have been major developments in Monte
Carlo methods for American option pricing during the last decade and satisfactory
results are now produced.

There also exist several types of semi-analytic techniques for pricing American
options. One of the simplest is that of Bermudan approximation. The American
option is then approximated with a Bermudan option V,, that can be exercised at
n points in time. As the analytical computations for Bermudan options become
increasingly complex with increasing n, they are often only carried out for small
values, n = 1, 2 and 3. The American option price V4 can then be estimated with
extrapolation techniques.
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9.4 Callable Products

We will here mainly be concerned with swaps, i.e. products that exchange one
type of cash flow for another. The coupons are typically determined from an equity
index, a commodity price, an FX rate, an interest rate or are equal to a constant. The
cash flows are obtained by multiplying the coupons with a notional or a quantity
and possibly an FX rate (for interest rates there is also a multiplication with a day
count fraction). An example of a swap is given by the product that once per year
exchanges the oil price for a fixed price (multiplied by the number of barrels) during
five years’ time.

A swap is said to be callable if there exists a triggering event that results in
the cancelation of the future cash flows. A callable swap is said to be a Bermudan
swaption if the triggering event is such that one of the counterparties can cancel the
deal at any cash flow date. The triggering event can also be a market event. The
swap is then said to be aurocallable. An example of an autocallable is a fixed-for-
floating swap that gets canceled when the underlying (that determines the floating
flows) reaches a certain level.

A closely related product is the enter-into swap for which a trigger event
leads to an activation of the cash flows. By going long this product and short the
corresponding vanilla swap, a cancelable swap is obtained. Because of this parity
relation, we focus exclusively on callable swaps.

There are several possible types of trigger events that can be used for auto-
callables. For instance, a swap can be canceled when an external index, i.e. different
from the underlying that determines the floating flows, reaches a certain level.
Another popular type of autocallables is represented by the target redemption notes
(TARNs), for which the cancelation occurs when the cumulated floating coupons
exceed a certain level.

There also exist autocallables that depend on several trigger events. One
example is the auto cap which just like an ordinary cap consists of a set of
caplets, see Sect. 13.3. The auto cap gets canceled when n of the caplets have
ended up ITM at their maturities, where n is an integer determined at the trade
date. A related product is the chooser cap, where the receiver of the caplets
decides if the cash flows should be paid out, with a maximum of n received
payments.

It is difficult to find suitable analytical or semi-analytical formulae for callable
swaps and these products are therefore priced numerically via PDE or SDE methods.
In fact, it can even be a hard task to find a suitable numerical method. For instance,
the choice of the optimal exercise date for Bermudan swaptions is a non-trivial
problem when using Monte Carlo simulations and is often solved by using methods
similar to those developed in Longstaff and Schwartz (2001) and Andersen (2000).
An example of the opposite situation, when a Monte Carlo simulation is easy while
a tree implementation is harder to use, is found in the pricing of TARNSs. This
problem is usually solved by adding another dimension to the tree, representing
discrete levels of the cumulative coupons.
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The reader might at this stage wonder why we even bother about a difficult
method when there exists a simpler method. There are several reasons for doing
so. First of all, we might be located at a trading desk with limited resources and
can therefore only afford to implement one of the numerical methods, typically
the Monte Carlo simulation as it is more flexible and easier to work with. In this
situation we must solve all problems with Monte Carlo simulations, even the ones
more suitable for trees. Another reason can be that the model is only suitable for one
of the numerical methods. For instance, the high dimensionality of the LMM model
makes it hard to find a suitable tree implementation, see Sect. 13.17.

It is also common to encounter products that contain some features not suitable
for tree pricers and some other features not suitable for Monte Carlo pricers. An
example is given by Bermudan swaptions for which the coupons depend on the
previous coupon payments. The simplest, and the most common, of these products
has coupons that depend only on the previous coupon. The relation between
the coupons is typically positive, meaning that a high previous coupon makes it
likely that the current coupon will be high as well. The consequence can be a
runaway effect with increasing coupons. Products with coupon dependencies are
called snowballs because of the analogy of a snowball rolling down a hill and
growing larger and larger. A Monte Carlo pricer can easily incorporate the coupon
dependencies while the callability is harder to handle. For a tree pricer, on the other
hand, it is the coupon dependency that makes the problem difficult.

Another example of a product for which both a Monte Carlo and a tree
implementation are non-trivial is the chooser cap. The Monte Carlo pricer typically
has to include the number of exercised caplets among the state variables in a
generalization of the Longstaff and Schwartz or Andersen methods. For the tree,
the number of exercised caplets can be included as an extra dimension of the tree.

Barrier options and American options can be viewed as cancelable products for
which the cancelation affects a single cash flow. For general callable swaps, on the
other hand, the triggering event affects several cash flows, which results in a higher
sensitivity to the input parameters and therefore a risk that is hard to compute.

Because of the digital feature of the triggering event in a callable swap, the
computation of the risk is arguably the most important, and the most difficult, task
for a pricer. The trick is often to make a modification to a more conservative product
for which the risk is better behaved, as was done in Sect. 4.4 for digital options and
barrier options. For instance, the method of improving the risk for digital options can
be viewed as letting the notional go linearly to zero in an interval next to the strike.
Similarly, we could let the notional of a TARN go linearly to zero in an interval next
to the target level. Similar ideas can be applied to other types of callable swaps.

The risk computations for Bermudan swaptions are straightforward for tree
pricers but can be more complicated when using Monte Carlo simulations. For-
tunately, there is a trick that simplifies the computation of the first-order greeks.
To explain how it works, note that the pricing is done by first computing the early
exercise boundary and then doing the pricing itself. As the early exercise boundary
is determined from an optimizing condition, that of obtaining the best possible
payoff, it remains unchanged under first-order changes of the model parameters.
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It means that the early exercise boundary does not need to be computed in the bump-
and-revalue process. Avoiding the recomputation of the early exercise boundary
increases the performance and gives more stable first-order greeks.

If a Bermudan swaption is such that there is only a small chance of it to be
called, a Monte Carlo simulator does not effectively determine the early exercise
boundary as only a few paths contribute to this information. For the purpose of
determining the early exercise boundary it is a good idea to shift the current value
of the underlying to a value for which an early exercise is more probable. This leads
to a higher accuracy of the early exercise boundary as it is independent of the current
value of the underlying.
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Chapter 10
High-Dimensional Derivatives

We cover the pricing of path-independent derivatives such that the payoff at a given
time 7" depends on the values of several underlyings Fy, I, ..., F,. The general
case of path-dependent higher-dimensional derivatives can be handled by combining
the methods of this chapter with those in Chap. 9. The fundamental theorem of asset
pricing states that the price can be computed from

E [g(Fl,Fz,...,Fn)]

where g is the payoff function and the expectation is in the T -forward measure.

Just as for path-dependent derivatives, there are several possible payoff types. In
a similar way, we here also choose to leave it as an exercise for the reader to work
out the no-arbitrage conditions and parity relations. We assume that the individual
distributions of Fi, F»,..., F, are known from prices of vanilla options. As the
expectation not only depends on the marginal distributions, but also on the joint
distribution, it is necessary to account for the correlation between the underlyings.

The first solution that comes to mind when attacking higher-dimensional problem
is the use of copulas. We start by covering this technique. Although a general
method, the implementation is often of low performance. We therefore proceed by
considering special cases for which high-performance implementations are possible.
The methods are: variable freezing, moment matching, quadratic functional model-
ing and the change of measure technique. We also consider the important special
cases of digital options and spread options. We end the chapter with discussions of
correlations and calibration.

10.1 Copulas

The natural approach for obtaining a joint distribution of Fi, F»,..., F, from
the marginal distributions is to use a copula, see Appendix. We usually have an
idea about the value of the correlation between the underlyings, but not for the
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higher-order moments. It therefore makes sense to use the simplest possible copula
that only depends on the correlation matrix, which happens to be the Gaussian
copula. Unfortunately, just as the normal variable assigns too low a probability to
extreme events in financial applications, the Gaussian copula implies too weak a
correlation between extreme events. For this purpose, alternative copulas are often
used in financial modeling, in particular since the financial crisis starting in 2007
which has been claimed to be partly the result of underestimating extreme event
correlations by using Gaussian copula. To focus on the essentials, however, we only
consider the simple case of the Gaussian copula.

To gain a better understanding of the Gaussian copula, let us limit ourselves
to the instance of two underlyings: F; and F,. Motivated by the form of several
of the SDEs in Chap. 5, we assume that the distributions can be written as F; =
h; (X;), where { X;} are standard normal variables and {/; } are monotonic increasing
functions. We assume that X; and X, have correlation p and are the components of
a 2-dimensional Gaussian variable. The joint distribution is then given by

P(Fi < fi. > < fo) = P(X1 <hT'(f1), X2 < 15" (f2))

1 W) phy () , . X
. [ ev@-mma R 20 ) dade

Observe that if we instead had correlated F; and F, by using their marginal
distributions

P(Fi < fj) = P(X; <h7'(fi)) = N (h' (/)

in the Gaussian copula, see Appendix, we would have obtained the same expression
for P(F\ < fi, F» < f>). We conclude that using the Gaussian copula is the correct
way to patch together marginal distributions if they can be written as functions of
the components of a 2-dimensional Gaussian copula. Furthermore, the correlation
in the copula has to be equal to the correlation between the normal variables. Note
that the 2-dimensional case was only used as an illustration and the generalization
to higher dimensions is straightforward.

Consider now the situation when the underlyings follow an SDE driven by a
Brownian motion in such a way that

T
F,:Fi(/ odei)
0

at the maturity 7. Examples include the normal and lognormal process. Assume that
the Brownian motion can be written as

Wi(t) = aij(w)dZ j(u)
D | asaz,
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where {Z;} are independent standard Brownian motions and the non-stochastic
variables a;; satisfy aizj (t) = 1. As

@Wi(1))* =Y a}dt =dt
J

W, is a standard Brownian motion. The covariation is given by

dI/Vide = Zaikdzk Zajmdzm = Zaikajkdt = pijdl
k m k

The correlation p;; between the Brownian motions is restricted by

1/2 1/2
ol = 1Y el = (z) (z) 1
k k k

where Cauchy-Schwarz inequality has been used. As

Z/\,’/TO'idl/Vi = Z/T (ZA,‘O’,‘G,‘J') dZ]
i 0 j 70 i

is normally distributed for arbitrary {A;}, {X;} = { fOT o;d W;} must be Gaussian,
see Appendix. It is therefore possible to use the above result and patch together the
marginal distributions { F; } using a Gaussian copula.

We now compute the correlation corr(X;, X ;) that should be used in the copula.
For completeness, we allow the X;s to be observed at different points in times, i.e.

T
X,' = / (o] d I’Vl
0
It is shown in the Appendix that
Ti
Var(X;) = / oizdt
0
and with similar ideas it can be proven that
min(7;.7;)
COV&I'(X,‘,XJ') :/ O'iO'jpijdl
0
from which we obtain
min(7;.7})

Corr(X;, X;) = Jo

\/foi o?dt \/fOTj ofdt

O','O'jpijdl
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To avoid confusion, we refer to this as the statistical or terminal correlation while
pij is called the instantaneous or local correlation. Similarly, (3 fOT o (u)du)'/? is
called the ferminal volatility and o; the local volatility. If the X;s are all reset at
the same time, i.e. 7; = T, Vi, and the local volatilities and correlations are time
independent, the statistical correlation is equal to the local correlation. In general,
however, the correlations are not equal and it is important to remember to use the
statistical correlation in the Gaussian copula.

When using copulas for modeling high-dimensional derivatives, we obtain the
probability density function p after which the price can be computed through the
integral

g(x1, X2, ..., X)) p(xX1, X2, ..., Xp)dx1,dXs,...,dx,

Although theoretically attractive, this approach is in general only possible for low
dimensions, typically n = 2 and n = 3. For higher dimensions, the implementation
is low performing because of the difficulty in evaluating a high-dimensional
integral numerically. Sometimes the method is too slow even in 2 or 3 dimensions,
depending on the product type and the demands of the users.

10.2 Variable Freezing

We illustrate this method by considering payoffs of the form

g(Fl, Fz, ey Fn) = (h(Fl, Fz, ey Fn) — K)+
Examples include basket options: h(F\, F», ..., F,) = Y_; w; F;, and index options:
h(Fy, F>,...,F,) = []; F"". For a motivation of the approach, consider a basket
option when the underlyings follow a normal SDE,

dE = O'idI/V,'

The basket price also satisfies a normal SDE,

dZWiFi = ZW,‘G,‘dVV,’ =GdW, o = ZW,’WjU,’CTj,O,’j
i i V ij

and can therefore be priced with standard techniques, see Sect. 5.3. Similarly, if the
underlyings follow a lognormal SDE,

dF; = o; F;d W,

then the index satisfies a lognormal SDE with drift:
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dF”' dF

" N del
= (I ) (S5 2
N (U Fiwj) (Zl: wioid Wi + éZi:Wi(Wi — D)o}dt

1
+§lzj:w,-wjo,-ojp,-jdt

1 1
= FVi dw + = c(w; — Do?dt + —odt |,
([ ) (oo s St )
0=\ 2 Wiw;j0i0; pij

and the pricing can again be done with standard techniques.
Consider now a general function 2(F, F», ..., F,) and assume the underlyings
to satisfy
dF; = oi(F})dW,

The SDE for 4 is then

1
dh(Fy. F..... Fy) =) (0)oid Wi+ = 3 (3010, pijdt

i ij

Observe that in general there is no analytical solution to the SDE as (0;/4)0;
and (0;;h)o;0; are functions of Fi, F»,..., F,. However, if we believe that &
approximately behaves as a normal variable, we might try to replace these functions
with the results obtained by evaluating them at today’s values of the underlyings.
Thus, by freezing (0;#)o; and (9;;/)0;0; at today’s value, we obtain a normal
SDE for /4 that can be solved analytically. Similarly, if we believe /4 to be close
to lognormal, we write 0;0;h = 0;hd;h/h and freeze o;(d;h)/ h at today’s value,
and similar for 0,0 9;; h.

The technique of freezing variables is most successful for short and possibly
also intermediate maturities. Unfortunately, the tails of the resulting distributions
are incorrectly modeled and that the outcome is dependent on the choice of freezing
SDE. It is particularly popular to freeze the equation into the normal, the lognormal
or the shifted lognormal SDE, because of the attractive analytical properties of these
processes.

10.3 Moment Matching

Just as in the previous section, we price high-dimensional derivatives by considering
the function h(Fy, F», ..., F,) as an underlying itself. We use the fact that it is
possible to compute the lowest-order moments of / from the marginal distributions
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and some knowledge about the joint distribution, e.g. the correlations. We can then
construct an analytically solvable distribution with identical moments and use it as
an approximation of % in the pricing.

For example, assume that the distributions F; can be written as functions of
standard normal variables X; with correlations p;;. By expressing h(Fy, F>, ..., Fy)
in terms of {X;}, the two lowest moments E[/'] and E[h?] can be computed and /
can be approximated with a distribution with two degrees of freedom, for instance,
the normal or lognormal distribution. If it is possible to compute the three lowest
moments, /2 can be approximated by a distribution with three degrees of freedom,
for example, the shifted lognormal distribution.

The matching of moments gives in general a better approximation than the
method of freezing the coefficients. This approach unfortunately also gives an
incorrect tail distribution. Furthermore, % is only known at a fixed point 7" in time,
meaning that nothing is known about the time dependence of the process. It means
that path-dependent derivatives cannot be priced.

10.4 Quadratic Functional Modeling

We here limit ourselves to underlyings F; that depend on standard normal vari-
ables X;. The function & can be viewed as depending directly on {X;} instead of
indirectly via the underlyings. For a more compact notation, we use matrices and let
X be an n x 1 matrix with components {X; }. The method that we introduce works
when £ is a quadratic function

1
h(X) =a+ BX + 5XTCX

where B is a 1 X n matrix and C is a symmetric n X n matrix. As a quadratic
function appears naturally in a second-order Taylor expansion, the method is useful
when the dependence on X is weak, for example, for products with short maturity.
Furthermore, as the quadratic function contains three free parameters, it can be used
as an approximate distribution obtained by moment matching arbitrary distributions
up to the third order.

To obtain independent variables, we write X = M X’, where M is an n X n
matrix and {X/}”_, are independent \V'(0, 1) distributed variables. It implies that

1
hX)=a+ B'X + EX’TC/X/

where B" = BM and C' = MTCM. As C’ is symmetric, there exists an
n x n matrix O that is orthogonal, 0T O =1 and OO” =1, and diagonalizes C’:
0TC’0 = diag({c,}). Introducing the N(0, 1) independent variables {Y; }i—1 by
X’ = OY and the matrix B” = B’O gives
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1 . d 1
h(X)=a+ B"Y + EYleag({cj})Y =a+ ]ZZ:I (ijj + Echjz)

Assume that the variables have been labeled so that ¢; # Ofor j <vandc; =0
otherwise:

h(X)=a+ Z b;Y; +Z—c, (Y + ) +ch
J

j=v+1

The second term is a sum of independent normal variables with zero mean and is
therefore itself a normal variable with zero mean. We can therefore write

1
BX) =a+8¥o+ Y 2 (¥ + B)’

j=1

To price derivatives depending on (X)), we now derive the probability density
function. As /(X)) is a sum of independent variables, the characteristic function is
particularly simple to compute:

v

pk)y=E [eikh(X)] — ke [eikayo] l—[ E [e%ikyj(yﬁﬁj)z]
j=1

For Y a standard normal variable it holds that E [¢/FV] = eK*/2 and it follows
from Sect. 5.9 that

E [eik(Y+ﬁ)2] _ 1 o KB/ (1=2ik)

V1=2ik
= (1 + 4k*) 4! exp (ikB*(1 + 2ik)/ (1 + 4k?))

where 6 is defined from 1 —2ik = /1 + 4k2e~'? which means that = arctan 2k.
Thus, the characteristic function has the form

k) = eikae—82k2/2 1—[(1 + y]gkz)—l/zteiej/z
j=1

exp (1ly,k/3 (U +iy,k)/(+ yzkz))

We now follow the computations in the beginning of Sect.7.4 and express the
Heaviside function as a complex integral to obtain
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—zkx
P(h(X) > x) = —+—/ Re( (k) )

- —+—/ Im( k) _lkx)

I Y TP -
= §+E/0 7 PERTA+ i)™ exp (——y]kz,B /(1 +yj2k2))
j=1

Im [ exp | ika —ikx + = Z@ + lzyjkﬂ /(L + k%) | | dk

]—1 Jj=1

v

= l_,_i/ool l_[(1+y2,k2)—1/4
2 T Jo k =1 J

1
exp | —5k° 82+ZV,2/3 /(L +yik?)

j=1

sin | k(e —x) + = Zarctan(y]k)+ ka],B [+ y; 2%y | dk
1
= Phx)(x) = ;/0 l_[(l +yk) T

1 v
exp _Ekz 8+ Z yfﬂf/(l + ngkz)
j=1

cos | k(e —x) + = Zarctan(y,k)—i— kaj,B /(1+y2k2) dk

j=1

which concludes our derivation of the probability density function.

The existence of a closed-form expression has made the quadratic functional
approach popular for approximating distributions. Furthermore, in the 1-dimen-
sional case, it is even possible to derive a Black—Scholes type of expression for

European options. Indeed, consider

1, 1p? 1 b\* 1 2
h(X)=a+bX + -cX " =a—-—+zc|X+-) =a+y(X+pB)
2 2¢ 2 c 2
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where we have assumed that ¢ # 0 to avoid reduction to the simple first-order
Taylor expansion. The PDF can be computed by using

P(h(X) <x) =P ((X +B)* <y’) =Ny —B) = N(=y - B).

y=V2(x—a)/y

if x > « and 0 otherwise. It follows that

d d
Prn (@) = Z=P(h(X) <) = (n(y = B) +n(y + B) =

The call option price can be computed by

o

d
E[(h(X) ~ K)4] = / (x = K)n(y = B) + n(y + B)) -dx

max(K,«)

= [ @ a= K000 =)+t + By

where K’ = /2(K — a)+/y. We focus on the term containing y — 8 as the term
with y +  can be obtained by substituting § with —p:

| 2 a=Konty - pray

= /K/_ﬁ(yy2/2 +yyB + a—K + yB*/2)n(y)dy

—K'+p d d
= /_ (—V/Za(yn(y)) + ﬂyan(y) +/2+a—K+ Vﬂz/z)”(Y))dy

=y/2B+KmB—~K)+(y/2+a~K+yp*/2N(B - K)
The end result is
E[(h(X) = K)+]
=y/2B+KmB—~K)+(y/2+a~K+yp*/2N(B ~ K

+y/2(=B+ K')m(=B —K) + (y/2+a— K + yB*/2)N(-B — K')
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10.5 Change of Measure

The method that we discuss here reduces the dimensionality by one unit. It is
therefore not particularly useful when the dimension is high. For low dimensions,
on the other hand, the method can lead to a substantial performance improvement.
For instance, the evaluation of an integral in 1 or 2 dimensions is much faster than
if there were an additional dimension.

We illustrate the method by considering a product that pays the positive part of
the difference between two equities S; and S»:

V = PorE[(Si - S2)4]

where the expectation is with respect to the forward measure. A straightforward
computation involves the evaluation of a 2-dimensional integral. An alternative
approach is to change numeraire to one of the equities, for example, S»:

(R

where the expectation E* is with respect to the measure with S, as numeraire.
The pricing can be done by interpreting S;/S, as the single underlying of the
problem. This underlying is clearly driftless as it is the quotient of a tradable and the
numeraire. Furthermore, it is trivial to compute the volatility as the diffusion parts
of S} and S, remain unchanged under a change of measure.

10.6 Digital Options

We now focus on payoffs that have a digital dependence on at least one of the
underlyings. It is then often possible to reduce the dimensionality of the pricing.
Consider, for example, an option with payoff 6(F; — F, + K). Assuming that both
F; and F, can be written as functions 4 and %, of standard normal variables X,
and X, = pX| + /1 — p2X IJ-, where /1, is monotonically increasing, we obtain

E[0(F1— F, + K)] = P(F1 > F, — K) = P(hi(X1) > ha(X3) — K)
—p (pX1 + V1= p2XiE < by (h(X)) + K))

p (XIJ_ - hy! (hy(X1) +K)—,0X1)

V1=p?

hy' (h(X) 4+ K) — pX
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As there exist efficient implementations of the cumulative normal function N(-), the
integrand can be considered as analytic and we have thereby reduced the problem to
a 1-dimensional integral. It is straightforward to extend this approach to other types
of payoffs, for instance, h(F;)0(F, — F>, — K), or to higher dimensions.

The above technique usually only reduces the dimension by 1 and is therefore
uninteresting for high dimensions. As a complement, we now go through a method
that works particularly well in this situation. To illustrate the approach, we price a
digital call option on the maximum of weighted underlyings, i.e. the payoff takes
the form

0 (max w; F; — K)
1<i<n

11— Q(K —WlFl)e(K - Wze)e(K —WnFn)

1-60(K— F)0(Ky— F»)..0(K, —F,)
where K; = K/w;. We consider underlyings that can be written as monotonically

increasing functions of standard normal variables { X; }. The main assumption of this
technique is that the variables can be written as

Xi = MY + /1 =22,

where {Y, {Y;}} are independent standard normal variables. We obtain the equivalent
payoff

hl_l(Kl)—)\lY_Y P hz_l(Kz)—/\zY_

Ji-xz Ji-a

1-6 Y

Taking the expectation gives a 1-dimensional integral

hi' (K1) — Ary N h3'(K>) — Asy

Ji-22 J1- 23

1— / pP(y)N

The problem of evaluating an n-dimensional integral has thereby been reduced to
an integral over a single dimension.
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The above result can be used to price ordinary calls on the maximum of a
weighted set of underlyings. For example

o0
(max wiE—K) :/ G(max wiFi—K’)dK’
1<i<n + K 1<i<n

can be computed through a 2-dimensional integral. Observe that a 2-dimensional
maximum option with zero strike is preferally computed by

max(Fl, Fz) =5+ (F1 — F2)+

and changing the numeraire as in Sect. 10.5.
One of the limitations with the above technique is that the correlation between
the X;s is restricted to the form

COI‘I'(X,‘,XJ') = A,’Aj + (1 _112) Sij

If this correlation structure is considered to be too restrictive, the definition of {X;}
can be generalized to

Xi =LY + MY +/1=22 =12y,

This leads to integrals of one dimension higher. By the same token, more variables
Y™ can be introduced until the user obtains the appropriate balance between
dimensionality and flexibility in the correlation structure.

The approach is limited in the number of supported payoff types. Fortunately, the
special cases to which it can be applied are often useful for derivatives pricing. For
instance, the method can be used to compute the cumulative function P(F; < xi,
F2 <XZ,...,Fn <xn).

10.7 Spread Options

We here discuss spread options that pay (F), — F, — K) 4+ at time 7. Because of the
strike K, it is not possible to use the change of numeraire technique of Sect. 10.5.
We instead do the pricing by computing

/(Fl — = K)4p(Fi, F2)dFidF,

A 2-dimensional integral can be too slow to compute in many practical applications.

We therefore use p( f1, f2) = W‘f—;sz(Fl < fi, F, < f>) to obtain
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2

/(fl - fHh- K)+ﬁP(F1 < fi. 2 < fh)dfidf>

_ /a(fl — = K)P(F < fi. s < f)dfidfs
:/P(Fl <[+ K F<f)df

As it is often possible to find an approximate expression for the cumulative
distribution P, e.g. when the distribution is Gaussian, only a 1-dimensional integral
remains.

By combining the inequalities

(FI—K);—(F,—Ky)y < (F1— F,— (K1 — K2)y < (F1 = K) 1 +(Ky— Fo) 4

with static replication techniques, upper and lower bounds on spread options are
given in terms of ordinary call options. Although the bounds do not appear to be too
tight, violations of the lower bound occurred in 2009 for interest rate products with
F; and F, EUR CMSs with 10Y and 2Y tenors starting in 5Y and with a maturity
of 20Y, see McCloud (2011).

10.8 Correlations

The correlation is often the parameter to which the price of a higher-dimensional
payoff is most sensible. Unfortunately, the number of liquid correlation-dependent
products in the market is limited. It means that the correlation often has to be
estimated rather then calibrated. A consequence is that the correlation dependence
then cannot be hedged. It means that the sellers of higher-dimensional derivatives
are relatively highly exposed to market risk and therefore charge a high margin.

We would like to issue a warning on the currency effect on volatilities and
correlations. Most financial practitioners are aware that the volatility depends on
the currency for which the underlyings are valued. For instance, the dollar value
of gold has a different volatility from the euro value of gold. It is not, however,
as well known that the correlation is a statistical measure that also depends on the
currency in which the measurement is made. This fact can easily be verified by
inspecting the defining formulae for the local and terminal correlation. Alternatively,
use any information services such as Bloomberg or Reuters to compare, for example,
the correlation between EURSEK and USDSEK with the correlation between
EURCHF and USDCHEF, which reflects that the correlation between euro and dollar
depends on whether the measurement is done in Swedish kronor or Swiss francs.
The dependency on the currency is not marginal but can lead to relatively large
differences in correlation. It means that the European branch of a bank cannot
use USD-based correlations computed by a US-based research department for their
EUR-based models.
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Another misconception is the belief that a high correlation between assets means
that they are interchangeable. This is far from true as can be seen from the fact that
the difference F; — F, between two assets with equal normal volatilities o and 99%
correlation has a normal volatility of

Vo2 + 02 —2poo =021 —p~ ;0

which is not as significant reduction of the volatility as one naively would expect.

10.9 Calibration

Because of the lack of liquid market data, the correlation (or any other relevant
copula parameter) can often not be calibrated. One of the few exceptions for which
liquid calibration instruments can be found is in the pricing of equity basket options.
We first discuss the question whether there are enough calibration instruments to
uniquely determine the correlation, or more generally the joint PDF p({F;}). We
then give a concrete example of how a calibration can be performed.

If, for a basket F = ), w; F; and a given maturity 7', option prices are given for
all weights {w;} and strikes K, it is intuitively clear that the joint PDF p({F;})
is known. The statement can be proven mathematically by observing that when
differentiating the forward option price

U= / (Zw,ﬂ - K) PUFDALE)
i +
twice with respect to the strike, the Radon transform of the PDF is obtained:

dz
U= /8 (Z wi Fi — K) p(E DAL} = R[p)({wi}. K)

d?

mU , see Carr and

The inverse Radon transform then gives p as a function of
Laurence (2011) and references therein.

In general, liquid equity basket option prices only exist for indices, which means
that the weights wy,wa,...,w, are fixed for a given set of underlyings {F;}.
The weights can vary with time, but for simplicity we assume them to be time
independent. The consequence is that there are not enough calibration instruments
in the market for a unique determination of the joint distribution. A common
way to obtain a calibration problem with a unique solution is to assume a certain
parametric function for the correlation. In Sect. 12.4 we give concrete examples of

such parameterizations when modeling commodity futures.
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Based on the simplicity of calibrating local volatility models, we attempt to
extend that approach to include correlations. Models obtained in this way are called
local correlation models.

We assume that there exist liquid options for all maturities and strikes on the
basket F = ), w; F; and on the underlyings {F;}. We assume that it is possible
to simultaneously calibrate local volatility models for both the basket and the
underlyings. It means that there exist functions o (¢, F') and {o (¢, F;)} that correctly
price the calibration instruments and are related by

o(t. FYFAW =dF =Y widF, =Y wio(t, F;)F;dW,

Squaring both sides gives

o(t. F)’F*> =Y ww;o(t. F))o(t. F;) Fi F; py
ij

We conclude that simultaneous local volatility models for the basket and the
underlyings can be constructed if p;; satisfies the above equation. In Langnau (2010)
it was shown how (non-unique) solutions can be found by constructing continuous
1-dimensional parameterizations of the correlation such that the right-hand side is
increasing and has values both above and below the value of the left-hand side. The
solution can then be found via a 1-dimensional root finder.
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Chapter 11
Equities

This chapter deals with derivatives that depend on the value of one or several equity
stocks or equity indices. We argue that equity stocks are similar to the idealized
underlying S that has been considered in previous chapters and it is therefore
possible to use the models discussed there. There are, however, certain aspects
of the equity stock behavior that do not agree with the idealized underlying. One
example is that a company can default, which results in a worthless stock. The
theory treating such credit defaults is a quantitative area of its own. Some of the
methods used in that field are similar to the ones in this book, e.g. hazard-rate
models for defaults corresponds to short-rate models for interest rates, but most
often they are fundamentally different. Derivatives that depend on credit defaults
often rely on copula models and on models for extreme events. This makes credit
default modeling closely linked to auctorial mathematics and we have therefore
chosen not to include this area in the set of the major asset classes discussed in
this book.

Equity derivatives can be priced accurately without using models for defaults
of the underlying stock. The reason is that the credit information is accounted for
by the market through the value of the underlying and its implied volatility. It is,
however, necessary to be aware of the way the credit exposure affects these values,
e.g through occasional downward jumps in the underlying process and a skew in the
implied volatility.

Another example of how equity stocks behave differently from an idealized
underlying is that they pay discrete dividend cash flows throughout their life. The
implication is that the assumptions in Chap. 1 are violated and that the models
discussed so far in the book need to be modified before they can be applied to
equities.

Equities are different from the other major asset classes as they are almost
exclusively used for investment and speculation. Commodities, interest rates and
foreign exchange, on the other hand, are often traded for hedging purposes as well
as for investment and speculation.

A particularly interesting equity derivative is the warrant. This instrument type
is similar to a call option with a few exceptions. For instance, it usually has a
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longer maturity than ordinary equity options. More important, from a modeling
perspective, is the fact that new stocks are issued when a warrant is exercised.
This dilutes the value of the stock and leads to a lower stock price if several warrants
are exercised simultaneously. It is straightforward to modify the option pricing
formula to account for this diluting effect.

We first discuss characteristic behavior of equity prices and volatilities. This
guides us in the choice of an appropriate model. The effects of dividend payments,
and how to modify derivatives models to account for them, are also covered.

11.1 Stylized Facts

The price of an equity stock is driven by news relating to the issuing company and
the competitors, and by global news affecting the stock market as a whole. The news
flow typically results in more extreme events in the stock returns than predicted by
Gaussian models such as the normal or lognormal process. This is represented by
fat tails in the probability distributions. Furthermore, the center of the distribution
has a higher peak than a Gaussian model. This behavior is not unique to equities but
occurs within all asset classes.

Unexpected news gives jumps in the stock price. Equities are different from
the other asset classes because large jumps are more often negative than positive.
This behavior reflects the investor fear of negative news and the associated credit
exposure. It manifests itself in a fatter left tail and a skew for the implied
volatility.

For most asset classes, the distribution looks less lognormal the smaller the
time scale of the distribution. This is particularly pronounced for equities and
commodities where jumps are frequent. For equities, the volatility skew for short
maturities is sometimes so strong that if described by a shifted lognormal model, an
extrapolation beyond the normal process is necessary.

Consider the situation when a company reports unexpectedly low profits. The
consequence is a sell-off and a lower stock price. This scenario makes investors
uncertain and implies higher trading volumes and a higher volatility. This is one of
the main reasons for the negative correlation between the price of an equity stock
and the volatility. The outcome is a skewed implied volatility surface.

11.2 Dividends

An equity stock pays discrete dividend cash flows throughout its life. The payment
dates and the size of the dividends are not known unless they are in the near future.
We later discuss how known dividend payments can be accounted for in derivatives
pricing. For now, we assume that all future dividend payments are unknown both in
size and in the payment date. The simplest way to model this situation is to assume
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an equal probability of receiving a dividend proportional to the stock value at any
given date. The benefit of the possibility of receiving dividend payments in a time
interval [t,¢ + dt) can then be written as ¢Sdt where the variable ¢ is called the
dividend yield.

We start the discussion of derivatives pricing on dividend-paying equities by
considering forward contracts. The pricing can be done by repeating the static
replication argument of Sect.2.1 in the presence of a dividend yield. For this
purpose, we compare the strategy of holding e =" =" underlyings with the holding
of a forward contract with strike K and a cash amount K P,r. As both strategies
are worth Sz at the maturity 7', the fair value of the strike, i.e. the forward, is
F,=eT=0p2lS, or F, = e"~9T=1§, with r the continuous compounded
interest rate for the period [¢, T'].

If dividends are accounted for, the purchase of an equity stock at t =0 gives
a holding of S;e?" at t. The fundamental theorem of asset pricing states that the
forward F, = e4T=) P71, is a martingale in the 7-forward measure as it is the
quotient of an investment strategy and P, 7. As the lognormal price of a call option is

Vi = Pir (FN (dy) — KN (d-))

the above expression for the forward gives us the following generalization of the
Black—Scholes formula:

V, =e 1 TD8,N (dy) — P,r KN (d_),

ln(e_q(T_t)S[/(PtTK)) 1
= + —ovT —t
oT —t 2

It is straightforward to extend the formula to a time-dependent dividend yield by
replacing gt with [ g.du.

With B, being the money market account, S;e?’ /B, is a martingale in the risk-
neutral measure. For simplicity, we assume it to be a driftless lognormal process

d+

d (S,e‘”/B,f) =0 (S,fe‘”/B,f) aw,
Combining this equation with the product rule of differentiation
d (Sie”"/B,) = (q—r) (Se? /B,)dt + (e /B,) dS,
gives
dS, = (r—q)S;dt + oS, dW,

which generalizes the option pricing SDE in earlier chapters. This SDE can be used
to numerically price exotic equity options, for example, by simulations.
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By representing the unknown future dividend payments by a dividend yield, we
have seen that it is straightforward to generalize the derivative models we have used
for idealized underlyings. Observe that many of the results in the previous chapters
are affected by such a generalization. For instance, we leave it as an exercise to the
reader to derive the corresponding asymptotic limits and no-arbitrage conditions of
Sect. 2.4. Another consequence concerns American call options for which the lower
bound (S — Ke4” Pyr)+ invalidates the argument in Sect. 2.5 that it is never optimal
to exercise an American call option early. There are now situations when an early
exercise is preferable in order to obtain the dividend payments, which are otherwise
missed out on by the option holder. The consequence is that American call options
for equities can be worth more than their European counterparts, see Sect. 9.3 for
more details.

We now turn to the analysis of known future dividend payments and start by
assuming a single dividend payment D that occurs at 7p. To avoid arbitrage, the
equity stock must drop by the same amount: S,,, = S;, — D. A European option
with maturity 7 > ¢p can therefore equivalently be viewed as an option on a
fictional non-dividend paying underlying

S_DP[[DI<ZD
S t>1p

S =
This new underlying has the same time 7" value as S and as

S~ID7 = Sth —D = StDJr = S~ID+

it is also continuous. We conclude that if the option is priced at ¢ <tp with the
Black—Scholes formula, S should be replaced with S — DP;,,,.

It is not sufficient to change the spot value from S to S, but the volatility needs
to be modified as well. To understand why this is the case, assume for the sake of
the argument that interest rates are zero and that the option matures just after the
dividend payment. It means that §=S-D for essentially the whole life of the
option. We then obtain

. S, -
dS, =dS, =o0S,dW, =o0c———=85,dW,
t t 09 t US,—D t t

Freezing to today’s spot prices gives an estimate for the volatility: 6 = OS()S+D‘
When it comes to American call options, there are no dividend payments in
(tp+,T) and they should therefore not be exercised early in this interval. We
conclude that they have the same price at fp4 as their European counterparts.
There are, however, situations when it is optimal to exercise just before the dividend

payment date 7. Indeed, an American call option not exercised at 7p has the value

VAmerican(tD-l—’ StD+) = VEuropean(tD+7 StD+) = VEuropean(tD+7 SID7 - D)
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tp+. If, on the other hand, an American call option has been exercised early, a
payment S;,,_ — K would have been obtained. This gives us the breakpoint B for
the early exercise boundary, defined by

B—-K= VEuropean(ZDy B — D)

If exercising at fp_, we lose the time 7 value of K — K P;,, 7 in interest rate cost
compared to an exercise at maturity. As the dividend payment must compensate for
this loss if early exercise should be optimal, the above equation only has a solution if

D> K(—Py,r)

For the same reason as a non-dividend paying American call option should not
be exercised early, the American call option in our example can only be optimally
exercised early at 7p_, and not before. Thus, if the underlying pays dividends on a
discrete set of dates ¢p,, Ip,....,Ip,, the option can only be optimally exercised
just before any of the payment dates. The American option therefore coincides with
the corresponding Bermudan option and can be priced with the same methods.

We now turn our attention to American put options, where we again start with a
single dividend payment D at time 7p. We conclude from Sect. 9.3 that the exercise
boundary between p and T is an increasing function reaching the strike level K
at maturity. When it comes to the exercise decision for t’ < tp, the gain in interest
rate K Pt/_t}) — K needs to be compared with the gain from the drop in the underlying

value by D at fp. Assuming constant interest rates: PT[L = 't gives the

t
break-even time
=t ! In{1+ b
- b r K

We see that it is never optimal to exercise an American put in the interval [t/,¢p),
regardless of the value of the underlying. Continuing backwards in time, the exercise
boundary increases from the zero value at ¢’ to a local maximum at some t” < ¢’
after which it will continue its more normal behavior and decrease with the time
to maturity. It is straightforward to generalize this argument to obtain a qualitative
understanding of the early exercise when there are several dividend payments. It is
important to be aware of the implications of the simplifying assumption that the
dividend for certain pays D at fp. For instance, if the underlying is close to the
exercise boundary just before ¢/, the value is very low and it is unlikely that
the whole dividend amount is paid.

11.3 More Advanced Models

Although good to a lowest-order approximation, the lognormal model does not
account for the stylized fact in Sect. 11.1. For instance, a proper model should
account for the correlation between the underlying and the volatility by including a
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stochastic volatility. This introduces a skew in the implied volatility which is found
to be weaker than the market skew, in particular for short maturities. Because of
their ability to produce a pronounced skew for short maturities, Lévy processes
are popular tools for equity derivatives models. The use of such models is also in
agreement with the observational fact that the prices of equity stocks do jump, in
particular downwards.

11.4 Volatilities and Correlations

We now explain in more detail how exotic equity options can be priced. To make
the discussion as simple as possible, we use the lognormal process of Sect. 11.2.
As the drift was given by a no-arbitrage condition, it remains to determine the value
of the volatility. This is usually done by calibrating to European options.

We illustrate the procedure by calibrating a lognormal model to European ATM
options with maturities 77, T»,..., Ty and assume a piece-wise constant local
volatility: o, = o; fort € (T;—1, T;], where Ty is today’s date. The following chain
of equations is then obtained:

2 — 2
(o9 T] = Ul,impTl

0'12T1 + 0'22(T2 -T)) = 022,impT2

from which the local volatility can be computed. This method can, of course, be
extended to other interpolation methods for the local volatility, though the result is
more complicated formulae. When generalizing to non-lognormal processes, it is
often necessary to use approximate expressions for the implied volatility. Another
technique for obtaining the local volatility is to assume a parametric form and rely
on a least squares fit. For a more general discussion of calibration, see Sect. 4.2.

In this and the following chapters we limit the discussion to calibration to
ATM options. The calibration to skew and smile is more complicated and can, for
example, be done by using the perturbative methods in Sects. 6.1 and 7.2.

Recall that European option pricing is based on the forward being a martingale.
Being the quotient of the spot price and a zero-coupon bond, the forward volatility
has components coming from both the spot volatility and interest rate volatility.
To obtain the spot volatility from the calibration, it is necessary to strip out the
interest rate volatility. Fortunately, if the maturity is not too long, the interest rate
contribution is small. The interest rate effect for longer maturities is discussed in
Sect. 13.21.

Regarding the correlation, the situation is similar to that for idealized underly-
ings. We therefore refer the reader to Sects. 10.8 and 10.9. It is, however, important
to be aware of the fact that correlations tend to increase in times of a crisis, when
equity prices are falling.



Chapter 12
Commodities

This chapter is dedicated to the pricing and risk management of financial derivatives
for which the underlying is a commodity. The asset class of commodities is vast and
can roughly be subdivided into energy, agriculture, base metals and precious metals,
see Fig. 12.1 for some examples of commodities in each class. Each commodity has
its own characteristics that need to be accounted for in the modeling. Nevertheless,
our goal is to set up a general framework that can guide the reader in the modeling
of derivatives that depend on any type of commodity.

From a derivatives modeling perspective, the most important differences between
commodities and purely financial asset classes are the facts that commodities are
constantly produced and consumed, and that for every commodity there is a storage
cost, i.e. a cost for physically holding the commodity. The immediate consequence
is that the forward price argument of Sect.2.1 breaks down. Indeed, instead of
storing a commodity up to the maturity of the forward contract in a static replication
argument, it is often cheaper to purchase a newly produced commodity at maturity.
The conclusion is that there is no such strong connection between the spot price and
the forward prices as is found in purely financial markets such as the equity and the
FX markets. The modeling of commodities therefore involves the evolution of the
forward curve, which is similar to yield curve modeling for interest rates.

The cost of storage depends on the commodity type, with precious metals
found in one extreme. They are cheap to store and the amount consumed and
produced every day is low compared to the existing stock. It means that the forward-
replication argument is approximately valid. Precious metals can therefore with a
high degree of accuracy be described by using only the spot value and in many
pricing systems they are not modeled as other commodities but rather as FX rates.
We do therefore not discuss this commodity class in detail but rather focus on the
other extreme where we find electricity, which is very expensive to store. In this
instance the link between the spot and the forward prices is weak. Because of
its extreme properties, electricity is arguably the most complex commodity from
a modeling perspective. It is no exaggeration to claim that mastering the art of
electricity derivatives modeling makes it possible to model any other commodity
derivative. For this reason we often use electricity as an illustrating example.

C. Ekstrand, Financial Derivatives Modeling, DOI 10.1007/978-3-642-22155-2_12, 201
© Springer-Verlag Berlin Heidelberg 2011
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Energy Petroleum Products | Other Fossil Fuels Electricity,
Crude oil, heating oil | Coal, natural gas uranium
. Grains & Oilseeds Livestock &Meat Softs
Agricultural —_—
Wheat, soybeans |Live cattle, pork bellies Coffee, sugar
Base metals Aluminium, copper
Precious metals Gold, silver

Fig. 12.1 Classification of the major commodities

As commodities are only weakly correlated to interest rates, the forward and
futures prices are approximately equal. We therefore use the words forward and
futures interchangeably in this chapter.

We start the chapter by classifying the various commodities traders and discuss
their incentives. We then review the main characteristics of commodity prices.
Based on these observations, we describe how commodity derivatives can be
modeled. Finally, we discuss in detail how volatilities and correlations enter the
models in practical applications.

12.1 Commodities Trading and Investment

With the exception of precious metals, it is in general not profitable to invest in
commodities physically because of the high storage costs. Instead, commodities
are mainly traded through futures contracts (swaps are used for oil distillates,
e.g. heating oil, gasoline and jet fuel). The counterparties agree, via an exchange, on
a future delivery of the underlying commodity in return for a cash payment.

Let us consider the example of a crude oil futures contract with a delivery in
March next year. This contract is traded, and settled daily, up to some date in
February, the last trade date, that has been defined by the exchange. The oil then
needs to be delivered some time between two exchange-specific dates in March, the
first delivery date and the last delivery date. The futures contract also states the place
of the delivery, the quality of the oil, how the cash deposit should be made, etc.

The buyers of March oil futures contracts are not prepared to pay much more
than what they believe the oil price will be in March. By symmetry, the sell side
are not prepared to sell for much less than what they believe the oil price will be in
March. The intersection of these supply and demand forces determines the futures
prices. It follows that the March futures price of oil is close to what oil analysts
expect the price to be at that time.
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It is in general not possible to make a profit from the information that commodi-
ties prices are expected to increase. Assume, for instance, that the media report that
oil prices are expected to increase for the next couple of years and that you decide
to take advantage of this by purchasing oil. As the high storage cost prevents a
physical holding, you turn to the futures market. But as the futures price reflects the
expected price of oil in the future, the increase reported by the media has already
been included in the futures price, meaning that no profit can be made.

The only way to make a profit from increasing prices in the commodities market
is if the commodity price increases more than what is predicted by the futures prices.
However, as the prices of futures are mainly determined by the consensus on the
expected future spot price, it appears that the return on commodity investments
should be zero on average. Despite this, investments in commodity futures have
historically been as attractive as investments in equity stocks. As we now show, the
good returns can partly be explained by a supply and demand argument by Keynes
(1930) that originates in the fact that not all participants in the commodities market
have purely financial interests.

The producer of a commodity usually knows a certain time in advance (typically
a couple of months) how much of the commodity is going to be produced. The
price of the commodity can then be secured by entering long-dated futures contracts
right away instead of selling at a later date when the commodity has be produced,
and thereby taking the risk of price fluctuations. The purchaser of a commodity,
on the other hand, typically has customers interested in buying at the spot price.
To minimize the price risk between the buy side and sell side, the purchaser buys
short-dated futures.

The supply and demand forces described above affect most commodities. The
result is that the discounted price is, on the average, higher at the short end than
at the long end of the futures curve. A profit can therefore be made by purchasing
long-dated futures and selling short-dated futures. In practice, this can be done by
holding futures contracts until they have short maturity, whereafter they are sold
and new long-dated futures are purchased. This strategy, which can be perpetual,
is referred to as rolling futures contracts. As the futures contracts are never held
beyond the last trade date, the strategy is ideal for financial investors which have no
interest in delivering, or taking delivery of, the underlying commodity.

The expected returns in the commodities market do not come from expected
increases in commodities prices, but rather from the premium that certain market
participants are prepared to pay to secure the price. It means that a profit can be made
in times of expected decreasing spot prices as well as in times of expected increasing
spot prices. Thus, a purely financial market participant can take advantage of the
supply and demand forces and obtain a yield in return for taking on the exposure to
price fluctuations. An investment in commodities is therefore similar to any other
financial investment: a certain positive return is expected for a given risk.

The arguments of Keynes” work in the reverse direction for certain commodities.
For instance, as refineries buy crude oil at the short end of the futures curve they
would also like to sell their end products, the oil distillates, at the short end to
minimize their financial risk. The refineries are then only exposed to the price of
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the crack spreads, which are the price differences between the distillates and crude
oil, and avoid any temporal risk. Some purchasers of oil distillates have the foresight
to hedge themselves longer out on the futures curve. A financial investor aiming to
pick up a risk premium in such a market must therefore sell long-dated futures and
buy them back the short end, i.e to roll a short commodities position.

We have so far described the trading activity of industrial market participants and
how this opens up for the possibility of obtaining a positive return. Let us now focus
on the purely financial investor. Apart from the attractive returns, there are a couple
of other reasons for investing in the commodities markets.

The global financial market is currently in an inflationary period that has lasted
since the beginning of the twentieth century, see Fischer (1996) and references
within. It means that the price of tradable goods increases with time, at least when
viewed over long time periods of a decade or more. As commodities (which we
in this book define as exchange-traded goods) are tradable goods, their values
appreciate on the average. It means that holding a commodity with a low storage
cost (e.g. gold) is in the long run at least as good an investment as holding cash.
Furthermore, it has been observed that rolling strategies of commodity futures have
higher correlation to inflation than equity and interest rate investments. Commodity
investments are therefore popular with investors such as pension funds that seek
inflation-linked investments. It should be noted, however, that the correlation
between commodities investments and inflation is much lower than the common
belief, especially for shorter time scales (of a decade or less) where it can be
indistinguishable from zero.

Investments in commodities have historically given high returns at different times
in the business cycle than equities and bonds. An investment portfolio containing
commodities therefore allows access to a high-performing market at times when
neither equities nor bonds are performing. Empirical studies show that commodities
investments have low correlation to other asset classes such as equities and interest
rates. Furthermore, investments in the various commodity classes are themselves
only weakly correlated. It means that adding a component of commodities to the
traditional equity and bond investment portfolio leads to a diversification that can
result in a higher return for a given risk.

The above reasons have led to a large number of financial market participants
entering the commodities markets. In fact, the influx has been so large that they
outnumber the industrial market participants. It is therefore no longer certain
whether the traditional Keynes’ supply and demand argument is valid. Even though
financial investors take both sides of the trades, i.e. they can go both long and
short the commodity, they tend to be predominately long. It means that the rolling
strategies used by the financial investors can very well be such that their supply and
demand forces are stronger than those coming from the industry. The result is that
the returns originating from supply and demand could be negative when rolling long
futures positions. This applies in particular to rolling strategies in the short end of the
futures curve as most financial investors have chosen to do the rolling there because
their clients expect an investment that follows the spot price as closely as possible
and because the liquidity dries out quickly when moving away from the very short
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end. Despite this effect, long investors have anyway been rewarded by high returns
recently, and the reason depends on the commodity type. For instance, gold prices
have been driven by the flight to security during the financial crisis starting in
2007 while the prices for industrial metals have been driven by the booming Asian
economies.

12.2 Commodity Price Characteristics

With commodites being traded goods, their prices are driven by supply and demand.
For instance, if there is an abundance of a certain commodity, the price tends to
be low. Because of low profitability, the producers tend to lower the production in
such times. Consumption then erases the abundance with a return to more normal
prices. The reverse situation occurs in times of scarcity. The consequence is a mean-
reverting behavior for commodity prices. A purely financial market such as the
equity market can only display a weak mean reversion as it is otherwise possible to
take advantage of this behavior by buying at low prices and selling at high prices. For
commodities, on the other hand, the success of such strategies is limited by storage
costs, which means that a relatively strong mean reversion can exist. As a low stor-
age cost has a dampening effect on the fluctuations around the mean-reversion level,
the mean-reverting behavior is more pronounced when the storage costs are high.

After this short introduction to the behavior of the spot price, we proceed to
discuss the dynamics of the forward (futures) curve. We start by investigating
relationships between the forward and the spot. Recall that a forward contract on
an idealized underlying, i.e. without credit exposure, dividends and storage costs,
can be replicated by purchasing the underlying at spot and holding it until maturity.
The outcome is that the discounted forward value equals the spot. As we now see,
this equality is replaced with an inequality for commodities.

Consider the strategy Vypys. of storing a commodity up to a certain future time 7.
Starting today with one unit of the commodity S, we end up with commodities
worth e=7'S at T, where we have assumed a constant proportional storage cost
¢ > 0 per unit time. We compare with the strategy Vrgll of holding e T forward
contracts f and S,—¢ worth of bonds maturing at 7. Assuming constant interest
rates, this strategy is worth

T4 S =T (f+ )+ E =TS+ f=TS—eTF

at T, where F as usual denotes the futures price. This strategy has the same initial
value as Vpnys, While the terminal value differs by a term & that is already known
at today’s date. If & is negative, Vppys. is preferable to V%, which means that it
is possible to arbitrage the forward market by physically holding the commodity.
We conclude that & > 0 which gives an upper bound on commodities forward
prices:

F < e(r-‘rc)TSO
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Recall from Chap. 1 that it was necessary to exclude the strategy of holding cash
from our theoretical framework because of the existence of a better performing
strategy, the money market account. We now use a similar argument to exclude
the physical holding of a commodity.

First of all, we would like to point out that the above argument of V; being
better than Vipy. at T is not sufficient for this purpose. The reason is that someone
that holds a commodity physically probably does so to be able to take advantage of
any surges in the price permitted by the mean-reverting behavior. It means that we
instead should consider the strategy Vp/hys. in which the investor is allowed to sell the

commodity at the time of choice and not only at 7. As the holder of Vrgu is not able
to take advantage of any surges in the spot price, it is not true that VOll is better than

To
Vp’hys_. For this purpose, we now modify Vrgll to a strategy that dominates V!

phys.*

Consider the strategy V!, consisting of e™¢7/2 forward contracts maturing at
T /2 and S, worth of bonds. It follows from the above that this investment is worth
e~T/2S + & at T/2, for & positive. If then investing e 7/2S7/, + £ in bonds and
entering e’ forward contracts, we obtain e 7S + £ at T, for £ positive. We
have thereby constructed a strategy that is better than Vi if observed at 7' as well
as at 7//2. By introducing more and more intermediate dates, we obtain a strategy
V.25 that performs better than V. if viewed at any date in [0, T]. As we can exit
the strategy V.5 at the time of choice, V3 performs better than Vi . To avoid
arbitrage it is therefore necessary to exclude the strategy of physically holding a
commodity.

Observe that in the strategies V¥, we enter futures contracts and when they are
close to maturing, we sell them and purchase new futures contracts. This is just
the rolling strategy described earlier. The limit k — oo means that the rolling is
done with contracts of infinitesimal maturity. This enables us to follow the behavior
of the spot without being subjected to storage costs. Thus, infinitesimal rolling
(which excludes the strategy of physically holding of a commodity) is similar to
the money market account (which excludes the strategy of holding cash). Observe
that as infinitesimal-maturing futures do not exist in reality, it is anyway common
to hold commodities physically to benefit from the timing option of being able to
sell the commodity at the time of choice. The infinitesimal rolling strategy is also
limited in practice by the bid-offer spread.

The difference in value between V) and Vphys. represents the benefit of being
able to sell the commodity at the time of choice before T. If expressing this value
as e?T Sy, then y is called the convenience yield. We would like to draw the reader’s
attention to the fact that there exist several different definitions of convenience
yield in the literature. For instance, it is common to define it through the relation
F =Spexp((r + y)T) between the forward and the spot. When this definition is
used, the convenience yield no longer represents the benefit of a timing option.

We have argued that the link between futures prices and the spot price is vague
when the storage costs are high. Market participants instead tend to agree on a
futures price that is close to the expected value of the spot at the maturity. If there is

more interest from sellers than from buyers at a certain maturity, a supply-demand
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argument leads to a futures price below the expected spot price, and vice versa.
The higher the variance of the spot distribution at maturity, the more the sellers (or
buyers) are prepared to pay to lock in their price risk, which results in a bigger
difference between the futures price and the expected spot price. Furthermore, we
have also seen that the storage cost, interest rates and the convenience yield have an
impact on the shape of the futures curve. The conclusion is that the futures curve
has a complex behavior that depends on several factors.

A curve for which the futures prices decrease with maturity is said to be in
backwardation. The reverse situation, seen in the equities market (but also for
commodities), is referred to as contango (Fig, 12.2).

As the futures prices are often mainly driven by the expected value of the spot
price, we take a closer look at the factors that affect the spot price. As it is difficult to
make general statements regarding the consumers on the demand side, we focus on
the supply side. We observe that the prices of commodities are heavily influenced
by the inventories: the larger the inventories, the larger the supply of the commodity,
which results in low prices. Thus, we conclude that the spot price is inversely
correlated to the level of inventories. Furthermore, the expected future levels of
the inventories have a significant effect on the shape of the futures curve. This
can lead to many different shapes of the curve, for instance, it can increase for the
first few months after which it starts to decrease. There exist several other factors
that influence the futures curve, such as expected weather conditions and political
decisions.

The price behavior of renewable and non-renewable commodities can be funda-
mentally different. From an economic viewpoint, a commodity is considered to be
non-renewable if it is expected to last some decades or perhaps up to a century. It
means that we consider oil and natural gas as non-renewable but not coal as it is
expected to last for at least another thousand years (based on current production and
consumption levels). The price of non-renewable commodities is influenced by news
regarding the estimated reserves. The reserves can also be classified into different
price layers. To illustrate this fact, assume that the price of oil increases and stays at
high levels for several years. Oil companies can then make a profit by extracting oil
at places that were not economically viable before, e.g. deep water drilling. When
the new drilling platforms come in use, the supply of oil increases, which leads to a
decrease in the price in order to be linked to the marginal costs of the extraction.

Contango
Fig. 12.2 Commodity Backwardation
futures prices can increase
(contango) or decrease

(backwardation) with
maturity T
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Many commodities display a seasonal pattern in their prices. This behavior can
originate in the supply side as well as in the demand side. An example of seasonality
on the demand side is found in countries in the Far North where more electricity
is needed during the winter than during the summer. On the other hand, if these
countries rely on hydropower, there can be an abundance of electricity during
the spring due to snow melting. This is an example of seasonality originating in
the supply side. For a commodity like electricity, which is economically unviable
to transport over vast distances, the seasonal patterns depend on the geographic
location. For instance, many warm locations have higher electricity prices during
the summer (because of air conditioning) than in the winter.

The seasonality is not restricted to the yearly seasons. Consider again the
example of electricity where the demand is high during the day but low in the night
when most people are asleep. The result is higher prices during the day. Apart from
the daily profile, there is also a weekly seasonal pattern as the energy consumption
is different on weekdays versus weekends. Furthermore, the daily profile looks
different on holidays, weekends and working days.

As the futures prices reflect the expected future spot price, an increase in the
spot price implies an increase in the futures prices, though with a smaller amplitude
because of the mean-reverting behavior. It means that a backwardated curve has
an even more pronounced backwardation after an increase in spot. Similarly, a
decreasing spot price gives less backwardation. The same type of argument applies
to a curve in contango. The conclusion is that the slope of the futures curve is
positively correlated to the inventories and both these quantities are negatively
correlated to the spot. Another implication is that the volatility of futures contracts
decreases with the maturity.

Recall that the (lognormal) volatility for an equity stock generally goes up when
the stock value decreases. This is because a decrease in the stock value is often
related to a market uncertainty regarding the underlying company, which in turn
implies a higher volatility. The situation can be the reverse for commodities. If
a commodity price goes up, this could, for example, be because of unexpectedly
low inventories. As the inventories act as a buffer on the price towards unexpected
news flows, the volatility increases in this situation. The spot price and the volatility
are therefore sometimes positively correlated for commodities. This is one of the
explanations why the implied volatility skew for commodities can be found in the
opposite direction compared to equity options. It also follows that a commodity with
a seasonal price dependence has a seasonal volatility as well.

We conclude that the spot price, the futures prices, the inverse slope and the
volatility are often positively correlated for commodities. These variables are in turn
negatively correlated to the inventory levels. Several empirical studies, for example,
by Deaton and Laroque (1992), Fama and French (1987), Fama and French (1988)
and Ng and Pirrong (1994), have been done that support these conclusions. We
would like to point out, however, that these relations are violated relatively often
and can therefore not be taken as a rule.

The cost of storage makes commodities highly volatile. The general rule is that
the higher the storage cost, the higher the volatility. The reason is that commodities
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with low storage costs have high inventories, which acts as a buffer on any sudden
changes in the supply or the demand. The most extreme example of high storage
costs is electricity with limiting storage techniques, such as pumping up water into
reservoirs during night time. The consequence is a spot volatility that can exceed
a hundred percent. This should be compared with equity stocks that seldom have
volatilities above 50%. The large volatility (and volatility of volatility) observed
for many commodities can make it impractical to use perturbation schemes like
those in Chaps. 6 and 7. The volatility for the futures contracts, however, is often
substantially smaller than the spot volatility.

For commodities with high storage costs and low inventories, a sudden disruption
in the supply or the demand causes the price to jump. Again, the most extreme
case is electricity for which the spot price can jump by several hundred percent.
It can result in jumps of the futures prices, but of more modest amplitudes. This
explains the popularity of using jump processes for the modeling of electricity
and other commodities with high storage costs. The jumps are often followed by
a correction/jump of roughly the same size but in the opposite direction. The reason
is that the disruption that caused the initial jump was temporary and when corrected
the spot price returns to more normal levels. This behavior of the jumps is typical
of commodities and does not characterize financial assets because of arbitrage
opportunities. Thus, commodities require different types of jump models than, for
example, equities.

12.3 Commodities Derivatives Modeling

We base our commodities modeling on the evolution of the futures prices as
these are the liquidly traded contracts for commodities. The modeling becomes
particularly simple as the futures have zero drift in the risk-neutral measure
according to the result of Sect. 3.10.

We start by pricing a European option on a futures price. This product only
depends on one point on the futures curve and a modeling of the full curve is not
necessary. As the futures price is a martingale in the risk-neutral measure, we can
pick a driftless SDE of choice for the modeling. Let us for simplicity use a lognormal
SDE

dF, = o, F,dW,

The price of a European call option is then given by
T T
Vi= E[(Fr = K)o /el 7] = et (FNGL) ~ KN (D)

where we have used the computations in Sect. 5.2 together with the assumption that
interest rates are deterministic.

When it comes to exotic options pricing, models of the full futures curve can be
required. Models of this type are similar to yield curve models. For example, it is
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popular to base commodity models on the evaluation of the spot, see, for example,
the models by Gibson and Schwartz (1990) and Gabillon (1992), which correspond
to short-rate models for interest rates. We instead follow an approach similar to
Andersen (2008) and choose to work with models based directly on the futures
curve, in analogy to the market model approach for interest rates. We show below
that this approach gives a relatively simple model to work with that at the same time
can reflect the stylized facts of the previous section.

We choose to work in the risk-neutral measure where futures prices are martin-
gales. For concreteness, we assume lognormal dynamics:

dFr = oip Fird W,

where F;r denotes the time ¢ value of the futures price with maturity 7. We
assume a zero correlation to interest rates, making the calibration to European
option prices straightforward. Indeed, the change to the 7-forward measure does
not alter the SDE, which implies a trivial relation between the local volatility and
the implied volatility. The pricing of exotics can then be done by solving the above
SDE (actually chain of SDEs as we have one for each T') either analytically or
numerically.

The futures prices are totally correlated in the SDE we have chosen. A straight-
forward decorrelating generalization can be obtained by allowing each futures price
F;7 to have its own Brownian driver W, (T'). This gives an infinite set of Brownian
motions as 7' is a continuous variable. For a practical implementation, however,
a finite set will suffice. This can be achieved by setting

W(T) =) ai(T)Z;

where {Z;} are independent Brownian motions and Y, a;(T)*> = 1 in order for
W(T) to be a standard Brownian motion. The price to pay for this flexibility in
the correlation structure is a lower performance of the implementation as values of
several Brownian motions need to be computed and stored.

Even when there is only a single driver, the implementation can have a higher-
dimensional character. To understand how this can be the case, consider the situation
when futures prices Fir,, Fir, and F;7, of three maturities are simulated over the
time steps {f; }. Assume that the simulation has been made up to #; and that we are
about to evolve the SDE to ;1. We use

1 ti41 ) ti41
Fi1;, = Fyr; exp (_E/r 051, ds +[ chTdeY)

where F,r, is assumed to be known. The problem is that for each path of
the simulation, the vector (F, 1, Fi,1,, I, 1;) is needed for the computation of
(Fipy1is Fiypy 15 Fiyy1y). The storage and access of such a vector can be a
performance bottleneck in an implementation of a Monte Carlo simulator if many
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futures prices { F;7; } ; need to be evolved. Even worse, a tree (or PDE) solver has the
same dimension as the number of futures prices. As the performance of tree solvers
is heavily dependent on the dimension, they are practically impossible to use on
these types of models.

The dimensionality problem can be solved by allowing the futures prices { F;7}r
to depend on one (or a couple) common factors. For instance, with a separable
volatility o;7 = Aro; we obtain

1 5 ti41 ) ti41
F v = F,rexp _EAT/ o;ds + AT/ ogd Wi
ti 1

We see that if {F,,7}r are known, {F,_ 7}r can be computed by only using the

stochastic information ftt’ *! oyd W;. This process is independent of 7" and all futures

prices can therefore be obtained by simulating fot’ os,d W over the time steps {¢; }.
This is equivalent to simulating a standard Brownian motion over the scaled time
steps t/ = [Ot’ o2ds. As only a single random process needs to be stored, an efficient
tree implementation can be done. The approach can be generalized by setting o;7 =
Z,]{vzl Al}o,k. This method gives a greater flexibility in the choice of volatility while
the performance decreases with increasing N .

Recall that the volatility typically decreases with the time to maturity of the
futures contract. This can be accounted for by including a factor of the form
eX=T) in the volatility. A possible choice of separable volatility function is then
o = Utek(t_T) — €_kT7]t€kt.

The penalty to pay for using a separable volatility o;7 = Aro; is that the futures
curve becomes highly correlated. For instance, with similar computations as those
in Sect. 10.1, we obtain an expression for the terminal correlation:

min(z,t”) max(z,t”)
Corr(In Fyr,In Fyrpr) = / oszds// olds
0 0

We see that o, can be used to control the correlation. However, as pointed out in
Sect. 4.2, constant parameter values should guide us in what can be done and what
should be avoided in a model. In our example, a constant o, gives no control over
the correlation. Furthermore, o, already has the responsibility of controlling the
volatility of the futures prices. Therefore, to use this parameter for controlling the
correlation can be going one step too far, and even if we did this, the futures prices
{F;r}7r would still be perfectly correlated. This type of model should therefore not
be used to price products that have a strong dependence on the correlation between
different futures prices.

The optimal solution that allows for non-trivial correlation appears to be a
combination of separable volatility and multiple drivers. For instance, a driver of
the form o;,7d W; = A(Tl)o,(l)dzt(l) + A(Tz)ot(z)dlt(z) allows for a low dimensional
implementation at the same time as it has a non-trivial correlation structure.
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As we show in Chap. 13, the extension to skew and smile models is complicated
for interest rate models because the SDEs get modified under transformations
between the pricing measure and the calibration measures. For commodities, on
the other hand, we do not have this problem when assuming zero correlation
to interest rates as the SDEs look the same in the risk-neutral measure and the
forward measures. It is therefore straightforward to extend the model to include
skew and smile, either through local volatility, or by stochastic volatility techniques.
In the same manner, jumps can be incorporated, which is particularly important for
commodities with high storage costs.

As pointed out earlier in the chapter, a commodity futures curve can have a
peculiar appearance governed by supply and demand, expected future inventory
levels, seasonality, etc. These factors can be hard to take into account in models
based on the evaluation of the spot price. Furthermore, such models are typically
based on variables defined from fixed time periods beginning today. For example,
for the spot price itself this time period is zero as the spot is defined at today’s date.
When doing a simulation of such models, the variables are rolling along with the
simulation date keeping a constant distance from it. This makes it hard to model
effects that are defined for fixed points in time and not for fixed time periods from
today, e.g. seasonality. From this perspective it is more natural to use models based
on futures prices F;r that are defined for fixed time points 7. It is then trivial to
calibrate to today’s value of the futures curve as it is given by the initial state of the
SDE.

As far as modeling is concerned, it can be useful to divide commodities into three
distinct classes. The first one consists of commodities with low storage costs such
as gold. The dynamics of the future curve can then to a high degree of accuracy
be described by using only the spot S;. We have chosen not to cover this type of
commodities as the modeling can be done with foreign-exchange techniques. The
second class comprises commodities that can be described by their futures prices
F,r, as discussed above. Example of commodities in this class are oil and copper.
The third class consists of commodities that are not delivered at a certain point in
time but rather during a fixed time period, such as electricity. The modeling can
then be based on the futures price F;rrs representing the price per time unit for
delivering the commodity during the time period [T, T”). Observe that the number
of time parameters increases with the numbering of the commodity classes. From
a modeling perspective, the increasing number of time parameters makes the first
class the simplest while the third is the most difficult.

Regarding the modeling of commodities with a delivery period, observe that
(T' — T)F;r7 must obey the cocycle relation (we borrow this expression from
the mathematical branch of homology)

(T"=T)Firr +(T" =T Fiprpr = (T" = T)Fyrrr
This relation restricts the set of possible evaluations for F;r7/. For example,

if Fyrrr and Fippr osatisfy lognormal SDEs, Firrr cannot be lognormal. The
normal SDE, on the other hand, is closed under the cocycle relation. Unfortunately,
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commodities with delivery periods generally have high storage costs, which leads
to high volatilities. The existence of negative values of the underlying can therefore
cause problems when using a normal SDE. Despite the fact that the cocycle relation
needs to be fulfilled from a theoretical perspective, it is often possible to violate it
in practice without too severe consequences. It is, however necessary to be aware of
the pitfalls of doing so.

An alternative approach to construct a consistent model that satisfies the cocycle
relation is to base the theory on prices for infinitesimal delivery periods, i.e. Fy77/
in the limit when 7’ — T. The finite delivery futures prices F;77/ can then be
obtained from the infinitesimals through integration. The advantage of this approach
is twofold: the modeling is reduced to two time variables instead of three and the
cocycle relation is automatically satisfied. This technique is also used for interest
rates and in Chap. 13 we show how it can be applied in practice.

We now clarify why it is possible to use a martingale (e.g. the lognormal SDE)
to describe a market that is mean reverting. The reason is that we are referring to
two fundamentally different market variables, the spot price and the futures prices.
It is the former that is mean reverting while the latter is modeled by martingales.
The consistency in this argument originates in the fact that the spot is a rolling (with
respect to today’s date) financial variable while the futures prices are stationary in
time. For a mathematical explanation, assume for simplicity that the futures prices
are normal with a separable volatility

dF[T == ATO-[dI/I/[
t
o Fr = For +AT/ osd W,
0

The spot price S, = F;, satisfies

dSr = Sr+dt - Sr = Ft+dt,t+dt - Ftt

t+dt t
= Fostar + At+dt/ osdWs — Fo, — At/ oyd W
0 0

oA
= (atFOr + ;\ t(Ftt - For)) dt + Ao d W,
t
oA = ~ A
= — ;\tt (St - Sl‘) dt + Ao d Wi, S; = For — at_/;tgtFOt

which is a mean-reverting process. We discuss the relation between mean-reverting
rolling variables and martingale stationary variables in more detail for interest rates
in Chap. 13.

An industrial user is often exposed to the daily price of a commodity. For this
reason, Asian options are very popular for commodities. Another reason for their
popularity is that they help to avoid price manipulation in illiquid markets, which
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can occur for European options. Asian options can be priced by solving models like
the one developed above either numerically or by using analytic approximations.

The physical user of commodities can also face volume risk on top of the
price risk. For example, more electricity is consumed during harsh winters. As the
demand is high during such times, so is the price. The user should therefore ideally
hedge the volume risk as well as the price risk. In the electricity market, the most
popular products for handling this risk are swing options. They typically work in
the following way: for a predetermined number of days during a period, say a year,
the holder of the option can consume electricity between a lower and upper bound
for a fixed price. The option holder decides on which days to use this optionality.
The total amount of electricity purchased for this price during the year must also be
between a certain lower and upper bound.

12.4 Volatilities and Correlations

In the same way as for equities, the drift is given by a no-arbitrage condition while
the volatility typically needs to be determined through calibration. The difference
from equities is that each commodity futures contract has its own volatility and the
model therefore contains a volatility surface: 0,7, < T instead of just a volatility
curve. The calibration can be done separately for each liquid maturity in the same
way as it was done for equities. The value of the local volatility for an arbitrary T
can then be found by interpolation.

There are often too few liquid calibration instruments for the above calibration
procedure to succeed. For instance, liquid option quotes in general only exist when
the option expiry equals (or is close to) the maturity of the underlying futures
contract. An alternative calibration approach is to reduce the dimensionality of
the problem by only considering certain shapes of the volatility surface. Such a
restriction is also necessary when a tailor-made calibration is done to a subset of the
possible liquid calibration instruments, see Sect.4.3. Furthermore, we saw above
that restricted forms of the volatility can enhance the performance. Examples of
volatility surfaces include 0,7 = Aro;, o;7 = 1"~ and 0,7 = Ae*=1) 4 B,
where the latter choice is based on the observation that commodities with high
storage costs have a dependence on 7' — ¢ that is stronger than the dependence
on ¢ or T alone. The choice of functional form depends on the product to be priced
as well as the set of liquid calibration products.

When it comes to commodities (and interest rates), it is necessary to distin-
guish between intercorrelation, i.e. correlation between different commodities, and
intracorrelation, which is the correlation between futures contracts on the same
commodity but with different maturity months. There exists some limited market
information on intercorrelation. For instance, New York Mercantile Exchange
(NYMEX) lists options on certain crack spreads. The intercorrelation clearly also
depends on the maturity months for which the correlation is measured. This
temporal dependence can to some extent be derived from the intracorrelation.
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We here choose to focus on intracorrelation, for which there is only limited
information available in the market. An example is given by the various calendar
spreads that are traded at NYMEX. The intracorrelation modeling is rather complex
as the correlation p(z, T, T') depends on one more time variable than the volatility.
In analogy with the above discussion for the volatility, we assume that the
correlation only depends on the relative times to maturity p = o(T — ¢, T’ — t).
We can then without loss of generality assume that + = 0. Because of the limited
relevant market data, we choose to model intracorrelation by finding a suitable
functional form.

As opposed to volatility modeling, there exist several constraints on the corre-
lation, which makes it a complex problem to find a useful parametric form. The
conditions are:

L po(T.T") = p(T".T)

2. o(T,T) =1

3. p should be positive semidefinite
4. o(T,T") = p(T, T' + AT)

5. 0(T — AT, T") < p(T, T")

6. o(T.T") < p(T + AT, T' + AT)
7.0 <p(T, T

for T < T’. The first two conditions are obvious. For the third condition, assume,
for example, that commodity futures satisfy d Fr = ord Wr, where o7 is allowed
to depend on the futures price Fr. As a weighted sum of futures prices has a positive

variance: )
0< (dZWlFl) =ZW,'W]'U,'UJ',O(TZ‘,T]')
- —

1

for an arbitrary vector {w; }, the third condition must hold. It is natural to assume that
the correlation between two futures should decrease with the distance between them,
which explains conditions 4 and 5. Furthermore, we also believe that the correlation
between two equidistant rates should increase with the distance from today’s date.
Indeed, the further away the rates are from today, the more indistinguishable they
become. This is the content of condition 6. The upper bound of 1 for a correlation
follows from the above conditions. For the lower bound, the theoretical limit is —1,
corresponding to perfect anti-correlation. However, in practice we do not expect the
correlation to become as low and we introduce a lower bound 6. For example, we
seldom find futures prices that are negatively correlated, so 6 = 0 appears to be
a natural constraint. Apart from the above conditions, it is also important that the
correlation matrix should be in agreement with certain observational “facts”, which
we see examples of later.

We would like to point out that although conditions 4, 5 and 6 are often satisfied
in the market, they are not written in stone. For example, the existence of a seasonal
pattern can violate them. Despite this, we still believe that the conditions serve as a
good base for finding a suitable functional form.
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One of the simplest functional forms of the correlation is based on the assumption
that there are only two driving factors Z and Z’ of the futures curve. The drivers
Wr of the futures prices Fr can be written as

Wr =arZ +brZ'

The constraint a% + b2 = 1, necessary for {Wr} to be standard Brownian motions,
suggests the introduction of the variable ¢ defined by

ar = cos¢r
bT = sin ¢T
which implies that
o(T.T") = arar: + brby = cos(¢r — ¢r)

We have thereby simplified the parametrization of a 2-dimensional function p(7, T")
to the simpler problem of finding a parametrization of a 1-dimensional function ¢7.

As a general correlation matrix, the p constructed above satisfies conditions 1,
2, 3 and 7. We now choose ¢ so that the remaining conditions are satisfied. By
a redefinition of the drivers Z and Z’, we can assume that ¢9 = 0 and ¢y > 0.
We also make the natural assumption that 0 < ¢ < m for all T. Condition 4 then
implies

cos(¢pr) > cos(@riar) € ¢r < driar

i.e. the function ¢ = ¢(7T') is increasing. Condition 6 implies

cos(pr — ¢r—ar) < cos(Pr4ar — P1) & O — Pr—AT = P4 AT — PT

so ¢ = ¢(T) is concave. Note that condition 5 follows automatically when ¢ is an
increasing function.

It remains to find an increasing and concave function limited from above. One
example of such a function is

¢r = a (1l —exp(=BT"))
which implies
o(T,T") = cos (a (exp (—=BT?) —exp (—,B(T’)V)))

For T = 0, it follows that ¢9 = 0 and a9 = 1, by = 0, so Z is the driver W
for futures close to today’s date. The second driver Z’ becomes more pronounced
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Fig. 12.3 The Brownian VA
driver as an angle in the Z-Z’
plane for a 2-factor model el

with increasing T. The variable ¢r can be viewed as an angle between Z and Z’,
see Fig. 12.3.

We now consider an alternative parametrization that allows for more driving
factors and decorrelation. Based on the ease through which the conditions on the
correlation could be incorporated into a 2-factor model, we here also attempt to
reduce the correlation matrix p(7, T”) to a function of a single variable ¢r.

Consider three Brownian drivers Wr, Wy and Wyrr, T < T’ < T". We write

Wrr = p(T, T"YWr + /1= po(T, T')> Wi

WT// = IO(T/’ T//) WT/ =+ 1— IO(T/, T”)ZW#
where WTJ' is independent of Wr and WTJ; is independent of Wr/. As the driver
WTJ; is a part of Wy~ but does not affect Wy, it seems reasonable to assume that it

should not affect Wr since T < T’. Following Shoenmakers and Coffee (2000), we
therefore assume that Wr and WTJ7 are independent. We obtain the cocycle relation:

p(T.T") = p(T.T)p(T". T")
Limiting ourselves to positive correlations and setting az = p(0, T)~! gives that
p(Tv T/) = p(Ov T/)p(ov T)_l = aT/aT’s T =< T/
and p(T,T') = p(T",T) for T > T'.
Again, conditions 1,2, 3 and 7 are automatically satisfied while the remaining
conditions can be used to determine an appropriate functional form for ar.

Conditions 4 and 5 imply that a7 is an increasing function. With ¢r = Inar
condition 6 becomes

ar/ar’ < ar+ar/ar+ar € ¢r — P < Proar — Pri4ar

& O — Qr4aT = O — G/ 4AT & GT — PTHAT = PTHAT — PTH2AT

so ¢ must be concave. Without lack of generality, we can assume that ap = 1 which
means that ¢9 = 0. We therefore end up with the same demands on ¢ as for the
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2-factor model and can choose it in the same way as was done there:
o(T, Ty =ar/ar, T <T', ar=exp(a(l—exp(=BT")))

We would like to point out that although the cocycle relation might look
intuitively appealing at first sight, its validity should be taken with a grain of salt.
For instance, the 2-factor model does not satisfy this condition. Furthermore, the
cocycle relation together with condition 6 implies that p(7p, T') is a convex function
of T. This is in contrast with the 2-factor model for which the function is concave
for T close to Ty and only becomes convex for later maturities. We discuss this issue
in more detail in Sect. 13.20 on interest rates where we also use empirical results to
guide us in the choice of an appropriate model.

In the implementation of a commodities model, only a discrete set of futures
prices is used. The correlation then takes the form of a matrix. In the functional form
chosen above, the matrix has full rank. It means that there are as many Brownian
drivers as there are futures prices. This is sometimes a bit too many drivers as it can
cause performance problems in the implementation. For this reason, it is common
to use an approximate matrix with a lower rank. The approximation is done with
respect to some appropriate matrix norm. This technique is commonly referred to as
factor reduction. It usually performs well, i.e. without modifying the original full-
rank matrix too much, if the reduced rank is not too low. However, one needs to take
care so that the correlation conditions are not violated too much (or at all). When
the rank is low (2 or 3), it is obviously better to immediately use a low-rank method
as the 2-factor parametrization.

The choice of a suitable set of Brownian drivers, or equivalently the choice of
correlation matrix, is important. Realistic drivers means that the correct instruments
are used for the hedging. The choice can also have an impact on the price. This can
be understood by considering the pricing of an option on the difference between two
futures contracts with different maturities. If using a single driving factor, the two
futures prices move up and down together implying a low volatility for the spread.
By introducing a second factor the futures prices become decorrelated which implies
a higher spread volatility and an increase in the option value. In this situation,
it is sufficient to use two factors. Assume now that we use a single model for
pricing several spread options which have underlying futures of different maturities.
The reason for using a single model is to be able to hedge consistently within the
model, see Chap.4. It is then no longer sufficient to use two factors. Instead, it is
necessary to find an appropriate representation of the evaluation of the futures curve
in terms of the drivers in order to hedge and price correctly.

The correlation often needs to be bumped in order to investigate the market risk
and sometimes, when appropriate correlation-dependent products are available, to
find the hedge. Bumping intracorrelations is more difficult than bumping volatilities
as the correlation constraints should preferably be preserved. For intercorrelations
the problem of the bumping comes from the constraint of a positive semidefinite
matrix. The bumping obstacles can be avoided by assuming a suitable parametriza-
tion of the correlation matrix as we have done above for the intracorrelation.
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Chapter 13
Interest Rates

The topic of this chapter is pricing and risk management of derivatives that depend
on interest rates. These products can be divided into two classes. The first class
consists of derivatives that only depend on interest rates and no other asset classes.
An example is given by an option paying the positive part of the difference between
an interest rate and a fixed rate. Regarding the second product type, observe that
derivatives on other asset classes such as equity, commodities and FX contain
discount factors from the payment dates. This introduces an interest rate component
into the pricing. As we see in this chapter, the impact of the interest rate volatility
is usually much smaller than the contribution from the volatility of the main
underlying in the contract. It is therefore often possible to assume deterministic
interest rates without too much loss of accuracy. The exceptions are typically for
long-dated products where a stochastic model for interest rates is necessary for a
proper pricing and risk management. In this second class of derivatives we also
include interest rate hybrids for which the dependence on interest rate is explicit,
e.g. convertible bonds.

Just as for other asset classes, interest rate derivatives can be divided into vanillas
and exotics. We define the former as consisting of products that can be modeled with
a stochastic process of only a single underlying rate. For the pricing of exotics, the
evaluation of the whole yield curve is often necessary. This modeling is similar to
commodity exotics pricing where a whole curve also needs to be evolved. The most
important difference is that measure transformations are non-trivial for yield curve
models. As such transformations are often necessary for the calibration, interest
rates modeling can be quite complicated. We have therefore chosen to provide a
detailed discussion on interest rate modeling which results in a longer chapter than
for the other asset classes.

We start with a review basic interest rate terminology and explain how vanillas
can be priced. After a short discussion of convexity adjustment, we turn our attention
to yield curve models. Our main focus is on a normally distributed model for
which we discuss the relation to short-rate models, HIM models, market models
and Markov-functional models. We then consider the stochastic impact of interest
rates on other asset classes. We disregard liquidity and credit risk in the first part of
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the chapter. It means that we limit ourselves to the way interest rate modeling was
done before 2007. The more general situation is considered from Sect. 13.22 and
onwards.

13.1 Interest Rates and Conventions

Recall that the zero-coupon bond P;r represents the time ¢ value of the contract
paying $1 at T. Therefore, a fair loan of $1 at ¢ should be repaid with P, T at T.

The earning per time for the lender is
P —1
L _ 1T
= T

The instantaneous rate of earning is obtained from

1 —1
P[ t+dt P[[ d

dt Tds !

d

Pl = = ——
o=t ds

= lim Lt,t+dt = lim Pts|s=t

dt—0 dt—0
r; is called the short rate.

Assuming that the short rate is independent of time, r, = r, an investment of
$1 grows to $(1 + rdt) during a small time interval d¢. Separating the time period
[t, T] into N parts of size (T —1t)/N, we see that $1 grows to

T—\" e
1+r N — e when N — oo

dollars from ¢ to 7T'. It means that

P[;"l — er(T—t)

Based on the above discussion we define the simple compounded interest rate
L7 by

P,T =14+ (T—-1t)Lir
and the continuously compounded interest rate ;7 by
P{}l — er,T(T—t)
Another important concept is the n-compounded interest rate r}; defined by

P_T1 =(1+ rt’T/n)"(T_’)
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The continuously compounded rate is obtained in the limit # — oo. Of the above
rates, the most commonly used are the annual compounded rate (n = 1), the semi-
annual compounded rate (n = 2), the quarterly compounded rate (n = 4) and
the simple compounded rate. The continuously compounded rate is rarely used in
practice. It is, however, often used in interest rate modeling because of the cocycle
relation: P, Pr,7, = P;1,, which holds when the continuously compounded rate is
constant.

An important example of a simple compounded interest rate is the London
interbank offered rate (LIBOR) produced by British Bankers’ Association (BBA).
It is an average of the offered lending rates between major banks in the London
interbank market. LIBOR is given each day for 15 different maturities up to one
year and for 10 currencies (AUD, CAD, CHF, DKK, EUR, BGP, JPY, NZD,
SEK and USD). There also exist rates defined in a similar way but on the local
interbank markets: EURIBOR (EUR), HIBOR (HKD), SABOR (ZAR), SIBOR
(SGD), TIBOR (JPY), etc. To simplify the terminology, we from now on refer to
all simple compounded rates as LIBOR rates.

The value of a zero-coupon bond varies widely with the values of ¢ and T.
The limiting values are 0 when T — oo and 1 when ¢t — T. Interest rates, on the
other hand, have a much weaker dependence on ¢ and 7. Indeed, interest rates have
historically most often been in the order of magnitude of 5%. As rates have more
stable values than zero-coupon bonds, they are more suitable to use for modeling.
This is analogous to the preference of working with volatilities instead of directly
with option prices.

An ambiguity in the definition of interest rates is the computation of 7" — ¢.
For instance, if t = 26 Aug and T = 26 Sep, should 7" — ¢ be defined as 1/12 since
it is exactly one month or do we define it as 31/365 or in any other way? In fact, there
is no standard convention and to define an interest rate it is necessary to specify the
day-count convention that is used.

Commonly used day-count conventions are actual/365 and actual/360, for which
the day-count fraction T — t is computed by dividing the number of days between
t and T by 365 or 360. For example, (7" — #)acmaizes is equal to 31/365 =~ 0.0849
in the above example. Another common day-count convention is 30/360 where
every month is counted as 30 days and every year as consisting of 360 days, and
actual/actual for which the actual number of days between ¢ and T is divided by
the actual number of days in the year. There are several versions of the mentioned
day-count conventions depending on how to count the number of days in a month,
how to treat the short month of February and how to treat leap years.

A forward interest rate is an interest rate for a time period [T}, 71] in the future,
t < Ty < Ty. For example, the LIBOR rate for [Ty, 7], as observed from ¢, is
defined by I

PtT1 /PtTo =1+ (Tl - TO)LtToTl

The continuously compounded forward interest rate f;7,7, is defined by

—1 =1 _ , firyr; (Th—To)
Pir, [ Pig, = e/tfon
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It follows in particular that L,7 = L7 and r,p = f;,7. By letting Tp — T; we
obtain the instantaneous forward rate

d
fir :_ﬁlnPtT

which is related to the short rate by r, = f;;. As the above expression is

invertible,
T
Pir = exp (— / fmdr’)
t

the zero-coupon bond prices can be computed from the instantaneous forward
interest rates and vice versa.

13.2 Static Replication

This section deals with interest rate products that can be statically replicated with
zero-coupon bonds. Example of such products are coupon-paying bonds, FRAs and
swaps.

We start by discussing the relation between coupon-paying bonds and zero-
coupon bonds. The time ¢ value of a bond with notional N, fixed coupon ¢ and
payment dates Ty, 71, ..., T, is given by

V,=N <cZP,T,. + P,Tn)

i=0

which shows how to express the price of a coupon-paying bond in terms of the prices
of zero-coupon bonds. To obtain as simple formulae as possible, we assume that the
notional is equal to 1 unless otherwise stated. Subtracting the above price with the
bond V},—; with one fewer payment date gives

Vi—=Vaoi + Pir,_,

Vn—Vn—1=CPtT,,+PtT,,—PtT,,,1 <:>PtT,, =
1+c¢

As Vo = (¢ + 1) Py, it follows that zero-coupon bond prices can be bootstrapped
from bond prices V;.

For a given future period [Ty, T\] a forward rate agreement (FRA) pays the
LIBOR rate L7,7, in return for a fixed rate K. As typical for interest rate products,
the payment is multiplied by the day-count fraction and notional (which we have
assumed to be equal to 1):

FRA(T)) = (T\ — To)(L1,7, — K)
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As Lyg,7, is known at Ty, the value of the FRA can be discounted to 7y and this is
where the payment of the FRA usually takes place:

LT()TI - K
1+ (Th — To)Lgm

FRA(To) = (T\ — To)(Lryr, — K) Pryry = (Th — To)

The part containing K consists of a payment —(77 — Tp) K at T and is therefore
worth —(7 — Tp) K P;7, at t. The part containing L7, 7, can be written as

(Tv — To) L1y, Pryry = Pryry — Prymy
at Ty, which means that it is worth
Piry — Piry = (Ty — To) Liryry Pry
at . We conclude that
FRA(t) = (T — To)(Liryry — K) Pimy

At the initiation of the contract, K is chosen so that the contract values to par:
K = L;7y7,. A FRA represents the difference between a loan with a floating rate
L;7,1,,1.e. arate that depends on ¢, and a loan with a fixed rate K, i.e. a rate that is
independent of 7.

For a given set of dates Ty, T1,...,7T,, a vanilla interest rate swap pays the
floating rate Lz, versus a fixed rate K for each interval [T;, T; +1]. Thus, it
consists of a strip of FRAs with the same fixed rate on consecutive and adjacent
time periods. The time ¢ value of a swap is therefore given by

n—1

Vi = Z(Ti+1 - Ti)(LtTiTiJrl - K)PtTiJrl

i=0

n—1
= ((Pir, = Pir,y) — (Tig1 — THK Pz, )
i=0

n—1

= Py, — P, — KZ(Ti+1 - T) P,
i=0

As opposed to FRAs, the LIBOR payments Ly, 7, , are made at the end 7}, of the
period.

Just as for forward contracts, K is chosen so that the swap value is zero at
initialization:

_ Piry — P,
S0 (Tt — Ti) P,
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This value of K is called the swap rate. The set of dates Ty, T1, ..., T, is called the
tenor structure, the length of the swap T, —Tj is called the tenor and the denominator
in the above expression is called the annuity and is denoted by A. Observe that a
LIBOR rate is a special case of a swap rate for which there are only two tenor dates.
The swap often starts at today’s date: t = Ty. If Ty > ¢, itis called a forward starting
swap.

We denote the swap rate by R. A swap initialized at ¢ = 0 has strike K equal to

Por, — Por,
Ro=—7—
0

Using the swap rate, the value of a swap can be expressed as

-1
Pir, — Py, ) X
Vi= n— 8 -K (Ti+1 _Ti)PtTi = (Rt—RO)At
e e 1> .

This expression is both simple and natural. For example, it follows immediately that
Vi=o = 0.

The use of swap rates for the modeling of swaps is as natural as the use of
LIBOR rates for FRAs. The validity of this statement becomes explicit in the next
section where we price options on FRAs and swaps. Furthermore, as LIBOR rates
can be bootstrapped from swap rates (by bootstrapping zero-coupon bonds as an
intermediate step), and vice versa, swap rates are as fundamental quantities for
the yield curve modeling as LIBOR rates. The choice of rate type depends on the
product to be modeled.

The tenor dates are generally different for the two payment legs in a swap.
For example, the floating-rate payments can be semi-annual while the fixed-rate
payments can be annual. Furthermore, the business-day adjustments and the day-
count conventions can differ between the legs. This leads to minor (but important)
modifications of the swap pricing formula.

We would like to emphasize that in practice, zero-coupon bonds (or equivalently,
loans) cannot always be used directly in replication formulae. Instead, we rather
view them as useful mathematical building blocks. For example, replicating a FRA
with coupon-paying bonds is most easily done by replicating the FRA with zero-
coupon bonds as an intermediate step and after that replicating the zero-coupon
bonds with coupon-paying bonds.

13.3 Caps, Floors and Swaptions

We now turn our attention to interest rate products that cannot be priced with static
replication. In this section, we discuss the simplest of such products, namely caps,
floors and swaptions. The reason for their simplicity is that they can be modeled as
depending on only a single underlying. The resulting pricing expressions are similar
to the Black—Scholes formula.
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A caplet with strike K and period [T}, T1] pays
C(h) =T —-To)(Ltyr, — K)+
which is the positive part of a FRA. Similarly, a floorlet pays
F(T) = (T —To)(K — Lyy1)+
at 77. As
C —-—F =FRA

a floorlet can be statically replicated using a caplet and a FRA. Therefore, it is
sufficient to focus on caplet pricing. Being a non-linear function of the LIBOR rate,
a caplet cannot be priced through static replication of FRAs. We instead use the
fundamental theorem of asset pricing to price caplets with dynamic replication.

As

Linyr, =

the LIBOR rate can be written as a quotient of tradable assets. With P,z as the
numeraire, L, 7,7, is a martingale. We make the standard assumption of a lognormal
process

stToTl = ULtToTl aw;

where W is a Brownian motion in the forward measure. As C(¢)/ P, is also a
martingale, it follows that

C@t) = P, E[C(TV)/Pry1y] = (T — To) Py E[(L1yr, — K)+]
Using the calculations of Sect. 5.2, we obtain
C@t) = (T —To) Prr,(Liryry N(d+) — KN(d-)),

In(Li,r/K) | 1
dy = —————+ —o/Ty—t
+ O'\/T()—l‘ 2 0

The caplet pricing can also be done by using a direct hedging argument as we
did in Sect. 3.2 for European call options. It is then made explicit that caplets are
hedged with FRAs.

Caplets are often not traded themselves, but they rather appear as constituents of
a cap. A cap defined on a tenor structure Ty, 71, ..., T, consists of a strip of caplets
with identical fixed rate on the consecutive and adjacent time periods. Let ¢; be the
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price of a caplet with time period [T}, T;+1]. As the caplets constituting a cap can
be priced independently, the price of a cap is given by Z:’;(l) ¢i. A floor is defined
from floorlets in a similar way. Caps (and floors) are quoted in the market in terms
of their implied volatility. By definition, the market price is obtained by inserting
the implied volatility into the above caplet formula for all the caplets constituting
a cap.

Just as for European options, a lognormal process only gives a rough approxi-
mation to the caplet and floorlet prices. More accurate models can be obtained by
using, for example, local volatility or stochastic volatility. The most popular model
for caplets and floorlets is currently the SABR model.

Caplets are important instruments in interest rate modeling as they are well
suited for calibration of exotic interest rate products, see Sect. 13.20. It is then
first necessary to back out the caplet prices from cap quotes. In theory, this looks
simple: the price difference between two caps with tenor structure Ty, ..., Tj+
and Ty, ..., T; is exactly that of a caplet ¢;. In practice, however, it can be quite
complicated as only caps with annual tenors are liquid, while caplets are semi-
annual or quarterly depending on the currency. It means that there are two or four
caplets between consecutive liquid caps. The caplet bootstrapping is therefore non-
trivial since it does not give the price of individual caplets directly but only of the
sum of two or four of them.

The market conventions for caps and floors are derived from the underlying
FRAs, see Table 13.2 in Sect. 13.6, with the exception of the 1Y cap (and sometimes
the 2Y cap) which is quarterly even when the standard market convention is semi-
annual. Furthermore, the first caplet, which would have been fixed today, is always
missing. For instance, a 3Y EUR cap, has a premium payment at the spot date,
i.e. 2 business days after today according to the target calendar. The underlying
rates starts at 6M, 12M, 18M, 24M and 30M and have lengths of 6M. The ATM
strike is determined from the underlying swap rate which in our example starts at
6M and ends at 3Y.

A swaption is an option on a forward starting swap. At the swap start date, the
swaption value is the positive part of the swap price:

V(Ty) = (Rty — Ri=0)+ A,
Using

_ PZ‘TO_PITN

R
t A,

and the fact that A, is a tradable as it is a linear combination of tradables, it follows
that V(t)/A; and R, are martingales in the measure for which A, is a numeraire.
The fundamental theorem of asset pricing implies that

V(t) = A E[V(To)/Ar,] = A E[(Rpy — Ri=0)+]
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Assuming a lognormal process for the swap rate, we obtain

V(1) = A/(R,N(dy) — RoN(d-)), ds = % + %o\/To —1

Just as for caplets, floorlets and European options, a non-lognormal process can
account for skew and smile. The most popular model is currently the SABR
model.

There is a credit default risk embedded in swaptions as the premium is paid at
spot date while the additional cash flows occur after (or at, in the instance when the
swaption is cash settled) the swap start date. The effect of this credit risk became
particularly apparent during the financial crisis starting in 2007. The outcome has
been that the swaption conventions have changed for many currencies so that the
premium is paid at the swap start date.

A swaption is exercised when the underlying swap has a cash flow that is positive
in average. Such positive net position introduces a credit exposure, in particular
when the swap tenor is long. The credit exposure can be avoided via a one time
payment of the swap market value at the swaption exercise date. The swaption is
then said to be cash-settled. The problem is that the counterparties do not always
agree on the market value as their models predict different values of the discount
factors that enter the swap pricing via the annuity.

For GBP and EUR swaptions, the problem is solved by agreeing that the discount
factors in the annuity should be computed using the swap rate, for which there is no
ambiguity. More precisely, these swaptions pay by definition the amount

P(lexpv TO)A(Stexp)(Stexp -K)+

where ., is the expiry of the swaption and A(S) can be viewed as an approximation
of the annuity using a fixed rate S’

= = 1 1
A = ; (I+cs) S (1 S+ tS)”—l)

where we for simplicity have assumed a constant day count fraction . The market
convention for cash-settled swaptions makes them harder to price than the physically
settled swaptions that we considered earlier. For instance, using the annuity as the
numeraire, we obtain the following expression for the price:

AYE[P(ICva TO)A(Sfexp)(Sfexp - K)"F/Atexp]

which cannot easily be computed since A, depends on various interest rates and
not only on Sexp. As swaptions are liquid vanilla products, performance is important
and models depending on the whole yield curve are therefore in general not an
option. A popular approach to obtain an efficient expression is to observe that
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P (texp, TO)A(Stexp) / A,exp is a low volatility process and can be frozen to its value
at 7. The expression can then be taken outside the expectation, resulting in the price

P(t, TO)A(SI)E[(Stexp - K)+]

where the expectation can be computed in the same way as for physically settled
swaptions.

Needless to say, care should to be taken when using this kind of simplifying
assumptions. For instance, as pointed out in Mercurio (2008), the above formula is
in general not arbitrage free.

Interest rate and commodities markets are different from equities and FX since
for a given underlying, there is often only a single exercise date for which liquid
options exist. For instance, swaptions on swaps starting two years from now are
only liquidly traded when the exercise is a market-specific number of business days
(typically 2) before the start date of the swap. As options with different exercise
dates are on different underlyings, the temporal no-arbitrage condition derived
in Sect.2.4 cannot be used for liquid options in interest rate and commodities
markets.

For the liquid volatility products in interest rate markets, there are two other
non-trivial no-arbitrage conditions that need to be taken into account. The first one
follows from the obvious fact that a swaption on a swap starting in m years and
ending in n years must be worth less than the difference between the n year cap and
the m year cap with the same strike as the swaption. Indeed, for the most favorable
market moves for the swaption all the cash flows will be positive and agree with
those coming from the cap spread.

The second condition states that a swaption with tenor structure Ty, 77, ..., T,
is worth less than the sum of the two swaptions with the same strike and tenor
structures Ty, 71, ..., T, and T,,41, Tn+2, . .., T,. This statement is based on the
inequality

i=0

n—1
(Z(ml —T)(Linzy, — K)P,T,.+l)
+

m—1
< (Z(M — T (L7, — K)PIT,.H)
+

i=0

i=m

n—1
+ (Z(TiH —-T)(Liti1yy, — K)PITI»H)
+

At the expiry t = Tp, the left-hand side is the price of the swaption with tenor
structure Ty, 71, ..., T, while the first term on the right-hand side is the price of
the swaption with tenor structure Ty, 71, .. ., T,,. The second term on the right-hand
side is the price of the swaption with tenor structure 7,41, T},42, . .., T, when the
exercise decision has to be taken at 7j. As it is suboptimal to exercise swaptions
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early, see Sect.2.5, this swaption is worth less than the corresponding standard
swaption. The statement is therefore true for = Tj; and by the no-arbitrage principle
also for general t < Tj.

13.4 Convexity Adjustment

We have explained how to price LIBOR and swap rate payments, and options on
these, when the payments occur at the natural dates of the rates. There also exist
products for which the rates are paid out at other dates. We here explain how the
pricing can be done to a high degree of accuracy without resorting to models for the
whole yield curve.

We saw in Sect. 13.2 that the time ¢ value of a contract paying (7 — Tp) L, 7, at
T; is equal to

(Th = To)Liryr, Piry = Pty — Pimy

This contract was particularly simple to price since it is equivalent to being long a
bond maturing at 7; and short a bond maturing at 77. We now compute the price
of a contract that pays Lz,7, at a date different from 77. As Lz,7, is known at Ty,
it is possible to pay the rate at any date after 7). In fact, it is common that Lz,7, is
paid at its fixing date T, i.e. the date when the rate is read off from the market. We
see below that it is then no longer possible to statically replicate the contract with
zero-coupon bonds. Indeed, such a replication is only possible when the payment is
made on the inherent payment date 7; in the definition of the rate.

We consider in detail the pricing of a LIBOR-in-arrears payment, i.e. a cash flow
that pays the LIBOR rate L7, 7, at the fixing date 7). As the discount factor between
Ty and T can be expressed in terms of the LIBOR rate itself, the time 7j payment
of Ly,7, is equivalent with the following payment at 77:

Lyyr,(1 + (Tt = To) L) = Lyyr, + (Th — To) L,

The first term is nothing but a LIBOR payment at its natural payment date, for
which the pricing is obvious. As L7, is typically in the order of magnitude of 5%,
the second term is much smaller. Furthermore, as this term is a convex function
of Lz,7,, it is referred to as a convexity adjustment. Thus, the value of a LIBOR-
in-arrears payment is equal to an ordinary LIBOR payment plus the convexity
adjustment.

As anon-linear expression of the underlying rate L7, 7,, the convexity adjustment
is often priced with dynamic replication. The calculations are similar to the ones for
caplet pricing in Sect. 13.3, with the terminal condition LZTOTl instead of (L7,7, —
K) 4. As the standard assumption of a lognormal model disregards skew and smile,
the static replication technique of Sect.2.3 can be preferable. To understand the
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details of how static replication can be used, consider the pricing of the convexity
adjustment and caplets within the fundamental theorem of asset pricing:

o0
V= P E[L2 ] = Pry /0 L2 p(Lyr)dLnn

o0
Vi = P E[(Ltyr, — K)+] = Pipy /0 (Lryr, — K)+p(Lryr)d L7y,

The PDF p can be solved from the second equation by taking the second derivative
with respect to the strike K. Inserting the PDF in the first equation gives the
statically replicated value

/ * 2 aZV[
v/ = i L1, 5z (Lr)d Ly,

of the convexity adjustment.

The pricing of a contract paying Lz,7, at an arbitrary time 7’ > T is similar.
Let us first assume that 7’ € (Ty, T1). The time T’ payment can then be discounted
to 7} by assuming a rate of Lz,7, in the time period from 7’ to 7. The equivalent
payment at 7] is then given by

Ly, (1 +(Ty = T")Ly1,)

which can be priced in a similar way as the LIBOR-in-arrears contract. Because of
the natural properties of the continuously compounded rate, see Sect. 13.1, it appears
more natural to assume a constant continuously compounded rate r in the time
period [Ty, T] instead of a constant simple compounded rate. r is then defined by

1+ (Tl - TO)LT()Tl = er(Tl_TO)
which gives an inverse discount factor from 7’ to T of
e (=T — 1+ (T — TO)LTOTI)(Tl—T’)/(Tl—To)

Although this formula gives a more consistent price for the contract paying L,
at time 7', the implementation can be a performance bottleneck for Monte Carlo
pricing of exotic products due to the expensive power function.

For contracts paying Lz,7, at time 7’ > T) it is again possible to use the rate
Ly, 1, for the discounting to 7. Unfortunately, the approximation breaks down when
T’ > T as it is then no longer possible to view the contract as depending on only
a single rate L7,7, but it depends on the rate L7, 7/ as well.

We would like to point out that LIBOR-in-arrears contracts are usually not
traded by themselves. Instead, the computations above should be considered as a
useful exercise for pricing more complex contracts that contain LIBOR-in-arrears
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or other convexity-adjusted payments. For instance, for in-arrear swaps the floating
payments are on the fixing dates rather than on the natural payment dates of the
underlying LIBOR rates. Another example is given by the situation when a swap
has its own payment schedule, which is often close, but not identical to the tenor
structure of the underlying LIBOR rates. The convexity adjustment is then quite
small, but can anyway be important because of the tight bid-offer spreads in the
swap market.

We have analyzed interest rate swaps for which counterparty A pays counterparty
B LIBOR in return for fixed-rate payments. This is only one of many combinations
of swap structures. For example, LIBOR payments of different frequencies can be
swapped. We now consider constant maturity swaps (CMSs) for which the LIBOR
payments made by counterparty A are replaced with swap-rate payments. The swap
rate in the payments is not necessarily related to the underlying tenor structure of
the swap. For instance, the swap could be 10 years long with tenor structure 7y,
Ti, ..., T, where T; ;| —T; =1Y and such that A pays the 5 year swap rate at each
payment date in return for a fixed rate payment, for example, 5%. The payments
made by B are not necessarily restricted to a fixed rate, but can be a floating rate
such as a LIBOR or swap rate.

The value of a CMS can be computed by decomposing it into a sum of its
individual cash flows. The non-trivial component in a CMS is therefore the pricing
of a payment of a swap rate at one particular date 7. We have already seen in
Sect. 13.3 that if the swap rate is paid out on its underlying tenor structure, the
pricing is straightforward through static replication of zero-coupon bonds. The
pricing of a CMS payment is more complicated because the swap rate is not paid
at its natural payment dates, but rather at a fixed single date. This is analogous to
LIBOR-in-arrears pricing for which a convexity adjustment is needed.

Let V(¢) be the time ¢ value of the payment of a swap rate Ry at T'. Following
the technique of Sect. 13.3 for swaption pricing, we use the annuity A as numeraire.
Then both R, and V(¢)/ A, are martingales and

V(t) = A E[V(T)/Ar) = A, E[Rr A7']

As R, is a martingale, we can, for example, assume it to follow a driftless lognormal
process. Since A has an interest rate dependence that cannot be expressed in
terms of R, this is not sufficient information for computing the expectation. Using
our experience from LIBOR-in-arrears pricing, we know that the problem can
be solved by approximating A in terms of R. The approximation can be made
in several different ways, see Hagan (2003), for details. A particularly popular
approximation is the one used in the definition of cash-settled swaptions. Observe
that the approximation might not be accurate if the swap rate has a long tenor. The
approximation can then be improved by letting A depend on one more rate and using
a 2-factor model.

As for LIBOR-in-arrears, dynamic replication with a lognormal process does
not take into account the market skew and smile. It can therefore be preferable to
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statically replicate CMS payments with swaptions. This technique is similar to the
way caplets were used to statically replicate LIBOR-in-arrear payments.

The value of the convexity adjustment is heavily dependent on the choice of
model. In fact, a poor choice of model can even lead to infinite prices. Consider, for
instance, the stochastic volatility model

st = G[Ltdm
do; = €0,dZ,

The LIBOR-in-arrears convexity adjustment can be computed using conditional
expectation as the two Brownian motions are independent:

E[L}] = E[E[L}|dL, = 0,L,dW,] |do, = €,0,dZ,]

T
=LE |:exp (/ crtzdt) |o; = opexp (EZ[ - 621/2)]
0

Since
E [exp (07T) o, = oo exp (€Z, — €71/2)] = o0

it follows that E[L%] is divergent. It is straight forward to verify divergence also
for non-zero correlation. Thus, LIBOR-in-arrears payments have infinite prices in
models for which both the underlying and the volatility are lognormal. This is
obviously also true for CMS payments. As CMS payments are more complicated
to price we from now on focus on them.

The above model can be obtained by setting 8 =1 in the SABR process. As
this is the most popular model for caplets and swaptions, the above divergence is
important not only in theory but also for practical modeling.

Using a model with CEV parameter 8 < 1 avoids the divergence but reveals other
weaknesses in the modeling. The problem is that caplets and swaptions are often
priced with perturbation techniques (such as the SABR model). These models are
successful when the strike is close to the forward. However, if calibrating the models
to liquid swaption quotes, CMS payments are typically mispriced as they depend
heavily on out of the money swaptions.

One solution is to avoid perturbation techniques and use, for example, Fourier
transform methods, see Sect. 7.4. Needless to say, it can be dangerous to use one
model for the CMS book and another model for the swaption book. To avoid
this inconsistency, non-perturbative methods need to be used also for swaptions.
Unfortunately, this can lead to performance bottlenecks.

As SABR is so generally accepted, it is popular to use this model for swaptions
but to modify it for high strikes to obtain CMS prices that are in agreement with
the market. This can be done by introducing a cutoff strike K¢y and use SABR
(or any other perturbative technique) when K < K yoff and an alternative model
for K > Kyofr- Clearly, Keyofr should be large enough so that liquid swaptions are
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priced with the perturbative model. We now discuss what possibilities there are to
model swaptions beyond the cutoff.

A common way to extrapolate swaptions is to construct the implied volatility
as a functional form ojyp(K), K > Kcuoff, that dampens the increasing behavior of
the implied volatility which is common in perturbative models. This function must
be patched together at the cutoff with the implied volatility from the perturbative
model. As the PDF is obtained from the second derivative of the swaption price with
respect to the strike, a discontinuity in the second derivative of ojyp is equivalent
with a discontinuity in the PDF itself. Even worse, a discontinuity in the first
derivative of ojy, implies a spike in the PDF. Thus, it is important that ojy, is
patched smooth enough at the cutoff point K,fr. Furthermore, the functional form
of oimp has to be chosen carefully to avoid arbitrage. This is particularly difficult
as the no-arbitrage condition is complex when expressed in terms of the implied
volatility.

Due to the complexity in the construction of oy, beyond the cutoff, the
extrapolation is sometimes done in terms of the PDF. This is clearly possible since
the implied volatility can be obtained from the PDF and vice versa. There are
advantages as well as disadvantages to doing the extrapolation in terms of the
PDF. One advantage is that the smoothness is two degrees better: a discontinuity
in the PDF cannot be seen directly on the volatility curve since it is only a
discontinuity in the second derivative. Furthermore, as long as we choose the PDF
to be positive, the model will be arbitrage free. To understand the disadvantages,
recall that digitals swaptions and ordinary swaptions are priced via the formu-
lae

/OO p(R)dR

K

/OO(R — K)p(R)dR
K

Therefore, in order to not change the prices of swaptions with strikes K < Kytoff,
the following conditions must be satisfied:

oo
/ p(K)dK = _aK V(Kculoff)/At
Keutoff

00
/ Kp(K)dK = (V — KBKV)(Kcumff)/A,
K cutoff

where V(K) denotes the swaption price with strike K. We conclude that a change in
Oimp for K > Kcyiof leads to a change in p(K) only for K > Ky, While a change
in p(K) for K > Kyofr leads to a change in oipp only for K > Kyofr conditional on
that the two conditions above are satisfied.
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An additional constraint on p is that it must give reasonable CMS prices. Finally,
it is desirable to have a functional form of p that reduces to the lognormal PDF for
the case when the original (perturbative) model is lognormal.

We have so far discussed the trouble caused by the asymptotics for high strikes
when using perturbative techniques. In the same way, the small strike expansion is
not in agreement with far from ATM swaption prices. The difference from the high
strike case is that this effect does not show up as drastically in CMS prices as they
depend mainly on high strikes. To obtain more consistent prices, it is common to
introduce a cutoff for small strikes as well.

For the SABR model, the introduction of a low strike cutoff K., is crucial.
Indeed, assume that we are backing out the PDF p(Kjoy) for a low strike by
taking the second derivative of swaption prices with respect to the strike. We
compare the result with the integral over the PDF up to Kjoy. This value is obtained
from the digital swaption price at Kjo,. For long maturities we often see the
inequality

Klow
Kiowp (Kiow) < / p(K)dK
0

for modest values of Kj,, when using the SABR model. For this inequality to be
true, p must have a local maximum in the region [0, Kjoy] of low strikes. This is
clearly an unnatural feature of the PDF and it has its roots in the choice of SABR
boundary conditions that was used in the original paper by Hagan et al. (2002). The
boundary conditions are such that they support negative values of the underlying.
Therefore, one solution to the above problem is to allow negative interest rates.
However, this can be rather dangerous since the pricing of low strike swaptions will
be inaccurate. A better alternative seems to be the use of a perturbative model with
an appropriate boundary condition when the underlying is zero, see Sect. 7.2.

By using a perturbative model that contains more expansion terms than the lowest
order, it is possible to push the cutoff points Kpien (and Kjoy) further away from
the ATM point. The result is CMS prices that are less dependent on the choice of
extrapolation. For instance, using the technique of Sect. 7.2, it is possible to include
arbitrary higher order contributions.

13.5 The Yield Curve

When referring to the yield curve, what is usually meant is the function T +—
r(t, T), where the interest rate r(¢, T') is simple compounded for 7 —¢ < 1 and
annually compounded for 7 — ¢ > 1. The part of the yield curve for which 7 is
close to today ¢ is called the short end of the curve while the part where T is large
is called the long end. The interest rate in the limit 77 — ¢ is called the short rate
while it is called the long rate in the limit 7 — oo.
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To understand the shape of the yield curve, assume that we have a certain amount
of cash and are choosing between the strategies of: 1. lending it up to time 7', or 2.
lending it to 7/ N and when the money is returned we lend it until 27/ N and so
onup to 7. If interest rates are equal and constant, the second strategy is preferable
as we at N — 1 points in time can choose to stop lending if there is something else
we would like to do with the money. Should cash be needed in the first strategy, it
is possible to enter the opposite position by taking a loan. This netting of positions
leads to a loss if interest rates have increased unexpectedly since the first loan was
issued. The conclusion is that the first strategy is riskier and should be rewarded with
a liquidity premium. Note the analogy with the convenience yield in commodities
markets: in this case there is a convenience of holding cash. The implication is
that short rates should be lower than long rates, i.e. r (¢, T') should be an increasing
function of 7.

Allowing interest rates to be stochastic does not affect the first strategy as the
loan is locked at a fixed rate until 7". For the second strategy, on the other hand, the
earnings until 7" are unknown. A premium compensation for the unknown earnings
promotes a downwards sloping yield curve.

Another explanation for the shape of the yield curve is that the default risk of the
counterparty increases with the lending time 7'. The credit premium to compensate
for this risk has the effect of an increasing yield curve.

The above discussion, just as the discussion regarding convenience yield for com-
modities, is purely theoretical. In reality, most of the yield curve shape is determined
by the expected future values of rates, political decisions and regulations, and by the
supply and demand by market participants. For example, the short end is influenced
by governments setting the short rate based on the state of the economy in the
monetary region concerned. This can sometimes lead to an inverted curve, i.e. a
yield curve that decreases with T'. The curve can even take peculiar shapes such as
having a hump.

For investment purposes it is possible to take advantage of the fact that the yield
curve usually has a positive tilt. This can be done by today locking in an interest rate
for a future period. By entering the opposite position at a later time it is possible to
obtain a return that is positive on the average as the short rate most often is below the
long rate. Observe that even if the yield curve stays non-inverted, an investor in such
a strategy can still make a loss from a parallel move of the curve. This investment is
similar to the roll-yield investment strategy for commodities.

The above strategy is an example of an investment in the tilt, or spread, of the
yield curve. Many of the products that depend on the whole yield curve expose the
investor to the spread in various ways. A disadvantage of the above strategy is that
it depends on the level as well as on the spread. It is therefore popular to structure
products, such as CMS spreads, that contain the opposite position of the level so that
only a pure spread dependence remains.

As mentioned in the introduction, no account to credit and liquidity risk is taken
in the first part of this chapter. It means that interest rates can be modelled by a single
yield curve, which will be the topic of discussion up to Sect. 13.22, whereafter the
generalization to post-2007 interest rate modeling will be considered.
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13.6 Yield Curve Instruments

The yield curve in a classical pricing system is constructed from the most liquid
products from which the prices of zero-coupon bonds can be backed out. Depending
on the currency, either interbank deposits or LIBOR fixings are used for maturities
up to 3 months. Thereafter, either futures or FRAs are used out to 2-5 years. Finally,
swaps are used for the long end of the curve.

In order to build a yield curve consistently, it is necessary to know the exact
market conventions for the product types used in the construction. Except for the
futures contracts, these are all OTC contracts. Nevertheless, for each currency there
are certain standard conventions and these are the products that can be seen quoted
on Reuters and Bloomberg.

We start with the settlement lag which is equal to 2 for most currencies.
The main exceptions are AUD, CAD and GBP for which the lag is zero. The
start date of an interest rate contract is called the effective date. For standard
products like those detailed in this section, the effective date is equal to the spot
date.

As mentioned in Sect.3.11, a forward date is determined by adding a tenor to
the spot date. For example, a 2Y semi-annual swap has payment dates located 6M,
12M, 18M and 24M after the spot date. The holiday adjustment is in general made
with the modified following convention. An exception is deposits with maturity less
than one month for which the following convention is used. Furthermore, the end-
of-month rule is often applied.

The interest rates are simple compounded and the day-count convention for the
floating leg of a swap is the same as for LIBOR fixings, deposits, FRAs and futures.
It is actual/365 for AUD, CAD and GBP while actual/360 is used for most other
currencies. 30/360 is used for EUROLIBOR and EURIBOR. For instance, consider
a IM USD deposit traded on December 13, a Monday, with quote L and notional N.
It has cash flows N on the spot date December 15, and — (l + %L) N on January
17, a Monday.

There are also deposits for which the start date of the rate is different from the
spot date. These are the overnight (O/N) loan and the tomorrow next (T/N) loan. For
O/N, the start date is the trade date and the end date is the next business day. For
T/N, the start date is the next business day and the end date is the spot date.

FRAs are usually written as SxFE, where S is the number of months to the start
date and E is the number of months to the end date. For instance, a 3x6 USD FRA
traded on February 4, a Friday, has spot date February 8, a Tuesday. The interest
rate period has start date May 9, a Monday, and end date August 8, also a Monday.
The 3M rate L is fixed May 5, a Thursday, i.e. 2 business days before the start date.
Observe that the rate L is defined with respect to the 3M period between May 9 and
August 9. A payment of % %N / (1 + % ll“m) is made at the start date, where K
is the fixed par rate determined at the trade date.

For certain currencies it is popular to trade IMM FRAs. They work as ordinary
FRAs with the difference that the interest rate period is between two adjacent IMM
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dates. The International Monetary Market dates (IMM dates) are defined as the
third Wednesday is March, June, September and December. Just as for ordinary
FRAs (and swaps), there can be a few days mismatch between the interest period of
the contract and that of the underlying interest rate.

The day-count convention for the fixed leg of a swap is actual/365 for CAD, GBP
and JPY, while USD use actual/360 and most European currencies use 30/360. The
fixed-leg payments are semi-annual for CAD, GBP, JPY while they are annual for
USD and most European currencies. These conventions are closely related to the
corresponding bond markets, see Table 13.1.

The floating side of a swap is paid quarterly for GBP, SEK and USD, while it is
semi-annual for EUR, CHF and JPY. The fixing of the floating leg is done at the date
for which the spot date equals the start date of the accounting period. For example,
assume that the floating payment dates of a USD swap have been rolled out and
been holiday adjusted, and that two adjacent dates are July 11, a Wednesday, and
October 11, a Thursday. The floating rate L is then fixed at July 9, and a payment
of %ﬁN takes place in October 11, where N denotes the notional. Payments are
netted if a fixed-leg payment occurs on the same date.

Futures contracts work as exchange-traded FRAs that are settled on a daily basis.
The most common contracts have an underlying loan that starts on an IMM date.
The last trade date is the Monday preceding the IMM date that is the start date of the
loan. The quote is presented in a different way compared to the other instruments
in this section: if V is the quote then the simple compounded interest rate for the
period is given by 1 — V/100.

Table 13.1 Market conventions for (government) bonds

Bond Type Frequency Day count

US treasury Semi-annual Actual/Actual
US corporate Semi-annual 30/360

UK gilts Semi-annual Actual/Actual
Euro government (OATS, bunds) Annual Actual/Actual
Italian government Semi-annual Actual/Actual
Japanese government Semi-annual Actual/365
Canadian government Semi-annual Actual/365
Australian government Semi-annual Actual/Actual
Eurobonds Annual 30/360

Table 13.2 Standard conventions for interest rate instruments in some major currencies

Ccey Lag Money Fixed Floating Fixed
market dc leg dc freq freq

EUR 2 Actual/360 30/360 Semi-annual Annual
uSbh 2 Actual/360 Actual/360 Quarterly Annual
GBP 0 Actual/365 Actual/365 Semi-annual Semi-annual
JPY 2 Actual/360 Actual/365 Semi-annual Semi-annual
CHF 2 Actual/360 30/360 Semi-annual Annual
SEK 2 Actual/360 30/360 Quarterly Annual
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We summarize the interest rate market conventions for some of the major
currencies in Table 13.2. Special cases are the 1Y EUR and 1Y CHF swaps which
are quarterly on the floating leg and the 1Y GBP swap which has an annual fixed
leg payment. USD swaps are often also semi-annual and 30/360 on the fixed leg and
this is the standard convention used for USD swaptions.

13.7 Yield Curve Construction

To illustrate the practical issues involved in the construction of a yield curve, let
us consider a specific case when the building blocks are deposits up to 3M, futures
up to 2Y and then swaps. The short end of the curve is constructed from the liquid
deposits that mature in 1M, 2M, 3M, and also from shorter maturities such as 1W
and O/N. This curve is patched together with the quotes from eight futures. Then the
liquid swaps are used with maturities of 3Y, 4Y, 5Y, ..., 10Y, 12Y, 15Y, 20Y, ...

The yield curve can be represented by various different choices of underlying
variable. We here choose to define it from the continuous compounded interest rate
starting at the spot date. It is straightforward to find the rates that correctly price
the deposits. Through interpolation, the discount factor to the start date of the first
future can be obtained. The futures quotes then determine forward interest rates from
which it is possible to compute the rates all the way up to the end date of the last
futures contract. Using the swap quotes it is possible to continue the bootstrapping
to the long end. The final step is to pick an interpolation method of choice, e.g. a
tension spline, in this way connecting the dots. As pointed out in Sect. 4.3, above
choice of interpolation method is important as it determines the smoothness of the
curve and the locality of the risk.

There are a couple of complications that one encounters in the above curve
construction. First of all, the three instrument types that build up the curve have
different features and it is therefore not always possible to patch them together to a
global and smooth curve. For instance, as we discuss in Sect. 13.24, the instruments
expose the holder to various degrees of credit risk.

To be able to patch futures quotes together with deposit and swap quotes, it is
necessary to account for the effect of the daily settlement. As described in Sect. 3.10,
this is done by adjusting for the convexity.

Care needs to be taken when including the swap quotes. To understand the issue,
assume that the yield curve has been bootstrapped just beyond the 2Y point and
that we are about to include a 3Y swap with semi-annual frequency for the fixed
leg. The price of this swap involves the unknown discount factors at 30M as well
as at 36M. The bootstrapping therefore involves the solution of a problem with two
unknowns and only one known variable. Similar complications appear for caplet
bootstrapping, see Sect. 13.3. It can be solved by imposing an additional constraint
or by interpolating the swap quotes to intermediate tenors.

The difficulty with including swaps originates in the iterative procedure in the
bootstrapping process. An alternative approach is to use an interpolation scheme for
the yield curve with node points (the x-values) agreeing with the end points in time
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of the deposits, futures and swaps. The quotes of these instruments are then as many
as there are unknowns (the y-values), which means that a root finder can be used.
This approach is slower than bootstrapping but allows for a higher flexibility in the
choice of interpolation technique. It is also possible to use this type of interpolation
scheme with the prices of the underlying instruments only approximately matched.
The prices can then be accounted for by the method of adjusters. The disadvantage
of this approach is that only approximate values are obtained for the greeks.

The constructed yield curve often looks smooth when inspecting the discount
factors or the zero-coupon interest rates. When viewed in terms of the forward
rates, on the other hand, the shortcomings of the construction method can become
apparent.

The overnight interest rate spikes at certain dates because of low liquidity in the
market. The reason is that banks seek increased liquidity for their balance sheets. For
instance, this effect is often visible the last working day of the year. It does not only
impact overnight rates, but any loan that extends over such a date. For example, the
turn of year effect is visible for 3M EURIBORs with spot dates between October 1
and December 31. Needless to say, the longer the tenor, the smaller the impact. It is
therefore important to include the effect of these spikes in the construction of the
short end of the curve.

The spikes can be estimated from a historical time-series analysis together with
a view of the future. Alternatively, by comparing an interest rate covering a low
liquidity date with the interpolated result from neighboring interest rates, an estimate
of the effect can be obtained. The curve construction should be done with the
spikes removed to ensure a smooth curve. Once the interpolation has been done,
the spikes need to be superimposed on the curve. One complication with modeling
the spikes is that a study of historical time series (in EUR) show that the overnight
interest rates do not immediately return to more normal values after a jump. Instead,
the decay can take a couple of days. A consistent model therefore needs to include
such a decay profile.

Disregarding the spikes, the overnight interest rate can jump at monetary policy
meeting dates and then stays relatively constant between two such dates. It can,
however, deviate substantially from being constant when there is a shortage of
liquidity because of market stress. Furthermore, there is also the possibility of an
interest rate change at an unscheduled meeting, but this happens rarely.

13.8 Yield Curve Modeling

For the rest of this chapter we focus on interest rate products that have payments at
several points in time and cannot be priced with as simple models as in the previous
sections, i.e. they depend on more than one rate. An example of such a product is a
callable swap where one of the counterparties can terminate the deal at any of the
tenor dates. If the termination is made at 7;, the resulting cash flows are identical
to a swap with tenor dates Ty, ..., T;. It means that the price of the callable swap
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depends on the n swap rates with tenor dates Ty, ..., T;,i = 1, ..., n. Furthermore,
it also depends on their volatilities and correlations. It is clearly not possible to use
the methods of the previous sections where only a single rate is modeled. Instead,
a model for the full yield curve { P, }r is necessary. Models of this type are called
vield curve models.

The volatility in a yield curve model is typically calibrated to caplets and
swaptions. As we saw in Sect. 13.3, caplet pricing is best done in the forward
measure, i.e. the measure corresponding to Pz, as a numeraire. As the index i
depends on the specific caplet, different measures are needed for the calibration of
the different rates. When the calibration has been done, it is necessary to transform
back to a common measure for which the pricing can be done. The technique
of changing measures therefore takes a central role for yield curve models. This
complication was avoided for commodities as we assumed deterministic interest
rates. This is for obvious reasons not possible here.

There are four main types of yield curve models: short-rate models, HIM
models, LMM models and Markov-functional models. Most publications cover
these separately as if they were completely different model types. We use a different
approach and highlight the connection between the models. This can be done by
focusing on a particular model that has an interpretation within all these models
types. The chosen model is then used as a point of reference through the remainder
of the chapter.

A yield curve derivatives model should, of course, satisfy the usual demands e.g.
be possible to calibrate to a rich set of quotes, have appropriate dynamics and be of
high performance. Such models are often formulated in terms of the forward rates
fir, t <T or the LIBOR rates L,77/,t <T < T’, but can also be formulated with
the zero-coupon bonds P;r, t <T. As the bonds are tradables (and not quotients
of tradables), it is necessary to find an appropriate numeraire N, and consider
Py =P /N;. Once P, has been computed through the model (for example by
simulating it as a martingale), it is possible to obtain the value of the numeraire
N; = }3,71 and the zero-coupon bonds P;r = Pir / P,.

As all three variable types are popular to use for yield curve derivatives modeling,
we derive the relations between them. To obtain a simple expression for the
discounted bond prices in terms of the forward rates, we use the money market
account B, = exp( fot rsds) = exp( fot fssds) as a numeraire. We then obtain

T t
Pir =exp (—/ fisds —/ fssds)
t 0
The rates can be obtained from the discounted bond prices, or from each other, by
1 ( Pr ) 1{ Pr 1 / '
Lo == —1)===—-1]==|ex ds)|—1
(ITT 5 (Pm s\ B 5 p . Jis

d d _
ﬁT =—ﬁlnP,T =—ﬁlnP,T
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where § = T’ — T. Thus, if one of{IS,T},fST, {fir}i<r ot {L;r7}1<T<7 1S known,
the other two can be computed.

13.9 The Gaussian Model

We focus on the model for which the forward rates satisfy a normal SDE
df,T =a,rdt + o,7d W,

under the risk-neutral measure, i.e. the martingale measure corresponding to the
numeraire B,. Our motivation for using this particular model is that it can be
formulated within several of the most popular yield curve model types including
HIM models, short-rate models and LMM models. We are then able to give an
introduction to these model types with a specific example in mind.

Another reason for using this particular model is that it is analytically solvable,
i.e. closed-form expressions exist for the future probability distributions. In fact,
fir is Gaussian distributed which motivates the name Gaussian model. Analytical
formulae are useful as they help us to understand the basics of yield curve modeling
before moving on to more complex models. The advantages of using closed-form
expressions should not be underestimated as even a simple model such as the Gaus-
sian can be difficult to understand fully. The reason is that the products to be priced
can have complicated payoft structures, which means that it might be necessary to
use advanced numerical schemes even though the model is analytic. We therefore
recommend developers of derivatives pricing software to initially implement an
analytical model for which the results can be better understood and analyzed. The
model can also guide us in the extension to more sophisticated models.

Analytically solvable models are often used because closed-form expressions
lead to high-performing implementations. This type of models can also be used as a
component in more advanced models. For instance, consider a product that depends
on an FX rate but also has a weak dependence on the level of the rates in the two
currencies. Because of performance, it can be a good idea to use an analytic model
for the rates.

The empirical study by Rebonato and de Guillaume (2010) show that interest
rates behave as lognormal when they are small enough (less than about 1.5%)
or high enough (larger than about 5%) while they are Gaussian in between. The
result is consistent across currencies and means that our choice of model is a good
representation of reality in common market scenarios.

The shortcomings of the Gaussian model are that there is only a single driver,
negative rates are supported and there is no flexibility in the skew and smile.
Furthermore, the dynamics cannot be controlled. The use of a single driver means
that options on the difference between two rates are mispriced. The existence of
negative rates does usually not cause any problem for short-dated products as the
probability of this happening is small. Long-dated products, on the other hand, can
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be mispriced. Fortunately, the Gaussian model can easily be extended or modified to
more advanced models. We show how it is possible to only allow positive rates, how
the skew and the smile can be controlled and how the dynamics can be changed. Just
as for the commodity futures modeling in Sect. 12.3, it is possible to generalize to
multiple drivers for decorrelation and to decompose the volatility in product form to
boost the performance.

The LIBOR rates obey

A+ (T"=T)Lirr)A+(T" =T Liprrr) = A+ (T" = T)Lirr7)

This cocycle relation puts a restriction on the possible evolutions of the rates. This is
similar to commodities for which there is a corresponding condition. We later show
that the LIBOR rates follow

1
dLirr = m(l + (T"=T)L;rr)nrd W,

in the Gaussian model. Using Ito’s lemma on the cocycle relation, we see that if this
type of dynamics is imposed on L,r7s and L;r/7~, then L,rr~ follows the same
SDE, at least when the drift is disregarded. However, we show later in this chapter
that the drift is unimportant as it is determined from a no-arbitrage condition and
must be zero in the forward measure of the rate. The Gaussian model therefore
has the attractive theoretical property that it is closed under the cocycle relation.
In practical modeling it is not necessary to limit oneself to SDEs closed under
the cocycle relation, but one should be aware of the pitfalls that can follow from
violating the relation. It is straightforward to verify that the class of lognormal SDEs
is an example of processes that are not closed under the cocycle relation.

13.10 Derivation of the Pricing Formula

We now solve the Gaussian model, i.e. we derive expressions for IS,T, fir or Lippr.
From the SDE, we immediately see that

t t
Jir = for +/ asrds +/ osrd Wi
0 0

from which it follows that

T t
In Py = —/ fisds —/ Sfesds
t 0
T 1 t
= —/ (fOS + / ozmdu + / Gudeu) dS
t 0 0
t s s
_/ (f()s +/ amdu+/ o,”qu) ds
0 0 0
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T t T t T
= —/ fOSds—/ du/ dsoy —/ qu/ dsoy
t 0 t 0 t
t t t t t
—/ fosds—/ du/ dso —/ dWM/ dsoys
0 0 u 0 u
T t T t T
= _/ Josds _/ du/ dsous _/ dI/Vu/ dsoys
0 0 u 0 u
t

t
=1In 1307" +/ Asrds +/ WrdWs,
0 0

T
Air = —/ o sds
t

T
\IJ[T = _/ O-[_gds
t

t t
< P[T = P()T exp (/ ASTdS + / \IJSTdI/VS)
0 0

and

1( Pr
Lirpr=-=-1— -1
T =g (PrT/ )

1 t t
= g ((1 + SLOTT/) exp (/ (As7 — AST/)dS + / (\IjsT — ‘I’ST/)d W) — 1)
0 0

From these formulae, a straightforward application of Ito’s lemma gives the
corresponding SDEs:

- 1
dPir = Pir ((AtT + E‘ptzT) dt + \IjtTdI/Vt)

dexp(...)

1
dL;rrr = (1 + 8Lor77) exp(...)
1 exp(...)

1 1
= g(l + 5LtTT’)((AtT — A + E(‘I"tT - ‘*I"rT’)z) dt + (Y — Y, 77)d VVt)

As Prisa quotient of a tradable and the numeraire, it must have zero drift. The
drift and the volatility must therefore be related by

1
Aﬁ+§w§=o
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Thus, when constructing a model in terms of the forward rates, it is enough to
specify either the drift or the volatility. The other parameter can be computed from
the no-arbitrage relation. The standard approach is to specify the volatility and from
that derive the drift. The reason is that it is often straightforward to calibrate the
volatility to market quotes.

Observe that the computations do not depend on the Gaussian assumption,
i.e. they hold when the drift and the volatility are allowed to depend on the forward
rates. The relation between the drift and the volatility is therefore a general result.
Thus, models based on forward rates incorporate the no-arbitrage condition in a
particularly simple way and have as a consequence become popular. They are
referred to as HIM models in honor of their discoverers (Heath et al. (1992)).

In terms of the original variables, the HIM condition takes the form

T
o = UtT/ o15ds
t

Using the HIM condition, the equations can be rewritten as

t T t
ftT = fOT +/ OsT (/ USleu) ds +/ O—sTdI/VS
0 s 0

_ _ 1 t t
P,r = Pyrexp (_5/ \I‘SZTds +/ \IJSTdWY)
0 0

1 1!
Lirr = 3 ((1 + 8Lor7/) €xp (—5/ (W — Wir)ds
0

sT — s/d s ] —
+/0(‘I"T W) W) 1)

and the SDEs as

T
dfir = oir (/ Utsds) dt + o,rd W,
t

dIStT = PtT‘I'tTdI’Vt
1
dLir7 = g(l + L) Wiy (Wi — VWir)dt + (Yo — Wi )d W)

The equations are straightforward to solve as long as o;7 (and therefore W,7) does
not depend on the forward rates.

Denote fOt \I'ETds by w,r and observe that W, . describes the same process as
fot W,rd W;, see Sect. 5.7. The Gaussian model can then be formulated in terms of
P;r and L7/ according to
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_ _ 1
PtT = POT exp (—Ea)ﬁ + thT)

Lirrr = é ((1 + 8Lor7/) exp (—%(wrr =) + Wer — me)) - 1)
We see that under the Gaussian model, the logarithm of the discounted bond price
is nothing but a time-scaled Brownian motion with drift determined by the HIM
condition. This is actually obvious as the starting point of the computations was a
formulation of the forward rates that can be interpreted as a time-scaled Brownian
motion with appropriate drift.

For an example of how the equations can be applied, we compute the futures

rate, which according to Sect. 3.10 is equal to the expectation of Lz 77/ under the
risk-neutral measure:

1 17
E[Lrrr] = 3 ((1 + 8Lor7) €xp (—5/0 (V3 — ‘I’?Tf)ds)

T
E [exp ( [ - xpsT/)dWs)} - 1)
0
1 T
=3 ((1 + 8Lor7r) exp (/ (W (W — ‘I’sr))ds) - 1)
0

Subtracting the forward rate Lor7s gives the well-known convexity adjustment
between futures and FRAs:

1 T
g(l +8Lor77) (CXP (/ (W (W — ‘Psr))ds) - 1)
0

To obtain an expression that is easy to analyze, we assume a time-independent
volatility 0,7 = o. It gives W, = —(T — t)o and the convexity adjustment

1 T
g(l + 8Lor7) (exp (02/ (T —s)(T' — T)ds) - 1)
0
1 1,
= g(l + 8Lor7) [ exp 50 OT(T +26))—1
which for small volatilities and interest rates can be approximated by
1,
50 T(T + 26)
or
1,
3 inLorp T(T 4 26)

if using a lognormal volatility.
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The convexity adjustment is small for low interest rates and the Gaussian
model then gives a good lowest order approximation. For higher values of interest
rates it is necessary to account for the non-perfect correlations within the yield
curve. That can be achieved by adding more drivers (one more appears to be
sufficient) to the SDE. Furthermore, in Piterbarg and Renedo (2004) it was found
that the impact of the skew and smile on the convexity adjustment cannot be
disregarded.

13.11 Change of Measure

Observe that the equations of the previous section look simpler for P, than for f;7
and L;77. This should come as no surprise since 13,7 is a quotient of a tradable P;r
and the numeraire B; and must be a martingale. It therefore makes sense to work
with 13,7 if formulating the model in the risk-neutral measure. Unfortunately, it is
not straightforward to calibrate the model in this measure.

The calibration of the volatility information W;r should be done to match the
most liquid volatility-dependent products in the market, which are the caps and
swaptions. We restrict ourselves to the calibration to caplets; the calibration to
swaptions can then be done as in Sect. 13.20. Recall that caplet pricing is simplest
in the forward measure of the underlying LIBOR rate. In this measure, the LIBOR
rate is a martingale and has a particularly simple expression. However, as we now
show, P, looks more complicated as it is no longer a martingale. Observe that a
yield curve model contains several LIBOR rates L,;r7- and each of them is typically
calibrated in its own natural measure with numeraire being the zero coupon bond
maturing at 7’. A model is therefore usually calibrated in several different measures.
Once a model has been calibrated, it has to be reformulated in the pricing measure,
which could, for instance, be the risk-neutral measure. This measure is chosen to
obtain pricing computations that are as simple as possible.

We have formulated the Gaussian model in the risk-neutral measure and for
calibration purposes we now show how the model looks when working in an
arbitrary forward measure with maturity T. Choosing P, ; as a numeraire, it follows
from the Appendix that the Radon-Nikodym derivative is given by M, = By P,/
B, Py; = P,;/P,;. Using the results of the previous section, we obtain

1 t t
M, = exp (—5/0 xpjfder/O xpﬁdWS)

Girsanov’s theorem implies that
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is a Brownian motion in the 7 -forward measure. The results of the previous section
can then be expressed in the T-forward measure, i.e. with respect to the Brownian

motion WT:

t T t .
Jir = for +/ oy (/ Usudu) ds —1—/ osrd W,
0 F 0

_ _ 1 t t .
Pir = Porexp (—5/ Wor (Wyr — 2\Ifsf)ds + / Wrd I’KT)
0 0

1 [
Lirr = g ((1 + SLOTT’) exp (—E/ (\IJST/ —Wr)
0

t v
(2\Ijsf — W — \IIST)dS + / (\IjsT — ‘-I—’ST/)d VKT) — 1)
0
The corresponding SDEs are
T v
dﬁT = OT ([ G[Sds) dt + O}Tdu/tT
T

dPir = P (W, V,pdt +W,rd W)

1
dL;rrr = g(l + 8Lirr) (Yo — Vi) (Yo — W 2)dt
+(Wir = Wi)d W)

As expected, the choice T = T makes fir amartingale and is particularly simple to
handle. This follows as f;7 can be obtained from the quotient (P; 7—s — P;7)/8P;r
in the limit § — 0, where the numeraire is in the denominator. Similarly, the
expression for L;r 7 simplifies for T = T'. For IS,T, on the other hand, there is
no choice of 7" that simplifies the expression as it is not a martingale in any forward
measure.

These measure transformations make it possible to calibrate the model. We
discuss the details in Sect. 13.20 and from now on we assume that the model is
calibrated, meaning that {W, 7} are known. We instead focus on the properties of the
model and on its generalizations.

13.12 Local Volatility

Recall that the Gaussian model supports negative rates and lacks control of the
skew and smile. These problems can be avoided by allowing the volatility to be
state dependent, i.e. to depend on the rates. For instance, it is popular to assume
lognormality,
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T .
dfir = ot fir (/ Ursfrsds) dt + o7 fird W,"
i

in the T-forward measure. This SDE looks particularly simple in the natural
measure of f;7 where T =T. But this is not the situation for arbitrary T, and as
we discussed earlier, it is often necessary to work in different measures for yield
curve models. If f;7 needs to be simulated between two times #; and #;+1 under the
lognormal model, the rates { f;77} 7 .- are needed. As the rates are stochastic, the
evaluation from one time step #; to the next ;1 has to be done by an approximate
scheme such as the predictor-corrector method. This introduces numerical errors in
the simulations and it is no longer be possible to take large simulation steps, as can
be done for the Gaussian model. This has a significant effect on the performance.

Just as for commodities, the dimensionality of the implementation can be
reduced by assuming a separable volatility, see Sect. 13.15 for a further discussion.
Unfortunately, this approach is not possible if the volatility depends on the rate f;7.
One way to circumvent the problem is to use a method proposed in Cheyette (1992)
and Cheyette (1996). To illustrate the technique, assume a separable volatility
o;7 = 0;Ar. Let T’ be the payment date of the last rate f;7- used in the pricing and
assume that f;7 depends locally on this rate instead of on itself:

T M
dfir = Ar f70} (/ Asds) dt + At firrord W,T
T

When the pricing is done in the terminal measure, i.e. the forward measure of the
last rate, we obtain

fir = for + Ar (// A du)/ fSZT/U dS+AT/ fsT’Ude

We see that all the forward rates can be computed by only storing the two stochastic
variables [ firo,d W and [) f2,02ds. By setting T = T in the SDE, however,
we see that the cahbrat1on of Cheyette type of models is not as straightforward as,
for example, the Gaussian model or the model defined from a lognormal SDE.

13.13 Stochastic Volatility

The skew and smile can be controlled through stochastic volatility. We consider the
following set of SDEs:

T
dfir = oir (/ Gtsds) dt + o;pd W,
t

doyr = yirdt + €rdZ;
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where Yir agd €7 are allowed to depend on o,7. The Radon-Nikodym derivative
M,; = P,r/ Pyr for the change to the 7'-forward measure satisfies

th = Mr‘*I"erI’Vr

Girsanov’s theorem implies that
t
W =W, —/ Wyrds
0
t
zI =12, —p/ W, rds
0

are Brownian motions in the T'-forward measure, where p is the correlation between
W and Z. The SDEs in the forward measure take the form

{ dfir = oird W'
doir = (it + per¥ir)dt + €rdZ]

We would like to investigate under which assumptions we can retain the attractive
features of the Gaussian model, namely that of analytic solvability and a low-
dimensional implementation.

Observe that the volatility SDE depends on {04 }; <s<7 through W, 7, which means
that a high-dimensional implementation is needed. This problem can be avoided
by setting p = 0. Whether this is a reasonable assumption depends on the reason
why the correlation was included in the model: was it to match the implied skew
or to obtain realistic dynamics? In the former case, many interest rate markets are
observed to only have a weak skew meaning that the assumption can be acceptable.
In the latter case, we note that there is no strong fundamental reason why interest
rates should be correlated with their volatility. This is in contrast to equities and
commodities for which such reasons can be found. In fact, studies of historical data
(Chen and Scott (2001)) reveal that the correlation is indistinguishable from zero.

With the correlation set to zero, the volatility SDE is unaffected by transfor-
mations between the risk-neutral measure and the forward measures. Furthermore,
unlike the SDE for the underlying, there does not exist any no-arbitrage condition
for the volatility SDE. It means that we have no restrictions in our choice of either
€7 or y;7. As the SDE for f;7 is analytic, it makes sense to choose €7 and y,7 so
that the volatility SDE becomes analytically solvable as well.

Recall that a low-dimension tree implementation of the underlying process is
possible if the volatility is of product form. By the same token, the volatility of
volatility must be of product form €;,7 = nre, for a low-dimensional implementa-
tion of a stochastic volatility model. No such restriction exists for ;.

In Sect. 13.15 we argue for the obvious fact that a single driver for the underlying
is insufficient for accurate pricing of correlation-dependent products. Instead, an
extension to multiple drivers of the underlying is necessary. It is then an interesting
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question whether it is enough to have a single driver for the volatility or if this
process also has to be decorrelated? According to Piterbarg (2005), the volatility
decorrelation effect is important and needs to be accounted for.

As we argued above, the form of the SDE for the underlying has been fixed to
obtain analytical properties and the only remaining degrees of freedom live in the
volatility SDE. Thus, it is the volatility process that needs to be calibrated to the
caplets and swaptions skew and smile. The details are somewhat similar to those of
Dupire in Sect. 6.2, but for the volatility instead of the underlying. For the sake of
argument, we focus on calibration to caplets and use the SDE for a LIBOR rate in
the forward measure

1 ,
dLir7 = g(l + 8L,r7/ )0 d W,

where we have used the notation o; = W;7 —W,7/ for the volatility. For deterministic
volatility, we follow the logic in Sect. 13.3 to arrive at an expression for the caplet

price:
C<r>=8P,T/((LtTT/ ;)N(dJr)—( %) N(d_))
it DI 1T,
Vfr o2du 2 ¢

If an uncorrelated volatility process is included, the caplet price can be computed
by conditional expectation. The result is

C(t) = 8P E [(Lm/ + é) N(ds) - (K + %) N(d_)}

where the expectation is over the volatility process. It appears difficult to infer the
volatility distribution from this expression. Instead, we consider payoff functions
f(Lr7) for which it is easier to back out the distribution. It is then possible to use
the fact that the present value of products with arbitrary fixed time payoffs can be
obtained from static replication of caplets.

Using ideas similar to those in Carr and Lee (2008), we find that shifted power

functions q
Lrr + %
SWLrr)=|—7F
Lirr + 3

are particularly suitable for our purpose. It is straightforward to compute the price
for deterministic volatility:

1 T
Vo) = spivexp (567 —a) | ofdu)
t
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With vy = ftT crfd u it follows that the stochastic-volatility price is given by

Vi) = 8P /0 exp (%(qz - q)vT) p(vr)dvr

It means that the Laplace transformation of the variance probability density function
gives the prices of the shifted power options. Through Laplace inversion it is then
possible to back out the PDF for the variance and in that way calibrating the
volatility process.

13.14 Inclusion of Jumps

We extend the computations of Sects. 13.10 and 13.11 to include jumps. For this
purpose, we consider the SDE

dﬁT =, rdt + o;7d W, + / 8;Tx,ll(dt,dx)
R

where we for simplicity have assumed appropriate regularity conditions to be
fulfilled to avoid the cutoff in the final term. The solution is given by

t t t
fir = for+ / ayrds + / ourd W, + / / 8,7 fi(ds. dx)
0 0 0 R

The discounted bond prices can be computed in a similar way as when no jumps
were present:

T t
InPr = —/ Sfisds —/ fssds
t 0

T t t t
:_/ (f03+/ aLlSdu+/ O—LlSdWLl+/ /SMSX/l(duvdx)) ds
t 0
/ (fos | awdut [ onaw.+ / | dusiitan dx))
0
/ fOsds_/ du/ dsous _/ dI/Vu/ dsoys
0 t
—/ / ds/(?mxﬂ(du,dx)
0 Jt R
t t t t t
—/ fosds—/ du/ dsoz,”—/ dWM/ dsoys
0 0 u 0 u
t pt
—/ / ds/Smﬂ(du,dx)
0 Ju R
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T t T t T
= _/ fOsds_/ du/ dsous _/ dI/Vu/ dsoys
0 0 u 0 u
t T
—/ / ds/(?mxﬂ(du,dx)
0 Ju R

t 1 1
= In Pyr +/ Asrds +/ Word W +/ /DsTxll(dS’dx),
0 0 o Jr

T
Air = —/ asds
t

T
W, r = —/ oysds
t

T
Dty = _/ Stsxds
t
t

t t
=4 PIT = 1307" exp (/ Asrds +/ Word W, +/ / D‘erﬂ(ds,dx))
0 0 0 JR

which gives the following expression for the LIBOR rates:

1 P[T
Lirpr =<5 =——1
tTT S (P[T/ )

1 t t
=3 ((1 + 8Lor77) exp (/ (Agr — Agr)ds + / (Wsr — Wy )d W
0 0

- ’ [~ Daroitas, dx)) - 1)

A straightforward application of Ito’s lemma gives the SDEs

_ _ 1
dPir = Pt ((A,T + E‘Pzzr) dt + /(eDfo — 1= D;ry)v(dt,dx)
R

+ W,rd W, + /(eDfo - l)ﬁ(dt,dx))
R

d exp(. . )

1
dLirr = —(1 4+ 8Lor77) exp(--+)
1) exp(--+)

1 1
= g(l +38Lir77) ((AtT — A + E(\IJIT - ‘I’tT')Z) dt

+ /(errx—D,m —1— D7y + Dirry)v(dt, dx)
R

+ (\IJIT _ \ytT’)dVVt + /\(eDth_DtT/x — 1)[&(071" dx))
R
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The HIM condition reads
1> Dyt
A+ 5V + [ @7 = 1= Dipv(.dx) = 0
R

where v(-,dx) = v(dt,dx)/dt.
Writing the HIM condition as

! — [T 81xds
o = O osds + | §rx(1—e™ 7/t (., dx)
t R

the equations and SDEs can be summarized as

t T t
fir = for +/ osT (/ omdu) ds + // s (1 — €_IST8““d”)U(ds,dx)
0 s oJr

t t
+/ UsTdWs—i-/ /SSTX/l(ds,dx)
0 o Jr

_ _ 1 t t
P,r = Porexp (—5/ \Ildes —/ /(eDm —1— Dyry)v(ds, dx)
0 0o Jr

t t
+/ Wrd W, +/ /D‘erﬂ(ds,dx))
0 0 JR

1 1 (!
Lo = 5 ((1 + 8Lor7) exp (—5/ (2, — W2))ds
0

t
_/ /(eDsTx _ eDsT/,v — Dyry + DsT/x)v(ds,dx)
0 JR

t t
N / (Wor — Wy )d W, + / / (Dyre — Dypro)fi(ds, dx)) - 1)
0 0 R

T
dfir = oir (/ Orst) dt + [ §irx(1 — e~ I Bl (dr, di)
t
ord W + / 7 fi(dt dx)
R

d Py = Pr(YrdW, + /(eD'“ — Dju(dt, dx))
R

1
dLir7 = 3(1 +3Lir77) (“I"tT/(‘*I"rT/ — W, r)dt

+ / (ePmPrrrs — 1 — ¢Prrx 4 ¢Pirrv) w(dt, dx)
R

+ (\IjtT _ \IjtT’)dVVt + /(eD;Tx—DtT/x — 1)/1(dt, dx))
R
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The next step is to investigate how the equations look in the T -forward measure.
The Radon-Nikodym derivative M; = P,/ P satisfies

dM, = M, (\I/tTdW; + /(eDtTX — l)ﬂ(dt,dx))
R
It follows from Sect. 8.3 that
7 t
VV[ =W - /0 \Ijsfds
is a Brownian motion in the T-forward measure and that

T (dt, dx) = ePiiv(dt, dx)

is the Lévy measure. We obtain the following equations and SDEs in the T -forward
measure:

: T
fir = for +/ osT (/ osudu) ds
0 i

' .
+/ / Ssrx (1 — e_/TT 85”‘1”)1)T(ds, dx)
o Jr
t . t o
+ [Coraw?+ [ [ sl @s.dx
0 o Jr
) ) 1 rt
Pir = Por exp (_E / Wsr (Wyr —2W 7)ds
0
t §
_/ /(e.DsTx—Dsf,C —eDsTx + DSTX)UT(dS,dX)
0o Jr
t . t .
+/ “I"sTdWYT +/ / DsTx/:LT(dsvdx))
0 0o Jr
1 1 [!
Lirpr = 3 ((1 + 8Lor77) €xp (_E/o (Wsrr — Wsr) QW 7 — Wi — Wsr)d's

t v
_/ /\(e_DAT/,\/(eDSTx _eDAT/x) _ DSTX + DST/X)UT(dS,dX)
0 JR

t . t .
+ / (Wyr — W) d W 4 / / (DSTX—D‘YT/x)ﬂT(ds,dx)) —1)
0 0 R
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dfir = or (/TT o,sds) di + [ 8irx(1— e~ It Sy T (g, dx)
+ord W+ /RS,TX,&f(dt,dx)
dPir = Pir (\I‘,T\I/tfdt — /R (ePrmPite — ePitx — oPiTr 1)
S+ rd W] +/R(e0m - l)ﬁf(dt,dx))
dLir7 = é(l +6L,r77) ((‘l’rr/ — W) (Wi — U, 7)dt

+/ (eDtT’x_Dth — eDirx=Dj, 4 eDirx=Dirry _ 1) VT(dl, d)C)
R

+ (W — W) d W+ / (D=L — )i (dt, dx))
R

As bvefore, the SDE for f;7 simplifies for T = T and the SDE for L;77/ simplifies
forT =T'.

13.15 The Hull-White Model

The Gaussian model has been formulated in terms of o,7 for the forward rates and
in terms of w,r for the discounted bond prices and the LIBOR rates. As 0,7 and &, 1
are 2-dimensional functions of time, it is popular to reduce them to a 1-dimensional
dependence.

We consider the performance-boosting assumption that the volatility is separable:
o,7 = Aro,. We obtain

t T t
ﬁT=f0T+AT/ of(/ Audu)ds+AT/ oud W,
0 s 0

t+dt t+dt
dr, = ft+dt,t+dt - ftt = fO,t+dt + At+dt/ USZ / A,du)ds
0 K

t+dt t t t
+At+dt/ Udes—fOt _At/ Usz (/ Audu) dS—At/ o, d W,
0 0 K 0

8Z‘At
=10
( tﬁ)t + A[

= /’\'t(;t —r[)dt +C~7thVt

and

t
(fir — for) + AIZ/ oszds) dt + Ao dW,
0



258 13 Interest Rates

which means that the short rate follows an Ornstein-Uhlenbeck process with
volatility 6, = A,0;, mean-reversion factor A, = —(9;A;)/A; and mean-reversion
level

A2 t
'r“t=ﬁ),+8,ﬁ),/)kt+k—’/ olds
t 0

A model for which the short rate follows an Ornstein-Uhlenbeck process is said to
be a Hull-White model (Hull and White (1990)). Thus, we conclude that normally
distributed forward rates with separable volatilities 0,7 = Aro; give a Hull-White
model.

To show that the two model types are equivalent, let us now start with the Hull-
White model

drr = A’l‘(;t —r,)dt +&tdm

and derive forward rates that are normally distributed with separable volatilities.
The pricing is straightforward as the money market account B, = exp ( fot red s) is
expressed in terms of the short rate and

P[T = Et [B7_~1
To simplify the computations, we only compute the stochastic part of P;7. The

reason is that the deterministic part can be computed by using the fact that P, is a
martingale. Letting “~” denote equality up to a deterministic part, we have

4 1
ry ~ A[/ Udeg, A[ = e_ﬂ) l‘vds, oy = At_l(}[
0

according to Sect. 5.6. With ¢, = —fot Agds, we obtain

sl [ ([ o))
el [/+([ o))
— £, exp( ouldr — mmmﬂ
~E, exp( / oulr - @»dm)}

= exXp (/0 ou(¢r — ‘Pu)qu)
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which gives

1 t t
/0 Usz(d)T - ¢s)2ds + /0 os(¢r — ¢s)dI’Vs)

PtT = 130T eXp (_E

To simplify the expression, we introduce a new measure Q by

gy _ _ L, '
(E)t =M, —exp(—E/O os¢sds—/0 05¢>des)

with corresponding numeraire D; = M, B;. It gives

1 t t t
Dt—lPtT = Por exp (—Eqﬁ%/ oszds + ¢T/ osijyds + ¢T/ crdeS)
0 0 0
which can be written as
-1 Lo [, ' Y
D Pir = Por exp _§¢T ogds +¢r | o dW;
0 0

in terms of the Brownian motion Wt =W+ fot 05¢sds in the measure Q. Finally,
with n; = [Ot o2ds, we obtain

_ 1 .
D 'Pir = Porexp (—545%77: + ¢TWn,)

The pricing equation for the Hull-White model is similar to what would have
obtained from the Gaussian model if letting w,7 be of product form ¢% N

1
Bt_lP,T = P()T exp (—Ed)]z—ﬂt + ¢TW7][)

The difference is that the pricing equations are formulated in different measures.
The forward rates can be obtained from

d d _
fir === Py = ——=nB, 'Pir

= for + (3T¢T)/O o2 (¢pr — ¢s)ds — (3T¢T)/O osd W

t T t
=fw+m/o§(/ Audu)d”z\r/mdm
0 s 0

which is identical to the starting equation and proves that the Hull-White model
indeed is equivalent to the Gaussian model with separable volatility.
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Let us briefly discuss the calibration of the model. As mentioned before, the
calibration of the volatilities can be done, for example, by formulating the model
in terms of the LIBOR rates. It is also necessary to calibrate the model to the yield
curve. This calibration is straightforward if using the formulae for f;7, P,r and
L;p7s in Sect. 13.10 as they contain the information fyr, Pyr and Loz about
today’s yield curve. The calibration is actually also simple when the drift and the
volatility are allowed to depend on the rate, which means that explicit expressions
for fir, Py and L,77 might not be found. The reason is that the model can be
formulated in terms of SDEs and the current yield curve is the initial condition for
these equations. We therefore see that an advantage of formulating a yield curve
model as a stochastic model for f;7, P, or L,77 is that the calibration to today’s
yield curve is automatic. The calibration to the yield curve for short-rate models,
i.e. models formulated in terms of the short rate, is not as straightforward. A notable
exception is the Hull-White model. Indeed, we saw above that the mean-reversion
level is determined from today’s yield curve if the other model parameters are
known. It is interesting to observe how the yield curve calibration is transformed
from an initial condition to a mean-reversion level through the equivalence relation
between the Gaussian model with separable volatility and the Hull-White model.

When calibrated to the yield curve, the free parameters in the Hull-White model
are the mean-reversion factor and the volatility. We saw above how these parameters
are in one-to-one correspondence with the separable volatility Aro;:

t
B 0; = 0;/ exp (—/ /\Sds)
o = Aoy 0

<

A —(0:A))/A !
t (0: M)/ A, Ar = exp (_/ /\Sds)
0

where A7 and o; have been scaled so that Ag = 1.

When simulating the forward rates f;7, the first variable ¢ is evolved while the
second variable T is kept fixed. This is in contrast to the short rate r;, = f;, for
which both variables are evolved. This motivates us to study the rolling forward
rates f; .+ that describe the instantaneous forward rate at a certain time period T’
into the future instead of at a fixed time as was done for f;7. The short rate is then
obtained in the limit 7 — 0. The evolution of the rolling rates for the Gaussian
model with separable volatility can be derived in the same way as was done for the
short rate:

t+dt t+dt+T
2
ft+dt,t+dt+T - ft,t+T = fO,t+dt+T + At+dt+T/ Oy / A,du)ds
0 K

t+dt t t+T
+ At+dt+T/ osdWs — for+r — Mitr / o? (/ Aud“) ds
0 0 K

t
_AI-I—T/ Gdes
0
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0 At , [
= ath.r+T + A (fr,t+T - fO,t+T) + At+TUt Ayds
t+T t

t
+ A,2+T/O ofds) dt + AirrodW,

from which it follows that the rolling rates are mean reverting just as the short rate.

We conclude that forward rates (with a fixed payment date) of separable volatility
are equivalent with mean-reverting rolling rates. We have also seen that when
specifying an Ornstein-Uhlenbeck process for the short rate, the evolution of
all the forward rates can be derived. A consequence is that when specifying an
Ornstein-Uhlenbeck process for the short rate, the rolling forward rates must all
follow Ornstein-Uhlenbeck processes with parameters determined from the short-
rate process. It means that there is no degree of freedom left for f;,+r once an
Ornstein-Uhlenbeck process has been specified for the special case T = 0.

Recall that the no-arbitrage condition takes the form of the HIM condition for
the forward rates. We now see that in terms of the rolling rates, it takes the form
that all rates are determined from the short rate. This result is general and not
restricted to the Hull-White model. Indeed, any model for the short rate predicts
the evolution of the whole yield curve. This can be understood from the relation

Py = E (exp (— f(; rsds)). The reverse is not true, i.e. an arbitrary stochastic

evolution of the yield curve may not necessarily be described by a short-rate model.
To obtain richer dynamics of the yield curve it has therefore become popular to
formulate models directly in terms of forward rates or LIBOR rates.

In parallel to the modeling of a commodity futures curve, a separable volatility
implies a highly correlated curve. The Hull-White model should therefore not
be used to price products that have a strong dependence on the correlation
between rates. Instead, correlation-dependent products are best handled with higher-
dimensional models, see Sect. 12.3.

A whole myriad of short-rate models have been suggested in the literature, see
Brigo and Mercurio (2006) for an overview. Most of the models are not analytically
solvable and are cumbersome to calibrate and to generalize to price correlation-
dependent products. Our personal view is that models based on the theory in this
chapter are preferable and for this reason we only consider the Hull-White model of
all the short-rate models. Furthermore, short-rate models are inconsistent if allowing
the short rate to be lognormal. Indeed, disregarding the contribution from the drift
gives r, = roexp(o W;), where we have assumed a constant volatility. The expected
value of the money market account is then given by

E[B,]~ E |:exp (/’ rudu)i| ~ E |:exp (%t (ro + r,))i|
0

where the integral has been approximated by the trapezoidal method. As
E [exp (e™)] is divergent for  ~ N(0, 1), this heuristic argument shows that the
expected value of the money market account is divergent for lognormal short rates.
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Fortunately, the divergence disappears if the model is implemented numerically on
a lattice, which means that the model can anyway be used in practice. It is then
important to be aware of the fact that the price depends on the choice of lattice and
no convergence is obtained in the limit when the distance between the points tends
to zero.

13.16 Markov-Functional Models

Markov-functional models, developed in Hunt et al. (2000), are based on the fact that
an arbitrary interest rate product can be priced if the discounted zero-coupon bond
prices N,_l P;r are known for arbitrary  and T > ¢, where N, is the numeraire. This
fact follows from Sect. 13.8. As

N7'Pr = E [N7']

all that we need to know is E, [N T 1]. To compute this conditional expectation, we
assume that the numeraire can be written as a function of a simple process, chosen
such that the computations are straightforward. We typically, but not necessarily,
assume that the numeraire is a function of a Brownian motion: Ny = 07 ®r (WT)_1 .
Or is a scalar and ®7 is such that E[®7(Wr)] =1, where the expectation is
conditional on today’s state. f7 can then be calibrated to today’s yield curve
according to

Por = E[N;'] = 67" E [@r(Wp)] = 607"

where we have assumed that Ny = 1. The Markov-functional approach therefore
amounts to finding suitable functions ®7(Wr) with mean equal to 1. An example
of a Markov-functional model was given in Sect. 13.10 where

_ _ 1 t t
Nt = B[ = Pt?1 = PO_[I exp (E/ ‘I’Sztds —/ \psdeg)
0 0

The main characteristic feature of Markov-functional models is the flexibility in
the choice of functions &, (W;) and therefore in the matching of skew and smile. To
illustrate how an appropriate function ® can be constructed, let W,,, = [Ot W, d W,
in the Gaussian model be replaced with g(W,,,) for some suitable function g. An
example of such a function is

1

g(x):x+a+bx+cx2

which can be used to match the skew and the smile. Note that ® needs to be rescaled
to preserve the identity E[®,] = 1.
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Markov-functional models are usually implemented on a discrete tenor structure
{T:}. To simplify notation, we set P;; = Pr,7; and N; = Nr,. {N,_lPij}iSj can then
be computed from {N;} by the pricing formula.

It is useful to formulate the model in terms of LIBOR rates instead of the
numeraire when calibrating to caplets. The numeraire and the LIBOR rates are
related by

Piivi/Ni=Ei[NFh] & N7'=(+ 8 Li(T))E; [N7]
If the numeraire is chosen as the terminal bond, N; = P;,, then N, = 1 and the above
formula can be used to recursively determine the numeraire from the distribution
of the LIBOR rates L; at their fixing dates 7;. The distribution of the LIBOR
rate can be chosen to match today’s yield curve in a similar way to what was
done for the numeraire. Indeed, setting L; = 6; ®(W;), the scalar is determined
from

Poi — Poi+1 - K 1—Piit —E SiLi(T) Prit1
P()n 0 Pi ’

, } = 8;6; Eo [®; E; [N ]
_ Poi — Poi+1
8i PonEo [®; Ei[N31]]

& 0

The above formulae can appear quite abstract. For this reason, we illustrate with
a tree implementation. We assume that W, can only attain certain discrete values
{~T;ay }i, with ag = 0. The probabilities

i = POW; = JTia)|\Wi = VTiar)

are then assumed to be known. Regarding the values of the distribution, we use the
notation ®;; = ®; (+/T;a;). It follows that

PO,n—l - PO,n
8n—1P0n Z[ 77};0_1’0q>n—1,l

Op—1 =

-1 —
= Nl = Nollwi,o=vima = 1+ 811001 @ik

= 97!—2:"'

= ...

which calibrates the model to today’s yield curve through the choice of {6;} and
determines the numeraire values {N; } used in the pricing.

The calibration to volatility-dependent products can be complex for Markov-
functional models and often needs to be done numerically. This is fortunately not
always as bad as it first appears. For instance, we saw in Chap. 4 that there are several
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techniques by which a numerical calibration can be improved performance-wise.
Furthermore, for Markov-functional models it is possible to choose the evaluation
equations in the pricing measure to avoid complicated drift computations which can
be a performance bottleneck for interest rate models, see next section. The processes
can also be chosen to be analytic which means that a simulation does not have to be
limited to small time steps. Instead, the rates can be evaluated in one go to the time
points where the pricer needs them. Thus, even though calibration by simulation
appears performance-challenged from the outset, this speed-up can make it feasible.
However, bear in mind that for Markov-functional models it is necessary to calibrate
to the yield curve as well as to the volatilities while for the other models in this
chapter, the yield curve calibration is automatic.

When implementing Markov-functional models on a discrete tenor structure,
the values {N; ' P;;};<; are obtained. For dates not aligned with the tenor dates,
N, ' P, can be obtained from interpolation. Unfortunately, interpolation leads to
mispricing of volatility-dependent products when more than one driving factor is
used. The reason is that account is not taken to the stochastic nature of the processes
between the tenor dates. To give an example that illustrates the effect, assume that
L and L, follow normal processes with volatility o and correlation p. The linearly
interpolated mid rate follows

VI+p
V2

and has a volatility less than o unless L; and L, are perfectly correlated.

Observe that the reduced volatility due to interpolation is not limited to Markov-
functional models but applies to any model implemented on a discrete tenor
structure. It therefore also occurs for LMMs, SMMs and for models in other asset
classes as well. The problem can be avoided by not doing an interpolation but
rather using a Brownian bridge process to generate values on dates not lying on
the simulation dates.

1 1

13.17 LIBOR Market Models

The Gaussian model gives the following SDEs for the LIBOR rates in their natural
(T’'-forward) measure:

1 ,
stTT’ = g(l + SLITT’)(\IJIT - ‘I’tT/)dW;T

We focus on LIBOR rates L;; = L,7;7,, defined on a discrete tenor structure T,
Ti,...,T,. The SDE can then be written as

dL; = (14 6;Lii)oidW,;
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where W,; = W,T”rl and o,; = (W;1, — W,7,,,)/8;. Models formulated as SDEs of
discrete LIBOR rates are called LIBOR market models (LMMs) and were developed
independently by Brace et al. (1997) and Miltersen et al. (1997). Needless to say,
these models are simple to calibrate to caplets.

As we use a discrete tenor structure, the continuous-time numeraire (the money
market account) cannot be used. It is instead popular to work in the terminal
(T,,-forward) measure. The Radon-Nikodym derivative is then given by

w, = Ll P (1+8th;)‘1
" Pi/Po j=ip N85 Lo

where P;; = P;r,. It gives the expression for W;", the Brownian driver of L; in the
terminal measure:

AW, = dW) + (dW;,dIn M) = dWj; — )" (d W, d In(1+8; L))
j=i+l1

n
" 8
=dI/V”— A_E‘ m(th,,dL,] E 8jpl]O]
j=i+1 j=i+l1

The resulting SDE is

dLi = (1 + 8 Lo [ dW) = > 8;pujordi
j=i+1

Observe that we without any additional complications have allowed the Brownian
drivers to be correlated.

The LIBOR rates satisfy a shifted lognormal SDE that is close to the normal
SDE as §; L; is in general much smaller than 1. The reason why the LIBOR rates
follow a more complicated SDE than f,7 is that the simple compounding “disrupts”
the process. Indeed, if instead working with continuous compounded forward rates
fi= % In(1 + &; L;), a Gaussian behavior is obtained:

1 1 di

- dL,;— ———(dL,;;)?
1+68L,; " 20+3L@J 1)

dfii =

$ 1
=0 dW) — | oui j;_lrgjptijmj + 58,'05 dt

The discrete-time version of the money market account is given by a constant
reinvestment at the LIBOR rate for each tenor date. The time ¢ value of this strategy
is given by
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6:
P [T +8,L))
j=0

where 6, =i ift € (T;—1, T;] and T_, is today’s date. The corresponding measure is
called the spot measure and is, together with the terminal measure, the most popular
pricing measures for LMM.

Just as in Sect. 13.12, it is common to sacrifice the analytical properties of the
Gaussian model for a better match of the skew and smile by allowing the volatility to

depend on the rates. For instance, the most popular type of LMMs is the lognormal
LIBOR market model:

dL; = o0, L;d Wy

As we work on a discrete tenor structure, the model avoids the divergence that
otherwise occurs for a lognormal short rate. The model has the form

n

'y
dLi = oLy | dW — Z Prij mm;b;
j=i+l1
in the terminal measure. The calibration is trivial as {o;} are the lognormal caplet
volatilities. Because of the simple conversion between ATM volatilities for the
lognormal and the shifted lognormal model, as was described in Sect.5.4, the
calibration to ATM caplets is simple for the Gaussian model as well. The skew
of the LMM can be controlled by using a CEV process or a shifted lognormal
process:

dL;; = oy (Loi + Bi(Lii — Loi))dW,;

Finally, we would like to point out that it is straightforward to extend the LMM to
include stochastic volatility and jumps in parallel to what was done in Sects. 13.13
and 13.14.

13.18 Swap Market Models

The main reason for using the LMM is the simple caplet calibration. Unfortunately,
the swaption calibration is less straightforward for these types of models, as we
show in Sect. 13.20. An alternative approach is to formulate the model in terms
of swap rates on a discrete tenor structure instead of in terms of LIBOR rates.
Such models are called swap market models (SMM) and they are characterized by
their simple calibration to swaptions. The caplet calibration unfortunately needs to
be done using techniques similar to how swaption calibration is done for LMM:s.
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The choice between the LMM and the SMM depends whether the product to be
priced is more sensitive to the correctness of the caplet quotes or swaption quotes.
However, the LMM is generally viewed as the simpler model to work with and it is
often the model type of choice.

Just as for LMM, we work with rates defined on a tenor structure Ty, 771, ..., T,.
We base the model on swap rates with a common final payment date 7,,, i.e. R; =
(P; — P,)/A;, where A; = Z;;,H 8; P; is the annuity. This particular class of
models is called coterminal SMMs. Other choices are also possible, e.g. all swap
rates can have the same start date, see Galluccio et al. (2007) for a discussion of
various types of swap market models.

We initially formulate the model in the measure belonging to the numeraire A;.
This makes the swaption pricing and calibration straightforward. The swap rate is a
martingale in this measure and we assume an SDE of the form

dR,; = o, dW,

where W, is a Brownian motion in the measure corresponding to A; and the volatility
o; is allowed to depend on R;.

We choose the terminal measure as the common measure in which the pricing
is done. The transformation to this measure is given by the Radon-Nikodym
derivative

_ Ptn/POn
Ayi [ Aoi

M,
and Girsanov’s theorem
de’ = th’; + (thi,dlth)
To simplify the computations, we set
n—1 k
oy =Y & [[O+8R), i<
k= I=i+1
and w; = w;;. As
A1 =8, Py =w,1 P,

it follows by induction that

o Py = (i1 + (1 + 811 Ri11)wit1) Py
=8i41Py + (A + 81 R+ 1)Ai+1) = 8i+1 Py + Ait1 + 8iv1(Pik1 — Py)
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We then obtain
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which gives the SDE for the swap rate in the forward measure:

n—1
Oti Z
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The choice of letting o; be proportional to the rate R; is common. This is the
lognormal swap market model. Observe that since w;; depends on { Ry }; +1<k<n—1,
unlike the LMM, there is no functional form of o; that makes the drift and the
diffusion state-independent.

13.19 Including Adjusters

When using a Gaussian interest rate model
dL; = (1 + 8i L)oo d Wy

we obtain a Markovian model. It means that a tree implementation is possible and
that simulations can be done efficiently using large time steps. Unfortunately, with
the exception of adding an uncorrelated volatility process, there are no remaining
degrees of freedom for fitting the skew and the smile of the implied volatility
surface. Indeed, if the skew and the smile are prioritized and we choose a non-
Gaussian process for the underlying, e.g. the lognormal LMM, the Markovian
property is destroyed and the implementation is more complex and performance
demanding.

This dilemma of yield curve modeling can be solved with the method of
adjusters. It is then possible to use the Gaussian model for the evolution of the curve
while a skew and smile model can be used for the adjustment. In that way we obtain
a high-performing version of the LMM that can match the skew and the smile.
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13.20 Volatilities and Correlations

The modeling of interest rates depends on a curve, the yield curve. It is therefore
similar to the modeling of commodities that depend on the futures curve. As we
now show, the parallel is particularly strong regarding the choice of volatilities and
correlations. Much of the results in Sect. 12.4 apply here as well and we therefore
choose to focus on the differences.

Let us start with the calibration of the volatility surface o, to the liquid volatility-
dependent products for interest rates, namely caplets (caps) and swaptions. We show
below that the calibration is more complex than for commodities as the two time
variables ¢ and T become mixed. We therefore discuss the volatility calibration in
more detail.

Consider the calibration to caplet and swaption quotes for a given tenor structure
To, ..., Ty. We assume that the model is formulated in terms of SDEs for the
LIBOR rates L; = L;z1,,, in their natural measure. The calibration to caplets
is then straightforward. For the calibration to swaptions, we express the swap rate
R;; with tenor structure 77, ..., T; in terms of the underlying LIBOR rates:

J 1
g 146 Ly

Rij = Zj S l_lk 1
k=i+1% 1 li=i+1 755,17,

As R;; depends on several LIBOR rates, we can use a higher-dimensional technique
of Chap. 10 to obtain an approximate distribution. For example, when the LIBOR
rates are lognormal it is popular to write the stochastic part of d In R;; as 6;;d W,;;
and freeze the {L; }-dependent volatilities at today’s values {L(0)}. This method
by Hull and White (2000) is popular and the accuracy can be verified numerically
by computing the ATM swaption prices with the SDEs for the LIBOR rates. The
SDEs for the swap rates are commonly approximated by the same type of SDE
followed by the LIBOR rates. For instance, if the LIBOR rates satisfy a lognormal,
shifted lognormal, CEV or SABR process, the swap rates are approximated with the
same type of process, see, for example, Hagan and Lesniewski (2008) for the SABR
evaluation. This is a natural approach as the LIBOR rates are the 1-period special
case of swap rates.
As an illustrating example for the calibration, we use our benchmark model

dL; =01+ 68 Ly)dW,

We start by describing how the calibration can be done for piece-wise constant
volatilities

or =0k, tE€[Ti—1,Tk), T € [T1—1, T7]

where T_, is today’s date. Observe that 0 < k < [ as the volatility of a rate is not
defined after its fixing date. A swaption with tenor structure 7;, ..., T; then depends
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on the volatilities with [ = i + 1,..., j. These volatilities need to be evolved up
to the fixing 7; of the underlying swap rate, which means that k = 0,1,...,i.
For example, the swaption with tenor structure (77, 7>, T3) depends on o¢y, 0¢3, 012
and o03.

To see how the volatilities oy; can be bootstrapped from the swaption quotes
on the tenor structure, we first focus on the (7y, 77) swaption (which is actually
a caplet). This swaption only depends on op; and can therefore be determined
from the market quote of the swaption (caplet). Next, consider the (7o, 71, T2)
swaption, which depends on o0¢; and op,. As 0o has been computed, oy, can be
backed out. By the same token, all oy; can be determined for arbitrary positive
integers /. For k=1, the (T}, T,) swaption (caplet) depends on oy, and o;.
The first volatility is known, so the latter can be backed out. Repeating this
procedure, we can determine all volatilities for k = 1 and then in the same way for
k> 1.

For N LIBOR rates, there are N(N + 1)/2 parameters and as many calibration
instruments. This large number of parameters can lead to an overspecification of the
model. An alternative is to reduce the number of parameters by assuming a product
form of the volatility. This approach is similar to what we did for commodities in
Sect. 12.4.

The shape of the volatility surface is fundamentally different from that found for
commodities markets. For interest rates, the short end of the yield curve is influenced
by political choices. This has a damping effect which means that the volatility often
increases initially as a function of the maturity 7', for fixed ¢. After a certain time
period out on the curve, the volatility behaves in a more normal way and starts to
decay. Thus, the volatility is often found to have a humped shape. A popular choice
of parametric form is therefore

or=a+B+yT —1)e*TD 5§50

This can obviously be generalized by allowing the parameters to depend on 7.

The correlation modeling for interest rates and commodities have many parallels.
For example, with only some minor modifications it is possible to use the parametric
models in Sect. 12.4. It is popular to use a parametric correlation surface, often
based on historical data, and after that calibrate the volatility. One difference from
commodities is that there are liquid calibration instruments (the swaptions) that
depend on the intracorrelation. As they have a volatility dependence that cannot be
directly inferred from elsewhere, however, it can be hard to extract the correlation
component. The correlation can also be obtained from other, less liquid, products
such as CMS spreads. When it comes to the intercorrelation, i.e. the correlation
between interest rates in different currencies, there are few market instruments that
can be used for the calibration.

Recall the full-rank intracorrelation parametrization in Sect. 12.4:

o(T,T") = exp(¢pr —¢r) T <T'
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where ¢7 is a concave and increasing function. It implies that

d2 d 2 d2
Wp(To, T) = exp(¢o — ¢7) ((%) - d;sz) >0

so p(Ty, T') is convex. This is in disagreement with empirical studies where p(Ty, T)
is found to be concave for T close to Ty and convex for larger 7', see Rebonato
(2002) and references therein. Furthermore, the 2-factor model in Sect. 12.4 also
changes sign of the convexity and the model we are looking for should preferably
be a higher-order correction of the 2-factor model and should therefore not have
fundamental different properties. Thus, we have good reasons to require the model
to have a convexity that changes sign.

Although the 2-factor parametrization shows good agreement with reality when
it comes to the convexity, it cannot reproduce the decorrelation observed in the
market. For instance, studies of historical yield curves movements report that the
largest eigenvalue often accounts for only 80-90% of the dynamics, while for
2-factor models it is virtually impossible to get this number below 90%. Therefore,
if choosing between the 2-factor parametrization and the full-rank parametrization
above, the modeler has to decide which is more important: the convexity or the
decorrelation.

An alternative approach is to use a new type of parametrization or by modifying
one of the existing ones. For example, the proof of the convexity of the full-rank
parametrization only used the cocycle condition and condition 6 of Sect. 12.4.
Therefore, concavity can be obtained for 7' close to 7 by relaxing one of these
conditions. For instance, consider the situation when condition 6 is relaxed and ¢7
is no longer concave everywhere. It is possible to obtain a correlation with changing
sign of the convexity. This approach makes some sense for interest rates as condition
6 is not specially important. Indeed, we know from the discussion of volatilities that
most of the dynamics of the yield curves do not lie in the very front (which is the
case for commodities) and it is therefore not unreasonable to assume that the rates
are decorrelated the most at the place of the curve where the volatility hump is
found.

The choice of driving factors is important for correct hedging and pricing.
Unlike commodities it is not always clear beforehand how interest rate products
depend on the correlation. The reason is that the interest rate calibration instruments
themselves depend on the correlation. For a concrete example, we follow Andersen
and Andreasen (2001) and consider the pricing of a Bermudan swaption in the
LMM. This model is usually calibrated to swaptions (and caplets) which, just as the
Bermudan swaption, depend on the correlation between the LIBOR rates. It means
that if the correlation structure is changed, it is not always obvious where the effect
is stronger: for the calibration instruments or for the product to be priced. In order
to retain the swaption market prices, the change in their prices from the correlation
needs to be compensated by changing the volatilities. It is then not clear if the end
result is an increase or a decrease of the Bermudan swaption price.
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13.21 Interest Rate Effects on Other Asset Classes

So far in this chapter, we have been concerned with pure interest rate modeling.
We now study the impact of the yield curve evaluation on other asset classes. For a
concrete example, we consider the pricing of an exotic derivative that depends on
the value of a tradable S. We use a lognormal process

dSt = /;L[Stdt +U,StdI/V,

formulated in the risk-neutral measure. As S,/ B; is a martingale, it follows that

S,) S
0=d— =W —r)—=—dt & u =rn
( By ) ire B,

The volatility o; is usually determined through calibration to vanilla option
prices. Consider, for example, the pricing of a call option paying (S — K)4+ =
(Fr — K)4 at T, where F, = PI_Tl S, is the forward. As usual, the option price
depends on the volatility of the martingale F;. We see from the relation between
the underlying and the forward that their volatilities are only equal for deterministic
interest rates. To obtain a more general result, assume that the interest rates satisfy

dfir ~ o frrd W
where the drift has been omitted as it does not affect the volatility computations. We
have assumed a lognormal process for the interest rates since it makes the analysis

easier.
Using

T T
dP,r = d exp (—/ f,T/dT/) ~—oRPir (/ f,T/dT’) dwR
t t

we obtain
T
d(P7'S) ~ P7'S, (o,dW, + o} Py (/ fde’) dW,IR)
t

which gives the volatility

oR T oR T 2\ 1/2
G=ol1+202= [ frar + (L/ f,T/dT/)
0, O Jy

for the forward. To understand the interest rate effect on the volatility more
easily, assume that the rates and the volatilities are constant: f;7 = f;, 0, =0 and

oR =¢R. As rates are typically in the order of magnitude of 5%, it follows that
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ftT firdT = fi(T —t) < 1 if the maturity is not too long. We can then omit the
last term to obtain

We conclude that the volatility of the forward is approximately equal to the volatility
of the underlying for short maturities. The two volatilities then deviate linearly with
the maturity. If the correlation is zero, on the other hand, the relation is purely
quadratic for small maturities. By the same token, it can be shown that the skews
and smiles are approximately equal for the forward and the underlying when the
maturity is small. For longer maturities, however, they deviate in general.

The effect that we have described here is not only important for the calibration of
exotics models, but also for long-dated vanilla options. Indeed, it follows from the
above how such options need to be dynamically hedged not only with respect to the
underlying but also by the interest rate components.

13.22 Overnight Index Swaps

We have defined Pt_T1 as the fair amount to be paid back at 7" for a loan of $1 at ¢. In
a practical trading situation, the value of Pt_T1 depends on the credit worthiness of
the borrower because a default means that the lender will not necessarily be repaid.
Thus, the value of PI_Tl is high if the loan taker has a poor credit rating. The lowest
possible value of P;Tl corresponds to loan takers with zero probability of default.
These risk-free loans can to a good approximation be taken by stable governments
and certain major corporations.

The credit exposure depends on the tenor 7 — ¢ of the loan. The longer the
tenor, the larger the risk of the loan taker to default during the period of the loan.
It means that the interest rate for overnight loans taken by highly rated corporations
is close to risk free. Money can therefore be lent risk free for longer time periods
by repeatedly entering overnight contracts with counterparties that are considered
safe. The money repaid from one overnight loan is used for a new loan expiring the
following day.

One problem with the strategy of repeated overnight loans is that the future
overnight interest rates are unknown as of today. For instance, we do not know
in advance the overnight interest rate that will apply between the date one month
from now and the day after that. It means that the future earnings of the strategy are
unknown.

Overnight index swaps (OISs) can be used to overcome the above problem.
In these products, the earnings obtained up to a certain time in the overnight
lending strategy are exchanged for a fixed-rate cash flow. For a more detailed
description, consider the OISs that are actively traded in the Euro zone. They are
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based on the euro overnight index average (EONIA) which is a weighted average
of overnight interest rates quoted by a selected panel of major banks. The swaps
themselves are called EONIA swaps. They use the actual/360 day count convention
and the payment takes place one day after the end date. For instance, a IM EONIA
swap with 4% fixed rate traded at August 10, a Wednesday, uses a floating rate r
defined by

31 3 1 1 3
14—y =(1+->— Tt ——rags ) (14 ——rs ) (14 ==
* 360" ( + 360"“2) ( + 360"“5) ( + 360r58) ( + 360r59)

where ra1; is the overnight interest rate fixed at August 12, and so on. Observe
that because of non-business days, some of the rates are used for more than 1 day
(e.g. 3 days over a weekend). The cash flow resulting from the swap equals

NoL o ag)
3600 ¢

where N is the notional. The payment takes place one day after the end of the swap,
in this instance September 13. EONIA swaps with maturities less than 1Y have only
a single payment at the end of the swap. For longer maturities, the payments are
annual.

OISs in other currencies are very similar, such as the GBP OISs, which are based
on the sterling overnight index average (SONIA) and the USD OISs, which are based
on the federal funds rate. For example, the only difference between USD OISs and
EONIA swaps is that the payment takes place 2 instead of 1 day after the end of
the swap. As usual, there are exceptions to every rule. For instance, ZAR OISs use
a different compounding convention. Furthermore, for some currencies there exist
overnight index swaps that are forward starting and defined for periods between
monetary policy meeting dates.

SONIA, EONIA, TONAR (JPY) and TOIS (CHF) swaps are quoted out to 30Y
while USD OISs can be found out to 2. OIS quotes for other major currencies (e.g.
AUD, NZD, CAD, RUB, SEK) can be found out to a year while for some currencies
(e.g. NOK), they are not traded at all.

Combining the strategy of repeated overnight loans with an OIS results in the
floating swap leg remaining the loans and only the fixed leg remaining. It means that
as of today, the earnings obtained at the end date of the swap are known. Assuming a
maturity of less than a year, so that the OIS only has a single payment, an investment
of $1 accumulates to $(1 + r - d/360) at maturity, where d is the number of days
to maturity and r is the OIS rate. Thus, the OIS quotes represent the rates at which
risk-free investments can be made.

By bootstrapping OIS quotes and using appropriate interpolation and extrapola-
tion techniques, risk-free rates can be obtained to arbitrary maturities. The resulting
curve can be used for discounting future risk-free cash flows. Discount curves for
specific counterparties, or classes of counterparties, can be constructed by adding
spreads determined by the probability of default.
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13.23 Collateral

To avoid credit risk for OTC contracts, collateral can be posted between the
counterparties. A contract value that becomes negative for one of the counterparties
then has to be compensated by paying the corresponding amount to the other
counterparty. The terms of the collateralization are most often given by the Credit
Support Annex (CSA) which is a part of the ISDA master agreement. The latter is a
standardized contract created by International Swaps and Derivatives Association
(ISDA) regarding the trading terms between the counterparties of a derivatives deal.
Collateralized products are valued on a regular basis, often daily or when a certain
threshold has been reached, and collateral is transferred between the counterparties.
At the end of the deal, the collateral is paid back in return for the the contract cash
flows.

The practice of using collateral reduces the credit risk but does not eliminate it
completely. Indeed, there is still the possibility of a default between two collateral
posting dates, referred to as the gap risk. The gap risk can be non-negligible if the
contract value is correlated with the risk of the counterparty defaulting. Furthermore,
the situation can get even worse if the value of the collateral is correlated with these
quantities. Because of the initial margin, the gap risk is much smaller for exchange-
traded product.

In the case of a default, the non-defaulting counterparty typically needs to enter a
new contract. The associated risk is called replacement risk. Due to the time interval
between the default and the writing of the new contract, the market will have moved
meaning that the replacement cost can be positive as well as negative. Such a market
move can be expensive if the default is correlated with the market move. If the
default happens during volatile times, the replacement risk can be particularly costly.
For instance, there can be several market participants that all need replacement,
leading to a shift in market price. The bid-offer spreads also tend to be large in this
scenario.

The terms of the collateral posting can be unilateral as well as bilateral. In
the former case, only one of the counterparties is required to pay collateral. The
counterparty that does not pay collateral typically belong to a group of market
participants commonly referred to as SSA (sovereign, supernatural and agency). We
choose to only cover bilateral collateral agreements, for which both counterparties
are required to post collateral.

The collateral is usually represented by cash, but other assets are possible.
We initially consider single-currency products and assumed that the collateral is
in the same currency. The multi-currency extension is dealt with in Sect. 14.11. Fur-
thermore, we assume that the value of the assets used for collateral is uncorrelated
with the contract value.

The collateral receiver has to pay interest rate on the collateral. We assume that
the overnight interest rate is paid on the collateral as this is the most common
situation (when the collateral is cash). To explain the impact of collateralization
on derivatives pricing, consider the simple example when two counterparties agree
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to exchange a fixed cash flow for a floating at a future time 7. Assume that the
contract is valued to par at deal time but immediately thereafter changes due to a
market move. We then assume the market to remain at its level until maturity. The
day after the deal, collateral needs to be posted, on which the overnight interest
rate should be paid until 7. By entering an OIS swap, the daily overnight payments
can be seen to be equivalent with a single payment of the OIS rate at maturity.
The correct amount of collateral has been posted if this payment together with the
collateral amount equals the deal value at 7. This can only be true if the required
collateral was calculated by discounting the time 7' cash flow using the OIS rate.
We conclude that collateralized derivatives should be priced by discounting future
cash flows using the OIS curve. If a different interest rate is paid on the collateral,
such as a repo rate or LIBOR rate, then the corresponding curve should be used for
discounting.

The choice of discounting curve has a minor effect on products that values to par.
The difference in price is due to a mismatch between the dates where the cash flows
are positive respective negative. For products with a non-zero present value, on the
other hand, the impact can be substantial.

13.24 Credit and Liquidity Risk

We have previously discussed how credit exposure can be handled with CVA and
DVA. We now discuss another effect of credit risk that was largely ignored before
2007. Since then, it has been important to take into account credit exposure for
market participants that previously were considered as safe. It means that LIBOR
rates, which are lending rates between banks, show signs of this effect. This is
important as many market instruments are defined in terms of these rates and are
therefore affected. Thus, credit exposure needs to be taken into account even when
trading simple products such as swaps between two counterparties for which there
is negligible default risk.

When pricing cash flows like those from a corporate bond, the discounting can
be done by using the risk-free rate together with a spread obtained from credit
default models. For major corporations and governments, the input to the models
can be the rating from credit agencies such as Standard & Poor’s, Moody’s and
Fitch Ratings. For the computation of the credit spread between LIBOR rates, more
sophisticated models for credit defaults are necessary as the set of LIBOR-rated
banks can vary with time. To understand how this impacts LIBOR spreads, compare
a 6M LIBOR loan with two consecutive 3M LIBOR loans. Both strategies lead
to a loss if the counterparty LIBOR-rated bank should default. However, consider
the scenario when the LIBOR-rated bank, to which the 6M loan and the first 3M
loans are given, becomes downgraded within 3M and then defaults between 3M
and 6M. This would lead to a loss for the 6M loan but not for the 3M loans as the
second 3M loan was by assumption taken by a LIBOR-rated bank and can therefore
not coincide with the defaulting bank. We conclude that if credit models are used to
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explain the spread between LIBOR rates, they need to model not only the probability
of default but also the probability of a downgrade followed by a default. We do
not pursue this path but rather take a more direct approach for modeling LIBOR
spreads.

We have simplified the terminology by referring to the credit exposure as the
sole cause of the difference between an interest rate and a compounding of interest
rates with shorter tenors that together span the same time period. As pointed
out in Sect. 13.5, other causes are supply and demand, liquidity and premium
compensation for unknown future rates. These effects are not necessarily minor
compared to the credit exposure. For instance, research (Michaud and Upper (2008))
indicates that credit exposure only explains a relatively small part of the spread
between LIBORs and OISs during the credit crunch that started in the summer of
2007. Another possible contributor to rate spreads is that some interest rate quotes,
e.g. LIBOR, are only fixings and the banks that quote them are not committed
to trade at these levels. This opens up for strategic misrepresentations. To reduce
such effects in the BBA LIBOR rates, the upper and lower quartiles of the 8§,
12 or 16 banks (depending on the currency) are removed before computing the
average.

Rates with certain tenors can be particularly unattractive (or attractive). For
instance, the bank sector in a country might have a lot of 1M payments coming in
from retail while they prefer a different tenor, for example 3M, that better matches
their other cash flows. Such a supply and demand situation also contributes to the
spread between LIBOR rates. Furthermore, for each currency there is typically one
tenor that is particularly liquid, see the column for the floating swap frequency in
Table 13.2, which also affects the spread.

13.25 Interest Rate Surface Construction

The curve construction in Sect. 13.7 is obviously not consistent if credit and liquidity
risk is taken into account: the underlying instruments have different features and
cannot be combined in a single curve. Instead, a surface has to be constructed that
depends on, for example, the start date and the tenor of the interest rate.

We start by considering a cash-collateralized swap for which the floating leg pays
6M LIBOR. It follows from Sect. 13.2 that the swap rate can be written as

S (T — T Lirty Pz,
Y2 (Tis = T Pz,

Observe that L7, 7, (Ti+1 — T;) Pi1, ., # Pir; — Pi, as the LIBOR rates contain
6M credit exposure while the discount factors are risk free because of the use of
collateral. When taking the credit exposure into account it is therefore no longer
possible to further simplify the swap rate expression as was done in Sect. 13.2.



278 13 Interest Rates

We instead define the forward LIBOR rates L,r;7,,, from the condition that
L7174, Pr1; 1, 1s today’s value of a LIBOR payment taking place at Py, ;.

Assuming the discount curve has been backed out from OIS quotes, it is possible
to determine a curve for 6M forward rates from swap quotes using the above
formula. By including 6M FRAs and the 6M deposit rate, the curve can be made
granular for shorter maturities. In a similar manner, curves for forward rates with
any tenor (for which there are liquid market quotes) can be constructed.

When constructing the OIS curve, it is necessary to allow for jumps at mon-
etary policy meeting dates and to make the curve as flat as possible (while
still calibrated to liquid market data) between two such dates. For this purpose,
it is useful to calibrate the curve to the forward OISs (between consequtive
monetary policy meeting dates) that are traded for some currencies. This effect
is only important for the short end of the curve where the market can have
a view on the future rates policy. For this segment of the curve it is also
important to include the spikes that are caused by low liquidity at specific
dates. When it comes to the long end, for most currencies there is a lack of
liquidity. The OIS curve can then be extrapolated by defining the risk-free interest
rates as a constant spread subtracted from, for example, the 3M or 6M LIBOR
curve, or by extrapolating the OIS swap quotes by subtracting a spread from
LIBOR swap quotes. Alternatively, the risk-free rates can be determined from
an extrapolation of LIBOR curves, for instance, by using the 1M and 3M tenor
curves.

One possible approach to obtain an interest rate surface is by first constructing
a set of curves for fixed tenors as detailed above. The forward rate for an arbitrary
tenor can then be found by interpolation or extrapolation. The discount curve is
obtained from the special case when the tenor is equal to one day. Using the interest
rate surface, it is possible to price forward starting swaps, swaps with stub periods,
exotic interest rate products, etc.

With the above approach it is also possible to price, or calibrate to, basis swaps.
These are swaps for which both legs are floating, for example, 3M LIBOR against
6M LIBOR. The spread that needs to be added to one of the legs for the price to
be at par is called the basis spread. When the two legs are in different currencies,
the basis swap is a floating vs floating cross currency swap, described in detail in
Sect. 14.11.

13.26 Caps, Floors and Swaptions Revisited

We turn our attention to the pricing of simple volatility products in the presence
of credit and liquidity spreads. We restrict the discussion to caplets and swaptions.
For the purpose of pricing caplets, consider first FRAs, which can be viewed as
paying L7,7; — K at T}, where the notional and the day count fraction have been
omitted. Using the 7 forward measure, the present value of the contract equals
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Pyr E[L7,1, — K]. The FRA rate L7, 7, is by definition the value of K such that the
contract values to par:

Linyr = E[LTOTI]

Observe that because of the credit exposure, it is not possible to explicitly compute
the expectation as was done in Sect. 13.2.

Following the same path for caplets, the price can be written as E (L7, —K)+].
Observe that L, 7,7, is a martingale as it can be written as an expectation. Caplets can
therefore be priced in the usual way by assuming a driftless lognormal (or SABR,
etc.) process for the FRA rate L, 7,7, .

In practice, the payment of a FRA is slightly different from the above, namely

Ly — K
I+ (Tl - TO)LT()TI

at Ty. As the denominator contains a certain amount of credit exposure, it does not
exactly represent the risk-free discount factor to 7. For the purpose of caplet and
FRA pricing, however, it can be shown that this effect is negligible (assuming the
credit spread has a low volatility).

Just as in Sect. 13.3, it is possible to use the annuity as a numeraire for swaption
pricing and arrive at the expression

V(t) = AtE[(RTO - Rt=0)+]

The only difference when taking credit risk into account is that the swap rate has
a slightly different expression, see Sect. 13.25. Nevertheless, it is still possible to
assume driftless lognormal (or SABR, etc.) dynamics to derive an expression for the
price.

13.27 Interest Rate Surface Modeling

We here discuss the pricing of products that depend on the whole yield curve.
Assume that we have already chosen our favorite interest rate model for the risk-
free rate. The simplest extension to account for credit and liquidity effects is to
assume deterministic basis spreads added to the risk-free curve. Equivalently, the
LIBOR curve, with tenor such that the most liquid volatility instruments can be
found, can be used as a base curve from which the deterministic basis spreads are
defined. Such models are easy to implement but they misprice products that depend
on basis spread volatilities.

A more general approach is to evolve the risk-free rate and the LIBOR rates
separate, see Mercurio (2009). In this instance we recommend the Gaussian model
to avoid the complication of a state-dependent drift. The calibration is straight
forward but the basis spreads can be negative. An alternative approach is to directly
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model the basis spreads. Using an appropriate process, e.g. the lognormal, means
that the spreads remain positive. The drawback is that the calibration becomes more
complicated, see Mercurio (2010) for details.
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Chapter 14
Foreign Exchange

Up to this point, we have only considered cash flows that depend on a single
currency. We now cover the multi-currency extension. The fundamental building
stones in such a theory are the FX rates X,/ which represent the time ¢ value in
currency j of one unit of currency i . By construction, the FX rates satisfy the inverse
relation (X;/")™! = X and the cocycle relation X/ X/* = Xi*.

We single out one of the currencies and use it to define the numeraire and the
pricing measure. We call it the domestic currency while the others currencies are
referred to as foreign currencies. A measure defined from a numeraire quoted in the
domestic (foreign) currency is called a domestic (foreign) measure.

Derivatives depending on foreign exchange can be classified into two types. The
first type consists of products that only depend on the values of the FX rates, e.g. FX
forwards and FX options. The challenge of modeling this product type is to find
a suitable equation for the evaluation of the FX rates. The second product type
consists of multi-currency extensions of the products discussed in previous chapters.
These products depend on underlyings in the domestic and the foreign currencies in
such a way that it is not possible to decompose them into a sum of single currency
products. An example is given by a contract that pays a certain cash amount if two
underlyings (e.g. interest rates) quoted in different currencies simultaneously exceed
some predefined levels. The evolving equation for a foreign underlying is typically
assumed to have been defined and calibrated in the corresponding foreign measure.
For a consistent pricing with several currencies, it is then necessary to transfer these
equations to the (domestic) pricing measure. The methods developed in this chapter
can also be used to model combinations of the two product types, i.e. products that
depend explicitly on FX rates at the same time as they depend on underlyings in
several currencies.

Some countries have chosen to peg their currencies. It means that the value
of their currency closely (but not exactly) follows another, more major, currency.
Examples include the pegging of the Chinese renminbi to the US dollar, the Danish
krone to the euro and the historical practice of pegging currencies to gold or
silver. An additional example is given by the Chinese currency, which exists in two
versions: in the domestic market (CNY) and in the international market (CNH),

C. Ekstrand, Financial Derivatives Modeling, DOI 10.1007/978-3-642-22155-2_14, 281
© Springer-Verlag Berlin Heidelberg 2011



282 14 Foreign Exchange

with slightly different values. As the dynamics of exchange rates between pegged
currency pairs depend on political decisions, we choose not to cover this special
case.

We initially focus on forward contracts and static replication. We then turn our
attention to dynamic replication techniques and price FX options. Exotic derivatives
are analyzed with a focus on foreign underlyings and quantos. We end the chapter
by summarizing the conventions used in the FX markets and describing the impact
of credit and liquidity risk.

14.1 Static Replication

An FX forward is an agreement to exchange a certain amount K of the domestic
currency at maturity 7 in return for one unit of the foreign currency. With X the
domestic-foreign FX rate, the payment can be written as Vy = Xr — K in the
domestic currency. It follows that V; = Pf%rX ;= PthomK since if we have this
amount at 7, we can sell K domestic bonds and purchase one foreign bond to obtain
Vr at T'. The cash amount K such that the forward contract is worth zero is called
the forward F; and is equal to (P2°™)~! PXrX,. This relation between domestic and
foreign interest rates, the FX spot and the FX forward is called covered interest rate
parity.

An FX call option gives the holder the right to buy one unit of the foreign
currency for the domestic strike amount K at maturity 7. The payment can be
written as (X7 — K) 4 in the domestic currency. Using (X7 — K)+ = X7 K(1/K —
1/X7)+ we see that this is equivalent with a payment of K(1/K — 1/X7)+
in the foreign currency. As 1/X is the inverse FX rate, the same payment can
be obtained by holding K number of FX put options in the foreign currency.
Through a static replication argument, it follows that today’s value of K FX put
options Vllj x(1/X) in the foreign currency equals an FX call option Vlg(X ) in
the domestic currency. By converting to the domestic currency we conclude that
for FX options we not only have the standard put-call parity, but also the parity
relation

Ve (X) = KXV (1/X)
Using put-call parity, this relation can be rewritten as
VE(X) = KXV(1/X) = PRX — P"K

If allowed to exercise early, it is clear that holders of the above call and put
options would exercise simultaneously. The parity relation between puts and calls
described above therefore holds for American options as well. This is in contrast to
the standard put-call parity relation which does not hold for American options, see
Sect.2.5.
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For another example of an FX product for which static replication is important,
consider a digital FX option that pays one unit of the domestic currency if the foreign
currency is worth more than the domestic strike K at maturity. Viewed in terms
of the domestic currency, the payment can be written as Vy = 6(X7y — K). This
contract can be priced as in Sect. 14.2. Here we are instead interested in the twist
when the payment 6(X7 — K) is made in the foreign currency. This is an example
of a quanto product, i.e. the payment is made in a non-natural currency for the
product. Writing the payment in the domestic currency Vy = X70(Xr — K) =
KO(Xr — K) + (Xr — K)4+, we see that it can be statically replicated with K
non-quanto FX digitals and one FX call option. In a similar way, following the
discussion in Sect.2.3, we see that X7 (X7 — K)4 = 2 [0 (X7 — K')4dK' +
K (X7 — K)+ which shows how an FX call quanto can be statically replicated with
ordinary calls.

Please note that there is an alternative and simpler approach to price digital FX
quanto options. Indeed, the payment can be written as 6(X; — K) = 0((1/K) —
(1/X7)) in the foreign currency. Being a non-quanto digital FX option in the foreign
currency it can be priced with the methods in Sect. 14.2 and then converted to
the domestic currency by using today’s FX rate. Combining the above results, we
conclude that a digital FX option in one currency is equal to a sum of an FX digital
and an FX call option in the other currency. It follows that an FX call (or put)
option is equal to the difference of non-quanto digital FX options in the respective
currencies of the FX rate. Indeed, a digital FX put option in the foreign currency
with payment 6((1/K) — (1/X7)) = 68(Xr — K) is equivalent to the payment
X70(Xr — K) in the domestic currency. Adding —K domestic FX digital options
then gives the payment of an FX call option.

14.2 FX Options

An FX call (put) option is typically modeled in the domestic 7 -forward measure
with numeraire Pth"m. The fundamental theorem of asset pricing states that the time

t value of the option is given by
V, = PY"E[(X1r — K)4] = PP E[(Fr — K)4]

where we have used P9 = 1 = Pl As F, = PX'X,/P%™ is the quotient
of a domestic tradable (a product of a foreign tradable and the FX rate) and the
numeraire, it must be a martingale. We therefore see that FX options can be priced
with the methods used previously in the book. For instance, it is possible to use a
lognormal process

dF, = o, F,dW,

or any other driftless SDE to describe the evolution of the forward in the domestic
T -forward measure.
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For a consistent modeling of FX rates, the class of SDEs describing their
evolution must be closed under the inverse relation and the cocycle relation. We now
show that lognormal SDEs satisfy these constrains.

As X! is the inverse FX rate, P™ X!/ Pl = F! is the forward of the
domestic currency when priced in the foreign currency. It means that the forwards
also satisfy the inverse relation. To verify that lognormal SDEs are closed under the
inverse relation, we therefore need to prove that F,~! follows a lognormal process.
Using Ito’s lemma, we obtain

dF" = —o,F7'dW, + o} F'dt

We would now like to transform this SDE, formulated in the domestic 7' -forward
measure, to the foreign 7 -forward measure. As F,‘1 is a quotient of a foreign
tradable and the foreign zero-coupon bond maturing at 7', we actually know that
the drift must be zero, resulting in

dE_l — —O}E_ldl/vtfor

where W[ is a standard Brownian motion in the foreign T-forward measure.
However, for the reader to gain familiarity with the techniques of measure changes
in FX modeling, we perform the explicit computations.

By multiplying all tradables in the domestic currency with the FX rate X!, they
can be viewed as tradables in the foreign currency. This multiplication is irrelevant
for the modeling as we are only interested in the quotient with the numeraire which
itself is a domestic tradable and has therefore also been multiplied by the FX rate.
Thus, the FX multiplication cancels out in the quotient. After the multiplication,
the numeraire has changed from P3™ to P X!, The transformation to the
measure with numeraire Pf?r can then be done by using the Radon-Nikodym
derivative

for —1 pdom
PtT XO POT
—1 pdom for
Xt PtT POT

M, = = Ft/Fo

according to the Appendix. Using Girsanov’s theorem, it follows that
AW = dW, — (dW,,d In M,) = dW, — odt

from which we obtain the driftless SDE for F,~! in the foreign 7-forward
measure.

We have proven that if F; satisfies a lognormal SDE in the domestic 7-forward
measure, F,_l also satisfies a lognormal SDE, but in the foreign 7'-forward measure.
It means that the class of driftless lognormal SDEs is closed under the inverse
relation. To show that this class is closed under the cocycle relation as well, observe
that

F'* = P X" /P = P' XV XI* )P = (P XY /PT)(P/ X"/ P*) = FUF/
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which proves that the forwards fulfill the cocycle relation. Assuming lognormal
SDE:s for the forwards on the right-hand side:

dF) = oy Fdw’
dF/* = o F/ dw/*

we obtain from Ito’s lemma that

dF" = oy XWX, oj = 07 + 0F + 24,1030k
We have chosen not to include the explicit computations for the drift as it is
obviously zero in the natural measure of the forward. This can also be shown with
a calculation similar to the one for the inverse relation. We have thereby concluded
the proof that the class of lognormal SDEs is closed under both the inverse relation
and the cocycle relation.

Observe that the FX parity relation V< (X) = KX Vlf; x(1/X) is satisfied by the
Black—Scholes FX model, i.e. when the forward is assumed to be lognormal. With
similar arguments as in Sect. 3.6, we conclude that the implied volatility oimp (7, K)
is equal to oimp(7, 1/K). We thereby see how volatility surfaces of reciprocal
currency pairs are related.

14.3 Stochastic Volatility

For a consistent construction of a stochastic volatility model in FX, the inverse
relation and the cocycle relation have to be fulfilled. We here give a simple example
of a model that satisfies these constraints. The model we have in mind has the
form

dF/ = o;; F/dw
dO','j = GO'ide[

which means that all the volatilities have the same driver and volatility of volatility.
We furthermore assume that Z is uncorrelated to the W's which means that we do
not have any control over the skew.

The process is clearly closed under the inverse relation so we focus on the cocycle
relation. As F k follows a lognormal process with volatility

— 2 2
Oix = \/Uij + Ujk + 2pij,jk0'ij0'jk

it remains to show that o;; follows the correct process. Applying the differential
operator to both sides of the equation gives
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14.4 Exotics

When pricing exotic options, it is popular to use the domestic terminal measure
or the domestic risk-neutral measure. We choose to work in the latter and for
concreteness assume a lognormal SDE for the FX rate:

dX, = uXX,dt + o X, dw*

As BrX,/B%™ is a quotient of a domestic tradable and the numeraire, it must be
a martingale. It therefore follows that

B X,

dt
B{dom

BforX
°7 (d édom’) = (/4w = rm)
t drift

& /‘LtX — rtdom _ rtfor
Thus, the no-arbitrage condition determines as usual the drift of the SDE. Observe
that FX modeling is similar to equity modeling if we interpret the foreign interest
rate as a continuous dividend payment.

14.5 Modeling Foreign Underlyings

A call option on a foreign underlying S gives the holder the right to purchase the
underlying at maturity 7" for the domestic strike amount K. The payment at 7' can
be written as (St X7 — K)4+ = ((P¥9™)~'Sr X7 — K)4 in the domestic currency.
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As S, X, is a domestic tradable, we conclude that (Pd"m 1S, X, is a martingale in
the domestic forward measure. This expression equals (P5™)~! Pfrx, (Pfn)=1s,
which is the product of the FX forward and the forward of the foreign underlying.
Since the volatilities of these forwards can be derived from vanilla option quotes,
we obtain the volatility of (P3™)~'S, X, from which the option can be priced.

To model exotics, assume for simplicity that the foreign tradable S follows a
lognormal SDE in the domestic risk-neutral measure:

dS: = p Sdt + o S, d W}

The calibration of the volatility is a single currency affair as it can be done in a
measure of the foreign currency. To determine the drift, use the fact that S, X,/ BI™
is a martingale in the risk-neutral measure. With a lognormal process for the FX
rate, we obtain

S/ X S/ X
0= (d ! ’) = (uS + rdom —pfor 4 p 55X — pdom) 2L gy
drift

B dom B dom

fo X

& ud =r"—poo;

The SDE for the foreign underlying is then known from which exotic underlyings
can be priced, for example, by simulation.

Let us now focus on non-tradable foreign underlyings. Because of their impor-
tance, we consider interest rates. For illustration, we assume that the foreign interest
rates follow the SDE

for for
dffsr = oirdW,

where W is a Brownian motion in the foreign 7-forward measure. This process
was analyzed in detail in Chap. 13. Recall that the drift must vanish as we have
assumed that we are working in the natural measure of the rate.

By multiplying all the foreign tradables with the FX rate, we can view them
as valued in the domestic currency. The above SDE is then in the measure of the
numeraire X; Pf%r. The Radon-Nikodym derivative for the transformation to the
domestic risk-neutral measure is given by

B dom

Mt for for
X, PRor/ X, PLo

Disregarding the contribution from the drift gives
T
dinM; ~—-dmnPX —dIn X, ~ (/ otsds) AW —oXdwX
t

We then obtain

T
dVthor =dW, + (dVVIfor,dlth) =dW, + (/ Utsds) dt —,OICTthZ‘
t
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which gives the SDE in the domestic risk-neutral measure:

T
dfth(_)r = O'tTdI/Vt + (/ Utsds - PtUtX) Gtsdt
t

This equation is valid for rate-dependent volatility as well and it is relatively
straightforward to extend it to multiple drivers and to simple compounded rates as
in the LIBOR market model.

We end this section by considering a commodity futures contract quoted in a
foreign currency. Assuming a lognormal model, we have

dFyr = o Fird I’V,ffor

where W now denotes a Brownian motion in the foreign risk-neutral measure.
Viewed in the domestic currency, the numeraire is X, B/ which gives the Radon-
Nikodym derivative

dom
B[

Mf = XBfor/X
t Dy 0

for the transformation to the domestic risk-neutral measure. We then obtain the
following SDE for the futures values

dFr = oir Fird I’foor - PtUtTUfX Firdt

14.6 Quantos

A quanto contains a payment in a non-natural currency for the product. An example
is given by a product that pays the quote of a foreign stock in the domestic currency
instead of in the foreign currency. This allows an investor to take a view on the
level of the stock value without additional FX exposure. For example, it enables
a European speculator to follow trading advice of American media without being
exposed to fluctuations in EURUSD. We do not present an extensive list of possible
quanto products, but rather consider two examples after which we believe the reader
is able to model the most general quanto.

For the first example, let S be a domestic tradable and let the quanto have the
payment Sy in a foreign currency at time 7. Viewed in terms of the domestic
currency, the time 7 value of the quanto is V7 = St Xr. Using lognormal dynamics
of the underlying and the FX rate, the dynamics of S; X, are given by

d(S:X,) = (Zrtdom —rfr 4 po,So,X) S X, dt
1/2
+ ((Uts)z + (UtX)2 +2pUtSUtX) StdeI’Vf

from which the quanto can be priced.
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For the second example, consider a quanto caplet paying (Lf‘;fT, — K)4 at
maturity 7", where the strike K and the payment are in the domestic currency. This
product can be priced by using the evaluation of Lf"TrT, in the domestic T"’-forward
measure which can be obtained from the SDE for d ftf}’r that was derived in the

previous section.

14.7 Volatilities and Correlations

Just as for equities, the volatility of the forward can be backed out from quotes on
European call options. The forward volatility can then be converted to a volatility
for the underlying X by using the relation F, = (P3™)~! Plory,.

When pricing higher-dimensional derivatives it is sometimes necessary to
include the correlation p;; jx between FX rates X and X/*. Using lognormal
dynamics, we derived the relation
(Tizk = Gizj + sz‘k + Z,Oij,ij,'jUjk
in Sect. 14.2. As the volatilities can be calibrated to liquid market quotes, the
value of the correlation can be backed out. This value is referred to as the implied
correlation.

By doing some algebraic manipulations, we find that the correlations are
constrained by

2 2 2
\/1 ~ Pijjk \/1 = Pjkki \/1 = Phiij
= Pij.jkPjk ki \/1 - ,0,%,-,,7 + 0jkkiPriijy/ 1 — P,-zj,jk ~+ Pki.ij Pij.jk \/1 - P?k,ki

To find the implied correlations p;; x; for j # k, we use the identity F k= Fkipil
to conclude that o3;d W* is equal to okdekj + oj/del up to a drift term.
We arrive at

PijkiOkl = PijkjOkj + Pij j10]i

& 20 k10ij Okl = —20ij.jk0ij O jk + 20ij.j10ij 01
__ 2 2 2 2 2 2
= —0j; +0j; + 0, +0;; —0;; =0}
_ 2 2 2 2
=0 —0j T 0j — 0

In this case it can be shown that the correlations are constrained by the relation

Pij ki Pik i Pil jk + Pik.1j Pil ik Pij.jk + Pil.jkPij.jl Pikkl T PijkiPikkjPillj

— PikkjPilikPij.ji T+ Pij, jkPikkiPirlj =0
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14.8 Volatility Interpolation

The FX market is global and trading takes place 24 hours a day. However, when a
local center, e.g. Tokyo for trades in yen, is closed, the trading activity decreases
for that particular currency. The outcome is that the local volatility decreases by
a certain factor on such days. To be able to calibrate to a given implied volatility,
the local volatility therefore has to be increased on business days. This effect is
important as options on currency pairs are often found to be liquid with tight bid-
offer spreads. The impact is particularly visible for short-dated options.

The factor by which the volatility should be multiplied depends on whether the
local trading center is closed because of a weekend or a holiday. It also depends on
if any of the major trading centers London, New York and Tokyo are closed. Certain
days need to be weighted with a factor larger than 1, indicating a higher trading
activity than normal. An example is FX options involving SEK that had a period
extending over September 14, 2003, the day of the Swedish referendum on the euro.

14.9 Numeraire

When dealing with foreign exchange, there are N(N — 1)/2 currency pairs to
keep track of for N currencies. For N large, this number can get uncontrollable
in practice as we need to keep track of the spot, the volatility and other variables for
all currency pairs. An alternative is to use the currencies themselves as fundamental
objects rather than the currency pairs. For this approach to succeed, it is necessary
to find something that the currencies can be valued against, i.e. to find a suitable
numeraire.

The numeraire should be a tradable product for which everyone in the world
agrees upon the price, e.g. gold. A counterexample is given by natural gas or
electricity which are expensive to transport and therefore differ in price between
different regions of the world. The numeraire does not have to be a commodity
but could, for example, be a US treasury bond. The beautiful thing about using a
numeraire for currencies is that it cancels out when computing quotients to obtain
currency pairs. The choice of numeraire is therefore irrelevant and we can assume it
to have the most well-behaved properties.

Let X' denote the value of currency i in terms of the numeraire. As the currency
pairs are obtained from X = X'/X/, it is sufficient to keep track of the N
variables {X'} instead of the N(N — 1)/2 variables {X"},. ;. Furthermore, the
inverse relation and the cocycle relation are automatically satisfied as

X=X /x = (xT/x7) " = (xY)
XUxt=x/x).x//x*" =X/ x* = x*

It means that we no longer need to keep track of any constraints.
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The use of a numeraire can be helpful in constructing consistent FX models.
Indeed, if we succeed in finding models for the X's such that the process for X%
does not depend on X' or X/ separately, but only on the combination X'/ X/, the
model is closed under the inverse relation and the cocycle relation. Furthermore, the
volatilities and correlations for { X} can be chosen freely and are not subject to any
constraints as is the case for { X"/}, see Sect. 14.7.

In real life FX trading, the (money market account in) dollar can be considered
as a numeraire. The reason is that for most currencies, the most liquid currency
pair is the one with the dollar as the second currency. Quotes on currency pairs not
involving the dollar are obtained by using the dollar as an intermediary. The dollar
is then the domestic currency according to the convention used in the introduction
to this chapter.

From a modeling point of view it might not be the best idea to use the dollar as
a numeraire as this amounts to singling out one of the currencies. The advantages
of using a currency numeraire, however, are that it is not necessary to involve any
external asset class (such as commodities) and that there are now only N — 1 instead
of N variables to model.

14.10 Conventions

As the conventions used in foreign exchange markets can be confusing, we find it
worth to summarizing them. The rules which we give below are valid in most cases
and in particular for the major currencies. However, the reader should be aware of
the fact that there exist many exceptions.

An FX rate is written as CCY1CCY2 or CCY1/CCY?2, stating the price of one
unit CCY1 in terms of CCY2. CCY 1 is called the base currency and CCY2 the terms
currency or quoting currency. The quotation is usually such that CCY2 is worth the
least of the currencies, resulting in a rate larger than 1. The main exceptions are
EUR, GBP, AUD, NZD, FID, TOP, WST, PGK, BWP, SBD, USD, where the earliest
currency in the list is CCY 1. For example, a sterling-dollar quote (called the cable by
practitioners) can have the form GBPUSD = 1.56269. There are many exceptions to
this rule such as SEKPLN which currently is less than 1. These conventions apply in
the interbank market. In local markets, on the other hand, the retail and commercial
market participants prefer to see the domestic currency always as CCY1 or CCY?2.

Most of the liquidly traded FX rates have the dollar as one of the currencies.
When neither of the two currencies are the dollar, the FX is said to be a cross rate
and the quote is often determined indirectly via the dollar. An example is given by
JPYINR, for which the bid price can be found by dividing the bid price of USDINR
with the offer price of USDJPY. Because of the particular importance of the euro,
rates such as EURGBP are often not considered to be cross rates. Along the same
lines, GBPCHEF is often considered to be a euro cross rather than a dollar cross
because of the high liquidity of EURCHF and EURGBP.
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In FX markets, the date when cash changes hands is called the value date.
The standard is that the value date is equal to the spot date, but it can be both before
and after. Trades with value date before the spot date are most often done as cash
deals, where the settlement date coincides with the trade date. Trades settled after
the spot date are forward contracts.

The spot date is determined from the trade date in the following way: use a
settlement lag of 2 business days and compute two spot dates using the calendars of
the trading centers belonging to the constituting currencies. If one of the currencies
is the dollar, use the non-dollar date, otherwise use the later of the dates. If the
resulting date is a business day in both trading centers as well as a New York
business day, the spot date has been found. If not, the spot date is the next day
that is a business day in New York as well as in the trading centers belonging to the
constituting currencies. For instance, the GBPUSD spot date is the business day in
both New York and London that is as few London business days as possible (but not
less than 2) after the trade date. Exceptions to this rule include USDCAD, USDRUB,
USDTRY, EURRUB, EURTRY, CADRUB, CADTRY, TRYRUB, which have a
settlement lag of 1 business day, and certain Middle Eastern and Latin American
currencies. Furthermore, it is not necessary to require the spot date to be a New
York business day for currency pairs that are not dollar crosses, e.g. EURSEK.

When defining payment dates for option and forward contracts in FX markets,
the standard is to use the modified following holiday adjustment. The adjustment is
made so that the resulting payment date is a business day in New York as well as
in the trading centers of the constituting currencies. Furthermore, the end-of-month
rule is used. The expiry and delivery dates are determined as in Sect. 3.11 when the
tenor is expressed as a number of months or years. For tenors which are written as
a number of days or weeks, on the other hand, the expiry is obtained by adding the
tenor to today’s date. If the date obtained this way is a holiday, the following day
adjustment is used conditioned on that the expiry should be a business day in both
currencies. Observe that in this instance we do not require the expiry to be a US busi-
ness day for cross rates. The delivery date is the spot date calculated from the expiry.

The remainder of the section surveys the various option conventions used in FX
markets. For this purpose, we recall the Black—Scholes formula and the delta for a
call option:

_In(PEX/(PEmK) 1

T—t
oNT —t 2

V,= P2 X,N(dy) — PX"KN(d-), dx
AS = P['N (d+)

Because of the 1-1 correspondence between the strike and the delta, it is possible to
use the latter to define the moneyness of an option. Indeed, it is standard to quote
implied volatilities in terms of deltas for FX markets, as opposed to equities, interest
rates and commodities markets for which strikes are used. FX options are quoted as
the ATM implied volatility and the 25% risk reversal and strangle. For options on
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liquid currency pairs, the 10% risk reversal and strangle are also given. They give
the traders access to the tail behavior of the probability distribution.
The 25% risk reversal is related to implied volatilities via the relation

o (A€ =25%) — o (A" = —25%) = RRysq,
The 25% strangle, on the other hand, is related to option prices through
VE(AC =25%) + VP (AP = —25%)
= BS® (A® = 25%, oatm + STRa5%) + BSF (A? = —25%, oarm + STRasq,)

where the Black—Scholes formula has been used on the right-hand side for the
computation of the option price. A is related to the strike through the Black—Scholes
formula using a volatility of oarm + STRy5¢,. This is fundamentally different from
A that is related to the strike via the market volatility. For instance, the strike
corresponding to A® = 25% is determined through the Black—Scholes formula
using the volatility o (A€ = 25%). The same relations apply to the 10% risk
reversal and strangle.

Because two different types of deltas are used, the volatility smile needs to
be backed out numerically from the above relations. Fortunately, it can be shown
(Reiswich and Wystup (2009)) that for small values of the risk reversal, the
following approximation works well:

(0 (A€ =25%) + 0 (A" = —25%)) = oarm + STRasq,

N =

from which it is possible to back out the implied volatilities according to
1
o (AC =25%) = oxrm + ERRZS% + STR25%

1
o (A" =25%) = oxtm — ERRZS% + STR2s59

The strangle usually only varies slowly with time while the risk reversal is
stochastic and has a relatively high correlation with the spot. The 10% risk reversal
and strangle are in general tightly linked to their 25% counterparts.

The deltas appearing above are not necessarily equal to the spot delta Z—;, but
several different versions are used depending on the currency pair and on the tenor
of the option. For instance, it is common to consider the forward delta, defined as
the number of forward contracts necessary to hedge an option position:

AC dv

= = (PP A = N(d
f d(X[P[f?r— KPtd;w)m ( tT) ( +)
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Black—Scholes formula gives the option price in the domestic currency. It is also
common to state the price in the foreign currency. It is then equal to V/S. The
currency with respect to which the price is measured is called the premium currency.

Recall that the spot delta states the amount of the foreign currency that needs to
be purchased to hedge the option position. If the option price is paid in the foreign
currency, we already have the amount V/ X in that currency. The remaining amount
Aaj = A — V/X that needs to be hedged is called the premium adjusted delta.
We also see that the number of forwards contracts necessary for the hedge should
be reduced by (Por) ™ V/ X, resulting in Ar,aqj = (P21) ™' (A — V/X).

The premium currency coincides most often with the base currency. The main
exception is USD which is always the premium currency. It means, for example,
that adjusted deltas are used for EURGBP but not for EURUSD.

The forward delta is useful when taking the interest rate risk into account in the
hedge. It is therefore used for long maturities or for large interest rate differentials
between the currencies. As a general rule, the spot delta is only used when both
currencies belong to USD, EUR, JPY, GBP, AUD, NZD, CAD, CHF, NOK, SEK,
DKK and the maturity is less than or equal to 1Y. The forward delta is used
otherwise.

The delta convention is not only used in the definition of the risk reversal and
the strangle, but also for the ATM point. Indeed, the ATM definition A® = —AP is
often used for short-dated FX options on liquidly traded currency pairs. The ATM
definition K = F is used otherwise.

14.11 FX Swaps and Cross Currency Swaps

As financial institutions find it easier and cheaper to borrow in the domestic market
than in foreign markets, they often follow a 2-step procedure to raise foreign cash.
A loan is first taken in the domestic currency after which it is converted to a synthetic
loan in a foreign currency by using an FX swap. An FX swap consists of a spot
exchange of currencies followed by a forward exchange in the opposite direction.
The spot and the forward amount are equal for one of the currencies. The spot
amount for the other currency is obtained from the spot FX rate while the forward
amount is such that the swap prices at par, which means that the amount can be
computed from the forward FX rate.

FX swaps, or equivalently, FX forwards, are usually liquidly traded out to 1Y.
The natural extension to longer maturities is cross currency swaps. Because of
their long maturities, the interest rate effect is more important than the FX effect
for these products. Cross currency swaps are for this reason often handled by
the IR desk and not by the FX desk. The most popular type of cross currency
swaps exchanges 3M USD LIBOR for 3M LIBOR in another currency. A spread
is added to the non-USD leg so that the swap is valued to par. At the start of the
swap the notionals of the legs are related through the FX rate and are exchanged.
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At each coupon payment date the notional of the leg paying LIBOR flat is reset
according to the prevailing FX rate. For instance, assume that counterparty A
enters a cross currency swap with counterparty B where JPY 3M LIBOR - 20 bp
is exchanged for USD 3M LIBOR and 1 basis point (bp) is defined as 0.01%.
Counterparty B then has to pay counterparty A the JPY notional N'PY at spot in
return for the dollar amount NSP = N'PY /FX,, where FX is the USDJPY spot
FX rate. After 3M time counterparty A pays (JPY 3M LIBOR - 20bp)§’*¥ N'PY and
receives (USD 3M LIBOR)§YSP NSP. Furthermore, A receives NP — NOSP =
NYSP — N'PY /FX 3y (or has to make a payment if the amount is negative). The same
procedure repeats itself after 6M, 9M, etc.

The financial literature is almost exclusively concerned with a different type of
cross currency swap for which the notionals are only exchanged at initialization
and at the final payment date. As all our arguments apply to these products as well
and because they are not as commonly traded as the cross currency swaps that we
described above, we omit any further discussion of this type of cross currency swaps.

14.12 Credit and Liquidity Risk

We describe how certain FX relations break down in the presence of credit risk,
supply and demand, liquidity, etc. The discussions can be viewed as a continuation
of the end of Chap. 13, in which the corresponding pure interest rate effect was
considered. We start by considering collateralized FX forwards and revisit covered
interest rate parity. With the new assumptions, the replication of forwards does not
succeed as there are credit and liquidity premia embedded into the loans.

Attempts at improving the replication are unsuccessful as well. For instance,
instead of taking loans covering the full tenor of the forward contract, it is possible
to reinvest using overnight loans. The proceeds can be locked in using OIS. There
are several reasons why this replication strategy is not exact. First of all, there is
still a credit risk on the loans, even though it has been reduced to overnight risk.
Secondly, there is a risk of default for the OIS counterparties. There is also a risk of
default for the counterparty of the FX forward, with an associated replacement risk
of the FX position. This risk is particularly big as the whole notional is involved (and
not just coupon payments as for single currency swaps). Finally, the overnight rates
used in the OISs are based on fixings from banks without commitment to trading.
The consequence is that the proceeds of the overnight reinvestment strategies do not
exactly cancel out the floating legs of the OISs.

Despite the fact that a strategy of using OISs does not exactly succeed in
replicating FX forwards, it can be relatively close. It means that it makes sense to let
the FX forward curve inherit features of the OIS curves such as jumps at monetary
policy meeting dates and the possible existence of (positive and negative) spikes.

During the credit crisis that started 2007, the breakdown of covered interest
rate parity became particularly obvious due to dollar shortage. European banks had
problems obtaining unsecured dollar loans while US banks were reluctant to lend
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dollars. To raise dollars, the European banks took loans in European currencies and
used FX swaps or cross currency swaps to convert them into dollars. This created a
one-sided pressure on the FX forward (and cross currency swap) markets which led
to a theoretical arbitrage that could not be picked up for the reasons described above.

The effects discussed here have an interesting impact on the pricing of cross
currency swaps. To understand this thoroughly, we need a more detailed understand-
ing of the contract specifications. Cross currency swaps (and not too short-dated
FX forwards) are most often traded collateralized with a choice of collateral from
several currencies. The receiver of the collateral has to pay the overnight interest rate
for the currency that was posted as collateral. Because of the reasons mentioned
above, the posting of collateral in one currency cannot replicate the posting of
collateral in a different currency. Thus, the price of a cross currency swap depends
on the choice of collateral currency. The consequence is that the price of a cross
currency swap should be computed using the cheapest choice of collateral currency.
It means that the discounting in a cross currency swap should be done using the
OIS curve corresponding to the cheapest collateral currency and not to the native
currencies. Observe that this argument is not restricted to cross currency swaps as
CSA agreements that allow for collateral from a choice of currencies can be found
for various product types, such as single currency swaps.

Consider a cross currency swap between CCY1 and CCY2, and assume that
CCY?2 is the cheapest collateral. CCY?2 cash flows should obviously be discounted
with the CCY2 OIS curve. CCY1 cash flows, on the other hand, need to be
discounted taking into account that CCY2 is the collateral. The result is a CCY1
discount curve that prices cross currency swaps to par and is different from the
CCY1 OIS curve. The consequence is that we for each currency end up with several
discount curves, depending on the allowed collateral.

The currency that is cheapest to post as collateral today might not coincide
with the cheapest collateral in the future. By using forward curves, it is possible
to account for deterministic changes in the cheapest collateral. The complexity in
the pricing can be increased one more step by taking into account stochastic changes
in the choice of the cheapest currency. The result is the inclusion of a type of option
premium in the cross currency swap price.

There is currently a controversy as to whether the pricing actually should include
the possibility to replace collateral during the lifetime of a cross currency swap as
there have been disputes in the situation when one of the counterparties has asked
for such a replacement. The pricing of CSA regulated contracts gets even more
complicated as it is common to not only allow currencies as collateral but also other
assets, e.g. government bonds.
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Appendix A
Mathematical Preliminaries

A.1 Measure Theory, Random Variables and Integration

A o-algebra F over a set 2 is a non-empty collection of subsets that contains the
empty set & and is closed under the operations of taking complements and countable
unions. An example is the Borel o-algebra defined as the smallest o-algebra
containing the open sets in a topological space. A measure v is a function ¥ — R
that satisfies V(&) = 0 and is o-additive: V(U2 A;) = > 1o v(4;) for {A4; € F}
pairwise disjoint as subsets of 2. A measure P satisfying P(2) = 1 is called a
probability measure.

X : Q — Q'is said to be measurable (with respect to the o-algebras F and F') if
X~1(A") € F forevery A’ € F'. If the measure on F is a probability measure then
a measurable function is referred to as a random variable. We are only concerned
with the case when Q' = R” and F’ is the corresponding Borel o-algebra. Unless
stated otherwise, we assume that n = 1 as the generalization to arbitrary n is
often straightforward. An example of measurable functions is given by the simple
functions that by definition can be written as 27: 1¢ily, wheree; € R, A; € F
and 14 is the indicator function with the property that 1 4(w) is equalto 1 if w € A
and O otherwise.

The integral of a positive simple function is givenby » ', ¢; P(4;). The integral
[Q XdP of a positive random variable is defined in the Lebesgue sense as the
supremum of integrals over simple functions smaller than X. If [, [X[|dP < oo
then X is said to be P-integrable. The integral is then defined as the difference
between the integrals over the positive part and the negative part.

For a random variable X, the probability density function (PDF) p = px : R —
R, is defined by p(x)dx = P(X~'([x,x + dx])), see Fig. A.1. The expectation
E[X] of X is by definition the integral [, XdP which by a change of integration
variable can be expressed with the PDF as fR xp(x)dx. We are often not interested
in the set 2 of events but only in the probabilities for a random variable to attain
its various values. This is exactly the information contained by the PDF or the
cumulative density function (CDF) F(x) = [ p(x')dx’.

C. Ekstrand, Financial Derivatives Modeling, DOI 10.1007/978-3-642-22155-2, 297
© Springer-Verlag Berlin Heidelberg 2011
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Fig. A.1 Relation between a
random variable and its PDF

Y

A.2 The Gaussian Distribution

A normally distributed N'(i,0?) variable X is a random variable with p(x) =
exp((x — )?/20%)/~/2mo. A standard normal random variable has ;1 = 0 and
o = 1. The normal distribution is also referred to as the Gaussian distribution.
In higher dimensions, it is defined by

= u))

I
) = JCryde(®) eXp(

where u € R” and X € R is symmetric and positive semi-definite. The character-
istic function

. 1
E [e’kTX] = exp (ikT/L — EkTEk) , keR'

can be computed by diagonalizing X. The moments can then be calculated
through

E [Xj] - ijdd;j E [eikTX]

k=0
and we see in particular that the Gaussian distribution is completely determined by
its expectation E[X] = u and covariance Covar(X) = X.

X = {X;} being a Gaussian is equivalent with AT X being a 1-dimensional
Gaussian for an arbitrary vector A. Indeed, if X is a Gaussian then

. 1
E [e’k“] = exp (ikkT,u - EkATE/\k) . keR

which shows that A7X is a Gaussian with mean ATy and variance ATZA.
Conversely, if AT X is a Gaussian then
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. 1
E [e’“TX] = exp (ikm — Ekzs) , keR

where

m=EMNX]=ATu
s = Var(ATX) = ATz

Inserting this in the above equation with & = 1 shows that X is Gaussian.
The covariance is a diagonal matrix if {X;} is a Gaussian with independent
components. The converse is also true as

E [efer] — ik u—1KT sk l—[elk/uj Isjkd _ l—[E ik; X,

and the characteristic function can be written in product form if and only if the
random variable has independent components.

A.3 Copulas

A function C : [0, 1]" — [0, 1] satisfying:

e Cu)=0ifIk;u, =0
e Cu)=ujifur =1,Vk # j
e C is n-increasing

is called a copula. The n-increasing property means that the weighted sum of the
copula evaluated on the vertices of an arbitrary n-dimensional rectangle must be
positive, where the weight is equal to 1 if there is an even number of lower points in
the rectangle and —1 if there is an odd number. For example, in two dimensions the
condition reads:

o C(up,v2) = C(uy,v2) — C(up,vi) + C(u1,vi) = 0, Vuy > uy, v > vy

Sklar’s theorem. Let Fy(x1,x2,...,%x,)=P(X| < x1, X2 < X2,..., X, < Xp)
be the cumulative density function for a random variable X = {X;}/_, and
Fx, (x;) = P(X; < x;) the marginal functions. Then there exists a copula C such
that

Fy(xi,xz...,x0) = C(Fx,(x1), Fx,(x2), ..., Fx, (x2))

The copula is unique if the marginal functions are continuous. Conversely, for C a
copula and { Fx, }; cumulative density functions, Fx (x1,x; ..., Xx,) defined as above
is a multivariate cumulative density functions with marginal distributions { Fx, };.



300 A Mathematical Preliminaries

The theorem can be proven by defining the copula as

Clur,ua, ..., uy) = Fx (Fy,'(x1), Fx,'(x2). ..., Fx ' (x2))

The statement then follows by identifying the three defining conditions for a copula
with corresponding necessary conditions for a multivariate cumulative density
function. a

Copulas are commonly used for the problem of constructing a higher-
dimensional random variable from a set of marginal distributions. Perhaps the
most popular copula for this purpose is the Gaussian copula. This is the copula that
relates a Gaussian random variable to its marginal distributions. For example, in
two dimensions we use the marginal distributions

Fy,(x;) = N(x;) := 24

&L

and the joint distribution
P(Xl < Xl,Xz < )Cz)

—2pz122+23) /2(1 = p?)) dzidz,

exp
27t V1— / /
to obtain the form

C(ul, I/lz)

1(”1) 1(142)
Zn,/l— / / exp (-~ _2/01112"‘1%)/2(1 —Pz))dzldzz

of the copula.
Many of the popular copulas belong to the class of Archimedean copulas
defined by

Clur,uz, ... uy) = I (Z ¢>(u,»)>
i=1

where ¢ : [0, 1] — [0, o] is a continuous strictly decreasing convex function with
¢ (1) = 0. p[71(z) is the “pseudo-inverse” defined as ¢~ (z) for z € [0, ¢(0)] and 0
for z > ¢(0). An example is the Clayton copula defined by

dwy=u—1, 6>0

An important property of the Clayton copula and the Gaussian copula is that
they can interpolate between the instances of complete independence and complete
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dependence of the components. For example, in the 2-dimensional case, 6 = 0 and
p =0 gives independence: Fx (x;, x2) = Fyx, (x1)Fx,(x2), while§ — ococand p =1
gives complete dependency Fy (xi, x2) = min(Fy, (x;), Fx,(x2)).

A.4 Processes

A set of o-algebras {F; };¢; is called a filtration of F if every set in F; also belongs
to F; and F, for j > i, where I is the positive integers or the positive real numbers.
{X;} is called a (adapted) process if for every i, X; is a random variable that is
Fi-measurable (for a fixed image o-algebra F'). We assume that the subsets of
null sets (sets with measure zero) in F are included in F; (and therefore in JF;
for all /). When I = Ry we assume that the filtration is right continuous, F; =
N;>;F; for all i. Furthermore, for I = R4 we say that a process is continuous
if the paths X(w) : R+ 5 i — X;(w) € R are continuous almost surely (a.s.),
i.e. for all @ in the complement of a null set. A process is sometimes referred to
as a stochastic process to emphasize the dependence on the set of outcomes €2.
A process that only depends on the index i and not on w € 2 is said to be non-
stochastic.

Ex: Let Q = {hh, ht, th, tt} be the set of outcomes after tossing a coin twice and
{Fi}i=o0.1. the filtration such that F; is the o-algebra of information available after
the i:th toss, e.g. F1 = {@, {hh, ht}, {th, tt}, {hh, ht, th, tt}}. If we make a bet on
which we win $1 on heads and lose $1 on tails, the process { X; };=0.1.» describes our
earnings: Xo(hh) = $0, Xo(ht) = $0, Xo(th) = $0, Xo(tt) = $0; X;(hh) = $1,
X (ht) = $1, X (th) = —$1, X (tt) = —$1 and X,(hh) = $2, X,(ht) = $0,
X, (th) = $0, X, (tt) = —$2.

A.5 Brownian Motion

A standard Brownian motion is a process W;, ¢ > 0 satisfying

e Foreachs >0,t >0, Wiy — Wy ~ N(0,1)

o {W, g W,, } are independent for given 0 <ty < --- <1,
e Wy=0

e W, is continuous in ¢

There are several possible techniques of constructing new Brownian motions
from a given one. For example, it is straightforward to show that the following pro-
cesses satisfy the above conditions and are therefore standard Brownian motions:

° CVI/[/CZ
o tWiift >0, Wy =0
o {W, — Wi—}o<i<s for any fixed s > 0
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The maximum of a standard Brownian motion has the distribution

2 ]
P(maxostsTI/Vt > m) = ST / e—xz/Zde
V LT m

This follows from

P(max W,>m)

0<t<T

:P(max VI/,>mAWT>m)+P(maxW>mAWT<m)

0<t<T 0<t<T
:2P(maxW>mAWT>m):2P(WT>m) O
0<t<T

In the second step of the proof, we used the fact that if a Brownian motion hits
the level m at ¢ < T, there is an equal probability of it ending up above m at T as
of it ending up below m at T'. Indeed, for every Brownian path ending up above m,
there is a mirror path that ends up below m. The mirror path is obtained by reflecting
the Brownian path in the point m after the time v when this point is first hit:

-~ W, t<rt
W, =
2m—W;, t>r1

The method of reflecting Brownian paths is called the reflection principle.

Letting T — o0 in the above result reveals that a Brownian motion hits every
fixed point m with probability 1. This brings us to the question of what happens if
we allow the point to move.

The probability of a standard Brownian motion to hit a point that moves linearly in
time is given by

P(as b) = P(Ell € [0,00)“/Vt >a+ b[) — e—2a+b+

By definition, a4+ = max(a, 0) and similar for b4. As the statement is obviously
true fora < Oorb < 0,weleta,b > 0. Let g(x) be the probability that the process
W, — bt hits the point a if it is currently located at x < a. With p(¢/, x’, ¢, x)dx’ the
probability of the process to end up in [x’, x” + dx'] at ¢’ conditional on that it was
in x at ¢, we obtain

g(x) = [ ple.x'.0.0)q(x)dx' + €

—00

The term £ contains information regarding paths that crosses the level a before
time €. Obviously, £ tends quickly to zero when ¢ — 0. Using the backward
Kolmogorov equation (see the main text, Sect. 3.7), we obtain
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1
—bg. + qux =0

Assuming for a moment that the boundary condition ¢(—oc0) = 0 holds, we obtain
together with g(a) = 1 the solution

q(x) — eZb(x—a)
The statement follows by setting x = 0.

It remains to show that g(—oo) = 0, or equivalently that the probability for a
standard Brownian motion to exceed a + bt tends to zero fora — oo and b > 0.
But this follows from the above expression for the maximum of a standard Brownian
motion. Indeed, for small ¢ the probability goes to zero because of the large a while
for large ¢ the probability goes to zero because of the linear increase in the level
coming from b. O

The process o W; + ut is referred to as a Brownian motion with drift p and
volatility o. The following statement is useful in the analysis of Brownian motions:

The joint distribution of a Brownian motion and its maximum is given by
P(oWr + uT € [x,x + dx) /\OrnaxT(oW, + ut) € [m,m + dm))
<i<

_22m—x)
V2mooT3

x<m,0<m

exp (—(x — uT)?/20*T — 2m(m — x)/crzT) dxdm,

Using
P@Et €[0,T)|W; >a+ bt AWrp € [x,x + dx))
=P@Et [0, 1)|tWi)s >a+bt ATWyr € [x,x 4+ dx))
=P@Et [0, D)W >a/t+bAWyrelx,x+dx)/T)
=P@Ete[l/T,00)|W,>at +bAWyrelx,x +dx)/T)
=PWyrelx,x+dx]/T)Pa/T +b—x/T,a)
we obtain

P@Et €0, T)|oW; + ut >mAoWr + uT € [x,x + dx))
=P@Etel0,T)|W;, >m/oc—ut/oc AWr € [x,x +dx)/o — uT/o)
=PWyrelx,x+dx)/oT —pj/o)P(m/oT — /o —x/oT + pu/o,m/o)
dx

= oot exp (—(x — uT)?/20°T —2m4(m — x) 4 /0°T)

The statement follows by taking the m-derivative. |
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The first hitting time t,, = min {t|cW; 4+ ut > m} of the level m > 0 for a Brownian
motion with drift has the distribution

m 2 2
P (ty € [t,1 +dt)) = —————e 1 /2% g4
V2mwo?e3
Proof:

P(t, <t) = P(max (c Wy + ut’ > m))
0<t/<t

= / P(oW, + ut € [x,x +dx) A max (oW + ut' > m))
<t/ <t

—00
o0
+/ P(oW, + ut € [x,x + dx))

- \/;— / " ot 202 2mm—) [0
2702T J-oo

e—(x—ut)z/Zazt dx

1 o0
S
2702T Jm

— ompje? —m—,ut) (—m—i—ut)
=e N|l——— ||+ N[ —— O
( ot oAt

A.6 Total Variation and Bounded Variation

Let 7 be a partition of [0,¢], ie. w = {f}/_ with0 =# <, <.+ <1, = 1.
For f : R — R, consider

n—1

V;ﬂ(t) = Z | ftiv1) — f(@)]”

i=0

The p-variation of f is defined as the function V}D (1) = limyz -0 V]fﬂ (t), where
the norm is max; {|¢;+1 — ;| }. Important special cases are the total variation (p = 1)
and the quadratic variation (p = 2). The total variation of a process is defined point-
wise on €2, V)% (t,w) = V)?(w) (t). A process is said to be of bounded variation if the

total variation Vy = V} is finite a.s on every compact time interval.

A.7 Martingales

For an integrable random variable X, the conditional expectation E[X,] =
E[X/|F], s < t is by definition the a.s. unique Fs-measurable variable Y; that
satisfies
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E [Ys]]-A] =E [Xl‘]]-A] 5 VA e ‘Fs‘

The conditional expression fulfills the double expectation theorem:
Ei[Ey [X:]] = Es[X:], s<s' <t

An integrable process X; with E [X,] = X, Vs, is called a martingale. For
a stopping time 7', i.e. a function T:Q — [0, 00] with T7!([0,¢)) € F; V¢, the
process X defined by X = Xmin@, 1) 18 called the process X stopped at time T'.
Thus, based on the information available at ¢ the stopping time determines whether
X should continue to be stochastic after ¢ or if it should be constant. If X is a
martingale, then so is X 7.

A process is said to be a local martingale if there exists a set {7} }72, of stopping
times satisfying 7; < T;4; a.s. for all i and 7; — o0 a.s. when i — oo such
that 17,0y X ,Ti is a martingale for all i. The factor 17,.¢ has been introduced so
that processes with X, non-integrable can be included in the definition. We have
chosen to only prove the statements in this Appendix as applied to martingales. The
proofs for the general case of local martingales are often straightforward but will be
omitted in order to not obscure the basic ideas of the proofs.

A continuous local martingale of bounded variation is constant a.s.
Assume first that |V (¢)| < m a.s. for all z. For a given partition 7 we have

1
(X§+1 - Xt?):|

n—1
=E |:Z (Xti+1 - Xti)2:| <E |:max in‘iJrl - Xl‘i| V(f):|

i=0

n

E[(X - Xo)?| = E[x2=X}] = E [

I
S)

i

As the integrand max; ‘X,I. 41— X | V(t) is uniformly bounded and converges to
zero as ||| — O a.s, the dominated convergence theorem for integrals proves that
E[(X; — X0)?] = 0. The integrand is positive so we must have X; = X, a.s.

For the general case, note that the above part of the proof holds for X ,T’" with
stopping time 7,, = inf{t > 0|V(t) > m}. Thus, X,T”’ = X a.s. The finiteness of
V(t) implies that 7,, — oo a.s. when m — oo from which it follows that
X; = Xp as. O

A process that can be decomposed into a sum of a local martingale and
a bounded-variation process is called a semimartingale. The two parts in the
decomposition are referred to as the local martingale part and the compensator
part. By adding a constant to one of the parts and subtracting it from the other,
we can always assume that the compensator is zero at ¢ = 0. The process is said to
be a continuous semimartingale if both parts in the semimartingale decomposition
are continuous. It then follows from the above statement that the decomposition is
unique.
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Let X be a continuous local martingale. Then, for all t, V)%ﬂ(t) converges in
probability to (X),, where the quadratic variation (X) is the unique continuous
bounded-variation process starting at 0 such that X*> — (X) is a local martingale

First of all, a set of random variables {Y;} is said to converge to Y in probability
if lim; 00 P(|Y;i — Y| > €) = 0. For a given partition 7 of [s, ] we have

E, [xf Y- w} _x
_ZE [ liv1 [%_(XIFH_Xti)ziI:O

Taking the limit |7 || — O proves the statement formally. It remains to prove that the
integral and the limit can be interchanged and that the limit exists. This part of the
proof adds nothing to the understanding of martingales necessary for this book and
is therefore omitted. As V)%,ﬂ () is an increasing function of ¢, the quadratic variation
must be of bounded variation. The uniqueness follows from the uniqueness of the
semimartingale decomposition. O

Motivated by the polarization identity
(Xit1— Xi) Yig1 — Yi)

(((Xz+l + Yig) = (Xi + Y))* = (Xi1 — Yig) — (X _Yi))z)

-I>I>—‘

where X; = X(t;) and Y; = Y(¢;), we define the covariation for two continuous
local martingales as

(X.¥) = (X +¥) = (X 7))

It is then straightforward to generalize the above statement:

For X, Y continuous local martingales, XY — (X,Y) is a martingale

An immediate consequence is that the product of two continuous martingales
is a semimartingale. From next statement it follows that a continuous process with
bounded variation does not contribute to the covariation:

(u, XY = 0 if u is a continuous process with bounded variation and X is a
continuous semimartingale
Consider
n—1 n—1

Z Moty — Mo (Xl‘i+1 - X,,.) = miax iXtiJrl - Xl‘i | Z |:U“ti+1 — My
i=0 i=0
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The second factor on the right-hand side converges to the total variation of ;© when
7|l — 0. As X is continuous, the first factor converges uniformly to 0 on the
interval [0, 7]. The statement therefore follows in the limit ||z || — 0. |

A Brownian motion is obviously a continuous martingale and must therefore
have unbounded variation. The quadratic variation is given by:
(W), =t for W a standard Brownian motion

As

W2 = (W), + martingale

is the unique semimartingale decomposition of W2, the statement holds if we can
prove that W,> — ¢ is a martingale. This follows from

-1
E [W? - W?] = E; |:nz (Wt12+1 N W'fzz)]

i=0

n—1 n—1
= E; |:Z (Wi — Wt,~)2] = Z (tiq1—t;)=1t—s 0
i=0 i=0

A.8 Integrals with Martingales

A process p of bounded variation induces a (signed) measure v on the time-axis R
by letting it be pathwise defined on Q: v, ([a, b]) = e (b) — pe(a). The integral
fot Hdp = fot Hdv of continuous processes H over bounded-variation processes
can be defined in the Lebesgue sense. In particular, it is possible to define the integral
over (X) if X is a continuous martingale.

For X a continuous martingale and H a continuous process the integral fot HdX
is defined by

n—1
E:}%i(xﬁ+1_;“J
i=0

in the limit ||7r|| — 0. The integral is obviously a continuous martingale itself. The
expectation of the square of the above expression is equal to

E Z Hy, H’j (Xti+1 - Xfi) (ij+1 - th)

i

-y [Z H2E, (X, - X,,.)ﬂ
E [Z HZE, [ X2, - X,ﬂ
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=E [Z HZE, [(X),,, - <X>U]}
i

=E |:Z Hl‘% ((X)ti+l - (X)tl):|

In the limit ||z || — 0 we obtain

£ [( [ de)z] — e[ [ maw]

Note that the integral on the right-hand side is finite a.s. as H is continuous on the
bounded interval [0, #]. As usual, the results can be extended to continuous local
martingales X .

When X is a Brownian motion, the approximating sum for the integral consists of
independent normally distributed variables. The integral is therefore also normally
distributed. It has zero mean (as it is a martingale) and the calculation above gives
the variance. Thus, [ fd W, ~ N (0, [ f2dt) if f is non-stochastic.

By separating a continuous semimartingale into its local martingale part and its
bounded-variation part ¥ = X + p, the integral of continuous processes H over
continuous semimartingales is defined by

/HdY:/HdX+/Hdu

A.9 Ito’s Lemma

Let X : Q — R be a continuous martingale and f a C? real-valued function
defined on an open set containing the range of X. Then,

f(X)) = f(X0)+/0 fxdX + %/0 fyxd(X), as.

For a given partition 7 we have

n—1

fX) = f(Xo) =D (f(Xyy) = f(X)

i=0

n—1 n—1

= Z Jx(Xy) (Xl‘i+1 - Xl‘i) + % Z Jxx (&) (Xl‘i+1 - Xfi)2
i=0

i=0
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where & € [X;, X, ]. The first sum converges to fot fxdX when || — O.

It remains to show that the second sum converges to % f(; fxxd(X), or equivalently
that

n—l n—1
J=Y" forE) (X, = X)) = frx(X) (Xoy, = X,)" =0
i=0 i=0
Clearly,
n—1

1= €Y (X = X)". € = max]| fix(§) — frx (X,)]
i=0

Assuming | X| < m we see that C — 0 when ||| — 0 while the sum converges
to (X) which is finite a.s. For unbounded X the proof follows by considering the
stopped processes X ,T"’ with stopping times 7,, = inf{r > 0|V, > m} so that
T, — o0 a.s. O

It is straightforward to prove the multidimensional generalization of Ito’s lemma:

Let X : Q — R" be a continuous semimartingale and f(t, X) a C'? real-valued
function defined on an open set containing the range of (t, X,). Then a.s.:

t t 1 t
7.3 = £0. 30+ [ ftw Xodur Y [ fodxiors 3 [ fond.x))
0 —~Jo 257 o
Expressed in terms of infinitesimals:
1
df = fidt +)_ fr,dX; + Efo,.xjar(x,»,X,»)
i ij

Ito’s lemma can be remembered through the product rule dX;dX; = d({X;, X;)
((d W,)* = dt for a Brownian motion) and all other differential products equal to 0.
When f(X,Y) = XY, Ito’s lemma becomes the product rule of differentiation:

d(XY) = XdY +YdX +d(X.,Y)

A.10 Lévy’s Characterization of the Brownian Motion

A continuous local martingale X that satisfies (X), =t and Xy = 0 is a Brownian
motion

Setting X; = X; — Xo— 3 (X),, Ito’s lemma implies that exp (X) is a martingale
for an arbitrary martingale X . Using (X ), = ¢ and X, = 0 we see that

1,
Y, =exp GX,—EGZ‘
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is a martingale. Rearranging the martingale condition Yy = E[Y;] gives

Eulexp @ (6~ Xo) = exp (5 (=) 02

As this is the generating function for the Gaussian distribution, we conclude that
X, — X;is N(0, 1 — s)-distributed and is independent of F. O

A.11 Measure Change and Girsanov’s Theorem

Let P, be the restriction of P to F;, i.e. P, is F;-measurable and satisfies P,(A4) =
P(A) forall A € F;. For a given set  with filtration {; }, two measures P and Q
are said to be equivalent if for all 7, the restrictions P, and Q, have the same null
sets. Equivalent measures are related by the Radon-Nikodym derivative which is the
process M, defined by Q,(A4) = fA M,dP; forall A € F,;. For A € F; it follows
that

EC[M7ES M X, 14] = ET[E] [M, X/ 14]
=EP[E] M X,14]] = E” [M,X,14] = E2 [X,14]
and from the definition of conditional expectation we conclude that
EsQ [Xi] = Ms_lEsP (M, X/]
for X; a Q-integrable process. We conclude that X, is a Q-martingale if and only if

M; X, is a P-martingale. In particular, setting X; = 1 in the above equation proves
that the Radon-Nikodym derivative M; is a P-martingale.

Let X be a continuous P-semimartingale with compensator u*. Then X is a
continuous Q-semimartingale with compensator

pnl =puf +(X,InM)
The product rule of differentiation implies that
(X —p” —(X.nM)) M
= / (X —u" —(X.InM))dM +/Md (X —pn?)

—/Md(X,lnM) + (X —puf —(X,InM), M)

By using an approximating sum of the integral, the third term on the right-hand side
can be seen to be equal to —(X, M). As continuous processes of bounded variation
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do not contribute to the covariation, this term cancels with the fourth term. The
first two terms on the right-hand side are continuous P -martingales from which we
conclude that the left-hand side is a continuous P martingale as well. The first factor
on the left-hand side must therefore be a continuous Q-martingale. |

Let W be a Brownian motion in P. Then W —(W,In M) is a Brownian motion in Q.
The previous statement implies that W —(W,In M) is a continuous Q-
martingale. As

(W — (W.In M))|, = 0
(W — (W.InM)), = (W), =1

the statement follows from Levi’s characterization of Brownian motions. O

It is now straightforward to prove Girsanov’s theorem:

Let , L
M,f=exp(/ QSdWS——/ QSst)
0 2 Jo

where 0, is integrable with respect to the Brownian motion W, in the measure P.

Then
t
W, — / Osds
0
is a Brownian motion in Q.

The statement follows from the identity
t t
<W,,/ Qdes>=/ Osds O
0 0

A.12 No-Arbitrage Pricing

We use a set {X'}7_, of strictly positive continuous semimartingales to represent the
set of tradable assets in a financial market. By abuse of notation we also let {X'}/_,
denote the prices of these assets. We assume that the holding of the assets does not
result in any cash flows (e.g. dividend payments) and that the assets can be bought
or sold at any time in unlimited quantities. Based on these assumptions we develop
a model for asset pricing. This section serves as a bridge between the Appendix and
the main text. Some of the definitions and results reviewed here can also be found
in Chap. 1 and Sect. 3.8.

A trading strategy ¢ is an R”-valued process describing our holdings ¢’ of asset
X'. The value of the corresponding portfolio is givenby V, = Y. ¢! X! To simplify
notation we suppress the summation and write V; = ¢; X;. We restrict ourselves to
continuous strategies satisfying
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t
¢tXt = ¢0X0 +/ ¢uqu
0

The infinitesimal version reads d(¢;X;) = ¢,dX, which means that the price
fluctuations in the portfolio come solely from changes in the asset prices. Such a
strategy is said to be self financing, i.e. there is no in- or out-flux of money. Examples
include:

* ¢ constant: it is then possible to move ¢ outside the integral and the above
relation is trivial

e If X is a standard Brownian motion and the portfolio value satisfies dV/dt =
—(1/2)0?V/0X? then ¢ = 3V /03X is self financing. This follows since

t taV
Vi =W dV =V, —dX
t 0+/0 0+/O %

holds because of Ito’s lemma.

A self-financing strategy ¢ is said to be an arbitrage strategy if there exists a ¢
for which V) = 0, V; > 0 a.s. and P(V; > 0) > 0. By restricting ourselves to self-
financing strategies without arbitrage, we exclude strategies with risk-free gains.

Instead of valuing the assets in dollar terms, the valuation can be done relative
to one of the assets. The asset with respect to which the valuation is done is called
the numeraire and by a reordering we can assumed it to be X°. The values of the
assets are then given by (I, X'/X°, ..., X"/X"). The concepts of arbitrage and
a self-financing strategy are preserved when using a numeraire. For example, the
preservation of the self-financing property follows from

d (X' (X)) =X d(X) + (X)) d(pX) + d (pX", (X))
=X d(X")7 + (X)) T'pd(X) + ¢d (X', (X))
=¢d (X' (X))

Absence of arbitrage implies that if there is a non-zero probability for X/ /X to
be greater than X/ /X then there must also be a non-zero probability for it to be
smaller than X/ X . By reweighing the probabilities it is then possible to turn this
process into a martingale, i.e. there exists a probability measure Q equivalent to P
such that the processes X'/ X are martingales. The strict mathematical proof of the
fact that this can be done simultaneously for all i does not provide us with further
insights and is therefore be omitted. We only need the reverse statement:

If there exists a measure Q such that {X' /X Y are local martingales then there do

not exist any self-financing strategies with arbitrage.
As

Vi/X) = ¢ X)X = Vo) XJ + / ¢d (X'/X°)
0
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is a Q-martingale, we have E[V;/X?] = Vo/X{.1If Vo = O and V;, > 0 a.s. then
V: = 0 a.s. which proves that ¢p cannot be an arbitrage strategy. O

We now describe how to price contracts under this framework. In financial
mathematics, one is often faced with the problem of finding the value 14 of a
contract from the knowledge of its value Vr at a future time. We assume that the
contract can be replicated with a self-financing strategy V = Y, ¢' X' in terms of
some basic assets {X'}. Whether it is really possible to represent (or approximate)
V in such a way is usually clear from the context. We then use one of the assets as a
numeraire N, and assume the existence of a martingale measure, i.e a measure such
that (X°/N, ... X"/N) are martingales. This assumption excludes the existence of
arbitrage strategies. As ¢ is self financing, V/N is a martingale and

Yo _g [ﬁ}

Ny Nr
The numeraire N is often chosen to be a simple tradable such as a zero-coupon bond
for which we know both the value at 7" and today’s value. The only unknown in the
above equation is ¥, which therefore can be computed. Observe that the expectation
is taken under Q and not under the real-world measure.

The pricing equation might seem rather abstract at first sight. For example, it is
not at all clear at this point how to find the measure Q. However, we use this pricing
model throughout the book and hopefully it will be clear how to implement and
use it.

When using the pricing model, we need to choose a numeraire, find a correspond-
ing measure for which the tradables are martingales and then calculate expectations.
It is often necessary to do the computations for more than one numeraire and
measure, for example, when the pricing is done in one measure and the calibration
in another. From the identity

P P 0 o (NS NF
Vo = N /VT/NTdP = N /VT/NT s K0
0 T

we see that changing numeraire from N to N € implies a change in measure from
dP t0 dQ = MdP, with My equal to N’ N2 /NZNE.
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Annuity, 226

Asian options, 159
commodities, 213-214

At-the-money options, 10

ATM options, see at-the-money options

Auto caps, 174

Back-to-back deals, 45
Backwardation, 207
Barrier options, 16
dynamic replication, 161-168
hedging, 70-71
implied volatility, 50-51
Base currency, 291
Basis point, 295
Basis spread, 278
Basket options, 180
BBA, see British Bankers’ Association
Bermudan options, 15
Black-Scholes equation, 25
Black-Scholes formula, 27
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bonds, 224
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volatilities, 270
yield curve, 240-241

Boundary conditions, 84
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Brownian motions, 301

geometric, 25
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Cadlag, 140
Cable, 291
Calendar, 40
Calibration, 45
Call spread, 11
Caplets, 227
Caps, 227
Cash deals, 292
CDF, see cumulative density function
CDSs, see swaps, credit default
Chapman-Kolmogorov equation, 32
Characteristic function, 298
Characteristic triplet, 144
Cheyette’s method, 250
Chooser caps, 174
CIR model, see Cox-Ingersoll-Ross model
CMS spreads, 237
adjusters, 63—-64
bounds, 189
CMSs, see swaps, constant maturity
Cocycle relation
commodities, 212-213
correlations, 217-218
discount factors, 223
FX quotes, 281, 284-286, 290-291
LIBORs, 244
Collateral, 275
Compounding, 222-223
Contango, 207
Convenience yield, 206
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Conventions
caps, 228
foreign exchange, 291-292
yield curve instruments, 238-240
Convexity adjustment, 37
futures, 38-39, 247-248
interest rates, 231-236
Copulas, 177-180, 299-301
for CMS spreads, 63
Correlations
2-factor model, 215
calibration, 190-191
commodities, 204, 210-211, 214-218
constraints, 215
currency dependence, 189-190
equities, 200
factor reduction, 218
foreign exchange, 289, 293
hedging, 71, 189
implied, 289
instantaneous, 180
inter-, 214
interest rates, 244, 251-252, 261, 270-271
intra-, 214
local, 180, 190-191
Shoenmakers-Coffee model, 217
terminal, 180
uncalibrated, 58-59
volatility skew, 120-121, 123, 134, 138,
196
Cox-Ingersoll-Ross model, 101
Crack spreads, 204, 214
Credit risk, 72-73, 276-277, 295-296
swaptions, 229-230
Credit Support Annex, 275
Credit value adjustment, 72
CSA, see Credit Support Annex
Cumulative density function, 297
Cumulative normal function, 27
CVA, see credit value adjustment

Daily settlement, 38
Day-count conventions, 223, 238-240
volatilities, 30
Day-count fraction, 223
Debt value adjustment, 73
Delivery date, 41
Delta, 54
forward, 293
FX conventions, 293-294
premium adjusted, 294
vega adjusted, 137-138
Deposits, 238

Index

in yield curve construction, 238, 240
overnight (O/N), 5, 41, 238
tommorow next (T/N), 238
Derivatives, 3
exotic, 46
vanilla, 46
Digital options, 10
American, 170-171
for static replication, 11
FX, 282-283
hedging, 69-70
higher dimensional, 186—188
Discount factor, 4
Distributions
Cachy, 148
chi-square, 99
gamma, 98
Gaussian, 148, 298-299
generalized hyperbolic, 151
generalized inverse Gaussian, 150
hyperbolic, 154
inverse gamma, 150
inverse Gaussian, 149
Lévy, 148
non-central chi-square, 99
normal , see distributions, Gaussian
normal inverse Gaussian, 154
Pareto, 148
Poisson, 141
stable, 148
variance gamma, 152
Dividend yield, 197
Dividends, 196
Drift, 22
Dupire’s equation, 114
DVA, see debt value adjustment
Dynamic replication, 7, 19-42
Dynamics, see volatility dynamics

Effective date, 238
End-of-month rule, 40
foreign exchange, 292
yield curve instruments, 238
EONIA, see euro overnight
index average
Euro overnight index average, 274
European options, 10
asymptotics, 13
constraints, 13—-14
for static replication, 10-13
naive replication, 19-20
no-arbitrage conditions, 13-14
Expiry, 41
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Federal funds rate, 274
Feynman-Kac theorem, 34
First delivery date, 202
Fixed rate, 225
Fixing date, 41
Floating rate, 225
Floorlets, 227
Floors, 228
Fokker-Planck equation, see Kolmogorov
forward equation
Forward, 9
Forward contracts, 9
Forward interest rates, 223
Forward rate agreements, 224, 238-239
in yield curve construction, 238
FRAs, see forward rate agreements
Free-boundary problem, 171
Fundamental solution, 164
Fundamental theorem of asset pricing, 35,
312-313
Futures contracts, 38, 239
in yield curve construction, 238, 240
options on, 39
rolling, 203

Gamma, 56

Gamma function, 97

Gap risk, 275

Girsanov’s theorem, 311
Greeks, 54

Green’s function, 32, 50-51

Heaviside function, 10
Hedging, 44, 53-69
Heston model, 133
HIM model, 246
Holiday adjustment, 40
Hull-White model, 258

i.i.d. variables, 142

IMM dates, see International Monetary Market
dates

In-the-money options, 10

Incomplete market, 154

Index options, 180

Infinitely divisible, 147

Inflation, 204

Initial margin, 38

Interbank markets, 291

International Monetary Market
dates, 239
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International Swaps and Derivatives
Association, 275

ISDA, see International Swaps and Derivatives
Association

ISDA master agreement, 275

ITM options, see in-the-money options

Ito’s lemma, 22, 308-309

for jump processes, 145

Jensen’s inequality, 37
Jump models, see Lévy models

Kolmogorov
backward equation, 33
forward equation, 33

Lévy flights, 148
Lévy models, 139-155

in yield curve modeling, 253-257
Lévy-Ito decomposition, 143
Lévy-Khinchin representation, 144
Last delivery date, 202
Last trade date, 202
Leverage, 43
Leveraged strategies, 23
LIBOR market models, 265
LIBOR rate, see London interbank offered rate
LIBOR-in-arrears, 231
Liquidity, 71
Liquidity risk, 236-237, 277, 295-296
LMMs, see LIBOR market models
Local correlation models, 191
Local volatility models, 107

in yield curve modeling, 249-250
London interbank offered rate, 223

Market risk, 44
Markov-functional models, 262
Martingales, 35, 304-308
Mean-reversion factor, 90
Mean-reversion level, 90
Measure, 297

change of, 34-35, 310-311, 313

domestic, 281

equivalent, 310

foreign, 281

forward, 35

Lévy, 142

Poisson random, 142

random, 142
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risk-neutral, 36
spot, 266
terminal, 250
Method of images, 84
Moment matching, 181-182
Money market account, 35
Monte Carlo simulation, 52
early exercise, 174
early exercise greeks, 175-176

No-arbitrage assumption, 5-7, 312
Numeraire, 22, 312
in foreign exchange, 290-291

OISs, see swaps, overnight index

OTC contracts, see over-the-counter contracts
OTM options, see out-of-the-money options
Out-of-the-money options, 10
Over-the-counter contracts, 37

Par value, 9
Parity
barrier options, 16
covered interest rate, 282, 295
enter-into and callables, 174
foreign exchange, 282
put-call, 12
Partial differential equations, 23
Path-dependent derivatives, 159
PDEs, see partial differential equations
PDF, see probability density function
Pegged currencies, 281
Perturbation
local volatility processes, 108—113
stochastic volatility processes, 123—-130
Predictor-corrector method, 104
Premium currency, 294
Present value, 3
Probability density function, 297
Processes
Bessel, 98
Brownian bridge, 91
CEV, see processes, constant elasticity of
variance
compensated Poisson, 142
compound Poisson, 142
constant elasticity of variance, 93, 101-102
jump, see processes, Lévy
Lévy , 140
lognormal, see Brownian motions,
geometric

Index

mean-reverting, 91
Ornstein-Uhlenbeck, 90
Poisson, 141
squared Bessel, 100
stable Lévy, 148
Product rule for stochastic differentials, 22,
309
PV, see present value

Quantos, 288
European FX option, 283
Quoting currency, 291

Radon transform, 190
Radon-Nikodym derivative, 310
Rebate, 161

Replacement risk, 275

Reset date, 41

Right way risk, 73

Risk reversal, 293

SABR model, 134
extrapolation, 234-236
SDEs, see stochastic differential equations
Seasonality, 207-208
Sensitivity, 44
Settlement date, 40
Settlement lag, 40
Short rate, 222
models, 260
Skew, 31
Smile, 31
Snowballs, 175
SONIA, see sterling overnight index average
Spot date, 40
foreign exchange, 292
Static replication, 7, 9—18
foreign exchange, 282-283
interest rates, 224-226
of barrier options, 16—18, 167-168
of forward contracts, 9
of non-linear payoffs, 10-13
Sterling overnight index average, 274
Sticky-delta models, 31
Sticky-strike models, 31
Stochastic differential equations, 22
linear, 82
lognormal, 82
mean-reverting, 91
non-analytic, 102-104
normal, 84
quadratic, 88
shifted lognormal, 86



Index

Stochastic volatility models, 119-138
in foreign exchange, 285-286
in yield curve modeling, 250-253
Strangle, 293
Strategy, 5, 311
arbitrage, 5, 312
self-financing, 5, 312
Subordinator, 149
Swap market models, 266
Swaps
autocallable, 174
basis, 278
callable, 174
constant maturity, 233
credit default, 73
cross currency, 294, 296
enter-into, 174
forward starting, 226
FX, 294
in yield curve construction, 238, 240
in-arrears, 233
interest rate conventions, 239-240
overnight index, 273
vanilla interest rate, 225
variance, 169
volatility, 169
Swaptions, 228
Bermudan, 174-176
cash-settled, 229
early exercise, 16
physically settled, 229
Swing options, 214

Target redemption notes, 174, 175
TARNsS, see target redemption notes
Tenor, 40

Tenor structure, 226

Tension spline, 66

319

Terms currency, 291
Theta, 55

Underlyings, 3

Value date, 292
Vanna, 58
Variable freezing, 180-181
Variation margin, 38
Vega, 54
Volatilities
commodities, 214
equities, 200
foreign exchange, 289
implied, 30
interest rates, 269-270
local, 30
local and stochastic, 135-136
lognormal, 25
separable local, 211
terminal, 180
time-weighted interpolation, 290
Volatility dynamics, 32, 66—68
jump processes, 154-155
local volatility processes, 117
stochastic volatility processes, 136—138
Volga, 58
Volume risk, 214

Warrant, 195
Wrong way risk, 73

Yield curve, 236

Zero-coupon bonds, 4



	Financial Derivatives Modeling
	Preface

	Contents

	Part I Derivatives Pricing Basics
	Part II Skew and Smile Techniques
	Part III Exotic Derivatives
	Part IV Asset Class Specific Modeling
	Index


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 149
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 149
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 599
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200038002000280038002e0032002e00310029000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f0061006400650064002000610074002000680074007400700073003a002f002f0070006f007200740061006c002d0064006f0072006400720065006300680074002e0073007000720069006e006700650072002d00730062006d002e0063006f006d002f00500072006f00640075006300740069006f006e002f0046006c006f0077002f00740065006300680064006f0063002f00640065006600610075006c0074002e0061007300700078000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c00200030003800200061006e0064002000500069007400530074006f0070002000530065007200760065007200200030003800200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e000d>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




