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1 INTRODUCTION 

^search and development (R&D) leads to innovation and innovation to 
technological change. Technological change, in turn, is the primary driver 
of economic growth. Public/private partnerships leverage the efficiency of 
R&D and are thus a critical aspect of a nation's innovation system. 

Public/private partnership is a term that is becoming more and more 
widely used in economics and in policy circles.^ As is common in these 
and other disciplines, there are terms of art and terms of science; 
public/private partnership is a term of art without a precise, much less 
generally accepted, definition. 

PUBLIC/PRIVATE PARTNERSHIPS 

"Public," as the term public/private partnership is used within the 
context of this book, refers to any aspect of the innovation process—a term 
to be defined below—that involves the use of governmental resources, be 
they federal, state, or local in origin. "Private," refers to any aspect of the 
innovation process that involves the use of private sector resources, mostly 
firm-specific resources. And, resources are broadly defined to include all 
resources—financial resources, infrastructural resources, research 
resources, and the like—that affect the general environments in which 
innovation occurs. Finally, the term "partnership" refers to any and all 
innovation-related relationships, including but not limited to formal and 
informal collaborations in R&D. 

^ This discussion about the term "public/private partnership" draws in large part 
from a study funded by Link for the OECD Committee for Scientific and 
Technology Policy. The report was later published in an abbreviated form in Link 
(1999a). 
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The above definitions of "public" and "private" are straightforward, 
but some might pause over the definition of "partnership." Surprisingly, 
there is not a generally accepted definition for that term in the economics 
or policy literatures, especially with relevance to innovation. Cobum 
(1995, p. 1) used that term synonymously with cooperation by defining 
cooperative technology programs as: 

... public-private initiatives involving government and 
industry—and often universities—^that sponsor the 
development and the use of technology and improve 
practices to measurably benefit specific companies. 

More narrowly, Link and Bauer (1989) defined research joint venture 
(RJV) partnerships as arrangements through which firms jointly acquire 
technical knowledge. 

The National Research Council (Wessner 2003, p. 7) offered an 
explanation of a public/private partnership in terms of what it is and what 
it does: 

Public-private partnerships involving cooperative research 
and development among industry, government, and 
universities can play an instrumental role in introducing 
key new technologies to the market ... [Partnerships] 
often contribute to national missions in health, energy, the 
environment, and national defense and to the [NJation's 
ability to capitahze on its R&D investments. 

The definition set forth in this book follows in spirit from that used by 
the Council on Competitiveness (1996, p. 3): 

Partnerships are defined ... as cooperative arrangements 
engaging companies, universities, and government 
agencies and laboratories in various combinations to pool 
resources in pursuit of a shared R&D objective. 

Based on the Council's definition, a public/private partnership is a 
relationship—either formal or informal among participants in the R&D 
process, or institutional—that involves the use of public and/or private 
resources be they financial, infrastructural, or research based. 

The Council on Competitiveness's definition raises an important issue, 
namely: Why should public resources be used in partnership with private 



Introduction 

resources? More broadly: What is the economic rationale for 
public/private partnerships? 

PUBLIC/PRIVATE PARTNERSHIP FRAMEWORK 

The framework which defines the public/private partnership focus of 
this book can be described in terms of Table 1.1. The first column of the 
table describes the nature and scope of governmental involvement in a 
public/private partnership. Governmental involvement could be indirect or 
direct, and if direct there is then an explicit allocation of resources 
including financial, infrastructural, and research. 

The second and third columns in the table relate to the economic 
objective of the public/private partnership. Of course, with any 
innovation-related activity there are spillovers of knowledge and thus 
economic objectives are multi-dimensional, but for illustrative purposes 
herein a single overriding economic objective is assumed. Broadly, the 
objectives are to leverage public R&D activity, or to leverage private R&D 
activity. 

Each public/private partnership discussed in this book is mapped into 
the format illustrated by the template in Table 1.1. 

Table 1.1. Taxonomy of Public/Private Partnerships 

Economic Objective 

Governmental Involvement Leverage Public R&D Leverage Private R&D 
Indirect 
Direct 

Financial Resources 
Infrastructural Resources 
Research Resources 

Table 1.1 is only one categorical approach to public/private 
partnerships. Cobum (1995), for example, classified public/private 
partnerships in terms of the benefits and services that they offer to 
industry. Toward that end, he posited five functional categories: 

(1) Technology Development: research and applications for new or 
enhanced industrial products and processes. 
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(2) Industrial Problem Solving: identifying and resolving firm-level 
industrial needs through technology and best-practice applications. 

(3) Technology Financing: public capital or help in gaining access to 
private capital. 

(4) Start-up Assistance: aid to new, small technology-based businesses. 
(5) Teaming: help in forming strategic partnerships and alliances. 

Alternatively, the Office of Technology Policy (1996) classified 
public/private partnerships in the United States along a time spectrum so 
as to illustrate and emphasize that public/private partnerships have evolved 
from a relationship wherein the government was merely a customer of 
private research to a relationship wherein the government is a partner in 
research. In other words, the Office of Technology Policy's taxonomy is 
one that stresses the evolution of the public role in partnerships. 
Specifically (Office of Technology Policy 1996, pp. 33-34): 

By the late 1980s, a new paradigm of technology policy 
had developed. In contrast to the enhanced spin-off 
programs—enhancements that made it easier for the 
private sector to commercialize the results of mission 
R&D—the government developed new public-private 
partnerships to develop and deploy advanced 
technologies. ... [T]hese new programs ... incorporate 
features that reflect increased influence from the private 
sector over project selection, management, and intellectual 
property ownership. Along with increased input, private 
sector partners also absorb a greater share of the costs, in 
some cases paying over half of the project cost. 
The new paradigm has several advantages for both 
government and the private sector. By treating the private 
sector as a partner in federal programs, government 
agencies can better incorporate feedback and focus 
programs. Moreover, the private sector as partner 
[emphasis added] approach allows the government to 
measure whether the programs are ultimately meeting 
their goals: increasing research efficiencies and 
effectiveness and developing and deploying new 
technologies. 

Finally, the National Research Council (Wessner 2003, p. 8) 
categorizes public/private partnerships in terms of their contribution: 
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... to the development of industrial processes, products, 
and services that might not otherwise emerge 
spontaneously, and in this way help address government 
missions and generate greater public welfare. 

According to the National Research Council (Wessner 2003, pp. 8-9), 
addressing government missions and generating public welfare is related 
to the following: 

• Developing new technologies often require collective 
action, particularly in the case of high-spillover goods, 
where technology advances generate benefits beyond 
those that can be captured by innovating firms. 
Partnerships can be a means of encouraging the 
cooperation necessary for socially valuable 
information. 

• New technologies often involve investments in 
combinations of technologies that may remain 
unexploited ... in companies or industries. Joint 
research [partnership] activities can facilitate the 
cooperation necessary to achieve the commercial 
potential of these technologies. 

• Partnerships encourage firms to undertake socially 
beneficial R&D. The return on R&D investment, even 
for promising technologies, can be perceived to be too 
low when firms heavily discount distant income 
streams or when risks related to technical development 
and commercialization are seen as substantial. 

OVERVIEW OF THE BOOK 

The remainder of the book is divided into two sections. Chapters 2 
through 5 provide an overall framework for the book, and Chapters 6 
through 14 relate to specific U.S. public/private partnerships. 

The framework chapters accomplish two goals. The first goal is to set 
forth an economic argument for the public's role—government's role— în 
innovation, in general, and in public/private partnerships, in particular. 
This is done in Chapters 2 and 3. The second goal is to place innovation 
and the innovation process within a broader economic model of 
technological change. This is done in Chapters 4 and 5. 
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The goals of the remaining chapters are to illustrate an aspect of U.S. 
innovation policy through a description of a number of public/private 
partnerships, and to evaluate their social impacts, to the extent possible, 
based on the extant literature. Chapters 6 through 10 deal with specific 
U.S. public/private partnerships and initiatives that leverage private-sector 
R&D. The partnerships include the U.S. patent system, tax incentives 
toward R&D, research collaborations including research joint ventures, 
and, as a specific institutional illustration, the Advanced Technology 
Program (ATP). Chapters 11 and 12 deal with partnerships that leverage 
public-sector R&D including the laboratory research at the National 
Institute of Standards and Technology (NIST, which also leverages 
private-sector R&D) and the Small Business Innovation Research Program 
(SBIR). Evaluation methods relevant to public/private partnerships are 
discussed in Chapter 13, and a concluding statement is in Chapter 14. 



2 THE HISTORY OF 
PUBLIC/PRIVATE 
PARTNERSHIPS 

(Se development of science, technology, and economic growth in the 
United States was greatly influenced by the scientific discoveries and 
university infrastructure within Europe during its colonial period. While it 
is difficult to pinpoint how or which specific elements of scientific and 
technical knowledge diffused across the Atlantic, certain milestone events 
can be dated and key individuals can be identified. 

The background in this chapter, which draws on Unesco (1968) and 
National Science Board (2000), gives not only an appreciation for the role 
that science and technology resources have played in the development of 
the Nation, but also historical insights into the evolution of public/private 
partnerships in the United States.^ 

THE COLONIAL PERIOD 

The first member of the Royal Society of London to immigrate to the 
Massachusetts Bay Colony was John Winthrop, Jr. in 1631, just a few 
years after the founding of the Colony. As a scientist, he is credited with 
establishing druggist shops and chemistry laboratories in the surrounding 
villages to meet the demand for medicine. According to Unesco (1968, p. 
9), these ventures were "perhaps the first science based commercial 
enterprise of the New World." 

Before the turn of the eighteenth century, colonists made noticeable 
advances toward what may be called a scientific society, organizing 

^ The original version of this chapter was set forth in Link (1999b), later expanded 
in Audretsch et al. (2002a), and then reproduced in book form as Feldman, Link, 
and Siegel (2002). 
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scientists who came from England and other European countries into 
communities that promoted scientific inquiry. In 1683, the Boston 
Philosophical Society was formed to advance knowledge in philosophy 
and natural history. 

Benjamin Franklin formed the American Philosophical Society of 
Philadelphia in 1742 for the purpose of encouraging correspondence with 
colonists in all areas of science. This Society later merged with the 
Franklin-created American Society to promote what Franklin called 
"useful knowledge," and it still exists today. The combined society 
focused on making available advancements in agriculture and medicine to 
all individuals by sponsoring the first medical school in America (also 
supported by the Pennsylvania House of Representatives). Thus, 
Franklin's combined society was a hallmark of how public and private 
sector interests could work together for the common weal. 

Influenced by the actions of Pennsylvania and later Massachusetts 
with regard to sponsorship of scientific institutions, the establishment of 
national universities for the promotion of science was first discussed at the 
Constitutional Convention in 1787. However, at that time, the founders of 
the Constitution believed educational and scientific activities should be 
independent of direct national governmental control. But, they felt that the 
national government should remain an influential force exerting its 
influence through indirect rather than direct means. 

For example. Article I, Section 8, of the Constitution states: 

The Congress shall have the power ... To promote the 
progress of science and useful arts, by securing for limited 
times to authors and inventors the exclusive right to their 
respective writings and discoveries. 

Soon thereafter, in 1790, Congress passed the first patent act. 
Alexander Hamilton, in his role as Secretary of the Treasury, released 

on December 5, 1791 A Report on Manufacturers. Therein he advocated a 
direct role of the government in support of the Nation's manufacturing: 

The expediency of encouraging manufacturers in the 
United States, which was not long since deemed very 
questionable, appears at this time to be pretty generally 
admitted. The embarrassments, which have obstructed the 
progress of our external trade, have led to serious 
reflections on the necessity of enlarging the sphere of our 
domestic commerce; the restrictive regulations, which in 
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foreign markets abridge the vent of the increasing surplus 
of our Agriculture produce, serve to beget an earnest 
desire, that a more extensive demand for that surplus may 
be created at home ... 

Thomas Jefferson also championed a more direct role for the 
government in the area of science. While president, Jefferson sponsored 
the Lewis and Clark expedition in 1803 to advance the geographic 
knowledge of the Nation, thus making clear that "the promotion of the 
general welfare depended heavily upon advances in scientific knowledge" 
(Unesco 1968, p. 11). In fact, this action by Jefferson set several 
important precedents including the provision of federal funds to 
individuals for scientific endeavors. 

Although the Constitution did not set forth mechanisms for 
establishing national academic institutions, based on the founders' belief 
that the government should have only an indirect influence on science and 
technical advancement, the need for a national institution related to science 
and technology was recognized soon after the Revolutionary War. For 
example. West Point was founded in 1802 as the first national institution 
of a scientific and technical nature, although Connecticut established the 
first State Academy of Arts and Sciences in 1799. 

In the early 1800s, universities began to emphasize science and 
technical studies, and in 1824 Rensselaer Polytechnic Institute was 
founded in New York State to emphasize the application of science and 
technology. 

The American Journal of Science was the first American scientific 
publication, followed in 1826 by the American Mechanics Magazine. 

The social importance of the government having a direct role in the 
creation and application of technical knowledge was emphatically 
demonstrated in the 1820s and 1830s through its support of efforts to 
control the cholera epidemic of 1822. Also during that time period, federal 
initiatives were directed toward manufacturing and transportation. In fact, 
the Secretary of the Treasury—the Department of the Treasury being the 
most structured executive department at that time—directly funded the 
Franklin Institute in Philadelphia to investigate the causes of these 
problems. This action, driven by public concern as well as the need to 
develop new technical knowledge, was the first instance of the government 
sponsoring research in a private-sector organization. 

In 1838, the federal government again took a lead in the sponsorship 
of a technological innovation that had public benefits. After Samuel 
Morse demonstrated the feasibility of the electric telegraph. Congress 
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provided him with $30,000 to build an experimental line between 
Baltimore, Maryland, and Washington, DC. This venture was the first 
instance of governmental support to a private researcher. 

In retrospect, one could make an argument that Jefferson's funding of 
Lewis and Clark was the first instance of public support for pure research, 
whereas Morse was funded to conduct applied research. Although not 
discussed herein, there are other historical examples of governmental 
support to individuals for research that had the potential to benefit society, 
such as the Longitude Act of 1714. The British Parliament offered a prize 
(equal to several million dollars in today's terms) for a practicable solution 
for sailing vessels to determine longitude (Sobel 1995). 

Public/private research relationships continued to evolve in frequency 
and in scope. In 1829, James Smithson, gifted $500,000 to the United 
States to found an institution in Washington, DC for the purpose of 
"increasing and diffusing knowledge among men" (Unesco, p. 12). Using 
the Smithson gift as seed funding. Congress chartered the Smithsonian 
Institution in 1846, and Joseph Henry became its first Executive Officer. 
Henry, a renowned experimental physicist, continued the practice of a 
federal agency directly supporting research through grants to individual 
investigators to pursue fundamental research. Also, the Institution 
represented a base for external support of scientific and engineering 
research; during the 1850s, about 100 academic institutions were 
established with science and engineering emphases. 

Thus, the pendulum had made one complete swing in the hundred or 
so years since the signing of the Constitution. In the early years, the 
government viewed itself as having no more than an indirect influence on 
the development of science and technology, but over time its role changed 
from indirect to direct. This change was justified in large part because 
advances in science and technology came to be viewed as critical in 
promoting the public interest. This changing pattern of advocacy during 
the colonial period is summarized in Table 2.1. 

THE PERIOD OF NATIONAL SCIENCE AND TECHNOLOGY 
INFRASTRUCTURE 

Scientists had long looked toward the European universities for 
training in the sciences, but in the early and mid-1800s an academic 
infrastructure was beginning to develop in the United States. Harvard 
University awarded its first bachelors of science degree in 1850. 
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The development of an academic science base and the birth of 
technology-based industries (e.g., the electrical industry) in the late 1850s 
established what would become the foundation for America's 
technological preeminence. 

Table 2.1. Pendulum Swing of Government's Role during the Colonial Period 

Direct Role for the Government Indirect Role for the Government 

1803 
President Jefferson commissioned the 
Lewis and Clark expedition 

1822 
National initiatives in response to 
medical emergencies 

1824ff. 
States began to establish science and 
technology universities 

1838 
Direct funding to Samuel Morse to 
build a telegraph line between 
Washington, DC and Baltimore, MD 

1787 
Constitutional Convention: 
establishment of national university for 
promotion of science rejected in favor 
of an indirect influence 

1790 
Based on Article I, Section 8 of the 
Constitution, Congress passed the 
Patent Act 

The Morrill Act of 1862 established the land grant college system 
thereby formally recognizing the importance of trained individuals in the 
agricultural sciences. The Act charged each state to establish at least one 
college in the agricultural and mechanical sciences. Each state was given 
30,000 acres of federal land per each elected U.S. Senator and 



12 Public/Private Partnerships 

Representative. An important outgrowth of this land grant system was a 
mechanism or infrastructure through which state and federal governments 
could financially support academic research interests. 

In 1863, during the Civil War, Congress established the National 
Academy of Sciences. The federal government funded the Academy but 
not the members affiliated with it who had (Unesco 1968, p. 14): 

... an obligation to investigate, examine, experiment, and 
report upon any subject of science or art in response to a 
request from any department of the Government. 

Then, as today, the Academy was independent of governmental control. 

Although the government was encouraging an infrastructure to support 
science and technical research, it did not have a so-called in-house staff of 
permanent professionals who were competent to identify either areas of 
national importance or areas of importance to specific agencies. In 1884, 
Congress established the Allison Commission to consider this specific 
issue. While many solutions were debated, including the establishment of 
a Department of Science—an idea that resurfaces every few decades—^the 
Commission soon disbanded without making any recommendations much 
less reaching closure on the matter. One could conclude from the inaction 
of the Commission that it favored the decentralized administrative 
architecture that had evolved over time as opposed to a centralized one. 

The changing pattern of advocacy during the period of infrastructural 
growth is summarized in Table 2.2. 

THE PERIOD OF INDUSTRIAL SCIENCE AND TECHNOLOGY 
INFRASTRUCTURE 

Most scientists in the United States in the 1870s and 1880s had been 
trained in Europe, Germany in particular. What they experienced firsthand 
were the strong ties between European industries and graduate institutions 
of learning. Companies invested in professors and in their graduate 
students by providing them with funding and access to expensive materials 
and instruments, and in return the companies gained lead-time toward new 
discoveries as well as early access to the brightest graduate students as 
soon as they completed their studies. This form of symbiotic arrangement 
became the norm for the European-trained scientists who were working in 
U.S. industries and U.S. universities toward the end of the century. 
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By the turn of the century, it was widely accepted among industrial 
leaders that scientific knowledge was the basis for engineering 
development and it was the key to remaining competitive. Accordingly, 
industrial research laboratories soon began to blossom as companies 
realized their need to foster scientific knowledge outside of the university 
setting. There are a number of examples of this strategy.^ 

Table 2.2. Pendulum Swing of Government's Role during the Infrastructural 
Growth Period 

Direct Role for the Goyernment Indirect Role for the Government 

1862 
Morrill Act—established the land grant 
college system 

1863 
National Academy of Sciences 
established 

1884 
Allison Commission did not 
recommend the establishment of a 
federal Department of Science 

General Electric (GE) established the General Electric Research 
Laboratory in 1900 in response to competitive fears that improved gas 
lighting would adversely affect the electric light business, and that other 
electric companies would threaten GE's market share as soon as the 
Edison patents expired. 

Similarly, AT&T was at the same time facing increasing competition 
from radio technology. In response, AT&T established Bell Laboratories 
to research new technology in the event that wire communications were 
ever challenged. 

And as a final example, Kodak realized at the turn of the century that it 
must diversify from synthetic dyes. For a number of years Kodak relied 
on German chemical technology, but when that technology began to spill 

^ Hounshell (1996) provides an excellent history of the growth of U.S. industrial 
research organizations. 



14 Public/Private Partnerships 

over into other areas, such as photographic chemicals and film, Kodak 
realized that their competitive long-term health rested on their staying 
ahead of their rivals. Kodak, too, formed an in-house research laboratory. 

Many smaller firms also realized the competitive threats that they 
could potentially face as a result of technological competition, but because 
of their size they could not afford an in-house facility. So as a market 
response, contract research laboratories began to form. Arthur D. Little 
was one such contract research laboratory that specialized in the area of 
chemicals. 

Just as industrial laboratories were growing and being perceived by 
those in both the public and private sectors as vitally important to the 
economic health of the Nation, private foundations also began to grow and 
to support university researchers. For example, the Carnegie Institution of 
Washington was established in 1902, the Russell Sage Foundation in 1907, 
and the Rockefeller Foundation in 1913. 

In the early-1900s science and technology began to be embraced— 
both in concept and in practice—by the private sector as the foundation for 
long-term competitive survival and general economic growth. 

THE PERIOD OF THE WORLD WARS AND AFTERWARDS 

Increased pressure on the pace of scientific and technical 
advancements came at the beginning of World War I. The United States 
had been cut off from its European research base. Congress, in response, 
established the Council of National Defense in 1916 to identify domestic 
pockets of scientific and technical excellence. 

The National Academy of Sciences recommended to President 
Woodrow Wilson the formation of the National Research Council to 
coordinate cooperation between the government, industry, and the 
academic communities toward common national goals. The Allison 
Commission had failed in 1884 to formulate an infrastructure to undertake 
this task. 

The prosperity of the post-World War I decade also created an 
atmosphere supportive of the continued support of science and technology. 
In 1920, there were about 300 industrial research laboratories, and by 1930 
there were more than 1,600. Of the estimated 46,000 practicing scientists 
in 1930, about half were at universities and over a third were in industry. 
Herbert Hoover was Secretary of Commerce at this time. He adopted the 
philosophy that (Unesco 1968, p. 18): 
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... pure and applied scientific research constitute a 
foundation and instrument for the creation of growth and 
efficiency of the economy. 

Two important events occurred in 1933 in response to the Great 
Depression and the subsequent national economic crisis. One event was 
the appointment of a Science Advisory Board, and the other event was the 
establishment of a National Planning Board. Whereas the National 
Research Council had been organized around fields of science to address 
governmental needs, the Science Advisory Board was multi-field and 
organized around impending national problems. The National Planning 
Board was formed on the presumption that there were areas of economic 
concern that required a national perspective rather than a field-of-science 
perspective. 

In 1934, the National Resources Committee replaced the National 
Planning Board, and the Committee then subsumed the Science Advisory 
Board. The bottom line, after all of the organizational issues were settled, 
was that the federal government recognized through the formation of these 
committees and boards that it had and would continue to have an important 
coordinating role to play in science and technology planning toward a 
national goal of economic well being. Hence, the pendulum began to 
swing again, this time away from government having a hands-on role 
toward it having an indirect influence on planning the environment for 
science and technology. 

In 1938, the Science Committee of the National Resources Committee 
issued a multi-volume report entitled. Research—A National Resource. 
Some important first principles were articulated in that report. Since then, 
these principles have formed a basis for economists and poHcy makers to 
rationalize and justify, again, a direct role of government in science and 
technology. The report is explicit that: 

• There are certain fields of science and technology which the 
government has a Constitutional responsibility to support. These 
fields include defense, determination of standards, and certain 
regulatory functions. 

• The government is better equipped to perform research in certain 
fields of science than the private sector. These are areas where 
"research is unusually costly in proportion to its monetary return but is 
of high practical or social value" (p. 25). Examples cited in the report 
include aeronautical and geological research. 
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• Research by the government "serves to stimulate and to catalyze 
scientific activity by nongovernmental agencies. In many fields, new 
lines of research are expensive and returns may be small or long 
delayed. Industry cannot afford to enter such fields unless there is 
reasonable prospect of definite financial gain within a predictable 
future, and it is under such circumstances that the Government may 
lead the way." (p. 26). One example cited was the Navy Department's 
influence on the development of the steel industry. 

The involvement of the United States in World War II had a dramatic 
impact on the scope and direction of government's support of science and 
technology. Prior to the war, there were about 92,000 scientists, with 
about 20 percent in government and the remaining 80 percent being almost 
equally divided between universities and the more than 2,200 industrial 
laboratories. Clearly, the United States had a significant scientific resource 
base to draw upon for its war efforts. 

In 1940, President Franklin D. Roosevelt established the National 
Defense Research Committee, and he asked Vannevar Bush, President of 
Carnegie Institution of Washington, to be its chairman. The purpose of 
this committee was to organize scientific and technological resources 
toward enhancing national defense. It soon became apparent that this task 
required an alternative administrative structure. 

In 1941, Roosevelt issued an Executive Order establishing the Office 
of Scientific Research and Development (OSRD) with Bush as Director. 
The OSRD did not conduct research, rather it realized that there were 
pockets of scientific and technological excellence throughout the country, 
and through contractual relationships with universities and industry and 
government agencies, it could harness national strengths with a focus on 
ending the war. One hallmark event from the efforts of the OSRD was the 
establishment of the Los Alamos Laboratory in New Mexico under the 
management of the University of California. What came about from the 
collective efforts of the resources acquired by the Office were not only 
atomic weapons but also radar. 

It was clear by 1944 that World War II was almost over. President 
Roosevelt then asked Bush to develop recommendations as to how 
scientific advancements could contribute in the larger sense to the 
advancement of national welfare. In his November 17, 1944 letter to 
Bush, President Roosevelt stated: 

The Office of Scientific Research and Development, of 
which you are the Director, represents a unique 
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experiment of team-work and cooperation in coordinating 
scientific research and in applying existing scientific 
knowledge to the solution of the technical problems 
paramount in war. ... There is ... no reason why the 
lessons to be found in this experiment cannot be profitably 
employed in times of peace. This information, the 
techniques, and the research experience developed by the 
Office of Scientific Research and Development and by the 
thousands of scientists in the universities and in private 
industry, should be used in the days of peace ahead for the 
improvement of the national health, the creation of new 
enterprises bringing new jobs, and the betterment of the 
national standard of living. ... New frontiers of the mind 
are before us, and if they are pioneered with the same 
vision, boldness, and drive with which we have waged this 
war we can create a fuller and more fruitful employment 
and a fuller and more fruitful life. 

Shortly before asking Bush to prepare this report. Senator Harley M. 
Kilgore from West Virginia had introduced a bill to create a National 
Science Foundation. The Kilgore bill recommended giving authority to 
federal laboratories to allocate public moneys in support of science to 
other government agencies and to universities. Clearly, this 
recommendation gave a direct role to government in shaping the 
technological course of the country not only in terms of scientific direction 
but also in terms of what groups would conduct the underlying research. 
The bill was postponed until after the war. 

Bush submitted his report. Science—the Endless Frontier, to President 
Roosevelt on July 25, 1945. In Bush's transmittal letter to the president he 
stated: 

The pioneer spirit is still vigorous within this Nation. 
Science offers a largely unexplored hinterland for the 
pioneer who has the tools for his task. The reward of such 
exploration both for the Nation and the individual are 
great. Scientific progress is one essential key to our 
security as a nation, to our better health, to more jobs, to a 
higher standard of living, and to our cultural progress. 

The foundations set forth in Science—the Endless Frontier are: 
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• "Progress ... depends upon a flow of new scientific knowledge" (p. 5). 
• "Basic research leads to new knowledge."^ It provides scientific 

capital. ... New products and new processes do not appear full-grown. 
They are founded on new principles and new conceptions, which in 
turn are painstakingly developed by research in the purest realms of 
science" (p. 11). 

• "The responsibility for the creation of new scientific knowledge ... 
rests on that small body of men and women who understand the 
fundamental laws of nature and are skilled in the techniques of 
scientific research" (p. 7). 

• "A nation which depends upon others for its new basic scientific 
knowledge will be slow in its industrial progress and weak in its 
competitive position in world trade, regardless of its mechanical skill" 
(p. 15). 

• "The Government should accept new responsibilities for promoting 
the flow of new scientific knowledge and the development of scientific 
talent in our youth" (p. 7). 

• "If the colleges, universities, and research institutes are to meet the 
rapidly increasing demands of industry and Government for new 
scientific knowledge, their basic research should be strengthened by 
use of public funds" (p. 16). 

• "Therefore I recommend that a new agency for these purposes be 
established" (p. 8). 

Bush recommended in his report the creation of a National Research 
Foundation. Its proposed purposes were to: 

... develop and promote a national policy for scientific 
research and scientific education, ... support basic 
research in nonprofit organizations, ... develop scientific 
talent in American youth by means of scholarships and 
fellowships, and ... contract and otherwise support long-
range research on military matters. 

Bush envisioned a National Research Foundation that would provide funds 
to institutions outside government for the conduct of research. Thus, this 
organization differed from Kilgore's proposed National Science 

The term "basic research" is credited to Vannevar Bush. He proffered the 
definition: "Basic research is performed without thought of practical ends." 
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Foundation in that Bush advocated an indirect role for government. There 
was agreement throughout government that an institutional framework for 
science was needed, but the nature and emphases of that framework would 
be debated for yet another five years. 

Science—the Endless Frontier affected the scientific and technological 
enterprise of this Nation in at least two ways. It laid the basis for what was 
to become the National Science Foundation in 1950. Also, it set forth a 
paradigm that would over time influence the way that policy makers and 
academic researchers thought about the process of creating new 
technology. The so-called linear model set forth by Bush is often 
represented by: 

Basic Research —^AppliedResearch —^Development —>Enhanced 
Production —> Economic Growth 

Complementing Science—the Endless Frontier was a second, and 
often overlooked, report prepared in 1947 by John Steelman, then 
Chairman of the President's Scientific Research Board. As directed by an 
Executive Order from President Harry Truman, Steelman, in Science and 
Public Policy, made recommendations on what the federal government 
could do to meet the challenge of science and assure the maximum 
benefits to the Nation. Steelman recommended that national R&D 
expenditures should increase as rapidly as possible, citing (p. 13): 

1. Need for Basic Research. 
Much of the world is in chaos. We can no longer rely 
as we once did upon the basic discoveries of Europe. 
At the same time, our stockpile of unexploited 
fundamental knowledge is virtually exhausted in 
crucial areas. 

2. Prosperity. 
This Nation is committed to a policy of maintaining 
full employment and full production. Most of our 
frontiers have disappeared and our economy can 
expand only with more intensive development of our 
present resources. Such expansion is unattainable 
without a stimulated and growing research and 
development program. 

3. International Progress. 
The economic health of the world—and the political 
health of the world—are both intimately associated 
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with our own economic health. By strengthening our 
economy through research and development we 
increase the chances for international economic well-
being. 

4, Increasing Cost of Discovery. 
The frontiers of scientific knowledge have been swept 
so far back that the mere continuation of pre-war 
growth, even in stable dollars, could not possibly 
permit adequate exploration. This requires more time, 
more men, more equipment than ever before in 
industry. 

5. National Security. 
The unsettled international situation requires that our 
military research and development expenditures be 
maintained at a high level for the immediate future. 
Such expenditures may be expected to decrease in 
time, but they will have to remain large for several 
years, at least. 

An important element of the Steelman report was the recommended 
creation of a National Science Foundation, similar in focus to the National 
Research Foundation outlined by Bush. And, Congress passed the National 
Science Foundation Act in 1950. 

Renewed post-war attention toward science and technology came with 
the success of the Soviet Union's space program and the orbit of its 
Sputnik I in October 1957. In response. President Dwight D. Eisenhower 
championed a number of committees and agencies to ensure that the 
United States could soon be at the forefront of this new frontier. 
Noteworthy was the National Defense Education Act of 1958, which 
authorized $1 billion in federal moneys for support of science, 
mathematics, and technology graduate education. This proposal is 
precisely the type of support that Bush recommended in his report. 

As the post-World War II period came to close, there was a well-
established national and industrial infrastructure to support the 
advancement of science and technology. But, more important than the 
infrastructure, there was an imbedded belief that scientific and 
technological advancements are fundamental for economic growth, and 
that the government has an important supporting role—^both direct and 
indirect—^to ensure such growth. 

The changing pattern of advocacy during the period of the World 
Wars, and afterwards, is summarized in Table 2.3. 
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Table 2.3. Pendulum Swing of Government's Role during the World Wars Period 
and Afterwards 

Direct Role for the Government Indirect Role for the Government 

1938 
National Resources Committee report, 
Research—24 National Resource 

1945 
Vannevar Bush's report, Science—the 
Endless Frontier 

1950 
National Science Foundation 
established 

Every president since President Eisenhower has initiated at least one 
major science and technology policy initiative. Representative initiatives 
are: 

President John F. Kennedy set the goal of sending a man to the moon 
by the end of the 1960s and funded the needed programs to make this 
a reality. 
President Lyndon B. Johnson emphasized the use of scientific 
knowledge to solve social problems through, for example, his War on 
Poverty. 
President Richard M. Nixon dramatically increased federal funding for 
biomedical research as part of his War on Cancer. 
President Gerald R. Ford created the Office of Science and 
Technology Policy (OSTP) within the Executive Branch. 
President James E. Carter initiated research programs for renewable 
energy sources such as solar energy and fission. 
During President Ronald W. Reagan's administration, expenditures on 
defense R&D increased dramatically as part of his Star Wars system. 
President George H. W. Bush (not related to Vannevar Bush) set forth 
this Nation's first technology policy and increased the scope of the 
National Institute of Standards and Technology (NIST). 
President William J. Clinton established important links between 
science and technology policy, championing programs to transfer 
publicly-funded technology to the private sector. 
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• President George W. Bush advocated making the R&E tax credit 
permanent. 



3 PUBLIC SUPPORT 
OF INNOVATION 

(Zhe government has historically had, as briefly overviewed in Chapter 2, 
and should continue to have an important partnership role with the private 
sector in fostering innovation. This intuitive conclusion logically follows 
from these facts: 

• Innovation leads to technology. 
• Technology is the prime driver of economic growth. 
• In the absence of government intervention, firms will underinvest in 

the innovation process, especially in R&D. 
• Government has a responsibility to address this underinvestment by 

providing incentives for the continued conduct of, or perhaps increase 
in, R&D. 

Such sequential reasoning to justify the role of government in 
innovation has dominated the history of public-sector involvement in the 
innovation process, and more recently of the growth of public/private 
partnerships as related to innovation. And, the focus of R&D in this 
sequence of thought reflects upon the linear model in Chapter 2 wherein 
R&D leads to enhanced production and enhanced production leads to 
economic growth: 

R&D —> Enhanced Production —> Economic Growth 

However, the economic underpinnings of government's role in 
innovation are more complex than the above logic might suggest.^ 

* This chapter draws directly from Link and Scott (2004, forthcoming a). 
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GOVERNMENT'S ROLE IN INNOVATION 

The theoretical basis for government's role in market activity is based 
on the concept of market failure. Market failure is typically attributed to 
market power, imperfect information, externalities, and public goods. The 
explicit application of market failure to justify government's role in 
innovation—in R&D activity in particular—^is a relatively recent 
phenomenon within public policy. 

Many point to President George H.W. Bush's 1990 U.S. Technology 
Policy as the Nation's first formal domestic technology policy statement. 
Albeit an important initial policy effort, it however failed to articulate a 
foundation for government's role in innovation and technology. Rather, it 
implicitly assumed that government had a role, and then set forth the 
general statement (1990, p. 2): 

The goal of U.S. technology policy is to make the best use 
of technology in achieving the national goals of improved 
quality of life for all Americans, continued economic 
growth, and national security. 

President William Clinton took a major step forward from the 1990 
policy statement in his 1994 Economic Report of the President by 
articulating first principles about why government should be involved in 
the technological process (1994, p. 191): 

The goal of technology policy is not to substitute the 
government's judgment for that of private industry in 
deciding which potential 'winners' to back. Rather, the 
point is to correct market failure .. .̂  

Subsequent Executive Office policy statements have echoed this 
theme; Science in the National Interest (1994) and Science and 
Technology: Shaping the Twenty-First Century (1998) are among such 
examples. President Clinton's 2000 Economic Report of the President 
(2000, p. 99) elaborated upon the concept of market failure as part of U.S. 
technology policy: 

^ The conceptual importance of identifying market failure for policy is also 
emphasized, although without any operational guidance, in Office of Management 
and Budget (1996). 
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Rather than support technologies that have clear and 
immediate commercial potential (which would likely be 
developed by the private sector without government 
support), government should seek out new technologies 
that will create benefits with large spillovers to society at 
large. 

Relatedly, Martin and Scott (2000, p. 438) observed: 

Limited appropriability, financial market failure, external 
benefits to the production of knowledge, and other factors 
suggest that strict reliance on a market system will result 
in underinvestment in innovation, relative to the socially 
desirable level. This creates a. prima facie case in favor of 
public intervention to promote innovative activity. 

Underinvestment in R&D 

Market failure, as addressed in this chapter, and of the type which 
could specifically be termed technological or innovation market failure, 
refers to a condition under which the market, including both the R&D-
investing producers of a technology and the users of the technology, 
underinvests, from society's standpoint, in a particular technology. Such 
underinvestment occurs because conditions exist that prevent 
organizations from fully realizing or appropriating the benefits created by 
their investments. 

The following explanation of market failure and the reasons for market 
failure follow closely Arrow's (1962) seminal work in which he identified 
three sources of market failure related to knowledge-based innovative 
activity—^"indivisibilities, inappropriability, and uncertainty" (p. 609).^ 

To explain, consider a marketable technology to be produced through 
an R&D process where conditions prevent full appropriation of the 
benefits from technological advancement by the R&D-investing firm. 
Other firms in the market or in related markets will realize some of the 

• Although Arrow does not elaborate on indivisibilities and inappropriability in his 
paper, the concepts are well understood in the innovation literature. Recalling that 
Arrow defines innovation "as the production of knowledge" (1962, p. 609), the 
market does not price knowledge in discrete bundles and thus because of such 
indivisibilities market prices may not send appropriate signals for economic units 
to make marginal decisions correctly. 
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profits from the innovation, and of course consumers will typically place a 
higher value on a product than the price paid for it. The R&D-investing 
firm will then calculate, because of such conditions, that the marginal 
benefits it can receive from a unit investment in such R&D will be less 
than could be earned in the absence of the conditions reducing the 
appropriated benefits of R&D below their potential, namely the full social 
benefits. Thus, the R&D-investing firm may underinvest in R&D, relative 
to what it would have chosen as its investment in the absence of the 
conditions. Stated alternatively, the R&D-investing firm may determine 
that its private rate of return is less than its private hurdle rate and 
therefore it will not undertake socially valuable R&D. 

The basic concept can be illustrated with Figure 3.1, which follows 
from Tassey (1992,1997,1999) and Jaffe (1998). The social rate of return 
is measured on the vertical axis along with society's hurdle rate on 
investments in R&D. The private rate of return is measured on the 
horizontal axis along with the private hurdle rate on R&D. A 45-degree 
line (dashed line) is imposed on the figure under the assumption that the 
social rate of return from an R&D investment will at least equal the private 
rate of return from the same investment. Three separate R&D projects are 
labeled as project A, B, and project C, Each is shown, for illustrative 
purposes only, to have the same social rate of return. 

For project A, the private rate of return is less than the private hurdle 
rate because of barriers to innovation and technology. As such, the private 
firm will not choose to invest in project A, although the social benefits 
from undertaking project A would be substantial. The same is true for 
project B although the private rate of return is closer to the private hurdle 
rate than for project A. 

The principle of market failure illustrated in the figure relates to 
appropriability of returns to investment. The vertical distance shown with 
the double arrow for project A is called the spillover gap; it results from 
the additional value society would receive above what the private firm 
would receive if project A were undertaken. What the firm would receive 
(along the 45-degree line) is less than its hurdle rate because the firm is 
unable to appropriate all of the returns that spill over to society. Project A 
is the type of project in which public resources should be invested to 
ensure that the project is undertaken. The level of public resources 
necessary to ensure that project B is undertaken would be less than for 
project A. 

In comparison, project C yields the same social rate of return as 
projects A and B, but most of that return can be appropriated by the 
innovator, and the private rate of return is greater than the private hurdle 
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rate. Hence, project C is one for which the private sector has an incentive 
to invest on its own or, alternatively stated, there is no economic 
justification for public resources being allocated to support project C. 

Figure 3.1. Spillover Gap between Social and Private Rates of Return to R&D 
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For projects of type A where significant spillovers occur, 
government's role has typically been to provide funding or technology 
infrastructure through public research institutions that lowers the marginal 
cost of investment so that the marginal private rate of return exceeds the 
private hurdle rate. Since the private retum to project B is closer to the 
private hurdle rate, incentives might be an appropriate policy tool. 

Note that the private hurdle rate is greater than the social hurdle rate in 
the figure. This is primarily because of management's (and employees') 
risk aversion and issues related to the availability and cost of capital. 
These factors represent an additional source of market failure that is 
related to uncertainty. For example, because most private firms are risk 
averse (i.e., the penalty from lower than expected retums is weighted more 
heavily than the benefits from greater than expected retums), they require 
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a higher hurdle rate of return compared to society as a v^hole that is closer 
to being risk neutral."^ 

To reduce market failures associated with inappropriability and 
uncertainty, government typically engages in activities to reduce technical 
and market risk (actual and perceived). These activities include, but are 
not limited to, the activities of public research institutions, as discussed 

"* There are two parts to the answer to the twin questions of how the social hurdle 
rate is determined and why it is represented as being less than the private hurdle 
rate. The first is grounded in the practice of evaluations, and the second is 
grounded in the theory of public policy to address market failure. 
(1) Regarding practice, the U.S. Office of Management and Budget has mandated 
that a specified real rate of return be used as the rate for evaluation studies—that 
is, the rate to be considered the opportunity cost for the use of the public funds in 
the investment projects we evaluate. The Office of Management and Budget 
(1992, p.9) has said that: "Constant-dollar benefit-cost analyses of proposed 
investments and regulations should report net present value and other outcomes 
determined using a real discount rate of 7 percent." That real rate of return (and 
the related nominal rates derived by accounting for expected inflation rates in 
various periods of analysis) has been far less than what case studies have reported 
to be the private hurdle rate for comparable investment projects in industry (Link 
and Scott 1998b). 
(2) Regarding theory, the evaluation of public investment projects, invariably 
focuses on cases where there has been some sort of market failure. To improve 
upon the market solution, the government has become involved (in a variety of 
ways, in practice) with an investment project. Just as market solutions for the 
prices of goods may not reflect the social costs for the goods (because of market 
failure stemming from market power, imperfect information, externalities, or 
public goods), the private hurdle rates that reflect market solutions for the price of 
funds—the opportunity cost of funds to the private firms—^may not reflect the 
social cost of the funds. The government may decide that the appropriate social 
cost—the opportunity cost for the public funds to be invested—differs from the 
market solution. Typically, in practice, the government believes that it faces less 
risk than the private sector firms doing similar investments; hence it will believe a 
lower yield is satisfactory since the public is bearing less risk than the private 
sector firm going it alone with a similar investment. More generally, government 
must decide what the opportunity costs of its public funds will be in various uses, 
and in general that will not be the same as the market rate. However, all that said, 
it is known from Arrow's thinking about social choice that the government's 
decision about what the rate should be cannot possibly reflect the diversity of 
opinion in the private sector regarding the decision (Arrow 1963). Consequently, 
as a logical matter, one could not prove that the government's choice of the right 
hurdle rate is obviously correct because diversity of opinion about the correct rate 
will not be reflected in the government's choice. 



Public Support of Innovation 29 

below. The following section discusses several circumstances—termed 
barriers to technology—that cause market failure and an underinvestment 
in R&D. 

Barriers to Innovation and Technology 

There are a number of factors that can explain why a firm will 
perceive that its expected private rate of return will fall below its hurdle 
rate."̂  Individuals will differ not only about a listing of such factors 
because they are not generally mutually exclusive, but also they will differ 
about the relative importance of one factor compared to another in 
whatever taxonomy is chosen. 

First, high technical risk (that is, outcomes may not be technically 
sufficient to meet needs) may cause market failure given that when the 
firm is successful, the private returns fall short of the social returns. The 
risk of the activity being undertaken is greater than the firm can accept, 
although if successful there would be very large benefits to society as a 
whole. Society would like the investment to be made, but from the 
perspective of the firm, the present value of expected returns is less than 
the investment cost and is thus less than the amount yielding its acceptable 
return on investment. 

Second, high technical risk can relate to high commercial or market 
risk (although technically sufficient, the market may not accept the 
innovation—reasons can include factors listed subsequently such as 
imitation or competing substitutes or interoperability issues) as well as to 
technical risk when the requisite R&D is highly capital intensive. The 
project may require too much capital for any one firm to feel comfortable 
with the outlay. The minimum cost of conducting research is thus viewed 
as excessive relative to the firm's overall R&D budget, which considers 

^ As Arrow (1962) explained, investments in knowledge entail uncertainty of two 
types—technical and market. The technical and market results from technology 
may be very poor, or perhaps considerably better than the expected outcome. 
Thus, a firm is justifiably concerned about the risk that its R&D investment will 
fail, technically or for any other reason. Or, if technically successful, the R&D 
investment output may not pass the market test for profitability. Further, the 
firm's private expected return typically falls short of the expected social return as 
previously discussed. This concept of downside risk is elaborated upon in Link 
and Scott (2001). 



30 Public/Private Partnerships 

the costs of outside financing and the risks of bankruptcy. In this case, the 
firm will not make the investment, although society would be better off if 
it had, because the project does not appear to be profitable from the firm's 
private perspective. 

Third, many R&D projects are characterized by a lengthy time interval 
until a commercial product reaches the market. The time expected to 
complete the R&D and the time until commercialization of the R&D 
results are long, and the realization of a cash flow from the R&D 
investment is in the distant future. If a private firm faces greater risk than 
society does, and as a result requires a greater rate of return and hence 
applies a higher discount rate than society does, it will value future returns 
less than does society. Because the private discount rate exceeds the social 
discount rate, there may be underinvestment, and the underinvestment 
increases as the time to market increases because the difference in the rate 
is compounded and has a bigger effect on returns further into the future. 

Fourth, it is not uncommon for the scope of potential markets to be 
broader than the scope of the individual firm's market strategies so the 
firm will not perceive or project economic benefits from all potential 
market applications of the technology. As such, the firm will consider in 
its investment decisions only those returns that it can appropriate within 
the boundaries of its market strategies. While the firm may recognize that 
there are spillover benefits to other markets, and while it could possibly 
appropriate them, such benefits are ignored or discounted heavily relative 
to the discount weight that would apply to society. 

A similar situation arises when the requirements for conducting R&D 
demand multidisciplinary research teams; unique research facilities not 
generally available with individual companies; or fusing technologies from 
what were heretofore separate, non-interacting parties. The possibility for 
opportunistic behavior in such thin markets may make it impossible, at a 
reasonable cost, for a single firm to share capital assets even if there were 
not R&D information sharing difficulties to compound the problem. If 
society, perhaps through a technology-based public institution, could act as 
an honest broker to coordinate a cooperative multi-firm effort, then the 
social costs of the multidisciplinary research might be less than the market 
costs .̂  

Fifth, the evolving nature of markets requires investments in 
combinations of technologies that, if they existed, would reside in different 
industries that are not integrated. Because such conditions often transcend 

^ See Leyden and Link (1999) on the role of a federal laboratory as an honest 
broker in the innovation process. 
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the R&D strategy of firms, such investments are not likely to be pursued. 
That is not only because of the lack of recognition of possible benefit areas 
or the perceived inability to appropriate whatever results, but also because 
coordinating multiple players in a timely and efficient manner is 
cumbersome and costly. Again, as with the multidisciplinary research 
teams, society may be able to use a technology-based public institution to 
act as an honest broker and reduce costs below those that the market would 
face. 

Sixth, a situation could exist when the nature of the technology is such 
that it is difficult to assign intellectual property rights. Knowledge and 
ideas developed by a firm that invests in technology may spill over to 
other firms during the R&D phase or after the new technology is 
introduced into the market. If the information creates value for the firms 
that benefit from the spillovers, then other things being equal, the 
innovating firms may underinvest in the technology. 

Relatedly, when competition in the development of new technology is 
very intense, each firm, knowing that the probability of being the 
successful innovator is low, may not anticipate sufficient returns to cover 
costs. Further, even if the firm innovates, intense competition at the 
application stage can result because of competing substitute goods, 
whether patented or not. Especially when the cost of imitation is low, an 
individual firm will anticipate such competition and may therefore not 
anticipate returns sufficient to cover its R&D investment costs. 

Of course, difficulties appropriating returns need not always inhibit 
R&D investment (Baldwin and Scott 1987). First-mover advantages 
associated with customer acceptance and demand, as well as increasing 
returns as markets are penetrated and production expanded, can imply that 
an innovator wins most (or at least a sufficient portion to support the 
investment) of the rewards even if it does not "take all." 

Seventh, industry structure may raise the cost of market entry for 
applications of the technology. The broader market environment in which 
a new technology will be sold can significantly reduce incentives to invest 
in its development and commercialization because of what some scholars 
have called technological lock-in and path dependency.^ Many 
technology-based products are part of larger systems of products. Under 
such industry structures, if a firm is contemplating investing in the 
development of a new product but perceives a risk that the product, even if 

^ See David (1987) for detailed development of the ideas of path dependency in 
the context of business strategies and public policy toward innovation and 
diffusion of new technologies. 
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technically successful, will not interface with other products in the system, 
the additional cost of attaining compatibility or interoperability may 
reduce the expected rate of return to the point that the project is not 
undertaken. 

Similarly, multiple sub-markets may evolve, each with its own 
interface requirements, thereby preventing economies of scale or network 
externalities from being realized. Again, society, perhaps through a 
technology-based public institution, may be able to help the market's 
participants coordinate successful compatibility and interoperability. 

Eighth, situations exist where the complexity of a technology makes 
agreement with respect to product performance between buyer and seller 
costly. Sharing of the information needed for the exchange and 
development of technology can render the needed transactions between 
independent firms in the market prohibitively costly if the incentives for 
opportunistic behavior are to be reduced to a reasonable level with what 
Teece (1980) called obligational contracts. 

Teece emphasized that the successful transfer of technology from one 
firm to another often requires careful teamwork with purposeful 
interactions between the seller and the buyer of the technology. In such 
circumstances, both the seller of the technology and the buyer of the 
technology are exposed to hazards of opportunism. Sellers, for example, 
may fear that buyers will capture the know-how too cheaply or use it in 
unexpected ways. Buyers may worry that the sellers will fail to provide 
the necessary support to make the technology work in the new 
environment; or they may worry that after learning about the buyer's 
operations in sufficient detail to transfer the technology successfully, the 
seller would back away from the transfer and instead enter the buyer's 
industry as a technologically sophisticated competitor. 

Once again, if society can use a technology-based public institution to 
act as an honest broker, the social costs of sharing technology may be less 
than market costs. 

These eight factors that create, individually or in combination, barriers 
to innovation and technology and thus lead to a private underinvestment in 
R&D are listed in Table 3.1. While these factors have been discussed 
individually above, and are listed in the table as if they are discrete 
phenomena, they are interrelated and overlapping, although in principle 
any one factor could be sufficient to cause a private firm to underinvest in 
R&D. 
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THE ROLE OF PUBLIC RESEARCH INSTITUTIONS 

Public research institutions—their intramural research as well as their 
focused extramural research activity—could overcome many of the 
barriers to innovation and technology discussed in the previous section. 

Table 3.1. Factors Creating Barriers to Innovation and Technology 

1. High technical risk associated with the underlying R&D 
2. High capital costs to undertake the underlying R&D 
3. Long-time to complete the R&D and commercialize the resulting 

technology 
4. Underlying R&D spills over to multiple markets and is not appropriable 
5. Market success of the technology depends on technologies in different 

industries 
6. Property rights cannot be assigned to the underlying R&D 
7. Resulting technology must be compatible and interoperable with other 

technologies 
8. High risk of opportunistic behavior when sharing information about the 

technology 

For the purpose of describing the rationale for public research 
institutions that provide, intramurally or extramurally, infrastructure 
technology needed in public/private partnerships, a definition of risk is 
posited that is focused on the operational concern with the downside 
outcomes for an investment. The shortfalls of the private expected 
outcomes from society's expected returns reflect appropriability problems. 

There are several related technological and market factors that will 
cause private firms to appropriate less retum and to face greater risk than 
society does. These factors underlie what Arrow (1962) identified as the 
non-exclusivity and public good characteristics of investments in the 
creation of knowledge. The private firms' incomplete appropriation of 
social returns in the context of technical and market risk can make risk in 
its operational sense unacceptably large for the private firm considering an 
investment. 

Operationally and with reference to Figure 3.1, Tassey (1992, 1997, 
2005), for example, defines risk as the probability that a project's rate of 
retum falls below a required, private rate of retum or private hurdle rate 
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(as opposed to simply deviating from an expected return). As illustrated 
in Link and Scott (2001)—both in concept and in terms of the specific 
projects performed by the private sector with subsidies and oversight from 
the Advanced Technology Program (ATP) within the U.S. National 
Institute of Standards and Technology (NIST)— f̂or many socially 
desirable investments, the private firm faces an unacceptably large 
probability of a rate of return that falls short of its private hurdle rate. Yet, 
from society's perspective, the probability of a rate of return that is less 
than the social hurdle rate is sufficiently small that the project is still 
worthwhile. 

Martin and Scott (2000, pp. 438-439) make the point that the design of 
appropriate public policy should match the policy with the specific source 
of underinvestment. In that light, they identify several roles for public 
research institutions. Given the types of research they perform, such 
institutions could be called standards and infrastructure technology 
institutions. Specific activities of those institutions are matched with 
specific sources of underinvestment in research, and the various activities 
are illustrated with examples from case studies. 

One role for a public research institution within a national innovation 
system is to facilitate the promulgation and adoption of standards and 
thereby, for example, reduce the risk associated with standards for new 
technology as inputs are developed for using industries such as in the 
sectors developing software, equipment, and instruments. The term 
standards is used in this context in a general sense to refer to voluntary 
performance protocols and interoperability standards, test methods, and 
standard reference materials. Although one can find examples where 
observers have thought that product standards were used in 
anticompetitive ways, the role for public research institutions is quite 
general and important, encompassing several types of standards. The 
public institution with research capability can respond to industry's needs 
for standards, working with industry to develop them while serving as an 
honest broker providing impartial mediation of disputes that could not be 
provided by a private firm with a proprietary interest in the outcomes.^ In 

Tassey (1992, 1997, 2005) has developed and applied the idea of barriers to 
innovation and technology to a number of national policies. 
^ Industry's scientists and engineers frequently interact with scientists in the 
public research institution in conferences and workshops and together they enable 
the public research laboratories to develop the standards needed as the 
technological requirements for industry to remain competitive evolve. See the 
several examples described in Link and Scott (1998b, forthcoming a). 
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the absence of the public research institution, industry would have incurred 
higher costs to replace the public standards activities than the actual costs 
to the public institution for those activities. Further, the quality of the 
more costly private standards activities would have been less than the 
quality of the public standards activities. 

For another role, public research institutions can oversee extension 
services to facilitate technology transfer in sectors such as light industry or 
agriculture when, for example, small firms, facing limited appropriability 
from their investments in new technologies yet providing large external 
benefits to the economy as a whole, apply inputs developed in supplying 
industries. Such extension services can make possible a vibrant 
entrepreneurial sector of smaller firms that stimulates the adoption and 
diffusion of new technology and also innovation, technological advance, 
and economic growth. 

The positive impact of such an entrepreneurial sector has been 
documented by many scholars—for example, Audretsch (1995)—^and in 
the last two decades recognition of its importance for economic growth has 
increased and become widespread. Imperfections in credit markets, 
opportunistic behavior by larger firms that might provide resources to 
small entrepreneurial businesses, and the unappropriated external benefits 
from entrepreneurial businesses might require public support of extension 
services to avoid underinvestment in the transfer of technologies. 
Although the argument for public research institutions with research 
capability is not as strong as it is in the foregoing role with standards, 
public research institutions such as NIST are in a good position to foster 
the technology transfer provided by extension programs. Such public 
institutions have knowledge of the key technologies, have working 
relationships with the industries supplying the technologies, and can assist 
with the transfer the technologies without opportunistic exploitation of the 
small firms, allowing them to grow as independent sources of initiative 
and growth.'° 

'̂  Private organizations with some public funding have evidently been successful 
in transferring technology to smaller businesses. Although coordinated by a 
public research institution, there is substantial private funding for the Malcolm 
Baldrige National Quality Award Program through NIST. The Program is focused 
on improving management and competitiveness. The pattern of shared funding 
among government and private organizations is common to many of the activities 
of public research institutions—^most prominently activities largely performed by 
the private sector with oversight from the public institution and with some partial 
public funding of the projects. See Link and Scott (forthcoming b). 
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For a third role, a public research institute can serve as the coordinator 
and facilitator for cooperative R&D efforts joining industry, universities, 
and government in research that is subsidized by the government. The 
several projects studied by Hall, Link, and Scott (2003) provide examples 
of such cooperative R&D efforts. Such cooperative research with a public 
research institution as the facilitator is often necessary to coordinate the 
development of infrastructure technologies as well as pre-competitive 
generic technologies that are at the heart of the development of complex 
systems involving high cost, risk, and limited appropriability. These 
complex systems are developed, for example, in aerospace, electrical and 
electronics technology, telecommunications, and computer technologies. 
While the coordination of cooperative efforts that transcend the solely 
market-based activities of industry is arguably an important and central 
role for government, the key question is whether a public research 
institution playing that coordinating role actually needs to have a research 
capacity itself. Based on case studies, it is clear that in many cases the 
answer is "Yes." For example, the ATP relies on the research capability of 
NIST not only to ensure sound oversight of the competitions for the 
government's chosen research projects that will be performed by industry 
with partial public funding, but also to provide coordinated research 
developing infrastructure technologies that support the advances in 
technology that the ATP hopes to foster through its awards for publicly 
subsidized and privately performed research.*' 

Finally, for industrial applications of technologies with high science 
content, where the knowledge base originates outside of the commercial 
sector, the creators of the knowledge may not recognize the potential 
applications or effectively communicate the new developments to potential 
users. 

As a fourth role in a national innovation system, a public research 
institution can facilitate the diffusion of advances from research in these 
cases—such as in biotechnology, chemistry, materials science, and 
pharmaceuticals—^where the applications have high science content. This 
fourth role is one of facilitating communication and dissemination of ideas 
from science that can then be used by many sectors to advance applied 
research and development. In many cases, government funds will have 
been used by universities to develop the basic science, because the ideas 
have a strong public good component and there would not have been 
sufficient incentive to develop them without government funding. Once 
the basic science is available, the knowledgeable public research 

' ' See Link and Scott (2001, 2005a). 
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institution with expertise in both research and connections to industry can 
help to disseminate the information widely. 

Granted that basic research with economy-wide implications and very 
long time horizons is unlikely to be undertaken by private firms. Are there 
reasons—incentive problems and market failures—that would require that 
the basic research should be performed by the government and not by, for 
example, the government's financing of private universities? That is. Are 
there reasons that the fourth role for the public research institution would 
include not only working to communicate basic science, transferring it to 
industry in ways that focus on the industrial usefulness of the basic 
science, but the public laboratory would actually do basic science itself. 
Although, experience with the work done in the U.S. government 
laboratories has revealed some fairly basic research, but even the most 
basic research is quite applied—using the basic science created in 
universities to develop new measurement technology for example. 
Conceivably there are incentive issues that may dictate the performance of 
certain types of basic research in the laboratories of public research 
institutions. By their nature, the research objectives of the government 
may differ from the interests of universities and their researchers, and it is 
possible that some goals of the government's basic research agenda would 
not align well with the current academic interests. Stated differently, 
academic researchers might find it beneath them to do the science that the 
public happens to want at a particular time. Another possibility is that 
academic researchers cannot always take the long view (especially given 
that the long view can change as political administrations change) needed 
to develop a government-mandated strand of science, in the detail needed, 
simply because of the constraints of tuming out sufficient publications of 
sufficient variety and quality in the context of review and promotion for 
the researchers. Laboring in some public service vineyard for a decade or 
more may not have the necessary academic rewards to ensure survival 
within the university system. A public laboratory scientist is freed from 
such constraints and the public laboratory can set its own reward structure 
that is sensitive to the fact that political administrations change and the 
scientific imperatives of government can change. Finally, national 
security may dictate that some types of research are performed in 
government laboratories with heightened security rather than in the more 
open environment of university laboratories. 

In all of the foregoing roles for the public research institution, the 
institution is not only an honest broker providing technological 
services—standards, standard reference materials, calibrations traceable to 
the standards, technology transfer and diffusion of scientific 
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advances—^without a proprietary, rivalrous, market-based interest. As 
well, the public research institution's research capability is an integral part 
of developing and maintaining standards and other technological services. 
The institution is not just an administrator, but an organization with real 
scientific and engineering expertise. In matters of generic and 
infrastructure technology, the institution is an honest broker with leading-
edge research capabilities and close working relationships with industry 
allowing it to understand industry's needs and continually develop and 
maintain the standards and services that industry relies on for its 
productivity. 

The theoretical foundation for public sector involvement in any aspect 
of the innovation process logically leads to a discussion of public 
accountability, meaning that the public sector is also responsible for 
evaluating the social benefits of its actions. 



4 TECHNOLOGICAL 
CHANGE AND R&D 

^ i s chapter provides background on both production function-based 
models of technological change and R&D activity. Both topics are critical 
to an understanding of public/private partnerships. 

MODELS OF TECHNOLOGICAL CHANGE 

Much of the early literature on technological change stems from 
production function models in which the output (Q) of a microeconomic 
unit (a plant, a firm, or even an industry) is represented simply as a 
function of capital (K) and labor (L): 

(1) Q=f(K,L) 

Of course, there are other inputs in production, such as intermediate 
materials, services, and financial recourses, but for an initial exposition, a 
two input model is sufficient. 

Following Hicks (1932), so-called Hicksian technological change is 
defined to be labor-saving, capital-saving, or neutral if the technological 
change brought about by the adoption of an underlying innovation raises, 
lowers, or leaves unchanged the marginal product of capital relative to the 
marginal product of labor for a given capital-to-labor ratio.^ 

' Harrod's (1948) classification scheme is similar to that of Hicks except that the 
capital-to-output ratio is assumed constant rather than the capital-to-labor ratio. 
Solow's (1967) classification is similar to Harrod's except that the labor-to-output 
ratio is assumed constant. See Link (1987) and Link and Siegel (2003) for a 
complete and mathematical overview of the production function concept of 
technological change. 



40 Public/Private Partnerships 

Using the early production function models of technological 
change—or more accurately models of the classification of technological 
change because none of the models addressed the source of the innovation 
that brought about the technological change—Solow (1957) advanced the 
concept of an aggregate production function and illustrated it assuming 
that the function was Cobb-Douglas in nature: 

(2) Q^A(t)lCL^ 

where, assuming perfect competition and constant returns to scale, a and p 
(« + ŷ  = 1) are the shares of income distributed to capital and labor 
respectively. From equation (2) it follows that the impact of technological 
change on production can be approximated as a residual growth rate 
measured as the percentage change in output less the percentage change in 
capital and labor. This Solow residual is often referred to as the 
percentage change total factor productivity (TFP), or simply productivity 
growth, and, based on equation (2), it is often denoted as A/A? 

Since the early 1960s, researchers have engaged in empirical analyses 
to estimate the impact of investments in R&D on productivity growth 
under the implicit assumption that R&D is an input into innovation and 
innovation leads to technological change as measured by the growth in 
TFP. 

For reference, TFP for the U.S. private non-farm business sector for 
the years 1948 through 2002 is shown in Figure 4.1. This figure will be 
referred to in later chapters because a number of public policy innovation 
initiatives were promulgated in response to slowdowns in TFP (in the early 
and mid-1970s and early 1980s).^ 

Conceptualizing the production function in equation (1) at the firm 
level, and introducing the firm's stock of technical capital, T, as a third 
input, the model becomes: 

(3) Q = A(t)F(KL,T) 

^ A denotes the time rate of change in TFP and thus A/A denotes the percentage 
rate of change in TFP. 
• These data, as noted in Figure 4.1 come from the Bureau of Labor Statistics. 
The term the Bureau uses is multifactor productivity as opposed to total factor 
productivity. 
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If the source of the firm's technical capital is its R&D, then a model 
relating productivity growth to investments in R&D (RD) takes the form:"* 

(4) A/A=l+p (RD/Q) 

Empirical estimates of p from equation (4) have been interpreted as an 
estimate of the marginal private rate of return to investments in R&D.^ 

Figure 4.1. U.S. Private Non-farm TFP Index, 1948-2002: (2000 = 100.0) 

1948 1952 1956 1960 1964 1968 1972 1976 1980 1984 1988 1992 1996 2000 

Year 

Source: Bureau of Labor Statistics. 

As discussed in the next section, there are two sources for a firm's 
R&D. One source is its internal resources, commonly referred to as self-
financed or private R&D; and the other source is governmental R&D, 
commonly referred to as public R&D. Simply disaggregating the RD 
variable in equation (4) to account for these two sources may not be the 
most appropriate way to think of the impact of public/private partnerships 

See, for example, Link and Siegel (2003) for the derivation of equation (4). 
• There is a large empirical literature regarding estimates of p. It is also reviewed 
in Link and Siegel (2003). 
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on firm productivity.^ Reflecting on the taxonomy of public/private 
partnerships in Table 1.1 in Chapter 1, one evaluation issue, which will be 
discussed in more detail in later chapters, is whether governmental 
involvement through a partnership relationship necessarily leverages 
private R&D, meaning does it increase the productivity of private R&D. 
Simply stated, is an estimate of p from equation (4) greater as a result of 
the partnership, or not? 

A number of specific public/private partnerships will be discussed in 
later chapters. Tax incentives are discussed in Chapter 7, research 
collaborations in Chapter 8, and research joint ventures in Chapter 9. The 
enabling legislations for these public/private partnerships came, in part, in 
response to the significant TFP slowdown in the early 1980s, as seen in 
Figure 4.1.^ 

In retrospect, the Department of Commerce (1990) has documented 
that during the 1980s the United States began to lose its competitive 
advantage to Japan in a number of critical technology products: emerging 
materials, emerging electronics and information systems, emerging 
manufacturing systems, and emerging life-science applications. And, the 
United States began to lose it competitive advantage to the European 
Community in emerging manufacturing systems and emerging life-science 
applications. These competitiveness trends are also discussed in Chapter 
10. 

As the Department of Commerce (1990, p. 47) noted: 

As a [NJation ... we no longer are totally self-sufficient in 
all essential materials or industries required to maintain a 
strong national defense. Consequently, we must identify 
requirements carefully and assess them against our 
industrial base capabilities. We must develop [R&D-
based] strategies that enable us to meet security needs . . . . 

Also, as suggested in Chapter 2, there were two strategic thrusts for 
federal science and technology policy after World War II. One thrust was 

^ David, Hall, and Toole (2000) have reviewed the empirical literature in an effort 
to weigh the findings of the literature regarding whether public R&D is a 
complement to private R&D or a substitute. They conclude, absent overriding 
criticisms about the estimation methods and procedures used, that the findings are 
ambivalent. 
^ A detailed discussion of the myriad culprits associated with the TFP slowdown 
is in Link (1987) and Link and Siegel (2003). 
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the support of basic science, as evidenced by the National Science 
Foundation's creation and activities. The other was the support of public 
needs as defined by Congress, often called mission research (e.g., the 
development of advanced weapons systems by the Department of 
Defense). With the TFP slowdown in the early 1980s and subsequent 
decline in technology-based global competitiveness, the effectiveness of 
mission research was called into question and more emphasis was given to 
government's role to support industrial R&D. 

DIMENSIONS OF R&D 

Advancements in science and technology are drivers of technological 
change as reflected, in large part, in TFP growth. And, investments in 
R&D are a key indicator of advancements in science and technology. 
While this relationship between R&D and technological change is as 
important at the microeconomic level of firm behavior as it is at that 
macroeconomic level of economic growth. Thus, R&D is an important 
policy tool directly related to economic growth and secondarily related to 
global competitiveness. 

For purposes of understanding the measurement of R&D, there are 
three fundamental dimensions. The first relates to the source of funding of 
R&D (who finances the investment), the second to the performance of 
R&D (who conducts the research and development), and the third to the 
character of use of R&D (whether the undertaking is of a basic or applied 
nature, or development). These three fundamental dimensions are not 
mutually exclusive. 

Sources of Funding of R&D 

The top row of Table 4.1 shows the sources for the nearly $313.4 
billion of R&D expenditures in the United States in 2004. Industry 
accounted for nearly 64 percent of those expenditures; the federal 
government another 30 percent; and all other sources, universities and 
colleges, accounted for about 6 percent. 

The primacy of industry in funding R&D has not always held, as 
shown in Figure 4.2. In the aftermath of World War II, up through the 
early 1980s, the federal government was the leading source of R&D funds 
in the Nation. Although the federal government was involved in 
supporting R&D before then, during the war the federal government 
dramatically expanded its R&D effort by establishing a network of federal 
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laboratories, including atomic weapons laboratories. It was at that time 
that the federal government also greatly increased its support to extramural 
R&D performers, especially to a select group of universities and large 
industrial firms. 

Table 4.1. National R&D Expenditures, by Selected Performer and Selected 
Funding Source, 2004 ($Millions) 

Sources of R&D Funds 

Performer Total Federal Industry Universities Other non- Percent 
R&D government and profit distribution, 

colleges institutions by 
performer* 

TOTAL 
R&D 

Federal 
government 

Industry 

Universities 
and 
colleges 

Other non­
profit 
institutions 

313,395 

24,807 

220,428 

42,431 

12,810 

93,279 200,457 

24,807 — 

23,314 197,114 

26,115 2,135 

6,124 1,208 

11,095 8,565 

— 7.9% 

11,095 3,087 

— 5,478 

70.3% 

13.5% 

4.1% 

* Percentages do not sum to 100.00 because not all performers are listed in the table (e.g., 
FFRDCs) 
Source: National Science Board (2006). 

After the war, federal R&D support continued to expand for both 
defense and non-defense purposes, including health R&D in the National 
Institutes of Health and—after the establishment of the National Science 
Foundation in 1950—a broad portfolio of basic research activities. As a 
result of a post-Sputnik national commitment to catch up to the Soviet 
space successes, federal support for space-related R&D mushroomed in 
the late 1950s and early 1960s. By 1960, the federal government 
accounted for 65 percent of the nation's total investment (80 percent of 
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which was for defense), and industry accounted for nearly 33 percent of 
the total. 

Figure 4.2. U.S. R&D Funding by Percentage Source of Funds, 1953-2004 

1953 1957 1961 1965 1969 1973 1977 1981 1985 1989 1993 1997 2001 

Year 

-Industry '̂^̂  Federal 

Source: National Science Board (2006). 

Over the next twenty years the federal government continued to be the 
leading source of R&D funding, although the direction of its funding 
shifted over time. In the early 1960s, the relative defense share of federal 
R&D funding dropped precipitously from 80 percent in 1960 to about 50 
percent in 1965, where it fluctuated narrowly until 1980. Early on, R&D 
for space exploration was the primary non-defense recipient of federal 
R&D funding. Indeed, more than three-fourths of federal non-defense 
R&D funds were in support of NASA's mission activities by 1965. 

By 1970, however, after the success of several lunar landings, support 
for other non-defense purposes began to claim an increasingly larger share 
of the federal R&D totals, and continued to do so throughout the 1970s; 
notably growth in federal energy R&D occurred as a response to the 
several oil embargoes. Also by 1970, R&D support from industry was on 
the rise, and it accounted for just over 40 percent of the total national R&D 
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effort. As a result of relatively flat federal funding in the 1970s and 
continual slow growth from the industrial sector, the federal government 
and industry accounted for about equal shares by the early 1980s. 

Since then, the federal government's share of R&D decreased to about 
40 percent of the total in 1990 to its current 2004 share, just below 30 
percent. Initially, the decreasing federal share came about even though 
federal dollar support for R&D—in absolute terms—was increasing. 

Between 1980 and 1987, federal R&D rose about 40 percent after 
adjusting for inflation. Most of this growth, however, was in support of 
defense activities so that by 1987, the defense R&D share had grown to 
two-thirds of the federal R&D total (its highest share since 1963). After 
the break-up of the Soviet Union, the imperative for continual growth in 
federal defense R&D support was not as strong and the federal R&D total 
once again slowed (and even fell in constant dollars). 

In terms of which agencies provide the R&D funds, federal sources are 
highly concentrated among just a few agencies. Five agencies accounted 
for 94.1 percent of all federal R&D funds: Department of Defense (47%), 
Department of Health and Human Services, primarily the National 
Institutes of Health (26%), National Aeronautics and Space Administration 
(9%), Department of Energy (8%), and National Science Foundation (4%). 

Concurrent with recent reductions in federal R&D spending, major 
changes have also transpired in industrial R&D spending patterns. After 
lackluster funding in the early 1990s (reflecting the impact of mild 
economic recessions on its R&D activities) industry R&D support has 
grown rapidly since 1994 to almost 70 percent of the national R&D total in 
2000, and is now (2004) 64 percent. As a result, and compared with the 
funding patterns of the mid-1960s, industry and government have reversed 
positions. 

R&D Performers 

R&D is performed in what has been called the U.S. national 
innovation system (Nelson 1993). The venue for the performance of R&D 
within the system—and this is true in all industrial nations—are research 
laboratories. Many scholars have set forth alternative definitions of a 
national innovation system; Crow and Bozeman (1998, p. 42), as one 
example, write that the U.S. national innovation system may be thought of 
as: 
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... the complex network of agents, policies, and 
institutions supporting the process of technical advance in 
an economy. 

The laboratory performers of R&D correspond to the sectors that finance 
R&D, but not all R&D funded by a sector is performed in that sector. For 
example, industry performed in its laboratories approximately $220 billion 
of R&D in 2004, of which $197 billion came from industry itself. The 
additional amount of R&D performed by industry came from the federal 
government. See Table 4.1. 

Almost one-fourth of the R&D funded by the federal government is 
performed in industry, and more than one-half of these funds are spent in 
the aircraft, missiles, and transportation equipment industries. Universities 
and colleges fund only about 26 percent of the R&D they perform in their 
laboratories. Nearly 62 percent of R&D performed in universities and 
colleges comes from the federal government and the rest equally from 
industry, nonprofit institutions, and nonfederal government sources. 

Figure 4.2 shows that since the late-1980s the rate of decline in federal 
funding of national R&D has increased. The lion's share of that decrease 
has come in the form of federal allocations for R&D performed in 
industry, for which the R&D level of support displays a roller-coaster-like 
pattern. The latest peak in federal support for industrial R&D was due to 
major defense-related funding increases for President Reagan's Strategic 
Defense Initiative, prior to the collapse of the Soviet Union. By contrast, 
federal funding to universities and colleges, adjusted for inflation, has 
increased slightly each year since at least the late 1970s. 

There are other important dimensions to the performance of industrial 
R&D. Approximately three-fourths of total industrial R&D is performed 
in manufacturing industries. The dominant manufacturing industries in 
terms of dollars of R&D performed are chemicals and allied products, 
electrical equipment (including computers), and transportation equipment. 
The remaining one-fourth is performed in the non-manufacturing sector, 
including services. Computer-related services are the leaders therein. The 
steep growth of R&D performed in the services is a relatively recent 
phenomenon. As recently as 15 years ago, manufacturers still accounted 
for more than 90 percent of total industrial R&D. Now (2004), 
manufacturing accounts for about 60 percent of total industrial R&D. 

Also, not all industry-performed R&D occurs within the geographical 
boundaries of the United States. Of the nearly $195 billion in R&D 
performed by industry in 2002 (the latest year for which the foreign-
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performed data are available), about $21 million, or almost 11 percent, 
were conducted in other countries. 

Foreign investments in R&D are not unique to U.S. firms; the outflow 
of U.S. industrial R&D into other countries is approximately offset by an 
inflow of others' R&D to be performed in the United States. Most (almost 
70%) of U.S.-funded R&D abroad was performed in Europe—primarily in 
Germany, the United Kingdom, and France. 

Overall, U.S. R&D investments abroad have gradually shifted away 
from the larger European countries, and Canada, and toward Japan, several 
of the smaller European countries (notably Sweden and the Netherlands), 
Australia, and Brazil. Pharmaceutical companies accounted for the largest 
industry share, much of which took place in the United Kingdom. 

Substantial R&D investments are made by foreign firms in the United 
States. In 2002, R&D investments were concentrated in drugs and 
medicines (mostly from Swiss, German, and British firms), industrial 
chemicals (funded predominantly by German and Dutch firms), and 
electrical equipment (one-third of which came from French affiliates). 

R&D BY CHARACTER OF USE 

Vannevar Bush is credited for first using the term "basic research." In 
his 1945 report to President Roosevelt, Science—the Endless Frontier, 
Bush used the term and defined it to mean research conducted without 
thought of practical ends. Since then, policy makers have been concerned 
about definitions that appropriately characterize the various aspects of 
scientific inquiry that broadly fall under the label of R&D and that relate to 
the linear model that Bush proffered. 

Definitions are important to the National Science Foundation because 
it collects expenditure data on R&D. For those data to accurately reflect 
industrial and academic investments in technological advancement, and for 
those data to be comparable over time, there must be a consistent set of 
reporting definitions. 

The classification scheme used by the National Science Foundation for 
reporting purposes was developed for its first industrial survey in 1953-
1954, as documented in Link's (1996b) history of the classification 
scheme. While minor definitional changes were made in the early years, 
namely to modify the category originally referred to as "basic or 
fundamental research" to simply "basic research," the concepts of basic 
research, applied research, and development have remained much as was 
implicitly contained in Bush's 1945 linear model: 
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Basic Research —> Applied Research —> Development 

The objective of basic research is to gain more comprehensive 
knowledge or understanding of the subject under study, without specific 
applications in mind. Basic research is defined as research that advances 
scientific knowledge but does not have specific immediate commercial 
objectives, although it may be in fields of present or potential commercial 
interest. Much of the scientific research that takes place at universities is 
basic research. 

Applied research is aimed at gaining the knowledge or understanding 
to meet a specific recognized need. Applied research includes 
investigations oriented to discovering new scientific knowledge that has 
specific commercial objectives with respect to products, processes, or 
services. 

Development is the systematic use of the knowledge or understanding 
gained from research directed toward the production of useful materials, 
devices, systems, or methods, including the design and development of 
prototypes and processes. 

Approximately 62 percent of national R&D is development, with 
almost 19 percent of R&D being allocated to applied research and the 
same approximate percentage to basic research. Different sectors 
contribute disproportionately to the Nation's funding and performance of 
these R&D component categories. Applied research and development 
activities are primarily funded by industry and performed by industry. 
Basic research, however, is primarily funded by the federal government 
and generally performed in universities and colleges. 

Table 4.2 shows the distribution of R&D by character of use and by 
source of funds for 2004. Industry funds the 84 percent of its own basic 
and over 88 percent of its applied research; the federal government funds 
nearly 65 percent of basic research at universities and colleges and 54 
percent of the applied research performed there. Nearly 89 percent of all 
development is funded by industry and performed by industry. 

The decline in federal support of R&D over the past two decades—see 
Figure 4.2—has primarily come at the expense of applied research and 
development performed in industry. 
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Table 4.2. National R&D Expenditures by Character of Use, Performer, 
and Source, 2004: 2004 ($Millions) 

Source of Funds 

Performer Total R&D Industry Federal Universities 
government and colleges 

Basic Research 
Industry 
Federal 

government 
Universities 

and colleges 

Applied Research 
Industry 
Federal 

government 
Universities 

and colleges 

Development 
Industry 
Federal 

government 
Universities 

and colleges 

57,711 
8,514 
4,973 

31,735 

57,150 
31,795 

8,415 

9,223 

194,065 
175,690 
11,419 

1,474 

84.0% 

4.6% 

88.2% 

0.6% 

88.6% 

8.3% 

13.4% 
100% 

64.9% 

11.8% 
100.0% 

54.0% 

11.4% 
100.0% 

36.8% 

23.9% 

31.3% 

42.9% 

Source: National Science Board (2006). 



5 ALTERNATIVE MODELS 
OF TECHNOLOGICAL 

CHANGE 

'The production function model of technological change set forth in 
Chapter 4 has guided for over one-half of a century much of the empirical 
research in economics related to the relationship between R&D and 
technological change. Simply put, its underlying conceptual framework is: 

R&D -^ Knowledge -^ Innovation -^ Technological Advancement -^ 
Economic Growth 

Thus, conceptually, there is a positive relationship between investments in 
R&D and technological change as measured by growth over time in TFP, 
and statistically the correlation is also positive.^ 

However, the production function approach that has dominated the 
empirical economics of this topic is void of any statement about the role of 
innovation in the R&D-to-TFP relationship, thus a rethinking of 
technological change, as well as the idea that many factors may be 
causally related is warranted. 

TECHNOLOGY AND TECHNOLOGICAL CHANGE' 

Researchers have used the concept of technology in a variety of ways. 
In a narrow sense, technology refers to specific physical or tangible tools, 
but in a broader sense technology describes whole social processes. In the 
broader sense, technology refers to intangible tools. Although there are 
analytical advantages to both the narrow and the more encompassing 

' This literature is reviewed in Link (1987) and Link and Siegel (2003). 
^ This section draws, in part, from Bozeman and Link (1983), Link (1987), Hebert 
and Link (1988), and Link and Siegel (2003). 
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views, the different uses of the concept of technology invariably promote 
confusion at both the theoretical, empirical, and policy levels. 

By focusing on physical or tangible technology, questions arise such 
as: How can technologies be differentiated? What aspects of technology 
are of interest? For the most part, economists have attempted to answer 
such questions by dealing with the indirectly perceivable aspects of 
physical technology or tangible tools. Namely, the focus turns from 
attributes to the knowledge embodied within the technology. And, the 
knowledge base of technology is not only a theme in this chapter, but also 
it is a critically important starting point for the development of science and 
technology policy. 

Conceptualizing technology as the physical representation of 
knowledge provides a useful foundation for understanding technological 
change and its determinants. Any useful device is, in part, proof of the 
knowledge-based or informational assumptions that resulted in its creation. 
The information embodied in a technology varies accordingly to its source, 
its type, and its application. For example, one source of information is 
science, although scientific knowledge is rarely sufficient for the more 
particular needs entailed in constructing, literally, a technological device. 
Having said that, it would be useful in this regard to think of science as 
focusing on the understanding of knowledge and technology as focusing 
on the application of knowledge. 

Other sources of knowledge include information from controlled and 
random experimentation, information that philosophers refer to as ordinary 
knowledge, and finally, information of the kind that falls under the rubrics 
of creativity, perceptiveness, and inspiration. 

Regarding perceptiveness, Machlup (1980, p. 179) argued that formal 
education is only one form of knowledge. He asserted that knowledge is 
also gained experientially and is gathered and processed at different rates 
by each individual. The following statement reflects Machlup's notion of 
perception quite clearly: 

Some alert and quick-minded persons, by keeping their 
eyes and ears open for new facts and theories, discoveries 
and opportunities, perceive what normal people of lesser 
alertness and perceptiveness, would fail to notice. Hence 
new knowledge is available at little or no cost to those 
who are on the lookout, full of curiosity, and bright 
enough not to miss their chances. 
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Machlup's informational view of technology implies that technology per 
se is an output that arises from a formal, rational, purposively undertaken 
process. Such an idea—the production of technology—highlights the role 
of research in the generation of technologies. And, the concept of research 
underscores the myriad sources available from which knowledge can be 
acquired, formal R&D being one source. Technologies can thus be 
distinguished, albeit imperfectly, by the amount of embedded information. 
More concretely, R&D activities—^wherever they are based—play a large 
role in creating and characterizing new technologies. 

Closely related to the concept of technology is the notion of invention 
and innovation. Following Bozeman and Link (1983, p. 4): 

The concepts commonly used in connection with 
innovation are deceptively simple. Invention is the 
creation of something new. An invention becomes an 
innovation when it is put in use. 

It is useful to think of an innovation as something new that has been 
brought into use.^ Thus, the innovation represents, in a sense, a new 
underlying technology. When the innovation is itself the final marketable 
result, it is sometimes referred to as a product innovation. When the 
innovation is applied in a subsequent production process, it is sometimes 
referred to as a process innovation (meaning that its application affects a 
production process). 

Embedded in this distinction between invention and innovation is a 
process whereby inventions become applied. This process is often referred 
to as the innovation process, with an innovation being the defined result or 
output of the process. 

For the purposes of a broader view of technological change, it could be 
useful to incorporate explicitly the above concepts of invention and 
innovation as well as the concept of entrepreneurship. The contributions 
of Schumpeter are a starting point. According to Schumpeter (1939, p. 62) 
innovation can meaningfully be defined in terms of a production function, 
and, in a sense, as a factor shifting the production function (as modeled in 
Chapter 4): 

• The characteristics of newness appear in the writing of many scholars who 
attempted to address this topic. Kuznets (1962, p. 19), for example, refers to 
inventive activity as a "new combination of available knowledge." 
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[The production function] describes the way in which 
quantity of product varies if quantities of factors vary. If, 
instead of quantities of factors, we vary the form of the 
function, we have an innovation. 

Schumpeter noted that mere cost reducing applications of knowledge lead 
only to new supply schedules of existing goods. Therefore, this kind of 
innovation must involve a new commodity or one of a higher quality. This 
is what economists typically refer to as product innovation. He also noted 
that the knowledge undergirding the innovation need not be new; it may be 
existing knowledge that has not been utilized before. According to 
Schumpeter (1928, p. 378): 

[T]here never has been anytime when the store of 
scientific knowledge has yielded all it could in the way of 
industrial improvement, and, on the other hand, it is not 
the knowledge that matters, but the successful solution of 
the task sui generis of putting an untried method into 
practice—there may be, and often is, no scientific novelty 
involved at all, and even if it be involved, this does not 
make any difference to the nature of the process. 

Driving this process is the entrepreneur."^ 

THE ENTREPRENEUR AND ENTREPRENEURSHIP 

The concept of the entrepreneur can be traced at least as far back as the 
Physiocrats in France in the mid-1700s. Nicolas Baudeau (1910, p. 46) 
referred to a process guided by an active agent, which he called an 
entrepreneur, within a capitalistic system: 

^ More than two decades after these writings of Schumpeter, Usher (1954) 
independently rediscovered these same concepts. He posited that technology is the 
result of an innovation, and an innovation is the result of an invention. An 
invention, of course, results as the emergence of new things requiring an act of 
entrepreneurial insight going beyond the normal exercise of technical or 
professional skills. 
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Such is the goal of the grand productive enterprises: first 
to increase the harvest by two, three, four, ten times if 
possible; secondly to reduce the amount of labor 
employed and so reduce costs by a half, a third, a fourth, 
or a tenth, whatever possible. 

Embedded in this conceptualization of entrepreneurship is the notion of an 
innovative process, one perhaps as simple as the perception of new 
technology adopted from others so as to increase agricultural yield, or one 
as refined as the actual development of a new technology to do the same. 
When the process is completed and when the innovation is put into use 
there will be a productivity gain and possibly even a substitution of capital 
for labor. 

Entrepreneurship is a process: an output of that process is the 
promotion of one's own innovation or the adoption of another's 
innovation. For the purposes of posting an alternative model of 
technological change, the term entrepreneur is defined, following Hebert 
and Link (1988), as one who perceives an opportunity and has the ability 
to act upon it. Hence, entrepreneurship, much like innovation which is 
guided by entrepreneurial action, is a process that involves both perception 
and action. (More historical background on the entrepreneur—^who he 
is— and entrepreneurship—what he does—is in an appendix to this 
chapter.) 

From the perspective of a technology-based firm or organization, the 
perception of an opportunity may be influenced by changes in strategic 
directions or competitive markets, but perception of an opportunity is 
fundamentally only the first step. The consequent step is the ability to act 
on that perception. What defines the entrepreneur is the ability to move 
invention forward into innovation. The invention may be discovered or 
developed by others. The entrepreneur is able to recognize the commercial 
potential of the invention and organize the capital, talent, and other 
resources that turn an invention into an innovation and then into a 
commercially viable technology. 

There are several requisite resources needed for action, and action 
takes the perception of an opportunity forward to result in an innovation. 
One obvious and fundamental resource is R&D because it not only 
provides a stock of knowledge to encourage perception but also the ability 
for the firm to foster action. However, firms that do not conduct R&D can 
still be entrepreneurial. In such firms, innovations are likely to be 
introduced rather than produced. Such firms act in an entrepreneurial 
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manner by hiring creative individuals and providing them with an 
environment conducive for the blossoming of their talents. 

Consider R&D-active firms. The R&D they conduct serves two 
general purposes. First, it provides the resource base from which the firm 
can respond to an opportunity with perceived strategic merit or technical 
opportunity. This opportunity allows the firm to develop a commercial 
market. Second, those scientists involved in R&D are the internal resource 
that facilitates the firm's being able to make decisions regarding the 
technical merits of others' innovations and how effectively those 
innovations will interface with the existing technological environment of 
the firm. 

The firm may choose to purchase or license this technology or 
undertake a new R&D endeavor. In this latter sense, one related and very 
important role of R&D is to enhance the absorptive capacity of the firm 
(Cohen and Levinthal 1989). 

Thus, the role of R&D as enhancing the absorptive capacity of the firm 
goes beyond simply assessing the technical merits of potentially 
purchasable technology. It allows the firm to interpret the extant technical 
literature; to interface when necessary with the research laboratories of 
others, in a research partnership relationship (discussed below) or to 
acquire technical explanations from, say, a federal laboratory or university 
laboratory; or simply to solve internal technical problems.^ 

ALTERNATIVE MODELS OF TECHNOLOGICAL CHANGE 

Two models of innovation are set forth in this section. The first relates 
to a technology-based manufacturing sector firm and the second to a 
technology-based service sector firm.̂  Based on the discussion in Chapter 
4 about trends in service sector R&D, both sectors are thus important to 
technological change. 

Each model contains a relationship between entrepreneurship, 
innovation, R&D, and technological change, key elements that were 
missing from the traditional production function model in Chapter 4. 

^ It is not surprising that public policies aimed at enhancing the innovativeness of 
firms, especially in light of increasing global competition as was the case 
beginning in the late 1970s and early 1980s, have focused directly or indirectly on 
R&D. These public policies are discussed in later chapters. 
^ These models come from Gallaher et al. (forthcoming). 
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Model for a Manufacturing Sector 

At the root of the model in Figure 5.1 is the science base, referring to 
the accumulation of scientific and technological knowledge. The science 
base resides in the public domain. Investment in the science base comes 
from basic research, primarily funded by the government and primarily 
performed globally in universities and federal laboratories. 

Figure 5.1. Entrepreneurial Model of Innovation in a Technology-based 
Manufacturing Sector Firm 
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For a technology-based manufacturing firm, technology development 
in the form of basic and applied research generally begins within its 
laboratory. There, R&D involved the application of scientific knowledge 
toward the proof of concept of a new technology. Such fundamental 
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research, if successful, yields a prototype or generic technology. If the 
prototype technology has potential commercial value, follow-on applied 
research takes place toward development. If successful, a proprietary 
technology will result. 

Basic research, applied research, and development—^ala Vannevar 
Bush's linear model—occur within the firm as a result of its strategic 
planning and guide its entrepreneurial activities. Generally, strategic 
planning involves the formulation of road maps for developing new 
emerging technologies. A manufacturing firm targets discrete technology 
jumps, creating new technologies that make their competition obsolete, 
their strategic plans are long term and not closely linked to current 
competitive planning. Entrepreneurial activity then drives the firm toward 
the production of the new product or process. 

Infrastructure technologies emanate from the science base. These 
technologies, such as test methods or measurement standards, reduce the 
market risk associated with the market introduction of a new product or 
process. Once a new product has been designed and tested, technical risk 
may be low, but market risk may be significant until the product is 
accepted and integrated into existing systems. 

Model for a Service Sector Firm 

The model for the technology-based service sector firm in Figure 5.2 
differs from that of the manufacturing sector firm in several dimensions. 
While innovation in both the manufacturing firm and the service sector 
firm builds on the science base, the service sector firm is likely to 
acquire—purchase (Link and Zmud 1987) or license (Link and Scott 
2002)—products and services as inputs that incorporate others' R&D, as 
opposed to conducting it internally. And, of course, those from whom 
such acquisitions are made draw on the science base. 

The service sector firm's strategic planning focuses primarily on 
retaining or gaining market shares for existing products and services. 
Thus, innovation is guided by customer input and competitive planning 
that involves continual or incremental transition strategies. The 
entrepreneurial activity of the service sector firm drives redesigned or 
reconfigured enhancements of its existing products. At the root are other's 
technologies that are licensed or purchased to meet the firm's road map for 
deploying modifications of its existing products. This product and service 
enhancement often involve systems integration where systems integration 
facilitates the intersection of hardware, software, and the synthesis of 
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application domains such as finance, manufacturing, transportation, and 
retail. 

For the service sector firm, infrastructure technologies ensure that 
purchased technologies interface or integrate with the service sector firm's 
existing systems. Such infrastructure technologies also emanate from the 
science base. 

Risk reduction is also an important element in the model of innovation 
in a service sector firm. It is more likely to be less than in a manufacturing 
sector firm because the service sector firm's innovation is enhancing 
products in existing markets, assuming that technical risk is minimal. 

Figure 5.2. Entrepreneurial Model of Innovation in a Technology-based 
Service Sector Firm 
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APPENDIX ON 
ENTREPRENEURSHIP 

^ e history of economic thought holds diverse opinions about the nature 
and role of the entrepreneur/ At least twelve distinct themes have 
appeared within the economics literature about the entrepreneur. These 
themes are: 

1. The entrepreneur is the person who assumes the risk associated with 
uncertainty. 

2. The entrepreneur is the person who supplies financial capital. 
3. The entrepreneur is an innovator. 
4. The entrepreneur is a decision maker. 
5. The entrepreneur is an industrial leader. 
6. The entrepreneur is a manager or superintendent. 
7. The entrepreneur is an organizer and coordinator of economic 

resources. 
8. The entrepreneur is the owner of an enterprise. 
9. The entrepreneur is an employer of factors of production. 
10. The entrepreneur is a contractor. 
11. The entrepreneur is an arbitrageur. 
12. The entrepreneur is an allocator of resources among alternative uses. 

With regard to the twelve themes above, statements 2, 6, 8, and 9 
describe static roles for the entrepreneur. In a static world, the 
entrepreneur is a passive element because his actions merely constitute 
repetitions of past procedures and techniques already learned and 
implemented. The prevailing wisdom by those who study 

^ This section draws from Hebert and Link (1988, 1989). 
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entrepreneurship from an evolutionary perspective eschew his static role. 
Only in a dynamic world does the entrepreneur become a robust figure, 
and a dynamic role for him is implied in the other eight thematic 
statements. But even then, the innovative activities of small firms are not 
explicit. 

To place the entrepreneur, and his dynamic entrepreneurial actions, in 
an economics concept, one must begin with the ideas proffered by 
Cantillon (c. 1680 - 1734). From Cantillon, three intellectual branches 
loosely referred to as the German Tradition characterized by, among 
others, von Thunen (1785 - 1850) and Schumpeter (1883 - 1950); the 
Chicago School characterized by, among others. Knight (1885 - 1972) and 
Schultz (1902 - 1998); and the Austrian Tradition characterized by, among 
others, von Mises (1881 - 1973) and Shackle (1903 - 1992). The 
representative contributions of Cantillon, Schumpeter, Schultz and von 
Mises are briefly discussed below. 

Richard Cantillon 

In the 18* century, Cantillon outlined the framework of a nascent 
market economy founded on individual property rights and based on 
economic interdependency. He recognized three classes of agents: 
landlords, who are financially independent; entrepreneurs, who engage in 
market exchanges at their own risk in order to make a profit; and hirelings, 
who work for fixed wages. 

Cantillon's entrepreneur is, within his framework, the central 
economic actor. He is someone who engages in exchanges, in the face of 
uncertainty, for profit. What Cantillon stressed is the function of the 
entrepreneur rather than his social status. Those who take chances in 
hopes of gain are entrepreneurs; even beggars and robbers who face 
uncertainty are entrepreneurial. It is the lack of perfect foresight that is the 
origin of the entrepreneurial spirit. If Cantillon's entrepreneur constantly 
had to exercise business judgment, and if he guessed wrong he must be 
accountable for the result. This Cantillonesque notion of the entrepreneur 
would later be widened by both Knight and von Mises. 

Joseph Schumpeter 

The concept of the entrepreneur was unveiled by Schumpeter within 
the context of economic development. Quite simply, the entrepreneur was 
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the persona causa of economic development; he was the mechanism of 
economic change. 

To Schumpeter, competition involved mainly the dynamic innovations 
of the entrepreneur. Schumpeter used the theoretical concept of 
equilibrium, "the circular flow of economic life," as his point of departure. 
Economic life proceeds routinely on the basis of past experience, he 
argued. In this equilibrium state, the entrepreneur is a non-entity because 
the relationship between inputs and production is invariant. The real 
question about economic growth and development is not how capitalism 
administers existing structures but how capitalism creates and destroys 
them. This process—^"creative destruction"—^is the essence of economic 
development. In other words, development is the disturbance of the 
circular flow, and the process of carrying out new combinations of inputs 
in production is done by, or is the role of, the entrepreneur. 

T.W. Schultz 

Schultz's theory of entrepreneurship is rooted in the economic theory 
of human capital. His points of departure rest on four criticisms of the 
earlier treatment of the entrepreneur: (1) the concept is generally restricted 
to businessmen, (2) it does not take into account the differences in 
allocative abilities among entrepreneurs, (3) the supply of entrepreneurship 
is not treated as a scarce resource, and (4) entrepreneurship is neglected in 
favor of general equilibrium considerations. 

Schultz refined the concept of entrepreneurship to be the ability to deal 
with disequilibria, and he extended the notion of entrepreneurial activity to 
include non-market activities (e.g., household decisions, allocation of 
time) as well as market activities. He also produced evidence of the 
effects of education on individuals' ability to perceive and react to 
disequilibria. Schultz argued that Schumpeter's conceptualization of 
entrepreneurship did not go far enough because it was confined to 
development disequilibria. 

Ludwig von Mises 

According to von Mises, economics is the study of human action, and 
human action that is distinctively economic takes place within a market 
framework. The nature of market activity is that it is an entrepreneurial 
process. The fundamental aspect of von Misesian human action is that it 
influences the future and is influenced by the future. Thus, participants in 
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market activity make choices and cope with the subsequent uncertainties 
of the future. Within this von Misesian framework, every man is an 
entrepreneur because every man makes choices (or decisions) and is then 
subject to the uncertainty that they create. 



6 THE PATENT 
SYSTEM 

The U.S. patent system is a public/private partnership.' As discussed in 
Chapter 1, a public/private partnership is an innovation-related relationship 
that involves public and/or private resources. The patent system involves 
both public and private resources in its maintenance. 

In terms of the taxonomy used to characterize public/private 
partnerships, the patent system, promulgated through the Patent Act of 
1790, is an example of indirect governmental involvement, because the 
system is in place and it provides an innovative environment in which 
firms can optimize, and the economic objective of the patent system is to 
leverage private R&D. See Table 6.1. The patent system is in the cell 
corresponding to indirect governmental involvement with an economic 
objective to leverage private R&D. 

In subsequent chapters, various public/private partnerships will be 
placed in the taxonomy described by Table 6.1. 

HISTORY OF THE U.S. PATENT SYSTEM 

The history of the U.S. patent system dates to the authority given to 
Congress in the Constitution of the United States. Article I, section 8 
states: 

Congress shall have power ... to promote the progress of 
science and useful arts, by securing for limited times to 

^ This chapter is based on Link (1999b). Link (1999b) was later expanded in 
Audretsch et al. (2002a) and then reproduced in book form as Feldman, Link, and 
Siegel (2002). 
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authors and inventors the exclusive right to their 
respective writings and discoveries. 

Based on this authority, Congress initiated a number of patent laws 
beginning in 1790 with the Patent Act.^ The version of law that is now in 
effect was enacted on July 19, 1952 (to be effective January 1, 1953). 

Table 6.1. Taxonomy of Public/Private Partnerships 

Economic Objective 

Governmental Involvement Leverage Public R&D Leverage Private R&D 
Indirect Patent system 

(Patent Act) 

Direct 
Financial Resources 
Infrastructural Resources 
Research Resources 

The Patent and Trademark Office issues patents for inventions. The 
patent term is 20 years, and it grants exclusive property rights to the 
inventor over that period of time. Patents are effective only within the 
United States and its territories and possessions. 

U.S. patent law is clear about what can be patented. Any person who: 

... invents or discovers any new or useful process, 
machine, manufacture, or composition of matter, or any 
new and useful improvement thereof, may obtain a patent. 

It is important to note the word "useful," recalling that Franklin created the 
American Philosophical Society of Philadelphia in 1742 to promote 
"useful knowledge." 

^ The Patent Act of 1790 was influenced by President Thomas Jefferson, among 
others. The concepts therein trace to English law where, as precedence, in 1449, 
King Henry VI awarded a patent to John of Utynam for stained glass 
manufacturing. A readable overview of the history of the U.S. Patent Office is in 
Watson (2001). 
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Three criteria must hold to be granted a patent: utility, novelty, and 
non-obviousness. Utility means that the invention must be useful; novelty 
means that the invention must be new and not merely a copy or repetition 
of another invention; and, non-obviousness—^the most difficult criterion— 
means that the invention must neither be suggested by previous work nor 
totally anticipated given existing practices. 

While the U.S. Code applies to patents granted in the United States, 
and in the territories and possessions of the United States, treaties have 
been promulgated to extend protection beyond national boundaries. The 
Paris Convention for the Protection of Intellectual Property of 1883 
provided that each of the 140 signatory nations recognized the patent 
rights of other countries. Subsequent treaties have extended such coverage 
and made filings in other countries more efficient. 

THE ECONOMICS OF PATENTING 

Figure 6.1 illustrates what may be called the economics of patenting 
from the perspective of the firm."* The marginal private rate of return to 
R&D is measured on the vertical axis and the level of R&D spending is 
measured on the horizontal axis. The marginal private return schedules are 
downward sloping reflecting diminishing returns to R&D in any given 
time period, and for simplicity we assume the marginal private return 
schedule to be linear. Absent the patent system, the firm will choose to 
invest RDQ in R&D. This is an optimal investment for the firm; it invests 
to the point where its marginal private cost of R&D (assumed to be 
constant for simplicity) equals its marginal private return. However, 
assume that the project society wants the firm to invest in requires RDi > 
RDo. 

Level RDi in Figure 6.1 is, for illustration purposes, sufficient for the 
socially desirable project B, say, in Figure 3.1 to be undertaken, but the 
firm does not have an incentive to invest in R&D at that level. The key 
point is that the existence of the patent, or more precisely, the expectation 
that the firm will be awarded a patent, can induce the firm to devote 
additional resources to R&D (to reach level RDi.) 

Receipt of monopoly power for 20 years through a patent increases the 
firm's marginal private return from its investments in R&D, thus shifting 
the marginal private return schedule to the right. The intersection of the 

^ This model benefited from discussions with Bronwyn Hall. 
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new marginal private schedule and the marginal private cost schedule 
defines the optimal investment level for the firm; it is RDi. 

Figure 6.1. Economics of Patenting: Increasing Marginal Private Return for the 
Firm 
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Researchers have investigated a number of economic issues related to 
patenting activity, and the economic role of patents in the innovation 
process. Some significant findings from this body of research are: 

There is a strong positive correlation at the firm level between R&D 
expenditure (or employment) and patents. 
There is a positive correlation between patenting activity and the 
market value of the firm. 
The economic value of patents is highly skewed, where value is 
determined by citations. 
A citation-weighted measure of patents is more highly correlated with 
market value of the firm than is an unweighted measure. 
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• Patents are the primary instrument used by firms to protect their 
intellectual capital. 

The literature on patents is clear that a simple count of patents is not the 
best predictor of a nation's or a firm's innovative activity, much less its 
technological advancement. 

TRENDS IN PATENTING 

Figure 6.2 shows utility patent applications and patents granted in the 
United States from 1953 through 2003. Several trends in patenting activity 
in the United States are noteworthy: 

• In the early 1980s, the number of patents awarded to U.S. inventors 
began to decline and the number of U.S. patents awarded to foreign 
inventors began to rise, thus causing some policy makers to question 
the inventive environment in U.S. firms. This trend was yet another 
indicator that U.S. global competitiveness was declining at that time. 

• During the 1980s, the largest number of U.S. patents awarded to 
foreign inventors was granted to Japanese inventors. In fact, in 1995, 
over 20,000 patents were awarded to Japanese inventors, compared to 
about 7,000 for the next highest represented country, Germany. 

• The share of total patents awarded to foreign inventors is low in the 
United States compared to other countries. It is highest in Italy and 
Canada and lowest in Japan and Russia. 

• During the past decade, Japanese inventors have more international 
patents in three important technologies than inventors from any 
country, with the United States being second. These technologies are: 
robotics, genetic engineering, and advanced ceramics. 

• Since the enactment of the Bayh-Dole Act of 1980 (see Chapter 8), 
which transferred ownership of intellectual property from federal 
agencies to universities, there has been a rapid rise in university 
patenting (Henderson, Jaffe, and Trajtenberg 1998). 

According to Kortum and Lemer (1999), conventional wisdom held 
that the Court of Appeals of the Federal Circuit, created in 1982 by the 
Federal Court Improvements Act—created to reconcile patent disputes 
efficiently—^was the driving force for the increase in patent activity shown 
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in Figure 6.2."̂  But, their empirical research suggests that the increase was 
due instead to improvements in industrial firms' management of their 
R&D, and relatedly a shift toward more applied research. 

Figure 6.2, Trends in Patenting in the United States 
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According to Hall (2005), after 1983-1984, patent activity increased 
significantly, but primarily in the electrical and computing technology sectors. 



7 TAX INCENTIVES 

l a x incentives represent a public/private partnership.' In terms of the 
taxonomy used to characterize public/private partnerships, tax incentives, 
and the legislation that promulgates them, represent indirect governmental 
involvement in innovation. The economic objective of tax incentives, in 
particular the R&E tax credit, is to leverage private R&D. See Table 7.1. 

TAX INCENTIVES 

Tax incentives, in general, are a mechanism that government uses to 
stimulate or leverage private sector R&D. Like any policy tool, tax 
incentives have advantages and disadvantages. Advantages include the 
following (Bozeman and Link 1984): 

• Tax incentives entail less interference in the marketplace than do other 
mechanisms, thus affording private-sector recipients the ability to 
retain autonomy regarding the use of the incentives. 

• Tax incentives require less paperwork than other programs. 
• Tax incentives obviate the need to directly target individual firms in 

need of assistance. 
• Tax incentives have the psychological advantage of achieving a 

favorable industry reaction. 
• Tax incentives may be permanent and thus do not require annual 

budget review. 
• Tax incentives have a high degree of political feasibility. 

This chapter is based on Bozeman and Link (1984), various presentations by 
Link at the OECD in the early 1990s, and Link (1999b). 
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Some disadvantages of tax incentives are: 

• Tax incentives may bring about unintended windfalls by rewarding 
firms for what they would have done in the absence of the incentive. 

• Tax incentives often result in undesirable inequities. 
• Tax incentives raid the federal treasury. 
• Tax incentives frequently undermine public accountability. 
• The effectiveness of tax incentives often varies over the business 

cycle. 

Table 7.1. Taxonomy of Public/Private Partnerships 

Economic Objective 

Governmental Involvement Leverage Public R&D Leverage Private R&D 
Indirect Patent system 

(Patent Act) 

Tax incentives 
(R&E tax credit) 

Direct 
Financial Resources 
Infrastructural Resources 
Research Resources 

THE ECONOMICS OF TAX CREDITS 

Figure 7.1 illustrates the economics of a tax credit. The marginal rate 
of return is measured on the vertical axis and the level of R&D spending is 
measured on the horizontal axis. Both the marginal social return and the 
marginal private return schedules are downward sloping reflecting 
diminishing returns to R&D investments in a given time period. The 
social return schedule is drawn greater than the private return schedule for 
all levels of R&D because firms cannot appropriate all the benefits from 
conducting R&D; some of those benefits spillover to other firms in the 
current time period and in the post-innovation time period thus generating 
additional benefits to society. The marginal cost to the firm to undertake 
R&D is shown to be constant (horizontal). 
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Figure 7.1. Economics of a Tax Credit: Decreasing Marginal Private Cost for 
the Firm 
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As drawn, the firm will equate the marginal private cost of conducting 
R&D with the marginal private retum associated with this activity, and the 
firm will invest at the level RDQ. AS in the patent example in Figure 6.1, 
assume that society wishes to push the firm to an investment level RDi to 
undertake a project like, say, B in Figure 3.1. Society, given the firm's 
marginal cost schedule, would like the firm to invest in R&D to maximize 
social benefits. Hence, the optimal tax credit is one that provides an 
incentive to the firm to increase its R&D to point RDi. Receipt of a tax 
credit can be thought of as a reduction in the marginal private cost of 
undertaking additional R&D, and the firm will re-equate its new marginal 
private cost with its marginal private retum and invest at RDi. 

Unlike patents, a tax credit on R&D simply increases the firm's 
private retum on marginal R&D projects by reducing its marginal private 
cost to undertake such projects. Thus, tax incentives will increase the 
firm's level of R&D from RDQ to RDi but will not alleviate the technical 
or market risk that characterizes the firm's portfolio of projects. 
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However, because R&D is not a homogeneous activity and because, as 
Mansfield (1980) and Link (1981) have shown, the research (R) portion of 
R&D has a greater impact on productivity growth and hence economic 
growth than does development (D), any uniform tax incentive that treats 
R&D as if it were a homogeneous activity will likely encourage more of 
the same mix of R&D. That may not necessarily be bad since economic 
studies suggest that the marginal private return from R&D in total is 
greater than the marginal cost of conducting R&D. However, a tax credit 
on research as opposed to development, while conceptually more 
desirable, could be cumbersome to administer. 

R&E TAX CREDIT 

The adoption of Section 174 of the Internal Revenue Code in 1954 
codified and expanded tax laws pertaining to the R&D expenditures of 
firms. This provision permitted businesses to deduct fully R&E 
expenditures but not development or research application expenditures in 
the year incurred. 

There is a slight distinction between R&D expenditures from a NSF-
reporting perspective and R&E expenditures from a tax perspective. R&E 
expenditures are somewhat more narrowly defined to include all costs 
incident to development. R&E does not include ordinary testing or 
inspection of materials or products for quality control of those for 
efficiency studies, etc. R&E, in a sense, is the experimental portion of 
R&D. That said, in practice it is often difficult to distinguish one category 
from the other. 

Under Section 174, businesses are not allowed to expense R&E related 
equipment. Such equipment must be depreciated. However, the Economic 
Recovery and Tax Act of 1981 (ERTA) provided for a faster depreciation 
of R&E capital assets than other business capital assets. 

ERTA also included a 25 percent tax credit for qualified R&E 
expenditures in excess of the average amount spent during the previous 
three taxable years or 50 percent of the current year's expenditures (the 
R&E base). The initial R&E tax credit had several limitations including 
the fact that it did not cover expenses related to the administration of R&D 
or to research conducted outside of the United States. The Tax Reform 
Act of 1986 modified these limitations, but reduced the marginal rate from 
25 percent to 20 percent. Over the years the credit had been modified, 
primarily in terms of the definition of the R&E base, but the credit has 
never been made permanent. It has expired a number of times, only to be 
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renewed retroactively. President George W. Bush has advocated for the 
credit to be made permanent. 

In 1996, the Congressional Office of Technology Assessment released 
a report on the effectiveness of the R&E tax credit. The report concluded: 

• There is not sufficient information available to conduct a complete 
benefit-to-cost analysis of the effectiveness of the R&E tax credit on 
the economy. 

• The econometric studies that have been done to date conclude that the 
credit has been effective in the sense that for every dollar lost in 
federal revenue there is an increase of a dollar in private sector R&D 
spending. These studies conclude that the credit would be more 
effective if it were made permanent. Hall and van Reenen (2000) 
conclude from their review of the literature that the tax elasticity of 
R&D is about unity, meaning that a one percent increase in the credit 
will increase industry R&D by about one percent. 

• The R&E tax credit represents a small fraction of federal R&D 
expenditures, about 2.6 percent of total federal R&D funding and 
about 6.4 percent of federal R&D for industry. 

The R&E tax credit is not unique to the United States (Leyden and 
Link 1993). Japan's tax credit is marginal, and it was initiated in 1966. 
Canada also initiated a program in the 1960s, but their program is a flat tax 
program. 

Some (e.g., Link and Bauer, 1989) have proposed a tax credit for 
cooperative research. Economic theory concludes that firms that cooperate 
with each other in a research joint venture type of arrangement have the 
incentive to cooperate at the research end of the R&D spectrum rather than 
at the development end. Thus, a tax credit for cooperative research 
involvement is theoretically a viable alternative to the R&E tax credit and 
one that will potentially have a greater effect on research rather than 
development spending. 



8 RESEARCH 
COLLABORATIONS 

i^search collaborations represent a public/private partnership not only 
because both public and private organization participate in them, but also 
because public resources are used to encourage their formation.* 

Specific research collaborations are discussed in subsequent chapters. 
Here, a brief history of research partnerships in the United States is given 
as an introductory overview. 

SEMICONDUCTOR RESEARCH CORPORATION 

One of the first formal research collaborations in the United States was 
the Semiconductor Research Corporation (SRC). A brief history of the 
SRC will serve to illustrate that many research collaborations or 
partnerships are formed to address industry-wide technological issues, or 
at least issues that affect a sizeable segment of the industry. This brief 
history is also interesting because it illustrates, among other things, a 
purposeful entrepreneurial response to competitive market conditions. 

In the late 1950s, an integrated circuit (IC) industry emerged in the 
United States. The fledgling industry took form in the 1960s and 
experienced rapid growth throughout the 1970s. In 1979, when Japanese 
companies captured 42 percent of the U.S. market for 16 kbit DRAMs 
(memory devices) and converted Japan's integrated circuit trade balance 
with the United States from a negative $122 million in 1979 to a positive 

* This chapter is based on Link, Teece, and Finan (1996), Link (1999b), and much 
of the the underlying research by Link that was sponsored by the National Science 
Foundation. Link (1999b) was later expanded in Audretsch et al. (2002) and then 
reproduced in book form in Feldman, Link, and Siegel (2002). 
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$40 million in 1980, the U.S. industry became painfully aware that its 
dominance of the IC industry was being seriously challenged. It was clear 
to all in the industry that it was in their collective best interest to invest in 
an organizational structure that would strengthen the industry's position in 
the global semiconductor marketplace. 

The Semiconductor Industry Association (SIA) was formed in 1977 to 
collect and assemble reliable information on the industry and to develop 
mechanisms for addressing industry issues with the federal government. 
In a presentation at an SIA Board Meeting in June 1981, Erich Bloch of 
IBM described to the industry the nature of the growing competition with 
Japan and proposed the creation of a "semi-conductor research 
cooperative" to assure continued U.S. technology leadership. This event 
witnessed the birth of the SRC. In December 1981, Robert Noyce, then 
SIA chairman and vice-chairman of Intel, announced the establishment of 
the SRC for the purpose of stimulating joint research in advanced 
semiconductor technology by industry and U.S. universities and to reverse 
the declining trend in semiconductor research investments. The SRC was 
formally incorporated in February 1982 with a stated purpose to:^ 

• Provide a clearer view of technology needs. 
• Fund research to address technology needs. 
• Focus attention on competition. 
• Reduce research redundancy. 

Policy makers soon noticed the virtues of cooperative research in part 
because such organizational structures had worked well in Japan and in 
part because the organizational success of the SRC demonstrated that 
cooperation among competitive firms at the fundamental research level 
was feasible. 

SEMATECH 

In 1986 when the Semiconductor Industry Association (SIA) and the 
Semiconductor Research Corporation (SRC) began to explore the 
possibility of joint industry/government cooperation, the U.S. 

^ The eleven founding members were Advanced Micro Devices, Control Data 
Corporation, Digital Equipment Corporation, General Instrument, Honeywell, 
Hewlett-Packard, IBM, Intel, Monolithic Memories, Motorola, National 
Semiconductor, and Silicon Systems. 
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semiconductor industry was not in a favorable economic position. During 
1986, Japan overtook the United States for the first time in terms of their 
share of the world semiconductor market. Japan had about 45 percent of 
the world market compared to about 42 percent for the United States. The 
U.S. semiconductor industry expected Japan's share to grow at the expense 
of that of the United States. 

In January 1987, President Reagan recommended $50 million in 
matching federal funding for R&D related to semiconductor 
manufacturing, and this was to be part of the Department of Defense's 
1988 budget. Soon thereafter, the SIA approved the formation of 
SEMATECH and the construction of a world-class research facility."^ In 
September 1987, Congress authorized $100 million in matching funding 
for SEMATECH. 

SEMATECH and its members have a mission to: 

... create a shared competitive advantage by working 
together to achieve and strengthen manufacturing 
technology leadership. 

This shared vision is accomplished by joint sponsorship of leading edge 
technology development in equipment supplier companies. As these 
companies become world class manufacturers, so will the members of 
SEMATECH. 

By 1988, Japan's world market share reached over 50 percent, and that 
of the United States fell to about 37 percent. The U.S. share declined 
again in 1989 and then it began to increase at the expense of that of Japan. 
Early in 1992, the United States was again at parity with Japan at about 42 
percent, and stayed slightly ahead of Japan until 1995 when the gap began 
to widen. 

The mid-1990s saw increasing cooperation between U.S. and Japanese 
semiconductor companies, and in fact, in 1998 International SEMATECH 
began operations with Hyundai (Japan) and Philips (Amsterdam) as 
important members. Also, beginning in 1998, all funding came only from 
member companies. 

^ The thirteen charter members of SEMATECH were: Advanced Micro Devices, 
AT&T, Digital Equipment Corporation, Harris Corporation, Hewlett-Packard 
Company, IBM Corporation, Intel Corporation, LSI Logic Corporation, Micron 
Technology, Inc., Motorola, Inc., National Semiconductor Corporation, Rockwell 
International Corporation, and Texas Instruments, Inc. 
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Table 8.1 shows selected public/private partnership legislation to 
encourage research collaborations. Selected examples of research 
collaborations, based on these legislative initiatives, are discussed in 
subsequent chapters. 

Table 8.1. Selected Public/Private Partnership Legislation to Encourage 
Research Collaboration 

Enabling 
Legislation 

Characteristics of the Program 

Stevenson-Wylder 
Technology 
Innovation Act of 
1980 

University and Small 
Business Patent 
Procedure Act of 
1980 

Small Business 
Innovation 
Development Act of 
1982 

National Cooperative 
Research Act of 
1984 

Trademark 
Clarification Act of 
1984 

Federal Technology 
Transfer Act of 1986 

Act predicated on the premise that federal laboratories embody 
industrially-useful technology. Federal laboratory mandated to 
establish an Office of Research and Technology Application to 
facilitate transfer of public technology to the private sector. 

Known as Bayh-Dole Act. Reformed federal patent policy by 
providing increased incentives for diffusion of federally-funded 
innovation results. Universities, non-profit organizations, and 
small businesses permitted to obtain titles to innovations 
developed with govemmental funds; federal agencies to grant 
exclusive licenses to their technology to industry. 

Act required federal agencies to provide special funds to support 
small business R&D that complemented the agency's mission. 
Programs called Small Business Innovation Research (SBIR) 
programs. Act reauthorized in 1992. 

NCRA encouraged formation of joint research venture among 
U.S. firms. Amended by the National Cooperative Research and 
Production Act of 1993, thereby expanding antitrust protection 
to joint production ventures. 

Act set forth new licensing and royalty regulations to take 
technology from federally-funded facilities into the private 
sector. Specifically permitted government-owned, contractor-
operated (GOCO) laboratories to make decisions regarding 
which patents to license to the private sector, and contractors 
could receive royalties on such patents. 

Act amended by the Stevenson-Wylder Act. Made technology 
transfer an explicit responsibility of all federal laboratory 
scientists and engineers. Authorized cooperative research and 
development agreements (CRADAs). Amended by the National 
Competitiveness Technology Transfer Act of 1989 to include 
contractor operated laboratories. 
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Omnibus Trade and 
Competitiveness Act 
of 1988 

Act established Advanced Technology Program (ATP) and 
Manufacturing Extension Partnership (MEP) within the re­
named National Institute of Standards and Technology (NIST). 

Defense Conversion, 
Reinvestment, and 
Transition 
Assistance Act of 
1992 

Act created infrastructure for dual-use partnerships. Through 
Technology Reinvestment Project partnerships. Department of 
Defense given the ability to leverage the potential advantages of 
advanced commercial technologies to meet departmental needs. 

National Technology 
Transfer and 
Advancement Act of 
1995 

Act gave CRADA partners sufficient intellectual property rights 
to justify prompt commercialization of inventions resulting from 
CRADAs. 

Technology Transfer 
Commercialization 
Act of 2000 

Act improved the ability of federal agencies to license federally-
owned inventions by reforming technology training authorities 
under the Bayh-Dole Act. 



9 RESEARCH JOINT 
VENTURES 

i^search joint ventures (RJVs) represent a public/private partnership.' 
An RJV is a collaborative research arrangement through which firms 
jointly acquire technical knowledge. 

In terms of the taxonomy used to characterize public/private 
partnerships, RJVs, and the legislation that promulgates them, represent 
indirect governmental involvement in innovation. The economic objective 
of tax incentives, in particular the R&E tax credit, is to leverage private 
R&D. See Table 9.1. 

PUBLIC POLICY TOWARD RESEARCH JOINT VENTURES 

To place the activities surrounding the SRC's formation (Chapter 8) in 
a broader context, there was growing concern in the late 1970s and early 
1980s regarding the pervasive slowdown in productivity growth 
throughout the U.S. industrial sector. More specifically, policy makers 
were troubled by the declining global market shares of leading American 
companies, especially firms in the semiconductor industry.^ 

' This chapter is based on Link and Bauer (1989), Link (1999b), and Link and 
Scott (2005b). 
^ The declining U.S. position in the semiconductor industry was well known and 
in other industries there was widespread concern although the empirical evidence 
about the competitive position of the United States in international markets was 
incomplete. However, when the U.S. Department of Commerce (1990) released 
its 1990 report on emerging technologies, it was apparent to all that the concerns 
expressed in the early 1980s were quite valid. 
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Table 9.1. Taxonomy of PubUc/Private Partnerships 

Economic Objective 

Governmental Involvement Leverage Public R&D Leverage Private R&D 
Indirect Patent system 

(Patent Act) 

Tax incentives 
(R&E tax credit) 

Research joint 
ventures 

(NCRA and NCRPA) 

Direct 
Financial Resources 
Infrastructural Resources 
Research Resources 

As noted in a November 18, 1983 House report about the proposed 
Research and Development Joint Ventures Act of 1983: 

A number of indicators strongly suggest that the position 
of world technology leadership once firmly held by the 
United States is declining. The United States, only a 
decade ago, with only five percent of the world's 
population was generating about 75 percent of the world's 
technology. Now, the U.S. share has declined to about 50 
percent and in another ten years, without fundamental 
changes in our Nation's technological policy ... the past 
trend would suggest that it may be down to only 30 
percent. [In hearings,] many distinguished scientific and 
industry panels had recommended the need for some 
relaxation of current antitrust laws to encourage the 
formation of R&D joint ventures. ... The encouragement 
and fostering of joint research and development ventures 
are needed responses to the problem of declining U.S. 
productivity and international competitiveness. According 
to the testimony received during the Committee hearings, 
this legislation will provide for a significant increase in 
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the efficiency associated with firms doing similar research 
and development and will also provide for more effective 
use of scarce technically trained personnel in the United 
States. 

In an April 6, 1984 House report on competing legislation, the Joint 
Research and Development Act of 1984, the supposed benefits—and recall 
that at this time it was still too soon for there to be visible benefits coming 
from the SRC's activities on behalf of the IC industry—of joint research 
and development were for the first time clearly articulated: 

Joint research and development, as our foreign 
competitors have learned, can be procompetitive. It can 
reduce duplication, promote the efficient use of scarce 
technical personnel, and help to achieve desirable 
economies of scale. ... [W]e must ensure to our U.S. 
industries the same economic opportunities as our 
competitors, to engage in joint research and development, 
if we are to compete in the world market and retain jobs in 
this country. 

The National Cooperative Research Act (NCRA) of 1984, after 
additional revisions in the initiating legislation, was passed on October 11, 
1984: 

... to promote research and development, encourage 
innovation, stimulate trade, and make necessary and 
appropriate modifications in the operation of the antitrust 
laws. 

The NCRA of 1984 created a registration process, later expanded by the 
National Cooperative Research and Production Act (NCRPA) of 1993 and 
the Standards Development Organization Advancement Act of 2004 
(SDOAA), under which RJVs can voluntarily disclose their research 
intentions to the U.S. Department of Justice; all disclosures are made 
public in the Federal Register. 

RJVs gain two significant benefits from filing with the Department of 
Justice. One, if the venture were subjected to criminal or civil antitrust 
action, the courts would evaluate the alleged anticompetitive behavior 
under a rule of reason rather than presumptively ruling that the behavior 
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constituted a per se violation of the antitrust law. For RJVs that have filed, 
the Act states: 

In any action under the antitrust laws ... the conduct of 
any person in making or performing a contract to carry out 
a joint research and development venture shall not be 
deemed illegal per se; such conduct shall be judged on the 
basis of its reasonableness, taking into account all relevant 
factors affecting competition, including, but not limited to, 
effects on competition in properly defined, relevant 
research and development markets. 

And two, if the venture were found to fail a rule-of-reason analysis it 
would be subject to actual damages rather than treble damages. 

One of the more notable RJVs formed and made public through the 
NCRA disclosure process was SEMATECH (Chapter 8). It was thought 
that SEMATECH would be the U.S. semiconductor industry's/U.S. 
government's response to the Japanese government's targeting of their 
semiconductor industry for global domination. 

TRENDS IN RJVs 

Through 2003, there have been 913 formal RJVs filed under the 
NCRA. Certainly, this number is a lower bound on the total number of 
research partnerships in the United States, even since 1984. Not all RJVs 
are as publicly visible as SEMATECH. Most are quite small, with only 
two or three members, and others are quite large with hundreds of 
members. The average size of one of these joint ventures is about 13 
members."* 

As an illustration of the research activity that can successfully occur 
through a small, less visible research partnership, consider the Southwest 
Research Institute Clean Heavy Diesel Engine II joint venture, noticed in 
the Federal Register in early-1996. The eleven member companies, from 
six countries including the United States, joined together to solve a 
common set of technical problems. Diesel engine manufacturers were 
having difficulties, on their own, meeting desired emission control levels. 
The eleven companies were coordinated by Southwest Research Institute, 
an independent, non-profit contract research organization in San Antonio, 

The range of membership size is large; 2 to 539. 
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Texas, to collaborate on the reduction of exhaust emissions. The joint 
research was successful, and each member company took with it 
fundamental process technology to use in their individual manufacturing 
facilities to meet desired emission control levels. The joint venture was 
formally disbanded in mid-1999. 

Figure 9.1 shows the trend in RJVs from 1985 through 2003 based on 
the year of disclosure in the Federal Register. 

Figure 9.1. Number of RJVs Disclosed in the Federal Register, by Year of 
Disclosure 
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Certainly, the trend in RJV disclosures was upward until the mid-
1990s, and since then it has generally declined until 2002."̂  While 
informal cooperation in research may have been prevalent in the United 
States for decades, formal RJV relationships are new and it will take 
longer than a decade and a half to detect meaningful trends. 

^ Brod and Link (2001) have identified selected correlates with the trend in RJVs 
over time. In particular, the annual number of filings of RJVs changes, on 
average, in a countercyclical manner and in relationship to industrial development 
(as opposed to research) activity. 
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Figure 9.2 shows the percent of RJVs disclosed in the Federal 
Register, by technology area. Collaboration occurs most often when the 
research area is computer software or a defense-related area. 

Figure 9,2, Percentage of RJVs Disclosed in the Federal Register, by 
Technology Area 
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Note: The primary technology area toward which the overall research of the venture is 
directed: aut=factory automation; bio=biotechnology; che=chemicals; com=computer 
hardware; def=defense; enr=energy; env=environmental; it=information technology; 
man=manufacturing equipment; mat=advanced materials; med=medicals; 
pha=pharmaceuticals; pho=photonics; sof=computer software; sub=subassemblies and 
components; tam=test and measurement; tel=telecommunications; tm=transportation. 

Although RJVs as formal entities are relatively new to the technology 
strategy arena, the literature concludes that there are both benefits and 
costs to members of the venture. Following Hagedoom, Link, and 
Vonortas (2000), the benefits include: 

The opportunity for participants to capture knowledge spillovers from 
other members. 
Reduced research costs due to a reduction in duplicative research. 
Faster commercialization since the fundamental research stage is 
shortened. 
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• The opportunity to develop industry-wide competitive vision. 

The costs include: 

• A lack of appropriability since research results are shared among the 
participants. 

• Managerial tension, in some cases, as participants learn to trust each 
other and to work together. 

Research partnerships are correctly viewed as a complementary source 
of technical knowledge and technical efficiency for the firm. Thus, firms 
that participate in a research partnership leverage their own R&D process 
through interactions and knowledge sharing. 

RJV PARTNERS 

Especially noticeable in the RJVs filed with the Department of Justice 
is the presence of universities as research partners.^ Over the past 18 
years, the number of RJVs with at least one university partner has 
increased. On average, nearly 15 percent of RJVs have, as of 2003, at 
least one university research partner, and of these over 90 percent are U.S. 
universities. Those RJVs with universities as research partners have, on 
average, 5 university partners. 

A university has a financial incentive to partner with industry in its 
applied research, especially if commercial technologies are expected to 

^ The federal government also enters directly into research partnerships with firms 
through the federal laboratory system. This relationship can take various forms 
ranging from informal relationships whereby a firm(s) interacts with a federal 
laboratory scientist, or more formal relationships whereby a firm(s) utilizes 
federal laboratory facilities and is jointly involved with the laboratory scientists in 
the research. Or, the relationship can be nothing more than an informational 
transfer whereby the firm utilizes public information that was generated within a 
government agency. While very few studies have systematically looked at the 
economics of federal laboratories as research partners, two generalizations can be 
made (Leyden and Link 1999): 
• Federal laboratories are generally associated with research joint ventures that 

are large in terms of other member companies. 
• One key advantage to partnering with a federal laboratory is access to 

specialized technical equipment. 
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result. Industry has a research efficiency incentive to partner with a 
university. Efficiencies are gained through access to complementary 
activities and research results, and access to key university personnel 
(faculty and graduating students). 

As Rosenberg and Nelson (1994, p. 340) note: 

What university research most often does ... is to 
stimulate and enhance the power of R&D done in 
industry, as contrasted with providing a substitute for it. 

Relatedly, Hall, Link, and Scott (2003, p. 490) argue: 

Universities are included (invited by industry) in those 
research projects that involve what we have called "new" 
science. Industrial research participants perceive that the 
university could provide research insight that is 
anticipatory of future research problems and could be an 
ombudsman anticipating and translating to all the complex 
nature of the research being undertaken. Thus, one finds 
universities purposively involved in projects that are 
characterized as problematic with regard to the use of 
basic knowledge. 

Generalizations aside, some stylized conclusions can be drawn from 
the limited empirical investigations (Hall, Link, Scott 2000, 2001; Link 
and Scott 2005b): 

• Firms that interact with universities generally have greater R&D 
productivity and greater patenting activity. 

• One key motive for firms to maintain joint research relationships with 
universities is to have access to key university personnel— f̂aculty as 
well as students as potential employees. 

• Larger RJVs are more likely to invite a university to join the venture 
than smaller RJVs because larger RJVs are less likely to expect 
substantial additional appropriability problems to result because of the 
addition of a university partner, and because the larger ventures have 
both a lower marginal cost and a higher marginal value from the 
university R&D contributions to the venture's innovative output. 
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Many commentators predict that university participation in such 
collaboration will increase in the future. According to the Council on 
Competitiveness (1996, pp. 3-4): 

Over the next several years, participation in the U.S. R&D 
enterprise will have to continue experimenting with 
different types of partnerships to respond to the economic 
constraints, competitive pressures and technological 
demands that are forcing adjustment across the board. ... 
[and in response] industry is increasingly relying on 
partnerships with universities, while the focus of these 
partnerships is shifting progressively toward involvement 
in shorter-term research. 

And (Council on Competitiveness 1996, p. 11): 

For universities, cutbacks in defense spending have 
resulted in a de facto reallocation of funding away from 
the physical sciences and engineering and shifted the 
focus of defense research away from the frontiers of 
knowledge [e.g., basic science] to more applied efforts. ... 
Although defense spending is clearly not the only viable 
mechanism to support frontier research and advanced 
technology, the United States has yet to find an altemative 
innovation paradigm to replace it. 

Given this spending trend, and the increasing ease of global 
technology transfer, it is conceivable, at least according to the Council, 
that the United States may lose its technological leadership in some 
important areas such as health and advanced materials, since innovation in 
these fields is closely linked to improvements in basic science. 

There is some indication that scholars are beginning to think more 
deeply and more broadly about the social, economic, and technological 
consequences of university involvement in private sector research 
partnerships (Siegel et al. 2001). This thinking reflects some major 
concerns about the impact of these relationships on the research 
university's mission to conduct basic research. Unfortunately, there is a 
void of information that can be studied by researchers to examine the 
ramifications of this trend from a wide variety of disciplinary perspectives. 

It is likely that the increasing trend toward university private-sector 
research partnerships will continue. A 1993 national survey of U.S. 
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biology, chemistry, and physics faculty members revealed that many 
academic scientists desired more of such involvement. An earlier survey 
of engineering faculty members reached the same conclusion. However, 
one of the authors (Morgan 1998, p. 169) of the surveys was quick to point 
out one area of major concern: 

... a diminution of the role of the university as an 
independent voice to help look out for the broader societal 
good and to guard against industrial as well as other 
excesses. An independent science, engineering and public 
policy role is essential to ensure an adequate supply of 
well educated scientists and engineers prepared to work 
with the public sector in public interest groups. Having 
industry assume a more central role as customer and client 
for university-based scientific and engineering research, 
while in some way a natural and desirable step, needs to 
be balanced against the need for independence, oversight 
and service to society and the larger public good. 

UNIVERSITY-BASED RESEARCH PARKS 

University-based research parks are a form of a public/private 
partnership between a university and tenant firms.^ While not a formal 
RJV, parks represent an infrastructure conducive to the formation of new 
RJVs or an environment conducive for universities to become a partner in 
an existing RJV. 

A number of definitions of a research or science park have been 
proffered by various institutions or associations. Following Link and Scott 
(forthcoming c): 

A university research park is a cluster of technology-based 
organizations that locate on or near a university campus in 
order to benefit from the university's knowledge base and 
ongoing research. The university not only transfers 
knowledge but expects to develop knowledge more 
effectively given the association with the tenants in the 
research park. 

^ The term science park is used more commonly in European Union countries. 
This section draws on Link and Scott (forthcoming c). 
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Generally, if the park is on or adjacent to a university campus the 
university owns the park land and either oversees, or at least advises on, 
aspects of the activities that take place in the park as well as on the 
strategic direction of the park's growth.^' ^ When the park is located off 
campus, it is often the case that the park land is owned by a private 
venture—and sold or leased to tenants—but the university had contributed 
financial capital to its formation and/or intellectual capital to its operation; 
therefore, there are elements of an administrative relationship between the 
university and these research parks .̂  

Universities are motivated to develop a research park on their own or 
in partnership by the possibility of financial gain associated with 
technology transfer, the opportunity to have faculty and students interact at 
the applied level with technology-based organizations, and by the 
responsibility of contributing to a regional-based economic development 
effort. ̂ °' '̂ Research organizations are motivated to locate in a research 
park to gain access to faculty, students, and research equipment, and to 
foster research synergies. 

Based on the definition above, the population of currently active 
university-based research parks is shown in Figure 9.3. Notable in the 
figure are the following parks: Stanford Research Park (established in 
1951), Cornell Business & Technology Park (established in 1952); and the 

^ Such oversight may include tenant criteria for leasing space in the park (Link 
and Link 2003). Such criteria may specify particular technologies or state that the 
tenant must maintain an active research relationship with university departments 
and their students. 
^ Approximately 6 percent of existing parks are formally affiliated with more than 
one university (e.g., Duke University, North Carolina State University, and 
University of North Carolina have a formal relationship with Research Triangle 
Park.). 
^ The form of the relationship between the university and the research park can be 
very explicit, as in the case when the university owns the park land and buildings 
and leases space to criteria-specific tenants; or very implicit, as in the case when 
the privately-owned park is juxtaposed to the university and the university owns 
and operates buildings on park land. Certainly, a physical relationship between 
the university and the park does not necessarily imply an administrative or 
strategic relationship. 
*° In most cases, regional economic development is one justification of the 
creation of a university-related research park. 
'* Just over 50 percent of university-related research parks were initially funded 
with public moneys. Of those, the public sector supported about 70 percent of the 
initial park cost. 
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Research Triangle Park of North Carolina (established in 1959). Also 
notable in the figure is the increase in park formation that began in the 
late-1970s and accelerated in the early 1980s/^ 

Figure 9.3. University-based Research Parks by Year Formed, 1951-2004 
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During the early and mid-1970s, real industrial R&D spending 
decreased. It was not until 1977 that real R&D performed in industry was 
able to return to its 1969-pre-decline level, and relatedly, in 1978 park 
formations began to increase. It is reasonable to hypothesize that private 
sector demand for research park space increased during this R&D growth 
period because firms were looking for cooperative research partnerships to 
expand their research portfolios, as opposed to development portfolios. 

The period of the relatively rapid increase in park formation 
corresponds to a period of significant public policy initiatives to encourage 
university-with-industry relationships, increases in industrial R&D 
spending, and the formation of cooperative research partnerships. The 
Bayh-Dole Act was passed in 1980 (Chapter 8), the R&E tax credit was 
enacted in 1981 (Chapter 7), and the National Cooperative Research Act 

*̂  Danilov (1971) attributes the relatively long period from about 1960 to the early 
1970s, during which the research park movement seemingly stalled, to a number 
of park efforts that failed as well as to the restraints on corporate R&D growth 
because of a lackluster economy. 
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was legislated in 1984 (discussed above). All of these public initiatives 
leveraged private sector R&D activity, which could have stimulated states 
and universities to establish potentially beneficial locations for their R&D 
to take place. 



1 0 ADVANCED 
TECHNOLOGY 

PROGRAM 

^ e Advanced Technology Program (ATP) is a public/private partnership, 

and, as shown in Table 10.1, it leverages private R&D through direct 

involvement through the provision of financial resources/ 

Table 10.1. Taxonomy of PubHc/Private Partnerships 

Economic Objective 

Governmental Involvement Leverage Public R&D Leverage Private R&D 
Indirect Patent system 

(Patent Act) 

Tax incentives 
(R&E tax credit) 

Research joint ventures 
(NCRA and NCRPA) 

Direct 
Financial Resources Advanced Technology 

Program 
(Omnibus Trade and 
Competitiveness Act) 

Infrastructural Resources 
Research Resources 

^ This chapter draws on Link (1996b), Link and Scott (1998), and Link (1999b). 
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The ATP was established within the National Institute of Standards 
and Technology (NIST, see Chapter 11) through the Omnibus Trade and 
Competitiveness Act of 1988, and modified by the American Technology 
Preeminence Act of 1991. The goals of the ATP, as stated in its enabling 
legislation, are to assist U.S. businesses in creating and applying the 
generic technology and research results necessary to: 

(1) commercialize significant new scientific discoveries 
and technologies rapidly 

(2) refine manufacturing technologies. 

These same goals were restated in the Federal Register on July 24, 1990: 

The ATP . . . will assist U.S. businesses to improve their 
competitive position and promote U.S. economic growth 
by accelerating the development of a variety of pre-
competitive generic technologies by means of grants and 
cooperative agreements. 

As shown in Figure 4.1, TFP significantly declined in the early 1980s. 
While it recovered in the mid-1980s, the U.S. position in critical 
technologies, relative to Japan and to Europe, was not strong. Table 10.2 
shows the technologies where, in 1989, the U.S. was still behind, and 
Table 10.3 shows the technologies where the trend remained unfavorable. 
In general, computer-based operating and processing technologies were, at 
that time, no longer a strength of the United States. 

The ATP received its first appropriation from Congress in FY 1990. 
The program funds research, not product development. Commercialization 
of the technology resulting from a project might overlap the research effort 
at a nascent level, but generally full translation of the technology into 
products and processes may take a number of additional years. ATP, 
through cost sharing with industry, invests in risky technologies that have 
the potential for spillover benefits to the economy. 

Appropriations to ATP increased from $10 million in 1990 to a peak 
of $341 million in 1995. Funding decreased in 1996 to $221 million, and 
it has averaged about $200 million per year until 2004 when it fell to just 
under $150 million. To date, ATP has funded through competitive 
processes approximately 770 research projects involving over 1,500 
organizations. In total, ATP has awarded over $2.0 billion with industry 
allocating nearly that same amount in the form of research matching funds. 
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Table 10.2. Critical Technology Report Card, Status in 1989 

Relative Position. U.S. vs Japan U.S. vs Europe 

Behind 

Even 

Ahead 

Advanced Materials 
Advanced 

Semiconductor 
Devices 
High-Density Data 
Storage 
Optoelectronics 

Superconductors 

Artificial Intelligence 
Biotechnology 
Flexible Computer-

Integrated 
Manufacturing 

High-Performance 
Computing 

Medical Devices and 
Diagnostics 

Sensor Technology 

Digital Imaging 
Technology 

Flexible Computer-
Integrated 

Manufacturing 
Superconductors 

Artificial Materials 
Advanced Semiconductor 

Devices 
Artificial Intelligence 
Biotechnology 
High-Density Data 

Storage 
High-Performance 

Computing 
Medical Devices and 

Diagnostics 
Optoelectronics 
Sensor Technology 

Source: Department of Commerce (1990). 

ATP has provided incentives to firms to undertake research that would 
not otherwise have been pursued—like projects A or B in Figure 3.1 (Link 
and Scott 2001). As an illustration of the research that ATP has funded, 
consider the following. 

A printed wiring board (PWB) or printed circuit board (PCB) is a 
device that provides electrical interconnections and a surface for mounting 
electrical components. The United Stated dominated the world PWB 
market in the early 1980s, enjoying a 42 percent world market share by 
1984. In 1985, that share fell to 36 percent against Japan's increasing 
market share. By 1987, Japan's world market share surpassed that of the 
United States for the first time (30 percent compared to 29 percent), and 
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Japan's share eventually peaked at 35 percent in 1990, compared to the 
U.S. share of 26 percent. 

Table 10.3. Critical Technology Report Card, Trends in 1989 

Relative Trend U.S. vs Japan U.S. vs Europe 

Losing Badly 

Losing 

Holding 

Gaining 

Advanced Materials 
Biotechnology 
Digital Imaging 
Technology 
Superconductors 

Advanced Semiconductor 
Devices 

High-Density Data 
Storage 
High-Performance 

Computing 
Medical Devices and 

Diagnostics 
Optoelectronics 
Sensor Technology 

Artificial Intelligence 
Flexible Computer-

Integrated 
Manufacturing 

Digital Imaging 
Technology 
Flexible Computer-
Integrated 

Manufacturing 

Medical Devices and 
Diagnostics 

Advanced Materials 
Advanced Semiconductor 

Devices 
High-Density Data 

Storage 
Optoelectronics 
Sensor Technology 
Superconductors 

Artificial Intelligence 
Biotechnology 
High-Performance 

Computing 
Source: Department of Commerce (1990). 

In 1991, the Council on Competitiveness released a report 
documenting that the U.S. PWB industry had lost its global competitive 
advantage. In April 1991, ATP announced an award to a joint venture led 
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by the National Center for Manufacturing Sciences (NCMS) to research 
aspects of PWB interconnect systems. ATP contributed nearly $14 million 
to the project, matched by firms in the venture. The joint venture had a 
number of technical successes and, according to the members of the joint 
venture, these ATP leveraged technical successes helped to increase the 
competitive position of the industry in the world market. 



1 1 NATIONAL INSTITUTE 
OF STANDARDS 

AND TECHNOLOGY 

^ e National Institute of Standards and Technology (NIST) is a 
public/private partnership, and as shown in Table 11.1, it provides direct 
infrastructural and research resources to leverage both public and private 
R&D.^ 

NATIONAL INSTITUTE OF STANDARDS AND TECHNOLOGY 

A standard is a prescribed set of rules, conditions, or requirements 
concerning: 

Definitions of terms. 
Classification of components. 
Specification of materials, their performance, and their operations. 
Delineation of procedures. 
Measurement of quantity and quality in describing materials, products, 
systems, services, or practices. 

To understand the current activities that take place at NIST, its public 
good mission must be placed in an historical perspective. The concept of 
the government's involvement in standards traces to the Articles of 
Confederation signed on July 9, 1778. In Article 9, § 4: 

The United States, in Congress assembled, shall also have 
the sole and exclusive right and power of regulating the 

' This chapter draws on National Research Council (1995), Link (1996b, 1999b), 
and Link and Scott (1998b). 
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alloy and value of coin struck by their own authority, or 
by that of the respective States; fixing the standard of 
weights and measures throughout the United States ... 

Table 11.1. Taxonomy of Public/Private Partnerships 

Economic Objective 

Governmental Involvement Leverage Public R&D Leverage Private R&D 
Indirect Patent system 

(Patent Act) 

Tax incentives 
(R&E tax credit) 

Research joint ventures 
(NCRA and NCRPA) 

Direct 
Financial Resources 

Infrastructural Resources 

Research Resources 

National Institute of 
Standards and 

Technology 
(Organic Act) 

National Institute of 
Standards and 

Technology 
(Organic Act) 

Advanced Technology 
Program 

(Omnibus Trade and 
Competitiveness Act) 

National Institute of 
Standards and 

Technology 
(Organic Act) 

National Institute of 
Standards and 

Technology 
(Organic Act) 

This responsibility was reiterated in Article 1, § 8 of the Constitution of 
the United States: 

The Congress shall have power ... To coin money, 
regulate the value thereof, and of foreign coin, and fix the 
standard of weights and measures ... 
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On July 20, 1866, Congress and President Andrew Johnson authorized 
the use of the metric system in the United States. This was formalized in 
the Act of 28 July 1866—An Act to Authorize the Use of the Metric 
System of Weights and Measures: 

Be it enacted ..., That from and after the passage of this 
act it shall be lawful throughout the United States of 
America to employ the weights and measures of the 
metric system; and no contract or dealing, or pleading in 
any court, shall be deemed invalid or liable to objection 
because the weights or measures expressed or referred to 
therein are weights and measures of the metric system. 

As background to this Act, the origins of the metric system can be 
traced to the research of Gabriel Mouton, a French vicar, in the late 1600s. 
His standard unit was based on the length of an arc of 1 minute of a great 
circle of the earth. Given the controversy of the day over this 
measurement, the National Assembly of France decreed on May 8, 1790 
that the French Academy of Sciences along with the Royal Society of 
London deduced an invariable standard for all the measures and all the 
weights. 

Within a year, a standardized measurement plan was adopted based on 
terrestrial arcs, and the term metre (meter), from the Greek metron 
meaning to measure, was assigned by the Academy of Sciences (Link 
1996b). 

Because of the growing use of the metric system in scientific work 
rather than commercial activity, the French government held an 
international conference in 1872, which included the participation of the 
United States, to settle on procedures for the preparation of prototype 
metric standards. Then, on May 20, 1875, the United States participated in 
the Convention of the Meter in Paris and was one of the eighteen signatory 
nations to the Treaty of the Meter. 

In a Joint Resolution before Congress on March 3, 1881, it was 
resolved that: 

The Secretary of the Treasury be, and he is hereby 
directed to cause a complete set of all the weights and 
measures adopted as standards to be delivered to the 
governor of each State in the Union, for the use of 
agricultural colleges in the States, respectively, which 
have received a grant of lands from the United States, and 
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also one set of the same for the use of the Smithsonian 
Institution. 

Then, the Act of 11 July 1890 gave authority to the Office of Construction 
of Standard Weights and Measures (or Office of Standard Weights and 
Measures), which had been established in 1836 within the Treasury's 
Coast and Geodetic Survey: 

For construction and verification of standard weights and 
measures, including metric standards, for the custom­
houses, and other offices of the United States, and for the 
several States ... 

The Act of 12 July 1894 established standard units of electrical 
measure: 

Be it enacted ..., That from and after the passage of this 
Act the legal units of electrical measure in the United 
States shall be as follows: ... That it shall be the duty of 
the National Academy of Sciences [established in 1863] to 
prescribe and publish, as soon as possible after the passage 
of this Act, such specifications of detail as shall be 
necessary for the practical application of the definitions of 
the ampere and volt hereinbefore given, and such 
specifications shall be the standard specifications herein 
mentioned. 

Following from a long history of our Nation's leaders calling for 
uniformity in science, traceable at least to the several formal proposals for 
a Department of Science in the early 1880s, and coupled with the growing 
inability of the Office of Weights and Measures to handle the explosion of 
arbitrary standards in all aspects of federal and state activity, it was 
inevitable that a standards laboratory would need to be established. The 
political force for this laboratory came in 1900 through Lyman Gage, then 
Secretary of the Treasury under President William McKinley. 

Gage's original plan was for the Office of Standard Weights and 
Measures to be recognized as a separate agency called the National 
Standardizing Bureau. This Bureau would maintain custody of standards, 
compare standards, construct standards, test standards, and resolve 
problems in connection with standards. Although Congress at that time 
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wrestled with the level of funding for such a laboratory, the importance of 
the laboratory was not debated. 

Finally, the Act of 3 March 1901, also known as the Organic Act, 
established the National Bureau of Standards within the Department of the 
Treasury, where the Office of Standard Weights and Measures was 
administratively located: 

Be it enacted by the Senate and House of Representatives 
of the United States of America in Congress assembled, 
That the Office of Standard Weights and Measures shall 
hereafter be known as the National Bureau of Standards 
... That the functions of the bureau shall consist in the 
custody of the standards; the comparison of the standards 
used in scientific investigations, engineering, 
manufacturing, commerce, and educational institutions 
with the standards adopted or recognized by the 
Government; the construction, when necessary, of 
standards, their multiples and subdivisions; the testing and 
calibration of standard measuring apparatus; the solution 
of problems which arise in connection with standards; the 
determination of physical constants and the properties of 
materials, when such data are of great importance to 
scientific or manufacturing interests and are not to be 
obtained of sufficient accuracy elsewhere. 

The Act of 14 February 1903 established the Department of 
Commerce and Labor, and in that Act it was stated that the National 
Bureau of Standards be moved from the Department of the Treasury to the 
Department of Commerce and Labor. 

Then, in 1913, when the Department of Labor was established as a 
separate entity, the Bureau was formally housed in the Department of 
Commerce. 

In the post World War I years, the Bureau's research focused on 
assisting in the growth of industry. Research was conducted on ways to 
increase the operating efficiency of automobile and aircraft engines, 
electrical batteries, and gas appliances. Also, work was begun on 
improving methods for measuring electrical losses in response to public 
utility needs. This latter research was not independent of international 
efforts to establish electrical standards similar to those established over 50 
years earlier for weights and measures. 
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After World War II, significant attention and resources were given to 
the activities of the Bureau. In particular, the Act of 21 July 1950 
established standards for electrical and photometric measurements: 

Be it enacted by the Senate and House of Representatives 
of the United States of America in Congress assembled, 
That from and after the date this Act is approved, the legal 
units of electrical and photometric measurements in the 
United States of America shall be those defined and 
established as provided in the following sections.... 
The unit of electrical resistance shall be the ohm.... 
The unit of electrical current shall be the ampere. ... 
The unit of electromotive force and of electrical potential 
shall be the volt. ... 
The unit of electrical quantity shall be the coulomb. ... 
The unit of electrical capacity shall be the farad.... 
The unit of electrical inductance shall be the henry. ... 
The unit of power shall be the watt. ... 
The units of energy shall be the (a) joule ... and (b) the 
kilowatt-hour. ... 
The unit of intensity shall be the candle.... 
The unit of flux light shall be the lumen. ... 
It shall be the duty of the Secretary of Commerce to 
establish the values of the primary electric and 
photometric units in absolute measure, and the legal 
values for these units shall be those represented by, or 
derived from, national reference standards maintained by 
the Department of Commerce. 

Then, as a part of the Act of 20 June 1956, the Bureau moved from 
Washington, DC to Gaithersburg, Maryland. The responsibilities listed in 
the Act of 21 July 1950, and many others, were transferred to the National 
Institute of Standards and Technology (NIST) when the National Bureau 
of Standards was renamed under the guidelines of the Omnibus Trade and 
Competitiveness Act of 1988: 

The National Institute of Standards and Technology 
[shall] enhance the competitiveness of American industry 
while maintaining its traditional function as lead national 
laboratory for providing the measurement, calibrations, 
and quality assurance techniques which underpin United 
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States commerce, technological progress, improved 
product reliability and manufacturing processes, and 
public safety ... [and it shall] advance, through 
cooperative efforts among industries, universities, and 
government laboratories, promising research and 
development projects, which can be optimized by the 
private sector for commercial and industrial applications 
... [More specifically, NIST is to] prepare, certify, and sell 
standard reference materials for use in ensuring the 
accuracy of chemical analyses and measurements of 
physical and other properties of materials ... 

NIST's mission is to promote U.S. economic growth by working with 
industry to develop and apply technology, measurements, and standards. 
As a group, these represent infrastructure technology or infratechnologies 
(Chapter 5). NIST carries out this mission through four major programs 
including ATP, but its centerpiece program is the measurement and 
standards laboratories program. It provides technical leadership for vital 
components of the nation's technology infrastructure needed by U.S. 
industry to continually improve its products and services. 

NIST's organizational structure is laboratory based. The laboratories 
at NIST provide technical leadership for vital components of the Nation's 
technology infrastructure needed by U.S. industry to continually improve 
its products and services. Currently, there are seven research laboratories 
at NIST:^ 

• The Electronics and Electrical Engineering Laboratory (EEEL) 
promotes U.S. economic growth by providing measurement capability 
of high impact focused primarily on the critical needs of the U.S. 
electronics and electrical industries, and their customers and suppliers. 

• The Manufacturing Engineering Laboratory (MEL) performs research 
and development of measurements, standards, and infrastructure 
technology as related to manufacturing. 

• The Chemical Science and Technology Laboratory (CSTL) provides 
chemical measurement infrastructure to enhance U.S. industry's 

^ In addition to these research laboratories, Technology Services provides a 
variety of products and services to U.S. industry such as Standard Reference 
Materials, Standard Reference Data, and Weights and Measures. 
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productivity and competitiveness; assure equity in trade; and improve 
public health, safety, and environmental quality. 

• The Physics Laboratory (PL) supports U.S. industry by providing 
measurement services and research for electronic, optical, and 
radiation technologies. 

• The Materials Science and Engineering Laboratory (MSEL) 
stimulates the more effective production and use of materials by 
working with materials suppliers and users to assure the development 
and implementation of the measurement and standards infrastructure 
for materials. 

• The Building and Fire Research Laboratory (BFRL) enhances the 
competitiveness of U.S. industry and public safety by developing 
performance prediction methods, measurement technologies, and 
technical advances needed to assure the life cycle quality and economy 
of constructed facilities. 

• The Information Technology Laboratory (ITL) works with industry, 
research, and government organizations to develop and demonstrate 
tests, test methods, reference data, proof of concept implementations, 
and other infrastructural technologies.' 

As an illustration of research that takes place at NIST, consider the 
following. Chemical compounds known as chlorofluorocarbons (CFCs) 
have been used extensively as aerosol propellants, refrigerants, solvents, 
and industrial form blowing agents. Until the past decade, most 
refrigerants used throughout the world were made of CFCs because of 
their desirable physical and economic properties. However, research has 
shown that the release of CFCs into the atmosphere is possibly damaging 
the ozone layer of the earth. In response to this research finding, 
international legislation was drafted that resulted in the signing of the 
Montreal Protocol in 1987, a global agreement to phase out the production 
and use of CFCs and replace them with other compounds that would have 
a lesser impact on the environment. In order to meet the phase-out 
schedule in the Protocol, research was needed to develop new types of 
refrigerants, called alternative refrigerants, that would retain the desirable 
properties of CFCs but would pose little or no threat to the ozone layer. 
The Protocol called for production and consumption levels to be capped at 
the 1996 level by year 1990, to then decrease to 80 percent of that level by 

^ The Computer Systems Laboratory (CSL) and the Computing and Applied 
Mathematics Laboratory (CAML) were combined on February 16, 1997 to form 
the Information Technology Laboratory. 
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1994, and to decrease again to 50 percent of that level by 1999. In the 
United States, the 1992 amendment to the Clean Air Act of 1990 called for 
a faster phase-out schedule in which no CFCs could be produced after 
1996. U.S. industries that relied on CFC refrigerants could not meet this 
schedule on their own, but the CSTL at NIST had been involved in 
alternative refrigerant research since 1982. That laboratory had developed 
a tool known as REFPROP, a computer package of standard reference data 
on r^^gerant properties that could be used by industry to model, in a 
standardized manner, the behavior of various alternative refrigerant 
mixtures for the development of CFC replacements. NIST's standard 
reference data saved the refrigeration industry millions of dollars in 
redundant research as well as improved environment quality by ensuring 
that the domestic industry met the phase-out schedule. 

THE ECONOMICS OF STANDARDS 

An industry standard is a set of specifications to which all elements of 
products, processes, formats, or procedures under its jurisdiction must 
conform. The process of standardization is the pursuit of this conformity, 
with the objective of increasing the efficiency of economic activity. 

The complexity of modem technology, especially its system character, 
has led to an increase in the number and variety of standards that affect a 
single industry or market. Standards affect the R&D, production, and 
market penetration stages of economic activity and therefore have a 
significant collective effect on innovation, productivity, and market 
structure. Thus, a concern of government policy is the evolutionary path 
by which a new technology or, more accurately, certain elements of a new 
technology become standardized. 

Standardization, according to Tassey (2000), can and does occur 
without formal promulgation as a standard. This distinction between de 
facto and promulgated standards is important more from an institutional 
process than an economic impact perspective. 

In one sense, standardization is a form rather than a type of 
infrastructure because it represents a codification of an element of an 
industry's technology or simply information relevant to the conduct of 
economic activity. And, because the selection of one of several available 
forms of a technology element as the standard has potentially important 
economic effects, the process of standardization is important. 

While economics is increasingly concerned with standards due to their 
proliferation and pervasiveness in many new high-technology industries. 
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the economic roles of standards are unfortunately poorly understood. 
Standards can be grouped into two basic categories: 

(1) product-element standards, and 
(2) nonproduct-element standards. 

This distinction is important because the economic role of each type is 
different. 

Product-element standards typically involve one of the key attributes 
or elements of a product, as opposed to the entire product. In most cases, 
market dynamics determine product-element standards. Alternative 
technologies compete intensely until a dominant version gains sufficient 
market share to become the single de facto standard. Market control by 
one firm can truncate this competitive process. Conversely, nonproduct-
element standards tend to be competitively neutral within the context of an 
industry. This type of standard can impact an entire industry's efficiency 
and its overall market penetration rate (Link 1983). 

Industry organizations often set non-product-element standards using 
consensus processes. The technical bases (infrastructure technologies or 
infratechnologies) for these standards have a large public good content. 
Examples include measurement and test methods, interface standards, and 
standard reference materials. 

From both the positions of a strategically-focused firm as well as a 
public policy maker, standardization is not an all-or-nothing proposition. 
In complimented system technologies, such as distributed data processing, 
telecommunications, or factory automation, standardization typically 
proceeds in an evolutionary manner in lock step with the evolution of the 
technology. Complete standardization too early in the technology's life 
cycle can constrain innovation. 

The overall economic value of a standard is determined by its 
functionality (interaction with other standards at the systems level) and the 
cost of implementation (compliance costs). Standards should be 
competitively neutral, which means adaptable to alternative applications of 
a generic technology over that technology's life cycle. 

There has been limited empirical research to quantify the impact of 
standards, and other infrastructure technologies, on firms. Link and 
Tassey (1993) have shown that firms that invest in infrastructure 
technologies, meaning formulate greater internal capabilities to utilize 
NIST's output, are more efficient in their in-house R&D than firms that do 
not. This study, albeit the only one of its kind, follows logically from a 
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theoretical understanding of the role of standards in the innovation process 
as defined by Tassey (2000, 2005). 



1 2 SMALL BUSINESS 
INNOVATION RESEARCH 

PROGRAM 

^ e Small Business Innovation Research Program (SBIR) is a 
public/private partnership that leverages public R&D through direct 
governmental support.^ See Table 12.1. 

The Small Business Innovation Research (SBIR) program began at the 
National Science Foundation (NSF) in 1977 (Tibbetts 1999). At that time 
the goal of the program was to encourage small businesses, long believed 
to be engines of innovation in the U.S. economy, to participate in NSF-
sponsored research, especially research that had commercial potential. 
Because of the early success of the program at NSF, Congress passed the 
Small Business Innovation Development Act of 1982. The Act required 
all government departments and agencies with external research programs 
of greater than $100 billion to establish their own SBIR programs and to 
set aside funds equal to 0.2 percent of the external research budget. As a 
set aside program, the SBIR program redirects existing R&D rather than 
appropriating new monies for R&D. Currently, agencies must allocate 2.5 
percent of the external research budget to SBIR. 

The 1982 Act states that the objectives of the program are: 

(1) to stimulate technological innovation 
(2) to use small business to meet Federal research and 

development needs 
(3) to foster and encourage participation by minority and 

disadvantaged persons in technological innovation 
(4) to increase private sector commercialization of 

innovations derived from federal research and 
development. 

This chapter draws on Audretsch, Link, and Scott (2002). 
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The Act was reauthorized in 1992 with the same objectives. 

Table 12.1. Taxonomy of Pubhc/Private Partnerships 

Economic Objective 

Governmental Involvement Leverage Public R&D Leverage Private R&D 
Indirect Patent system 

(Patent Act) 

Tax incentives 
(R&E tax credit) 

Research joint ventures 
(NCRA and NCRPA) 

Direct 
Financial Resources 

Infrastructural Resources 

Research Resources 

Small Business 
Innovation Research 

Program 
(Small Business 

Innovation 
Development Act) 

National Institute of 
Standards and 
Technology 

(Organic Act) 

National Institute of 
Standards and 
Technology 

(Organic Act) 

Advanced Technology 
Program 

(Omnibus Trade and 
Competitiveness Act) 

National Institute of 
Standards and 
Technology 

(Organic Act) 

National Institute of 
Standards and 
Technology 

(Organic Act) 

SBIR awards are of three types. Phase I awards are small, generally 
less than $100,000. The purpose of these awards is to assist firms to assess 
the feasibility of the research they propose to undertake for the agency in 
response to the agency's objectives. Phase II awards can range up to 
$750,000. These awards are for the firm to undertake and complete its 
proposed research, hopefully leading to a commercializable product or 
process. 
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The Department of Defense's (DoD's) SBIR program has been 
evaluated in some detail (Wessner 2000). It can be concluded that DoD's 
SBIR program is encouraging commercialization from research that would 
not have been undertaken without SBIR support. And moreover, the 
structure of DoD's SBIR program is overcoming reasons for market failure 
that previously have caused small firms to underinvest in R&D. In fact, 
Audretsch, Link, and Scott (2002) found that SBIR R&D does lead to 
commercialization, and that the net social benefits associated with the 
program's sponsored research are substantial. 

As an illustration of SBIR-sponsored programs, consider the 
following. In 1996, the Department of Defense (DoD) funded, through its 
SBIR program, a Georgia-based company to conduct Phase II research on 
hexavalent chrome. Hexavalent chromium is widely used on battleships in 
the Navy as well as in many industrial applications. It is, however, a 
known carcinogen and thus creates a toxic waste problem. The U.S. 
Environmental Protection Agency (EPA) had been aware of this problem 
but had not yet mandated that it cease being used because no replacement 
was available. Congress gave DoD an intemal directive to find a 
replacement material. The Georgia-based company won the competition 
and received an award to develop such a material. The replacement 
material is based on a thin-film oxide that can be applied to metal. The 
thin film is sprayed on metal with a flame, and the residual gas contains a 
replacement molecular coating that performs like hexavalent chromium 
but is more environmentally friendly. 



1 3 PROGRAM 
EVALUATION 

j/undamental to public support of innovation (Chapter 3) is the public 
sector's awareness of its accountability of its use of public resources. The 
concept of public accountability can be traced as far back as President 
Woodrow Wilson's reforms, and in particular to the Budget and 
Accounting Act of 1921/ This Act of June 10, 1921 not only required the 
President to transmit to Congress a detailed budget on the first day of each 
regular session, but also it established the General Accounting Office 
(GAO) to settle and adjust all accounts of the government. We note this 
fiscal accountability origin because the GAO has had a significant role in 
the evolution of accountability-related legislation during the past decade. 

What follows is a review of the legislative history of initiatives that 
falls broadly under the rubric of public accountability. As Collins (1997, 
p. 7) notes: 

As public attention has increasingly focused on improving 
the performance and accountability of Federal programs, 
bipartisan efforts in Congress and the White House have 
produced new legislative mandates for management 
reform. These laws and the associated Administration and 
Congressional policies call for a multifaceted approach— 
including the provision of better financial and 
performance information for managers. Congress, and the 
public and the adoption of integrated processes for 
planning, management, and assessment of results. 

This section draws from Link and Scott (1998b), Link (1999b), and Link and 
Scott (2005a). 
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Fundamental to any evaluation of resources allocation to any program 
is the recognition that the institution allocating the resources or 
administering the program is accountable to the public—that is to 
taxpayers—for its activities. With regards to technology-based institutions, 
this accountability refers to being able to document and evaluate research 
performance using metrics that are meaningful to the institutions' 
stakeholders, meaning to the public. 

PERFORMANCE ACCOUNTABILITY 

Chief Financial Officers Act of 1990 

The GAG has a long-standing interest and a well documented history 
of efforts to improve governmental agency management through 
performance measurement. For example, in February 1985 the GAG 
issued a report entitled "Managing the Cost of Government—Building An 
Effective Financial Management Structure" which emphasized the 
importance of systematically measuring performance as a key area to 
ensure a well-developed financial management structure. 

Gn November 15, 1990, the lOT' Congress passed the Chief Financial 
Officers Act of 1990. As stated in the legislation as background for this 
Act: 

The Federal Government is in great need of fundamental 
reform in financial management requirements and 
practices as financial management systems are obsolete 
and inefficient, and do not provide complete, consistent, 
reliable, and timely information. 

The stated purposes of the Act are to: 

(1) Bring more effective general and financial management 
practices to the Federal Government through statutory 
provisions which would establish in the Office of 
Management and Budget a Deputy Director for 
Management, establish an Office of Federal Financial 
Management headed by a Controller, and designate a 
Chief Financial Officer in each executive department and 
in each major executive agency in the Federal 
Government. 
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(2) Provide for improvement, in each agency of the Federal 
Government, of systems of accounting, financial 
management, and internal controls to assure the issuance 
of reliable financial information and to deter fraud, waste, 
and abuse of Government resources. 

(3) Provide for the production of complete, reliable, timely, 
and consistent financial information for use by the 
executive branch of the Government and the Congress in 
the financing, management, and evaluation of Federal 
programs. 

The key phrase in these stated purposes is in point (3) above, "evaluation 
of Federal programs." Toward this end, the Act calls for the establishment 
of agency Chief Financial Officers, where agency is defined to include 
each of the Federal Departments. And, the agency Chief Financial Officer 
shall, among other things, "develop and maintain an integrated agency 
accounting and financial management system, including financial 
reporting and internal controls," which, among other things, "provides for 
the systematic measurement of performance." 

While the Act does outline the many fiscal responsibilities of agency 
Chief Financial Officers, and their associated auditing process, the Act's 
only clarification of "evaluation of Federal programs" is in the above 
phrase, "systematic measurement of performance." However, neither a 
definition of "performance" nor guidance on "systematic measurement" is 
provided in the Act. Still, these are the seeds for the growth of attention to 
performance accountabiUty. 

Government Performance and Results Act of 1993 

Legislative history is clear that the Government Performance and 
Results Act (GPRA) of 1993 builds upon the February 1985 GAO report 
and the Chief Financial Officers Act of 1990. The 103"* Congress stated in 
the August 3, 1993 legislation that it finds, based on over a year of 
committee study, that: 

(1) waste and inefficiency in Federal programs undermine 
the confidence of the American people in the 
Government and reduce the Federal Government's ability 
to address adequately vital public needs; 

(2) Federal managers are seriously disadvantaged in their 
efforts to improve program efficiency and effectiveness. 
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because of insufficient articulation of program goals and 
inadequate information on program performance; and 

(3) congressional policymaking, spending decisions and 
program oversight are seriously handicapped by 
insufficient attention to program performance and results. 

Accordingly, the purposes of GPRA are to: 

(1) improve the confidence of the American people in the 
capability of the Federal Government, by systematically 
holding Federal agencies accountable for achieving 
program results; 

(2) initiate program performance reform with a series of pilot 
projects in setting program goals, measuring program 
performance against those goals, and reporting publicly 
on their progress; 

(3) improve Federal program effectiveness and public 
accountability by promoting a new focus on results, 
service quality, and customer satisfaction; 

(4) help Federal managers improve service delivery, by 
requiring that they plan for meeting program objectives 
and by providing them with information about program 
results and service quality; 

(5) improve congressional decisionmaking by providing 
more objective information on achieving statutory 
objectives, and on the relative effectiveness and 
efficiency of Federal programs and spending; and 

(6) improve internal management of the Federal 
Government. 

The Act requires that the head of each agency submit to the Director of 
the Office of Management and Budget (0MB): 

... no later than September 30, 1997 ... a strategic plan for 
program activities. Such plan shall contain ... a 
description of the program evaluations used in 
establishing or revising general goals and objectives, with 
a schedule for future program evaluations. 

And, quite appropriately, the Act defines program evaluation to mean: 
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... an assessment, through objective measurement and 
systematic analysis, of the manner and extent to which 
federal programs achieve intended objectives. 

In addition, each agency is required to: 

... prepare an annual performance plan [beginning with 
fiscal year 1999] covering each program activity set forth 
in the budget of such agency. Such plan shall... establish 
performance indicators to be used in measuring or 
assessing the relevant outputs, service levels, and 
outcomes of each program activity; 

where "performance indicator means a particular value or characteristic 
used to measure output or outcome." 

Cozzens (1995) speculated, at the time of the passage of GPRA, that it 
will encourage agencies to ignore what is difficult to measure, no matter 
how relevant. Alternatively, one could wear a more pessimistic hat and 
state that GPRA will encourage agencies to emphasize what is easy to 
measure, no matter how irrelevant. 

FISCAL ACCOUNTABILITY 

Legislation following GPRA emphasizes fiscal accountability more 
than performance accountability. While it is not our intent to suggest that 
performance accountability is more or less important than fiscal 
accountability, for we believe that both aspects of public accountability are 
important, our emphasis below is on performance accountability. 
Nevertheless, our discussion would not be complete in this chapter without 
references to the Government Management Reform Act of 1994 and the 
Federal Financial Management Improvement Act of 1996. 

Government Management Reform Act of 1994 

The Government Management Reform Act of 1994 builds on the 
Chief Financial Officers Act of 1990. Its purpose is to improve the 
management of the federal government though reforms to the management 
of federal human resources and financial management. Motivating the Act 
is the belief that federal agencies must streamline their operations and 
must rationalize their resources to better match a growing demand on their 
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services. Government, like the private sector, must adopt modem 
management methods, utilize meaningful program performance measures, 
increase workforce incentives without sacrificing accountability, and 
strengthen the overall delivery of services. 

Federal Financial Management Improvement Act of 1996 

The Federal Financial Management Improvement Act of 1996 follows 
from the belief that federal accounting standards have not been 
implemented uniformly through federal agencies. Accordingly, this Act 
establishes a uniform accounting reporting system in the federal 
government. 

The above overview of what we call public accountability legislation 
makes clear that government agencies are becoming more and more 
accountable for their fiscal and performance actions. And, these agencies 
are being required to a greater degree than ever before to account for their 
activities through a process of systematic measurement. For technology-
based institutions in particular, internal difficulties are arising as 
organizations learn about this process. 

Compliance with these guidelines is causing increased planning and 
impact assessment activity and is also stimulating greater attention to 
methodology. Perhaps there is no greater validation of this observation 
than the diversity of response being seen among public agencies, in 
general, and technology-based public institutions, in particular, as they 
grope toward an understanding of the process of documenting and 
assessing their public accountability. Activities in recent years have 
ranged from interagency discussion meetings to a reinvention of the 
assessment wheel, so to speak, in the National Science and Technology 
Council's (1996) report, "Assessing Fundamental Science." 

SYSTEMATIC APPROACHES TO THE EVALUATION OF 
PUBLIC/PRIVATE PARTNERSHIPS 

GPRA is directionally, as opposed to methodologically, clear about the 
evaluation process. It stipulates that public institutions/research programs 
must identify outputs and quantify the economic benefits of the outcomes 
associated with such outputs. In our opinion, agencies will attempt to 
quantify outcome benefits and then compare those quantified benefits to 
the public costs to achieve the benefits. Although these are GPRA's 
directions, the methodological hurdle that has been plaguing most public 
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agencies is how to quantify benefits. And even with an acceptable 
quantification of benefits, will the confidence of the American people in 
public sector research be strengthened by simply comparing benefits to 
costs? 

Consider two different approaches to program evaluation. When 
evaluating publicly-funded publicly-performed research, the relevant 
approach is based on a counterfactual method; when evaluating publicly-
funded privately-performed research programs, the relevant approach is 
based on a spillover method. The discussion that follows draws upon Link 
and Scott (1998b, 2000, forthcoming a). 

Traditional Evaluation Methods 

Griliches (1958) and Mansfield, et al. (1977) pioneered the application 
of fundamental economic insight to the development of estimates of 
private and social rates of retum to investments in R&D. Streams of 
investment outlays through time—the costs—generate streams of 
economic surplus through time—the benefits. Once identified and 
measured, these streams of costs and benefits are used to calculate rates of 
retum, benefit-to-cost ratios, or other related metrics. 

In the Griliches/Mansfield model, the innovations evaluated are 
conceptualized as reducing the cost of producing a good sold in a 
competitive market at constant unit cost. For any period, there is a 
demand curve for the good and a horizontal supply curve. Innovation 
lowers the unit cost of production, shifting downward the horizontal 
supply curve and thereby, at the new lower equilibrium price, resulting in 
greater consumer surplus (economists' measure of value— t̂he difference 
between the price consumers would have been willing to pay and the 
actual price, summed over all purchases, they paid). Additionally, the 
Griliches/Mansfield model accounts for producer surplus, measured as the 
difference between the price the producers receive and the actual marginal 
cost, summed over the output sold, minus any fixed costs. Social benefits 
are then the streams of new consumer and producer surpluses, while 
private benefits are the streams of producer surplus, not all of which are 
necessarily new because the surplus gained by one producer may be 
cannibalized from the pre-innovation surplus of another producer. Social 
and private costs will, in general, also be divergent. 

The Griliches/Mansfield model for calculating economic social rates 
of retum add the public and the private investments through time to 
determine social investment costs, and then the stream of new economic 
surplus generated from those investments is the benefit. Thus, the 
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evaluation question that can be answered from such an evaluation analysis 
is: What is the social rate of return to the innovation, and how does that 
compare to the private rate of return? We argue that this is not the most 
appropriate question to ask from a public accountability perspective. The 
fact that the social rate of return is greater than the private rate of return 
may validate the role of government in innovation if the private sector 
would not have undertaken the research; but it ignores, for example, 
consideration of the cost effectiveness of the public sector undertaking the 
research as opposed to the private sector. 

The Counterfactual Evaluation Method 

A different question should be considered when publicly-funded 
publicly-performed investments are evaluated. Holding constant the very 
stream of economic surplus that the Griliches/Mansfield model seeks to 
measure, and making no attempt to measure that stream, one should ask 
the counterfactual question: What would the private sector have had to 
invest to achieve those benefits in the absence of the public sector's 
investments? The answer to this question gives the benefits of the public's 
investments—^namely, the costs avoided by the private sector. With those 
benefits—obtained in practice through extensive interviews with 
administrators, federal research scientists, and those in the private sector 
who would have to duplicate the research in the absence of public 
performance—counterfactual rates of return and benefit-to-cost ratios can 
be calculated to answer the fundamental evaluation question: Are the 
public investments a more efficient way of generating the technology than 
private sector investments would have been? The answer to this question 
is more in line with the public accountability issues implicit in GPRA, and 
certainly is more in line with the thinking of public sector stakeholders, 
who may doubt the appropriateness of government's having a role in the 
innovation process in the first place. 

The Spillover Evaluation Method 

There are important projects where economic performance can be 
improved with public funding of privately-performed research. Public 
funding is needed when socially valuable projects would not be undertaken 
without it. If the expected private rate of return from a research project 
falls short of the required rate called the hurdle rate, then the private sector 
firm will not invest in the project. Nonetheless, if the benefits of the 
research spill over to consumers and to firms other than the ones investing 
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in the research, the social rate of return may exceed the appropriate hurdle 
rate. It would then be socially valuable to have the investments made, but 
since the private investor will not make them, the public sector should. 
By providing some public funding, thereby reducing the investment 
amount needed from the private firm or firms doing the research, the 
expected private rate of retum can be increased above the hurdle rate. 
Thus, because of this subsidy, the private firm is willing to perform the 
research which is socially desirable because much of its output spills over 
to other firms and sectors in the economy. 

The question asked in the spillover method is one that facilitates an 
economic understanding of whether the public sector should be 
underwriting a portion of private-sector firms' research, namely: What 
proportion of the total profit stream generated by the private firm's R&D 
and innovation does the private firm expect to capture; and hence, what 
proportion is not appropriated but is instead captured by other firms that 
imitate the innovation or use knowledge generated by the R&D to produce 
competing products for the social good? The part of the stream of 
expected profits captured by the innovator is its private retum, while the 
entire stream is the lower bound on the social rate of retum. In essence, 
this method weighs the private retum, estimated through extensive 
interviews with firms receiving public support regarding their expectations 
of future pattems of events and future abilities to appropriate R&D-based 
knowledge, against private investments. The social rate of retum weights 
the social retums against the social investments. 

The application of the spillover model to the evaluation of public 
funding/private performance of research is appropriate since the output of 
the research is only partially appropriable by the private firm with the rest 
spilling over to society. The extent of the spillover of such knowledge 
with public good characteristics determines whether or not the public 
sector should fund or partially fund the research. 

EVALUATION METRICS 

For an evaluation of a public/private partnership, two time series of 
data are needed. One time series is on the costs allocated to the 
partnership, public costs and private costs. The other time series is on the 
benefits to those whose R&D is being leveraged, measured in constant 
dollars. Several metrics are common for estimating the social value of the 
program. 
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Internal Rate of Return 

The intemal rate of return (IRR) is the value of the discount rate, i, that 
equates the net present value (NPV) of the stream of net benefits 
associated with a research project to zero. The time series runs from the 
beginning of the research project, t = 0, to a terminal point, t = n. 

Mathematically, 

(1) NPV = [(Bo-Co)/(l +i)'] + ... + [(Bn~ Cn)/(1 + i n = 0 

where, (Bt - Ct) represents the net benefits associated with the project in 
year t, and n represents the number of time periods - years in the case 
study evaluated in this paper - being considered in the evaluation. 

For unique solutions for i, from equation (1), the IRR can be compared 
to a value, r, that represents the opportunity cost of funds invested by the 
technology-based public institution. Thus, if the opportunity cost of funds 
is less than the intemal rate of retum, the project was worthwhile from an 
ex post social perspective. 

Benefit-to-Cost Ratio 

The ratio of benefits-to-costs (B / C) is the ratio of the present value of 
all measured benefits to the present value of all measured costs. Both 
benefits and costs are referenced to the initial time period, t = 0, when the 
project began as: 

(2) B / C = Et=otot=n Bt / (1 + r)T / [Zt=otot=n Q / (1 + r)̂ ] 

A benefit-to-cost ratio of 1 is said to indicate a project that breaks-even. 
Any project with B / C > 1 is a relatively successful project as defined in 
terms of benefits exceeding costs. 

Fundamental to implementing the ratio of benefits-to-costs is a value 
for the discount rate, r. While the discount rate representing the 
opportunity cost for public funds could differ across a portfolio of public 
investments, the calculated metrics in this paper follow the guidelines set 
forth by the Office of Management and Budget (1992), which states that: 
"Constant-dollar benefit-cost analyses of proposed investments and 
regulations should report net present value and other outcomes determined 
using a real discount rate of 7 percent." 
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Net Present Value 

The information developed to determine the benefit-to-cost ratio can 
be used to determine net present value (NPV) as: 

( 3 ) NPVi„i,ia,year = B - C 

where, as in the calculation of B / C, B refers to the present value of all 
measured benefits and C refers to the present value of all measured costs 
and where present value refers to the initial year or time period in which 
the project began, t = 0 in terms of the B / C formula in equation (2). Note 
that NPV allows, in principle, one means of ranking several projects ex 
post, providing investment sizes are similar. 

To compare the net present values across different case studies with 
different starting dates, the net present value for each can be brought 
forward to the same year - here year 2002. The NPVinhiai year is brought 
forward under the assumption that the NPV for the project was invested at 
the 7 percent real rate of return that is recommended by the Office of 
Management and Budget as the opportunity cost of government funds. 
NPV2002 is then a project's NPV multiplied by 1.07 raised to the power of 
2002 minus the year that the project was initiated as: 

( 4 ) NPV2002 = N P V X (1.07)2^2-initialyear 



1 4 CONCLUDING 
STATEMENT 

® i s book has focused on six specific public/private partnerships in the 
United States, what they are and their role in stimulating innovative 
activity. These six partnerships are summarized in Table 14.1. Certainly, 
public/private partnerships are not unique to the United States, although 
the pedagogical focus of the book is general enough to be applied to 
partnerships in any industrialized nation. Regardless, certain fundamental 
principles remain, and they are pervasive throughout the book: 

• Government has a role in the innovation process and that role is based 
on the concept of market failure. 

• Ideally, the causes of market failure should be understood a priori, and 
then an appropriate innovation policy proffered and adopted—a 
public/private partnership—to alleviate the barriers that caused the 
market failure.^ 

• Whatever innovation policy is implemented, it is incumbent on the 
government to demonstrate, at some point in time, accountability for 
its use of public resources. And, as the summary tables throughout the 
book have emphasized, any effort at accountability must take into 
account the policy's ability to leverage public and private R&D. 

The models of economic growth from Chapter 5 are reproduced in this 
chapter as Figure 14.1 and Figure 14.2 to serve as summary devices. The 
six public/private partnerships discussed herein map into the models of 
economic growth. 

Note the word "ideally" in this buUeted conclusion since in practice innovation 
and technology policies are generally justified ex post. They are then rationalized 
after the fact on the assumption that there was a market failure that needed to be 
overcome. The notable exception is in Link and Scott (1998a). 
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Table 14.1. Taxonomy of Public/Private Partnerships 

Economic Objective 

Governmental Involvement Leverage Public R&D Leverage Private R&D 
Indirect Patent system 

(Patent Act) 

Tax incentives 
(R&E tax credit) 

Research joint 
ventures 

(NCRA and NCRPA) 

Direct 
Financial Resources 

Infrastructural Resources 

Research Resources 

Small Business 
Innovation Research 

Program 
(Small Business 

Innovation 
Development Act) 

National Institute of 
Standards and 

Technology 
(Organic Act) 

National Institute of 
Standards and 

Technology 
(Organic Act) 

Advanced Technology 
Program 

(Omnibus Trade and 
Competitiveness Act) 

National Institute of 
Standards and 

Technology 
(Organic Act) 

National Institute of 
Standards and 

Technology 
(Organic Act) 

For specific examples, although the mapping is not singularly focused, 
the patent system leverages the relationship betw^een proprietary 
technologies and technology development in manufacturing, while it 
constrains the relationship between purchased technologies and 
entrepreneurial activity in services when the purchased technology was 
patented by the inventive firm. 

Tax incentives related to R&D affect the level of investment in generic 
technologies and proprietary technologies in manufacturing, and they 
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affect in services the so-called make versus by decision (in-house 
technology development versus purchased technologies). 

Figure 14.1. Entrepreneurial Model of Innovation in a Technology-based 
Manufacturing Sector Firm 

Strategic 
Planning 

Production Process 
Development 

Market 
Development 

New Value-Added 
Product 

I 
Entrepreneurial 
Activity 

Technology 
Development 

Risk Reduction 

Proprietary 
Technologies 

Generic 
Technologies 

Infrastructure 
Technologies 

Science Base 

In manufacturing, research joint ventures affect the speed at which 
activities occur within the development of generic technologies and the 
level of spillover knowledge that carries over into the development of 
proprietary technologies. In the service sector, there is relatively little 
joint venture activity. 

Firms in all sectors can and do benefit from the Small Business 
Innovation Research Program, although the lion's share of Department of 
Defense (DoD, highlighted in Chapter 12) awards have gone to 
manufacturing firms. The same is true for awards from the Advanced 
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Technology Program. In both cases, with reference to Figure 14.1, generic 
technology development is enhanced and the relationship between generic 
technology and proprietary technology is leveraged. 

Figure 14.2. Entrepreneurial Model of Innovation in a Technology-based 
Service Sector Firm 

Strategic 
Planning 

Product or Service 
Enhancement and 
Systems 
Integration 

Market 
Development 

I 
Competitive 
Planning . 

Purchased 
Technologies 

Entrepreneurial 
Activity 

t 
1 

Purchased Technical 
Services t 1 

Enhanced 
Value-Added 
Service 

Risk Reduction 

Infrastructure 
Technologies 

t i 
Science Base 

Finally, the activities that take place at the National Institute of 
Standards and Technology leverage the creation and use of technology. 
Thus, in manufacturing, NIST's infrastructure technologies—standards 
and protocols—enrich the science base and enhance the development of 
generic technology and proprietary technology, thus affecting risk 
reduction. In services, infrastructure technologies primarily affect the 
science base and risk reduction. 

Albeit a simplistic summarization, it does underscore the breadth of 
influence that public/private partnership have on the innovation process. 
Reemphasizing the conceptual framework from Chapter 5: 

R&D -^ Knowledge -^ Innovation -^ Technological Advancement -^ 
Economic Growth 
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public/private partnerships affect R&D activity and thus innovation. 
Innovation in tum leads to technological advancement, and technological 
advancement leads to economic growth. Thus, public/private partnerships 
encompass many policy altematives that are part of a Nation's innovation 
strategy. 
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